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SUMMARY

Shifts in core electron binding energies, as measured by
ESCA, are shown to be adequately accounﬁed for by non-empirical
mﬁlecular orbital calculations with;n the Hartree-Fock formglism.
A detailed comparison is made of the basis set dependencies of the
shifts predicted using Koopmans' theorem, differences in enefgy
between the molecule and the core hole state, and shifts predicted
by the equivalent cores approximation, The equivalent cores
approximation yields shifts which are quite insensitive to the basais
set employed and for the c13 levels the calculations indicate-ghat
the weak, but probably not the strong, form of the approximation is
valid, However, an analysis of the equivalent cores approximation,
for free atoms, in terms of experimental ionization energies shows
that even the weak form of-the approximation fails for the 2s levels
of second row elements but this may be qualitatively understood in
terms of shielding constants,

The charge potential model for the interpretation of core binding
energy shifts may be inverted to yield experimental charge
distributions in quite complex molecules from ESCA data. These
charge distributions are in good agreement with those predicted by
semi-empirical CNDO/2 SCF MO calculations and do not require detailed
assignments of binding energy shifts,

Used in conjunction with CNDO/2 charges the charge potentiai

model may be used to simulate the C18 spectra of the component



compounds of -nucleophilic substitution in perfluoroindene and
combined with other known experimental data the major site of
substitution is identified as the 3-position, _The cls spectrum
of the product of fluoride ion initiateﬂ trimerization of
perfluorocyclobutene may be used to determine which of several

postulated isomers is formed, either by comparison with C s binding

1
energy data of fluorocarbons of known structure or by simulation

of the Clé spectra using the charge potential model.
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CHAPTER 1

ESCA
(Electron Spectroscopy for Chemical Analysis)

A General Introduction’



1) The Early Development of ESCA

S;nce_the introduction of the first commercial ESCA spectréme;er;
iﬁ 1970 thére has been a rapid increase in the use of ESCA by'chemists.
This is hardly.surprising since ESCA is a technique which, being in-
dependent of nuclear spin properties, can be used to study any;élénent.
(Hydrogen and helium are exceptions since they are the qnly elgnents for
which the core levels are simultaneously valence levels). The.éhmple
being studied may be a solid, liquid, or gas and the requireméh£:is low,
(in favourable cases ~ 1 mg of a solid, 0.1pl of a liquid or 6.5 cé.of a
gas at STP). The information obtained, which may relate to both core
and valence electrons, is directly related to the electronic sfguéture
_ of the molecule and the theoretical 1nterpretgtion of the spectra is
straightforward but may, if required, be taken to a high deérée'of'_
sophistication,. . . -

The technique of ESCA, as used éoday, was developed and named by
Siegbaﬁn and co-workers in Uppsala.} However, some earlier invesﬁigations

into the energies of photoelectrons emitted from samples 1rradiatg& by
2,3,4

X-rays- had previously been' carried out in England (by H. Robinson)"
and in France (by M. de Brogl:l.e).5 These early investigations uéed a
homogeneous magnetic field for the energy amalysis of the eleéfrons and
the specéra were recorded pho£ographicaily (a magnetic sPectrogrépﬁ).
The anode material in an X-ray tube emits strong characteristic_x-réys
of a particular energy superimposed on a continuous background

radiation (Bremsstrahlung). If X-rays impinge on a sample (e.g. . a hetal
foil) photoelectrons are emitted and these were recorded on.a

photographic plate in the magnetic spectrograph. Electron energy

distributions were obtained which had long tails with edges atithe high




energy ‘end and, by measuring the positions of the edges, the energies of
éhe photoelectrons ejected from the different atomic shells in the
element were obtained. Using the known ene;gies of the X-ray linéé in
the primary X-ray beam the binding energies of the electrons in the
different shells were calculated. The results were not very accurate
since the edge positions were not well defined because of the energy
absorption from the electrons emerging from the foil. More acéurate data
on atomic energy levels could then be obtained from X-ray absorption

and X-ray emission spectrocopies, and the few further attqnpts6’7’8’9 to
extend the eérly work of Robinson and de Broglie met with compafatively
little success..

In 1951 K. Siegbahn initiated a research programme aimed at the
very high resolution study of the energy spectrum of electrons expelled
by X-rays. The instrument developed was an iron-free double focussing
magnetic spectrometer which was initially used for studying p-rays from

radioactive sources.lo’11

In 1954 the instrument was ready for uée with
X-ray excitation of photons, It was observed that, at high re;qlution,a :
sharp strong line cduld be resolved from the edge of each elechoﬁ veil1
(Fig.1.1). This line arises from electrons which do not underéo any
energy loss and corresponds to the binding energy of the relevant inner
shell. An intensity minimum separates this line from the apprdkimétely
continuous energy distribution of electrons emitted with lower Finetic
energy. This minimum occurs because electrons passing through EHE-_
sample can only loose energy in certain discrete amounts (plasmon.

12

excitations, ionizations and excitations in interband transitions).

The line widths of the photoelectrons emitted without energy loss depend

1
on:
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i. the natural width of the incident X-ray line
ii, the width of the atomic level from which the electrons are ejected
iii. the aberation of the spectrometer

iv. the width of the source and detector slits of the spectrdmeter.

Although chemical shifts of inner electronic levels in copber and its
oxides were reported as early as 195813 tﬂe observation of great
importance, made in 1964, was the appearance of two ls peaks .from the
distinct oxidation ;tates of sulphur in sodium thios'ulphate.l4 -It was
the observation of such chemical shifts that lead to the realizhéion of
the potential uses of ESCA in.chemistry. (Chemicai shifts in k-ra}_

15,16

spectroscopic data had previously been observed but in emission

spectra they were small and difficult to interpret and in absorpiibn

gectra they were difficult to study because of complicated edge s_t':.ructures).
Early E.S8.C.A. studies were carried out on solids, or condensed vhpours,
but with the provision of differential pumping gaseous samples h;yialso

1
be studied. 7

2) Processes Involved in ESCA and Related Spectroscopies

. a) Photoionization

The sample being studied is irradiatedwith X-rays of knoﬁn energy,
typically Mgk (1253.7 eV) or AlK .., (1486.6 eV). Electrons which
ol,2 , _al,Z :
have a binding energy less than the energy of the exciting radiation may
be ejected allowing the study of both core and valence electrons.
Consider the emission of a 1s electron from a gaseous sample Fig.l.2.

The kinetic energy of the photoelectron, KE, is given by

KE = hv - BE - Er



where hy is the energy of the photon (h is Planck's constant and v is

the frequency of the radiation), BE is the binding energy of the electrons
and Er is the recoil energy of the sample. The recoil energy is usually
negligible except where high energy X-rays are used with light qtdms

(e.g. for Li using AlKa:(1486.6 eV) gnd AgKa (22,000 eV) the rééoil
energies are 0.1 ané 2 eV respectively. Since this work considers
molecules containing atoms higher in the periodic table thaﬁ Iithium and
uses low energy X-rays, AlKal,Z or MgKal,Z’ then the recoil enéggy.is
negligible. The binding energy of the electrons (BE) in a gaseous sample
is therefore simply the difference in energy between the x-ray'éﬁergy

(hy) and the kinetic energy of the photoelectron (KE)
KE = hy - BE

(The rela?ionship between binding energies in solids and gases. will.be
discussed later (Chapter I.4)). |

The complementary technigue of ultraviolet photoelectron sp.ectroscopy18
(U.P.S. or P.E.S.) is based on the same principles and normally employs
He(I) radiation (21.22 eV) although other.radiation-, mainly HeII (40.8
eV),19 has been used. ' Only valence electrons can be s?udied bué.fotal
line widths in PES (typically 0.015 eV) are much less than thoée-in
ESCA (typically 1-2 eV) and vibrational fine structure can often- be
resolved. (The ion formed by photoionization is generally in a |
vibrationally excited state since the equilibrium bond distances are
usually not equal in the ground states of the molecule and ion. A high
degree of vibrational structure is associated with ionization from a
strongly bonding, or antibonding, orbital). The cross sections fo¥

photoionizations of particular electrons vary with photon energyl’u’18



and valence electron spectra of molecules studied by PES and ESCA show
considerably different intensity ratios,Fig.l1.3. A knowledge of the
change in cross sections for photoionizations as a function of ﬁhoton
energy of, for exayple, the 28 and 2p electrons would allow an estimate
of Ehe confribufiogs of the atomic orbitals to the molecular Atbltal.
Studies of the angular distribution of the intensities may also,yigld
information on the symme£ries of orbitals.zo The ME radiations of
yttrium (132 eV) and some other second transition series elements can be
used to probe further into the valence region than is possible with He

radition. 21,22

b) Shake up and Shake off Processes _

When ionization of a core electron occurs the su dden
perturbation of the valence cloud may lead to the simultaneous éxcitation

(shake-up) or emission (shake-off) of an outer e].-ectron17’23’24

(Fig.1.4).
These processes give rise to satellite peaks with lower kinetic energy

than the main photoionization peak,
KE = hy - BE - E
where E is the energy of the shake up or shake off process,
The probability of exciting an electron from the orbital denoted by
nlj of the neutral atom to the orbital n'lj of the ion is given by,24

* 2
1:.n'lj < nlj - NU.Y nleY'n'lj dTl

1] n'lj
are the wave functions of orbitals nlj in the atom and n'lj in thelion.

Where N is-the.number of electrons in orbital nlj and Yn and Y'

Since the probability of shake up invdlves the overlap of the two orbitals
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involved the selection rules governing the shake up excitation are of

the monopole type
AJ = AL = AS = AMJ = AML = AMS =0

This analysis has been extended to moleculeé25 and satellite peaks
arising from shake up processes have been observéd in inert gasesl7 and

molecules26 in both vapour and condensed phases.

c) X-ray Spectroscopies

The removal of a core electron from an atom leaves the atom in
a highly excited state. The core vacancy is filled by an electron from
an outer orbital and emergy may be released in the form of an X-ray and
it is this process which gives rise to X-ray emission spectroscopiesl’27’28
(Fig.l.5). For the production. of X-rays in X-ray guns the core vacancy
is produced by bombardment of the metal anode with a high energy beam of
electrons, However, this is not suitable for the study of compounds
since chemical decomposition often occurs. Therefore in X-ray emission
studies secondary X-rays are excited by means of a primary X-ray beam
(as in ESCA) and the energies of the emitted X-rays give information on -
the differences in energy levels in the sample. (The observed emissions
are those permitted by the atomic selection rules Al = +l, Aj = +1,0).
Siegbahn29 has recently carried out some ultra soft X-ray emission studies
of the CKa X-ray emission line (285 eV) and has succeeded in resolving
components from the 3¢ and 1lm valence orbitals 'in gaseous carbon monoxide

using electrons to create the core vacancies, With further improvements

in resolution and intensity it may be possible. to resolve the vibrational

fine structure,
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X-ray absorbtion spectroscopy involves passing the X-ray beam through
the sample and measuring the intensity of the radiation passing through
the sample as a function of wavelength.28 This gives rise to absorption
edges which correspond to the energy required to excite an electron from
one of the inner shells to the lowest unoccupied level (Fig.l1.5). The
relationship between electron spectroscopy, X-ray emission spectroscopy

and X-ray absorption spectroscopy is illustrated in Fig.l.6.

d) Auger Electron Spectroscopy

The alternative mode of relaxation after photoionization of a

core electron is Auger electron emission.3o’31’32’33

An electron from an
outer shell fills the vacancy, but instead of photon emission the energy

is transferred to another electron which is also emitted to give a

doubly ionized species Fig.l.7. If one of the final vacancies is in the

same shell as the primary vacancy the process is known as a Coaéer-Kronig

transition34’35

and the primary hole state has a short lifetime and this
produces line broadening of the photoelectron peak.17 Auger electron
emission is more probable than X-ray emission for elements of low atomic
number (Fig.l1.8). These electrons are also recorded in ESCA spectra, but
since their energies are independent of the exciting radiation (provided
it is great enough to create the primary vacancy), they may readily be
distinguished from photoelectrons by changing the energy of the exciting
radiation. Chemical shifts have also been observed in Auger spectra.17
Excitation of Auger spectra normally uses electrons sipce it is relatively
easy to generate and focus a high intensity beam., Because of the
relatively small mean free path of electrons in solids (as compared with
photons for example) Auger spectroscopy is particularly suited for surface

work.
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13,

3) Instrumentation

Fig.1.9 shows a schematic diagram of the AEI ES100 spectrometer

employed in this work. The essential components of this, and other electron

spectrometers are:

a) X-ray Generator

The most commonly used X-ray sources are MgKal,z and AlKatl,2
radiation with photon energies (and line widths) of 1253.7 eV (~ 0.7 eV)
and 1486.6 eV (~ 0,9 eV) respectively. Typical operating conditions for
the X-ray generator would be a pressure of less than 4 x 10_6 torf and
12KV, 20 mA for a magnesium target, Line widths may be reduced by
monochromatization techniquesl’17 and this improves resolution and
eliminatés unwanted background radiation and X-ray satellites. The
wavelength of AlKo radiation (A) is 8.34 3,36 and by diffraction from the
100 plane of quartz at an incident angle 0 of 78.5° the required

conditions for the Bragg equation are satisfied17

oA = 2d sin® n is an integer
d is the interatomic spacing.
(similar conditions cannot be satisfied in the case of magnesium Ko rad-
iatim, After separating the AlKy radiation from the background it may be
passed through a slit to reduce the line width prior to impinging on the
sample (slit filtering) or the photoelectrons may be passed through a
lens system to allow for the peak shape of the Ka radiation (dispersion

37,38

compensations). The principles of these methods are shown in Fig.1.10.

b) Sample Region

The sample region of the spectrometer is separated from the X-ray

generator by a thin (0.3 thou) aluminium window which ensures that electrons
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from the electron gun do not enter the sample region, Samples are stqdied
on the tip of a probe which may be inserted into the sample region (via an
insertion lock) without letting the sample region up to atmospheric
pressure. The tip of the brobe may be heated to over 250°C or cooled to
liquid nitrogen temperatures as required and the probe can be oriented

in the X-ray beam to obtain maximum signal intensity. Typical dperating
pressures are 5 x 10-6 torr or better but some spectrometers are

suitable for ultra high vacuum Qork (better than 10-9 torr). Sample

handling techniques will be discussed in more detail later (Chapter I.5).

c) Energy Analyzer

The electron energy analyzer should have a resolution in the
region of one part in 104. The analyzer on the ES100, and most other
commercial ESCA spectrometers, is a hemispherical double focussing
analyzer based essentially on the principles described by Purcell.’39 The
resolution of the analyzer, AE/E, where E is the energy of the electrons

depends on the mean radius of the hemispheres R and the combined widths

of the entrance and exit slits W
— = —

The resolution can be improved by reducing the slit widths (which reduces
the signal intensity), increasing the radius of the hemispheres (which
greatly increases engineering difficulties), or by retarding the'electrons
before they enter the analyzer. A compromise must be made in terms of

the analyzer size based on cost and ease of construction since diéficulties
which arise include accurate machining and support of the hemispheres with-

out mechanical distortion. A large analyzer section would also require
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a very efficient pumping system due to its size. Before entering the

energy analyzer the electrons, in the ES100, pass through a retarding lens

system. This has a twofold purpose:

i) By removing the sample region away from the analyzer more
flexible sample handling facilities are possible.
ii) By employing a retarding potential the stringency on the
resolution requirements of the analyzer may be_reduced

as outlined by Helmer and We:l.chert:40

The transmitted electron -current, I, of the relevant monoenergentic

electrons is given by

1 = BAQ (2)

where B is the brightness of the electron illumination of the eﬁtrance
slit, in units of current per uni; area per unit solid angle, A is the
area of the entrance slit, and () is the solid angle of the aperture of
the spectrometer as viewed from the entrance slit (AQ is the luminosity
of the spectrometer). The brightness B is determined by the strength of
the X radiation at the sample and since it is low a high luminosity, AQ,

is required. The luminosity is given by
2
a = aif) (3)

If E is reduced by applying a retarding potential to the electrons before
they enter the entrance slit of the ;pectrometer the luminosity may be
increased, without affecting AE, by increasing the slit dimensions and
acceptance angles (3). Furthermore the dimensional precision of the
instrument is relaxed by the larger overall value of AE/E (1). The

brightness of the electron beam is proportional to its kinetic energy and
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is therefore reduced in a retarding field. If Bo is the electron
brightness at the sample, where the photoelectrons have energy Eo’ and E
is the kinetic energy of the electron as it passes through the entrance

slit to the analyzer the brightness is given by

- (-° '
B = (E ) E (4)
o
and combining (2) and (3) gilves
I = B cnz(iégli (5)
~ o \E.E

and hence an increase in intensity of the tramnsmitted current I is also
obtained. Thus, for example, 1f the electrons are retarded from 1000 eV
to 100 eV then an increase in the luminosity of up to a factor of 100
may be obtained by increasing the slit dimensions and acceptance angle
and an increase in the transmitted current of a factor of 10 occurs (5)
despite the factor of ten reduction in brightness at the analyzer entrance
slit (4).

Electrons of the required-kinetic energy may bé focussed at the

collector slit by either

a) Scanning the retarding potential while keeping a
constant potential between the analyzer hemispheres
or b) Scanning the retarding potential and the potential
between the analyzer hemispheres simultaneously
keeping a constant ratio between the two. This is

the method used in the ES100.
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The overall resolution AEm/E depends also on contributions other

than from the analyzer
2 _ 2 2 2
(8E )" = (AE )" + (AE;)™ + (AE))

where AEx is the width of the X-ray line inducing the emission
AEl is_the width of the natural energy distribution of the
electron energy level
AEs is the width of the broadening due to spectrometer aberation
and depends on the emission energy E and the slit width.

The width of the collector slit is variable (0.2, 0.1 or 0.03
inches), the choice being a compromise between resolution and sensitivity.
Typical operating pressures for the analyzer are better than 10_8 torr.

Magnetic double focussing analyzers have also been used1 but while
these are simpler to comstruct they are more bulky than electrostatic
analyzers since they require Helmholtz coils to eliminate stray magnetic
fields. Thé types of energy analyzers used in both high and low energy

electron spectroscopy have been briefly rev:l.ewed.41

d) The Detector and Data Aquisition

The electrons passing through the collector slit are detected by
a channel electron multiplier and the pulses obtained are amplified and
fed into counting electronics. (With most designs of double focussing
analyzers their focal plane properties may be exploited by incorporating
multichannel detectors which can give spectacular increases in the rate
of data acquisition; this system is now being implemented on seme
commercial spectrometers). Spectra may be generated either by continuous

or step scans. In the continuous mode of operation the field (either
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electronic or magnetic) is increased continuously while the

detector signal is monitored by a rate meter, If the signal is
suficiently strong and the signal to background sufficiently high
then the spectrum (a grapﬁ of counts per second versus kinetic
energy of the eiectrons) is plotted out directly on ;n X-Y

recorder, Alternatively the energy may be incremented in small
steps (typically O,leV) and at each setting either a fixed number
of counts may be timed (useful if the cross sections for the process
are not known) or a count can be made for a fixed length of time,

By storing this data in a multichannel analyzer several scans of

the region of interest can be made thus averaging any random
fluctuations in background and many spectrometers have facilities
for varying degrees of computef control, The presence of bbth wide
and narrow scan facilities permits both preliminary searches and

detailed study of specific regions,

4) Reference Levels and the Relationship between Binding Energies
in Solid and Gaseous Samples, '

The natural definition of the binding energy of an electron in a
free atom or molecule is the energy required to remove the electron
from a given level to infinity (vacuum level), In a solid, however,
the outer electronic levels are broadened into bands and a potential
barrier exists at the surface; it is therefore more convenient to refer
the binding energies of solids to the Fermi 1eve1.1 The Fermi level
E_. is defined by

£
[ fN(E) GE = N where N(E) = z(E).F(E)
0

(functions of energy)., Z(E) is the density of states for electrons :
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i,e, the number of states (energy levels) between E and E + AE,
F(E) is the Fermi probability distributions:- the probability
that a Ferml particle in a system in thermal equilibrium at
temperature T will be in a state with energy E.

(E-Ef)/kT

+ 1)-1

F(E) = (e (KT <<E.)

N is the total number of electrons in the system and the electrons
£fill the available states up to the Fermi level, Consider
photoionization from a core level in a sample which 1s in electrical
contacg with the spectrometer fig (1,11), Since the sample and
spectrometer are in electrical contact their Fermi levels are the
same and any difference between the work functions of the sample

and spectrometer gives a difference in macro potentia142’43

and an
electric field arises in the space between the sample and spectrometer
chamber, The kinetic energy, KE, of the electron when it enters the
sample chamber is thus slightly different from the energy, KE',

which it had on emerging from the sample, It is the energy KE which
is measured and taking zero binding energy to be at the Fermi level
gives the relationship |

BE = hv - kE =~ ¢sp

The binding energy referred to the Fermi level does not depend on

the work function of the_sample but on that of the spectrometer, ¢
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and this represents a constant correction to all binding enefgies.
For this relationship to hold for non metallic samples a sufficient
number of free charge carriers must be present so that the Fermi
levels can adjust to a thermodynamic equilibrium'sfate. Electrically
insulating samples may be studied by ESCA since a sufficient number
of free charge carriers is formed during X-ray irrad:i.ation.1 Hoﬁever,
in the case of insulating samples a build up of charge on the surface
may occur and this sample charging can shift the energies of 411 the
emitted electrons by a significant amount (typically up to one or two
eV with the ES100 used in this work),

For core ionization from atom A in molecule AX the binding

energies in the solid (5) and vapour phase (2) may be related by the

processes
AX(s) — AX(g) (1)
AX(g) —_— ") + e w) (2)
*axt(g) —————— *Ax"(in solid AX) (3)
e (v) —— ¢ (Fermi) (4)
AX(s) —————— "ax"(in solid AX) + e (Fermi) (5)

(where * indicates a vacancy in a core level)

The binding energy difference between solid and vapour therefore
depends not only on the work functions of the sample (4) but also on
the energy required to remove a molecule of AX from the solid (l)land
the energy of placing the core ionized species *Ax& back into the

solid, However, for molecules in the absence of strong interactions
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(e.g. Hydrogen bonding) in the solid phase the shifts in binding
energy are similar in gases and solids, but the actual binding
energies are higher in gases due to the difference in reference
level, For ionic solids ionization from a gaseous ion (7) is
analogous to reaction (2), Consider an atom M with charge z in

an ionic 1attice39

M® (lattice) —>  M¥(g) (6)

u%(g) — ¥l 4 () (7

uZ(g) — " (1attice) (8)

e (v) _— e (Fermi) (9)
M”(lattice) —— "W l(1attice)

' + e (Fermi) (10)

Processes (6) and (8) are similar to lattice energies and the

energy of process (6) is the actual lattice energy for a lattice in
which interchange of tije cations and anions yields an indistinguishable
lattice (this is a cha;acteristic of most MX lattices).44 Thesé-
'lattice energies' are not simply related to 2 and it is unlikely

that the combined energy of processes (6) and (8) will be the samé

for a common ion in different lattices, Thus, while the core

electron binding energies in gaseous ions are a smooth function of z,45
there is no reason to expect more than a rough correlation between the
binding energies in the lattice and the charge z. The observation

of shifts in binding energies in ionic compounds cauvsed by expansion

of the lattice (and consequent change in lattice energy) on heating
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has been made46 and although the shifts are very small they agree well

with the expected values,

5) Sample Handling,

The following discussion refers in particular to the AEI
ES100 although where relevant mention will be made of additional
facilities available on other spectrometers,

a) Involatile Solids (non metallic)

The simplest method of sample preparation for an involatile
solid is to mount the sample on the spectrometer probe by means of
double sided adhesive tape, This has the disadvantage that the sgmple
is not in electrical contact with the spectrometer and sample charging
may occur, However, the binding energies do not change with time and
the Cls binding energy from tﬁe.adhesive tape may be used for calibration
purposes, An improvement on this method is mounting a small amount of

47 The layer of

sample on electrically conducting adhesive tape.
pump oil which forms on the saméle surfaces is often used as a reference}’
Where possible a more satisfactory method of sample preparation is to
deposit a thin layer of the sample onto a conducting backing (e.g.

gold) by evaporation from a solution in a suitable volatile solvent,

If a sufficiently thin layer of the sample is deposited such_that, for
example, the core levels from the conducting backing are observable

the photoconductivity induced throughout the sample ensures that the

sample takes up the same potential as the sample plate and eliminates

47
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sample charging effects, and the 4f7/2 signal from the gold backing
(binding energy 84,0 eV) may be used as reference, If, however, a
thick layer of sample is deposited the signal from the gold is not
observable and some sample charging may occur, Another method of
reducing sample charging effects, which has been incorporated in some
spectrometers, is to direct a beam of low energy electrons onfo the
48

sample.(an electron flood gun).

Other methods of sample handling include

i) Pressing a disc of a powder sample and mounting this on the
probe, This generally improves count rates compared with
powder samples and the slight deposit of hydrocarbon on the
surface may be used as reference,

ii) A powder sample may be pressed into a wire gauze on the.probe,

iii) Samples in the form of foils or sheets can be clipped directly

onto the probe,

Other method of calibrating for charging effects include

i) Making an intimate mixture of a powder sample with a reference
powder (this may be pressed into a disc),

ii) An internal element may sometimes be used as reference if its
chemical environment is known not to change from sample to sample.

iii) A conducting surface may be deposited on the sample and will take up
the same potential as the sample surface and may be used as

reference (e,g. the gold decoration technique),
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b) Liquids

Liquid samples are introduced by injection through a septum
plug into a heatable (25 to 150°C) evacuated reservoir shaft, The
vapour diffuses through a metrosil leak and is condensed onto a
cooled gold plate on the tip of the sample probe (typical temperatures
would be in the range -80 to -150°C)., This method ensures that the
surface of the sample is continually being renewed and prevents surface
contamination by the residual atmosphere in the spectrometer and
also obviates difficulties which may arise from Xray damage. (However,
a very low temperature, < 13000, sometimes leads to the condensation
of some water vapour), While the layer of condensed sample is thin,
and the Au4f7/2 peak is observable, no sample charging occurs, However,
with g high rate of condensation over an extended period sample
charging may occur and this results not only in a change in binding
energy but also an increase in peak width.49 Sample charging effects
of this type may readily be monitored by measuring the binding energy
of a particular core level when the sample layer is thin and repeating
this measurement at regular intervals throughbut the exper:l.ment.49

On some spectrometers liquids may be vaporized and studied directly

in the gas phase17

(This is now routine in several laboratories and
is standard in u,v, photoelectron spectroscopy). Work is also being
carried out by Siegbahn et a1.21 on the study of liquid beams and

they have found that very thin, even submillimeter, well behaved beams
of liquid can be formed in a vacuum, When applied to ESCA the beam

would pass parallel to the spectrometer slit and could be pumped back

to the liquid reservoir for continuous circulation,
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¢) Volatile solids.

Volatile solids are generally studied by sublimation of the ;ample
from a capillary tube, which may be heated, and subsequent condensation
onto a cooled probe, The same consideratioms of sample charging apply
as with condensed liquids, Solids which are very volatile may be
injected into the reservoir shaft, using a solid syringe, to reduce the
rate of condensation, Solids which are only slightly volatile may be
treated similarly to involatile solids but with cooling of the sample

probe to prevent sublimation.

d) Gases
Gases may be studied by condensation onto a cooled probe, but
several electron spectrometers have facilities for studying samples in

the gas phase and gas phase studies have the following advantages:-38

i) No inherent broadening of the levels due to solid state effects.
ii) Problems of sample charging removed,

iii) Increased signal to background ratio,

iv) Radiation damage, if it occurs, is of no importance provided

that the sample is not recirculated,

v) Easy calibration by mixing with standard gases,

vi) Possibility of distinguishing between inelastic losses and shake
up processes by varying the sample pressure,

vii) Direct comparison with theoretical results simplified.
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6)° Important Features of ESCA Spectra

a) Binding Energies.

The binding energies of core electrons, which are essentially
localized and do not take part in bonding, are characteristic of a '
particular element, Typical examples of approximate core electron

binding energies for some elements are shown in Table (1.1).

Table (1.1)

Li Be B C N 0 F Ne

1s 55 111 188 284 399 532 686 867 eV
Na Mg Al si P s cl A

1s 1072 1305 1560 1839 2149 2472 2823 3203

28 63 89 118 149 189 229 270 320

2p 4, 31 52 74 100 136 165 202 247

2p,,, 31 52 73 99 135 164 200 245

Knowledge of binding energies permits the detection or identification

1

of elements in a sample, Although some core kvels are too tightl&

bound to be studied with Mg or Al Xrays there are dlways less tightly
bound core electrons which can be studied, When choosing the-qore

level to study the following considerations are required:

i) The core level should give a high intensity spectrum (i,e,
have a high cross section for photoionization) and in solids
the escape depth should also be considered (Chap I.6,h),

ii) There should be no interference from other peaks in the same
kinetic energy regionm.

111) The line width should be narrow e.,g. for second row elements
such as sulphur and chlorine although the cross sections are

similar it is usual to study the 2p levels since the line
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widths of the 28 electrons are broadened by the short 1lifetime
of the hole states due to the highly efficient Coster~Kromnig
relaxation process.3

iv) fhe peak should have a high signal to background ratio. (High
backgrouynds may be capsed by inelastic scattering of the
electrons from strong peaks of higher kinetic energy).

v) The information content may vary from peak to peak. e.g. In
the study of multiplet effects it is often convenient to .study
photoionization from s levels since the interpretation of the data
is relatively straightforward (Chap. I.6,f)., Thus for first row
transition elements the 3s level is often studied even though the
signal to background ratio is unfavourable compared with other

core levels,

b) Chemical Shifts

Variations of binding energy within a core level depend on the

1,14,17

electronic environment of the atom, The classic illustration

of chemical shifts is the Cls spectrum of ethyl trifluoroacetate
Fig. (1.12). Shifts in binding energy of over 10eV have been ob,servedl’17
for a given level and thus even smaller shifts in core electron binding
energies are of a similar magnitude to energies of chemical reactions
(lev = 23,1 kcal/mole) and relationships between chemical shifts and

thermodynamic data have been derived.44’50’51'

Models for the
interpretation of chemical shifts will be discussed in more detail later

(Chapter III). For a particular core level (with due allowance made
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for any shake up or shake off processes) the peak intensities
are proportionhl to the number of atoms in a particular environment,
For example the C18 spectrum of acetone17 shows two carbon peaks with
area ratio 1:2 corresponding to the C=0 (higher binding energy) and

CH3 carbon atoms respectively Fig, (1,12),

c) Spin-Orbit Splitting.

If photoionization occurs from an orbital which has an orbital
quantum number (1) greater than 1 (i,e. p, d and f orbitals) then.a
doublet structure is observed.l This arises from coupling between
spin and orbital angular momenta which gives rise to two possiblé
values of the total quantum number (J) for the hole state fo;ﬁed. The
intensities of the peaks in the doublet are proportional to the ratio
of the degeneracies of the states (2J + 1), The relevant intensity

ratios are shown in Table (1,2) and the 4f doublet of gold is

5/2,7/2
shown in Fig, (1.13),

Table (1,2)

Orbital quantum no, Total quantum no, Intensity ratio
1 J (1 + s) (23 +1) / (23 +1)
8 o 2 No splitting
P 1 3 312 1:2
d 2 32 52 2:3
£ 3 312 712 3:4
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d) Multiplet Splittings

Multiplet splittings in ESCA spectra were predicted by Watsan
and Freeman52 and occur i1f the system being studied contains uﬁpaired
electrons since exchange interaqﬁ&ion affects core electrons with
a and B spins differently, Such effects were first observed in the
golid state by Fadley et 31.53 for the 3s level in some fluorides and
oxides of manganese and iron which contain unpaired 3d electrons, and

in the vapour phase (02 and NO) by Siegbahn et a1.17

Fig. (1.14), The
interpretation is relatively straightforward only for s-hole states,
The following discussion considers s-hole states and is based on.van
Vleck's vector coupling model54 which was originally conceived for
atoms, This gives the following results for s-hole states where S

is the total spin of the ln.configuration in the ground state. The two
possible final states have a total spin of § + 1/2. The splitting

AE (i,e, the energy difference between the states § +1/2 and S-1/2)

is proportional to the multiplicity of the ground state

AE = (25 + 1)K

where K is the exchange integral between the core (c) and valence (v)

electrons under consideration and is defined by

1
K = <g/(1) ¢.(2)] ?12' 8,(2) ¢ (1) >

The intensities of the peaks are proportional to the degeneracies of the
final spin states
L.e. (25 +1/2)+41) : (2(s-Y/2)+1) = (25 +2) : 28

Unlike intermolecular shifts the magnitudes of multiplet splittings

are independent of sample charging effects and reference level,
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Multiplet splittings in photoelectron spectra have recently been

discussed in some detail by Fadley.55 The magnitude of the splitting

for a given ion (or atom) can give valuable information concerning

the localization or delocalization of the unpaired valence electrons

17,56,57

in compounds since the greater the spin density on an atom

the greater the splitting, If the total population of unpaired

electrons can be assigned among the atoms with a fraction £, assigned

i
. th ceas ., th i
to the i~ atom, then the multiplet splitting on the i  atom AE

is approximated by56

AE =~ fi. (28 + 1) Ki'

e) Electrostatic Splitting

Splittings in the 5p3/2 levels of uranium and thorium metals

and compounds, and in some compounds of goldss’59

have been observed.
These were interpreted as arising from the differential interaction

of the internal electrostatic field with the M = + 1/2 and

M=+ 3/2 substates of the 5p3/2 electrons, and a definite correlation
was found between this type of splitting obtained by photoelectron
spectroscopy, and the.quadrupole splittings obtained from Mossbauer
spectroscopy60 which arise from the interaction of the nuclear
quadrupole moment with an inhomogenous electric field. Novakov61

has also observed the known 2eV crystal field splitting of the valence
3d levels in CoSO4 in ESCA spectra and crystal field splittings

should be observable in other systems.62
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f) Satellite Peaks

Satellite peaks arising from shake up and shake off processes
occur on the low kinetic energy side of the main peak and have been
discussed earlier (Chap. I. 2.b), ‘Also configuration interaction
satellite peaks in photoelectron spectra may be observed whenever
there are other final states with the same symmetry and which have
energies close to, but greater than, the single-hole state eﬁergy.63
These satellite peaks may be considered as arising from doubly excited
states of the hole state, (as opposed to the shake up and shhke off
processes which may be thought of in terms of singly excited states),
occuring on emission of an inner electron, They have been observed

63,64

in some alkali metal halides, In solids discrete peaks can arise

from surface and bulk plasmon losses and interband transitions.l
Satellite peaks in gases may also be caused by energy loss from the
photoelectroﬁ after emission 1f it undergoes a secondary collision
with an atom or molecule causing excitation of that atom or molecule.
The intensity of these energy loss peaks is pressure dependant and they

are therefore readily identifiable.l7

The Xray source may itself be a cause of satellite peaks, These
peaks have a higher kinetic energy than the main photoelectron peak and

are formed by the small percentage of higher energy K and K
17 *3,4 %s,6
radiation” ' which arises from KL double hole states and KLL triple

65

hole states of the emitting atom -~ but they are eliminated if a

monochromatized Xray source is used. When employing Mg Ka radiation
1,2
and passing it through an aluminium window to remove scattered electrons

some Al Ka radiation is also produced and gives rise to a satellite
1,2



36.

photoelectron spectrum displaced by 232,9eV to higher kinetic energy.,
This is useful since it may be used to identify Auger peaks which,
being independant of the energy of the exciting radiation, do not

show these satellites,

g) Line Widths

The effects contributingto the total line widths AEM have
previously been mentioned (Chapter I,3.c). The natural line width
at half maximum height of the core level under investigation AES
and that of the incident radiation AEx (unless monochromatization
is employed) depend on ghe uncertainty principle, AE At =-h/2n.66
where At is the lifetime of the state, The line widths of some
Xray atomic energy levels are given in table (1.3). (A line width

of leV corresponds to a lifetime of approximately 6,6 x 10-16 sec.66).

Table 1.3

Full Width at Half Maximum of Xray Atomic Levels (eV)

Level Atom

S Ar Ti Mn Cn Mo Ag
1s 0.35 0.5 0.8 1,05 1.5 5.0 7.5
24, 0.1 - 0.25 0,35 0.5 1.7 2,2

The photoelectric process is believed to occur in a time interval

of the order of 10-1asec.66 where as nuclear relaxation times are

of the order of 10-135ec.45 and the hole created in the core will

have a lifetime of approximately 10-16sec.66 Thus the process may
be regarded as sudden compared with nuclear (but not electronic) motion,

The line widths also illustrate that, in general, there is no

advantage in studying the most tightly bound core electrons since
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these levels are broad and this may obscure chemical shifts, Some
small changes in line widths (~ 0,1leV) have been observed to be
caused by chemical effects which have a small effect on the lifetime

67,68

of the core hole state, (This emphasises that peak intensities

should be measured by area and not by height),

h) Escape Depths

Depending on the core level studied and on the Xray source
used the escape depths of photoelectrons contributing to the
elastic peaks are typically 0-1008. This was first demonstrated by
Siegbahn and co-workers by depositing successive layers of
a-iodosteric acid on the probe and monitoring the intensity of the

L]

I3d5/2 core 1eve1.1 Spectra could also be obtained from less than

a monolayer illustrating both the sensitivity of the technique and
its potential in catalysis work since it is possible to monitor both
the surface and the adsorbed species simultaneously. The penetration
of the Xray beam into the sample under typical conditions is > 103 S
so that it is the mean free paths of the electrons which determine the
escape depths, In studies of Auger electrons and photoelectrons

in gold and aluminium oxide the escape depth was found to be
proportional to the square root of the electron energy.69 A
collection of measured escape depths as a function of kinetic enefgy
has been made by Tracy70 and is shown in figure (1,15), It is

evident, therefore, that ESCA measurements on solids may monitor the

bulk, semi-gsurface or surface depending on the core level involved,
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i) Deconvolution of Partially Resolved Spectra

Partially resolved peaks may be resolved into their individual
components by use of a Du Pont 310 curve resolver (an analogué
computer), For detailed deconvolutions a prior knowledgg of line
shapes (usually approximately gaussian) and peak widths for a
particular level 1is required. This is obtained from a study of
similar compounds, with well resolved peaks, which have been studied
under the same experimental conditions, Since the peak areas for
a given level are proportional to the number of atoms in a particular
environment and if the total number of atoms of the element is known,
then setting peak widths and areas and varying the peak positions to
obtain a fit to the experimental spectrum allows the individual
binding energies to be determined, In complex cases theoretical
calculations, usually employing the charge potential model,17 may be
requlred to assign the binding energies to particular at:oms.n"72
The integration facility on.the curve resolver also permits the
areas of peaks to be determined and thus, for example, in fluorocarbon
compoqnda'the ratios of the C, CF, CF2 and CF, carbon atoms are

3
readily determined,

7) A Brief Survey of the Applications of ESCA to Chemistry,

The following survey is intended to give a few examples of a
wide range of some of the more important, interesting and unusual.
applications of ESCA in the field of chemistry, A more comprehensive

review of the literature is given in reference 73,
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Since ESCA chemical shifts depend directly on the electroﬁic
structure of the molecule17 (Chapter III) attempts have been madé
to correlate ESCA chemical shifts with shifts obtained from
spectroscopies such as n,m.r,, n.q.r. and Mossbauer thch are also
affected by the electronic environment of the atom, Correlations

75,76

with n,q.r, data74 and Mossbauer chemical shifts have been

observed for series of closely related compounds. However, there

is little correlation between the 130 n.,m,r, shifts in the halomethanes,

s ESCA chemical shifts38

77a,b,c,

especially the bromomethanes, and the C1

and previous direct correlations of this nature should not be
extrapolated, The close relationship between ESCA chemical shifts
and atomic charge distributions permits detailed charge distributions
in molecules to be determined experimentally (Chapter IV). Besides

the use of ESCA in catalysis studies78’79

the surface nature of the

technique has been used to study systems ranging from the surface oxidation

of metals such as aluminium80 and tungsten?1 to the adsorption of

sulphur compounds on smoke particles82 and the surface oxidation of

wool fibres.sa’84
Applications in the field of organic chemistry include the study

of substituent effects in aliphatic,77cand more importantly, in

aromatic compounds,72:85,86,87

the study of carbonium ions in order to
gain information about charge localization or delocalization and hence
to obtain information of the classical or non-classical structure of

the ions’88,8?,90

and studies of problems in fluorocarbon (Chapter V)
and chlorocarbon systems91 which were not readily ameanable to solution

by other techniques, Much useful information, e.g. the proportion
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of comonomers incorporated in copolymers can be obtained from ESCA
studies of polymer systems.92’93
ESCA can be used for both qualitative and quantitative analysis..
Thus pg anntities of Pd, Cd and Bi deposited on a mercury coated
platinum electrode may be detected by ESCA94 and after the preparation
of calibration curves the bulk ratio Mnoz to MoO3 in a mixture. of
95

the two oxides can be determined within a few percent, ESCA has

also been used in the study of rock samples obtained from the moon.%’97
An application of biological importance is the analysis of the
quality and quantity of grain protein,98 where the Nls peak from
lysine and argenine may be distinguished from the amide nitrogen and
the sulphur content estimated from the S2p peaks (comparisons with
compounds of known elemental composition permits quantiative estimates
and no elaborate sample preparation is required). Other compounds

of biological interest which have been studied include insulin,

vitamin B 1 and nucleic acid bases and t_RNA'99,1OO,101

12

further ingeneous use of ESCA, in combination with some thermodynamic

A

data, is the estimate proton affinities of several compounds.44
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Introduction

Sufficient background theory is presented in this chapter to
form a basis for the discussion presented in subsequent chapgers.
A brief summary is therefore given of both non-empirical and semi-
empirical molecular orbital treatments together with a brief
discussion of the programs employed in this work for the molecular
Hartree-Fock calculations, The discussion is restricted to
computations within the Hartree-Fock formalism although, wheré
appropriate, reference will be made to correlation and relativistic
corrections, The reasons for limiting the discussion to the

Hartree-Fock formalism are threefold:-

i) As will become apparent many features of ESCA data can be

quantitatively understood within the Hartree-Fock model,

ii) With currently available computing power both semi-empirical
and non-empirical Hartree-Fock molecular orbital calculations

may be carried out routinely.

iii) The Hartree-Fock concept, namely the hypothesis of one electron
orbitals, is about the last chance to retain an intuitive -
representation of the electronic structures of atoms, ions and

molecules, This is a very important consideration for a model

on which experimental data are interpreted and has great intuitive

appeal to chemists.
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1) A BRIEF SUMMARY OF QUANTUM MECHANICS

The electronic structure of an atom, ion or molecule is
described by a mathematical function, ¥, of all the coordinates
of the system, including time, and is known as the wave function,
It is this function which contains all the information about the
properties of the gystem. If the system is conservative i.e..a_system
in which the total energy does not vary with time, then separaéion

of the time coordinate can be carried out

¥ (x,y,2,t) = vy (x,y,2)¢ (t) (1)

and this leads to the time independent Schroedinger equation
Xy = Ey (2)

which is the starting point for the application of quantum mechanics

to chemical systems. X is the hamiltonian (total energy operator)

of the system and E is the eigenvalue corresponding to the total

energy of the system, Such a system is known as a stationary state

and only time independent calculations will be considered. (Although

in theory this may not be justified a priori103 for the discussion of
photoionization phenomena it will become clear both from this work and
the work of others that to a good approximation a quantitative discussion

based on stationary states is entirely adequate), In order to obtain

¥ it is necessary to solve equation (2). For a system of nuclei
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(uy v ....) with coordinates X and electrons (i, j ....) with
coordinates x the total spin free, (i.e, non relativistic)

Hamiltonian operator is given by

2 2 2 2
_.y oA g
X (6,X) = - ) mﬂv Lot ) Y VeV G () (3)
T i

where the first two summation terms account for the kinetic energies
of the nuclei and the electrons and the terms Vne(x,X), Vee(x) and
Vnn represent the nuclear-electron attraction, electron-electron

repulsion and nuclear-nuclear repulsion respectively

2 2
. Z e e2 —_ Z Zve
Vne(x’x) T Z Z T ’ Vee(x) = Z r,. ! Vnn_ Z T, (4)
Boq H ig * <V

In order to obtain the electronic Shroedinger equations the Born-
Oppenheimer approximation is invoked,. Separating the nuclear kinetic

energy terms

.2 2
= h
X (%) —-Z = Vu (5)
n
n
then
X (6,%) - K (X) = 3¢, (x,%) (6)

is the Hamiltonian which describes the motion of thc electtons for
fixed positions of the nuclei and u% depends on the position but not

the momentum of the nuclei.
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The total wave function is assumed to be separable into an

electronic and a nuclear part

Y = oy &D x_© (7

the electronic wave function is defined by
3, (x,X) ¥ (x,X) = E_(X) ¥ (x,X) (8)

and the nuclear wave function by

[Jg(x) + Ee(X)] %e = E ?(ne(x) (9)

(xne can be further separated into vibrational,'rotational and.
translational components),

The electronic wave function is solved for fixed positions of
the nuclei by solving (8) to give the electronic energy E, which is
the potential energy determining the motion of the nuclei so that the
Shroedinger equation for the nuclei has the form (9),

The total energy is the sum of the electronic energy (evaluated

at the equilibrium configuration) plus the nuclear energy
E = E(X)+E_ (10)
The conditions under which the Born-Oppenheimer approximation

is valid are examined below, The total Schroedinger equation may

be written:
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(3, (x,X) + 3¢ (X)] ¥, (x,X) xne(x) =E ¥, (x,X) x (X (11)
Since the only differential terms in y% are functions of x

then from (8)

ﬂ%(x,x)we(x,x)xhe(x) = xne(x)ﬂ%(x,x)wE(x,X)

= (X) E_(X)y_(x,X) (12)
&'Ie e e

But ﬂ% is a differential function of X and both Yo and xﬁe are

functions of X, herice using (5)

n? 2
XY OXE) = - ) oh— [y (5,07 x (0
" M m
. 2
+20 v, 0V % () + X0V y, (x,0] (13)

Substitution of (12) and (13) into (11).gives (9) provided that the
terms invu\ye and Vﬁ Y, in (13) can be neglected. Thus the Born-
Oppenheimer approximation is valid provided that the electronic
wave function Yé is a slowly varying function of the nuclear
coordinates,

In dealing with the equations of quantum mechanics it is
convenient to introduce atomic units which lead to a considerablé'.

simplification in the form of the Schroedinger equation-viz:-~

Length:- the atomic unit of length is the Bohr radius a

= 0.529167 x 10 Scm

= 0.529167 X
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Energy - the atomic unit of energy (the Hartree) is the energy

of interaction of two unit charges separated by one Bohr radius

o2

a
o

= 4.35942 x 10" erg = 27.21 ev

o
Mass - the atomic unit of mass is the electron mass

m = 9.0191 x 10 28z,

The electronic Hamiltonian operator y% is therefore given by

'
= 12 T VoL
xe -Z ZV. - ZZ r . + L r,, (15)
. i . ui ., 1]
1 M 1 1<J

For many electron systems terms representing the interelectronic

repulsion, /, ;l— , are included as part of the potential energy

. . ij

1<)
in the Schroedinger equation, However, if inter-electronic repulsions
could be neglected then the wave function could be -expressed in terms

of a summation of products of one electron function

€
1l

v
al(1) wb(Z) creeens q;k(n)

and

b
el

+
N
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In this form the wave function would be separable into a set of
equations each involving the coordinates of only one electron and
the solution of these equations would give the {'s, Although
interelectronic repulsion cannot be comp}etely neglected, it cannét
be taken.properly into account since the many-body problem is not
exactly soluble in quantum, or classical, mechanics. However, the
idea of a one electron function (the orbital approximation) is
conceptually simple and it is therefore very useful to cons ider
products of one electron functioms and to determine how close it is
possible to approach the exact functions., Within the orbital
approximation it is possible to describe adequately the average
repulsion experienced by an electron due to the other electroms in
the system, However, it is relatively difficult to incorporate the
instantaneous correlations of electronic motions,

Associated with each electron is a spin (ms = 4 =) and
the two possible spin functions are written as a(ms = =) and
B(ms = - %). The product of a spatial orbital defined above and

a spin function is known as a spin orbital ¢.

¢i(1) = ¢i(1)a or ¢i(1)B

where v is a function which depends only on the space coordinates

of the electron and also a and B are orthogonal

I afds =0

(This separation into spin and space coordinates is possible only

because the nmon-relativistic (i.e. spin free) Hamiltonian was used).
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The total wave function must be in accord with the Pauli
antisymmetry principle which allows for the fact that electrons
are indistinguishable from each.other, Thus all acceptable wave
functions for particles of half-integral spin (Fermions) must be
antisymmetric upon interchange of any two particles. The single

product wave function

¥ (1,2, ...20) = ¥ (Da §,(DB 4,(De ..ceen...d (2005 (16)

is not antisymmetric but can be made so by writing it in determinental

form

LDa yWB ¥,(Da ... ¥ (1)

1 h(2a ¥ (2B ¥,(2)a.......¥ (2)B

¥(1,2, ... 2n) =
(2n) !

V(2 ¥ (2008 ¥, (20)a ...... ¥ (20)B

where’ ?E%T; is a normalizing constant, This is known as a
Slater determinant and is often abreviated by writing only the

diagonal elements, the normalization factor being understood

W1,2 ... 20) = | pa §B Vo VB ...l Vayp |
= , v1 El vz —*2 ceseanneas - ¥ Tbn l

(17)
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Exchange of any two electrons interchanges two rows of the
determinant and therefore reverses the sign of the wave function
ensuring the required antisymmetry, Also if two electrons are |
placed in the same spin orbital the value of the determinant is
zero since two rows of the determinant would be identical and this
accounts for the Pauli exclusion principle,

The wave function must be continuous and single valued and

have an integrable square (i.e. be capable of being normalized).
2
f"’id" = 1
Also it can be shown that102a different eigenfunctions of the same

Hamiltonian corresponding to different eigenvalues are mutually

orthogonal. Hence

6 = 1 fori=j
6 = 0 fori#j

f‘*i“’jd" = 5y
The perfect single determinantal wavefunction (for the ground state
of the system) gives an expectation value for the energy corresponding
to the Hartree-Fock limit.

From the discussion given above it is obvious that expressing the
wave function in terms of a Slater determinant is an approximation and
hence a yardstick is required for gauging how close to physical

reality is the description of the system provided by the wave function,
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Such a criterion is provided by the variation theorem,
Tﬁe varlation principle states that:-
Given any approximate wavefunction satisfying the boundary conditions
of the problem, the expectation value of the energy calculated from
102

this function will always be higher than the true ground state energy.

Therefore if | is an approximation to the exact wavefunction,

[fcvar = Exr

where E® is the true energy. The variation method is used by

starting with a trial wave function containing one or more variational
parameters and then minimizing the expectation value of the energy with
respect to these parameters, The method generally used to obtain
suitable trial functions for molecular orbitals is to take a linear
combination of basis functions, known as the basis set, and, as the
number of functions tends to infinity, the perfect wave function
(within the Hartree-Fock formalism) is approached. The simplest
approach of this type is to take a linear combination of atqmic orbitals
(LCAO method), the basis of which is the reasonable assumption that the
electronic distribution in a molecule can be represented as a sum of
atomic distributions, Consider a molecular orbital y§ which is a

linear combination of appropriate atomic orbitals X

e X (18)

-
1l
]
W B



and the coefficients c, are used as the variational parameters,
(However, variational parameters could equally well be incorporated

in the basis functions themselves)

[ %
HESEL
E = S (19)
[¥'v ar
K ; *
2 ¢ % X deT
= i)
* *
Zc 1cj.‘ Xi de'r
ij
*
Z c. cH,.
1 ] 1]
= i,
zi Sij
i,]
r %
where Hij = Jx i K de'r
*
S; = [X e
. *
i,]
Differentiating with respect to Cy
n H
* OE _
Zc $ By = B8y - Zcicjsij B, 0
i=1 isj

OE

For the minimum value of E,. %% - 0 for all k
W k

52.
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*
(Hik - E sik) =0 for k =1 ton (20)

L]
] =]
HM
(o]
[ 8

These sets of n simultaneous equations are known as secular
equations and for a non-trivial, solution the n by n secular

determinant must equal zero
Hoe - ESyl| =0 (21)
Hence the roots of the equations El’ E2 cees En may be obtained

and by substitution back into (20) the coefficients c, and hence

the molecular orbitals §, may be determined,

2) HARTREE-FOCK SELF CONSISTENT FIELD THEORY

The basis of the Hartree-~Fock self consistent field treatment
of molecules lies in the extension of the treatment of atomic
systems by Hartree104 which was modified by Focklo5 and Slater106
to include the antisymmetry of the wave functions, The method
consists of minimizing the energy resulting from the single determinant
wave function (17) to derive a set of integrodifferential equations,
the Hartree-Fock equations, The Hartree-Fock wave function is the
best wave function which can be constructed by assigning each electron
to a separate orbital, or function, depending only on the coordinates
of that electron, Only for one electron systems e.g. the hydrogen
atom can be Hartree-Fock equation be solved in closed form, however
for atoms the equations may be solved to & high degree of accuracy by

numerical integration.107 It is not possible to use a mathematically
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complete set of functions in molecular orbital calculations and only
an approximate solution to the Hartree-Fock equations_can.be
obtained, The best (lowest energy) single determinantal function
construcéed within a finite basis set is the self consistent fieid
function,

Suppose the wave function for a system of n electrons is

written as a single product of n spin orbitals

y o= (D) g2y () (22)

The energy of this wave function is evaluated by

E = f\lf:ic\l’d-r _ (23)

where X is the electronic Hamiltonian, ¥ may be written in the form

X = ZH°(1)+Z(:_—)+ Vrm (24)
1 ij 1

where H°(i) is the core Hamiltonian which consists of the kinetic
energy operator and the electron-nuclear attraction terms for

electron i and Vnn is the nuclear repulsion energy.

Substituting (22) and (24) into (23) gives

k
E Z 1'lr:r + Z Irs + vnn (26)
r=a pairs

rs
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where Hc
rr

J 4,1 v dr (27)

1 .
and 5 = [[v e ;;;) b (DY, (Ddrdr, (28)

Expression (26) consists of two parts: the first involving 1 is
thé sum of the energies that each electron would have if all other
electrons were absent, the second is the total of all electron-
electron repulsion energies, However wave function (22) does not
satisfy the antisymmetry requirement, but this is corrected by

converting the single product to a Slater determinant of spin orbitals

om fugly eeeeees ()] (29)

Provided the spin orbitals are mutually orthogonal by substituting

(29) into (23), (B0) is obtained

k
- c -
B o= )t ) Org m K TV (30)
r=a pairs
rs

This differs from (26) by the terms Krs

- 1
K = jj}r(i)ws(j) (rij) b, (D) 4. () drydr, (31)

Jrs is called a coulomb integral and Kr; an exchange integral. 1If

*r and vs have different associated spin functions (i,e, one a and
the other B) then from integration over the spin coordinates it

follows that Krs is zero,
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Applying the variation principle to wave functions (22) o¥ é29)
and requiring that the respective energies (26) and (30) be minimized is
sufficient to define the orbitals § and orbitals evaluated in this way
are known as-SCF (self consistent field) orbitals, The orbitals defined
with respect to (22) are Hartree orbitals while those defined with
respect to the antisymmetrized product (29) are the Hartree-Fock
orbitals, The con&itions which define the Hartree-Fock orbitals
are now examined.

Suppose that the function (29) does not give the lowest energy

of the state, Then there is some other functions say

LA I A e A (32)

which has a lower energy. Assuming ¢; differs only slightly from

¢a and can be written

where wt is a spin orbital which is orthogonal to the set
¢a e ¢k. Providing c, is small ¢'a will still be normalized
since renormalization only involves a term in ctz. From (33), (32)

may be written in the form

LA | O LI L e

= b 4 + ct\{la (34)
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(i.e. ¥' is formed by adding to vy a smail amount of the state
Yat which arises from the excitation of an electron from wa to ¢t).
For Y to be the best wave function of its type c. must be zero
and this f;rther requires that the Hamiltonian integral betweep

¥ and Yat, F be zero,.

at’

P, = ﬁ x¥ " dr=o0 (35)

Expressing this integral in terms of the spin orbitals gives

k
P, o= B, +) [ffwa(ms(j)(r—fj)ttci)ws(j)dqd'rj
1
s=a

_ ff'ra('ﬂ_ws(j)(r—ij)ﬁsciwt(j)dﬁdwj] (37)

For this to be zero for any spin orbital, not just Wa, it is
necessary that the § be eigenfunctions of the operator F which

has the property of depending on its own eigenfunctions.
= ¢ K
Po= RS+ ) (3 -K) (38)

where Js and Ks are coulomb and exchange operators which are

defined by their integrals

. /1 . .
Gae = [l ( r—ij)wtcl)ws(J)d.,ide

~
~
~
[}

. 1 .
s)at ff¢a<1>¢s<j)(;i—j)ws(l)\vt(j)d-ride (39)
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( (Js)rr and (K ) _ are the integrals J  and K__ defined by
(28) and (31) and (Ja)at = (Ka)at).

The potential governing the SCF orbitals therefore consists of
the core potential, the coulomb potential of all the electrons, and
an exchange potential for each electron. Since the coulomb and
exchange potentials depend on the orbitals themselves an iterative
method has to be adopted to calculate the SCF orbitals and the
condition of self consistancy is reached when the orbitals are
consistent with the potential from which they were determined, The

eigenvalues of F (the Fock operator, Fy = ¢y) are the orbital energies

¢. Thus from (37)
k
.. = F_=H_ + ) (I_-K.) (40)
=a
The sum of the energies of all occupied spin orbitals is

kK kK  k
) e = YES 4 ) ) (1, - k) (41)
r= a

=3 reg r=a s=

Comparing this with (30) and noting that Jrr =K

rr
koK
Z Z(Jrs - Krs) =2 Z(Jrs - Krs) (42)
r=a s=a pairs
rs
gives
k
E = & T "(Jrs - Krs) t Vnn (43)
r=a pairs

Thus for SCF orbitals the total electronic energy is not just the

sum of the orbital energies plus the nuclear repulsions energy.
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In the case of SCF orbitals for a closed-shell configuration each
orbital is occupied by two electrons with a and B spins and

expressions (30), (37) and (40) become

22 Ve )
Total energy, E = 2 Z'H . 2 Z(ZJrs - Krs) + . I * Vo (44)
pairs
rs

k
1L

8=a
. 1 %
_ma(ms(j)(r—ij)ws(int(j)d-rimj] (45)
k
C
Orbital energy e, =H . +-zz (2Jrs - Krs) = Frr (46).
: s=a

where the summations are now over all occupied orbitals and not
spin orbitals,
If the SCF orbitals are represented by a linear combination of

basis functions

vo= e, 47)

then by substituting (47) into (45) and picking out terms in capctv

it is found that

k
P, o= R £)y ) )  oCas [2ff¢“(i)¢p(j)( :_—i;)¢v(i)¢a(j)dTide

s*a p ©

- ff¢u(i)¢p(j)( %j—)(bc(i)%(j)d-rid-rj] (48)
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The SCF orbitals for a closed shell system in this form are then

determined by solving the secular equations

§E°§(Fuv - Esuv) = 0 (49)

v

through the determinant

| P . - ES

" “vl = 0 (50)

These are known as Roothaan's equationslo8 and an iterative
procedure starting with an initial estimate of the values of the c's
is necessary for their solution since va itself depends on the.
coefficients ¢c. The values of c (eiggnvectors) are then used as
input for the next iteration and the process is repeated until inpﬁt
and output vectors agree within a given accuracy. 1i.e, they are

self consistant,

3) BASIS FUNCTIONS AND BASIS SETS

The molecular orbitals used to describe a system of nuclei
and electrons are generally expanded in terms of a linear combination
of atomic orbitals (LCAO) and the atomic orbitals are further
described as a linear combination of functions, X known as the

basis functions, Thus
o @~ Eéi¢i (51)

v, = Eé“i (52)
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The types of basis function X used in Hartree-Fock calculations
fall into two distinct classes depending on whether the radial portion
of the function is a single exponential Slater type function

2
(e"%Y) or a gaussian type function (e~ %% )

a) Single Exponential Functions

The use of exponential functions was first suggested by Slater109

and the functions are of the type

x (r,0,0) = Nr“'l e 2T, Ylm(9.¢) " (53)

Where N is a normalization factor, n.is the principal quantuﬁ

number and z is the orbital exponent, the value of which determines
the radial maximum of the orbital from the nucle;s. The angular
dependence is given by the spherical harmonic terms Ylm(e,¢). In
their simple analytical form Slater functions are not orthogonal but

they can be made so by taking appropriate linear combinations.

b) Gaussian Type Functions

The use of gaussian functions was first suggested by Boys110

and they have the form

Nr e

where n is the anadbgue of the principle quantum number in the Slater
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function case and can take the values 1, 1 + 2, 1 + 4 etc, Angular
dependance may be introduced by multiplication by the spherical

harmonics Ylm(e,¢) or may be introduced in the form
NxPydz®e™ T

where p,q and s are integers and these are known as cartesian
gaussians, - The use of gaussian functions considerably simplif;es
multicentre integral evaluation since it can be proved that the broduct
of two gaussian functions on different centres is another gaussian
function positioned on the line joining the two original centre;.

Thus, for example, integrals of the type
1
[ o), o), 77 9(8), #(@), 47 (54)

(where ¢(g)a etc, are gaussian type functions) are simplified to

the form

p 1

f ¢(g)e T o) dr (55)
12

Shavitt111 has given a general discussion on the properties

and uses of gaussian functions and integrals involving gaussian

functions, However, for the s type function the form of a single

gaussian does not resemble the form of a true atomic orbital particularly

in the nuclear region where the cusp is lacking (Fig. 2.1),

In the case of the neon atoms, for example, a basis set of ten s



Slater Type Orbital Gaussian orbital

Fig. 2.1

and six p gaussian functions is required to imprxove on a SCF
energy given by a basis of four s and two p Slater functions.l12 .
Therefore, while the use of gaussian functions greatly facilitates
the evaluation of multicentre integrals in molecular calculations
a much larger basis set is required to obtain the accuracy given
by Slater functions,

Another method of using gaussian functions was developed

independantly by Pr eﬁs}13 and Whittenl.l4

This is the gaussian

lobe method and uses only ls type gaussians (Be " ) but the
functions are not required to be atom-centred and linear combinations
of these lobe functions are used to simulate s, p, d etc, orbitals,
One of the simplest ab initio methods possible is the floating
spherical gaussian orbital (FSGO) method introduced by Frost.115
For closed-shell molecules, n/2 1s° type gaussian functions are
used to construct a single determinantal wave function, However,
these spherical gaussians are allowed complete flexibility and ghe

energy of the n-electron wave function is minimized with respect

to both their positions and orbital exponents (ai).

63.
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c) Minimal Basis Sets

A minimal basis set is one which includes only one function
for each occupied atomic orbital with distinct n and 1 quantum
numbers for the component atoms of the molecule, The functions
;sed in minimal basis sets are usually Slater functions. When using
minimal Slater basis sets the question arises of what value of the
orbital exponent 2 should be used. Slaterl16 proposed a set of

rules to determine

z = SZ:%l (56)
n

in which Z is the charge on the nucleus, 8 is a screening constant
*
depending on the other electrons in the atom and n 1is an effective

quantum number, However, Clementi and co-worker5117’118

have approached
the problem more directly by optimizing 2 wvalues in repeated atomic
SCF calculations, on the ground states of atoms, until sets of

orbital exponents yielding the lowest possible (minimal basis set)

SCF energies were obtained, These atom optimized minimum basis sets
may be used directly in molecular Hartree-Fock LCAQ SCF MO calcuiapions.
Further lowering of the total energy of the molecule may be obpgiﬁed

by re-optimizing the exponents 2z by repeated molecular SCF

calculations, However, this can become a computationally expensive

procedure and it is generally better to extend the size of basis set,
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One of the main advantages of minimal basis set calculations

is their conceptual simplicity and most semi-empirical methods

e.g. CNDO119 are in principle based on a minimal Slater basis set,

To avoid the difficulties which arise in the calculation of two-
electron integrals in polyatomic molecules when using Slater - functions
each Slater function may be expanded in terms of a linear combination

120,121 Such an expansion is knéwn as an

of gaussian functions,
S$TO-nG function where n is the number of gaussian type functions used
in the least squares fit to the Slater function, This circumvents
the difficulties of calculating multicentre integrals over Slater

orbitals while retaining the conceptual simplicity of minimal basis

set calculations,

d) Split Valence Basis Sets

As a variant of the STO-nG orbitals Pople and co-workers have
made extensive use of the ST0-4.31G122 basis set in which the core (1ls)
orbital is described by a least squares fit of four gaussian orbitals, while
the valence orbitals are also described by four gaussian orbitals but
an extra degree of freedom is allowed by splitting off the outer gaussian
function of the valence orbital and allowing this to vary independently.

This more flexible description of the valence orbitals allows for their

distortion on bond formation in molecules.

e) Double Zeta and Extended Basis Sets

A double zeta basis set has twice as many functions as a minimal
basis set (i,e, two Slater functions with different exponents for each
atomic orbital), These have again been optimized from atomic ground

123,124,125
state SCF calculations, To obtain SCF energies very close
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to Hartree-Fock energies a larger than double zeta basis set is

126,127

required and this is known as an extended basis set, Table(2,1)

shows the ground state SCF energies obtained from minimal, double

zeta and extended basis set calculations for the first row atoms,

Table 2,1

Ground State SCF Energies Using Slater Basis Sets (a,u.)

Minimum117 Double Zeta125 _ Extended126
Li -7.4185 -7.4327 -7.4327 |
Be -14,5567 -14,5724 -14,5730
B -24,4984 -24,5279 -24,5291
c -37.6224 -37.6868 ~-37.6886
N -54,2689 -54,3980 =54, 4009
0 =74, 5404 -74,8043 -74,8094
F -98,9421 -99.4013 -99.4093
Ne -127.8122 -128,5351 -128.54%1

£f) Gaussian Basis Sets

Gaussian basis sets of various sizes have been optimized for
the ground states of atoms by varying the exponents and minimizing the
SCF energy. However, as mentioned:previously, a larger number of
gaussian functions is required compared with Slaters in order to
obtain the same accuracy, The numbers of integrals to be computed
depends approximately on the fourth power of number of basis functions
used as given by the formulae

Number of one electron integrals (p) = “(;+1)

Number of two electron integrals = B—gi—— (57)
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Thus for molecules using basis sets of a quality equal to those

of Slater functions the storage space required for the integrals

can become excessive, The other time consuming step in the

calculation is the solution of the SCF equations using the Roothaan procedﬁré

108,128 . o . ' :
(time approximately proportional to the fourth power of the

number of basis functions), Also the procedure is interative and

large basis sets generally need more iterations in order to attain

convergence, These probiems may be overcome by reducing the degree

of variational freedom

o = E_ 3%y
i

*i = apixp
m

The qoefficients of the atomic orbitals ¢, in the LCAO
approximations are always allowed complete variation freedom, Howevéf,_
thé-number of basis functions describing the atomic orbitals ﬁ;ylbe
reduced by fixing some of the coefficientg aui relative to each other
anﬁ manipulating the linear combinations of gaussians as one functior]{14’129
thus saving considerable time per iteration as well as greatly reducing
the'number of integrals to be stored, These are known as contracted
. basis sets and the coefficients a

|J.i are known as contraction (or

expansion) coefficients, Dunning13ohas outlined the important points in
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devising contraction schemes and these are i) to retain maximum
flexibility in the valence region and ii) to allow a function to vary
freely if it contributes strongly to more than one atomic orbital

in the atom, A double' zeta gaussian basis set is one in which two

contracted gaussian functions contribute to each atomic orbital.

g) Polarization Functions

In principle to reach the Hartree-Fock limit a complete (and
necessarily infinite) basis set is required, This is obviously

131,132 the inclusion of

impracticable but as Nesbet has emphasized
functions with higher 1 values (e.g. p or d functions on hydrogen,
d or £ functions on nitrogen etc.) than occur in the atom can improve

‘the energy and also give more reliable values of other properties of

chemical interest, Such functions are known as polarization functions,

4) MULLIKEN POPULATION ANALYSIS

Although the electron density distribution within a molecule is

continuous it is a useful concept to assign a charge to each atom in a

molecule, Such populations are given by a Mulliken population analysis133

and are known as gross atomic populations, For a diatomic molecule

the net atomic population of an atom arising from the ith MO of the

2 for atom A and

th

normalizeg form cAiwA + cBin is given by n.cy.

n.c 2 for atom B where ni is the ﬁumber of electrons in the i

i Bi

. molecular orbital. Thus nic 2 is the number of electrons associated

Ai

with ‘atom A in the ith molecular orbital. The electron density between

the two nuclei arising from the ith molecular orbital is given by the



overlap populatlon 2n, 1SAiCBi SAB where SAB is the overlap integral
ijdeT = < *AI Vg >. The gross atomic population is then-
found by assuming that the overlap population can be divided equally
betweén the two nuclei and then added to the net atomic population.

' 2
Thus, n, (cAi A1 Cpi SAB) is the gross atomic populatlon
of electrons on atom A in the i th molecular orbital. This may
readily be extended to polyatomic systems in which the molecular
orbitals wi are expressed in terms of basis functions xp' If there

are two electrons per molecular orbital the total electron density p

is defined by

occupled

2 L. ¢i = zz Puv’h%
[TRRY

p

where Puv is the density matrix defined -by

occupied

pzz
pl vi

The diagonal element PPF is the coefficient of the distribution xuz
and measures the net electron population for this orbital, The off
diagonal elements va are overlap populations related to the charge

density associated with the overlap xva. The gross population for

xu is then-define& by q "

q = P <+ E:P S
K Kt L A
. vi#upu

69,
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where Suv is the overlap integral j-xuxvdT. The charge assigned

to atom A is then.given by
Charge = ZA - un

where ZA is the atomic number and the sum is taken over all atomic
orbitals on atom A,

However, ascribing the electron population to a given atom just
because an orbital is centred on that atom is a simplification,
esPecially if the orbital concerned ié diffuse, and it is also’ rather
arbitrary to divide the overlap populations equally between the centres
concerned, A ﬁulliken population analysis therefore only gives a rough
idea of the electroﬁ distribution in a molecule and the calculated
values of the charges at atoms depend quite markedly on the basis set
used, But, in spite of the limitations, a population analysis is
conceptually close to qualitative ideas about charge distributioams in

molecules,

5) LIMITATIONS OF HARTREE FOCK CALCULATIONS

While, given a large enough basis set and sufficient computer power,
it is possible to approach the ﬁartree-Fock limit there are still
certain limitationg on the wave functions obtained.

i) From the virial theorem (V = -2T where V is the potential energy
and T the kinetic energy) it is obvious that an electron in a region of
high potential wili have a correspondingly ﬁigh kinetic energy. Thus
for core e1ec£rons, which are in a region of high potential,

relativistic effects, neglected in the Hartree-Fock model, may become
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important and this may have some significance with regard to
calculations on core electron photoionization, However, as will
become apparent in chapter III relativistic corrections to shifts

in core electron binding energies are small,

ii) The Hartree-Fock apbroximation takes into account the average
interaction between an electron and all the other electrons in the
molecule, It does not, however, take into account the instantaneous
" correlation of electronic motion which occurs since two electrons are
unlikely to get very close to each other due to interelectronic
repulsion. The major corre}ation'effect occurs between pairs of

electrons in the same spatial orbital,

ETotal experimental = EHartree Fock + Erelativistic+Ecorrelation

'For diatomic molecules the molecular Haétree-Fock wave functions do

not correlate with the Hartree-Fock wave functions describing the

correct states of the separated atoms and the F2 molecule is predicted

to have a negétive dissociation energy.134 In general, the most serious
drawback of the Hartree-Fock approximation is its inability to describe
molecule formation and dissociation correctly, However for chemical
reactions involving only closed shell species Snyder and Basch135 have

" shown that double zeta calculations give good agreement with experimental
136,137

heats of reaction, Also the work of Ditchfield, Hehre et al

on bond separation energies has shown that for isodesmic reactions
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even minimal basis set STO3G calculations give good values for heats
.of reaction, (Isodesmic reactions are reactions in whith there is
a retention of the number of bonds of a given formal type (i,e,
single, double etc.) but with a change in their relation to one

another137)

. For reactions of this type changes in correlation
energies are small, The effect of correlation energies on

photoionization calculations will be discussed in chapter III,

6) IMPROVEMENTS ON THE HARTREE FOCK METHOD

i) Correlated wave functions have been used. However, this
necessitates dispensing with the orbitgl approximation, and hence the
conceptual simplicity is lost, These functions include interelectronic
distance and although very accurate results may be obtained they are.
138,139 a 140.

nd H

only feasible for small systems such as He 2

ii) The method generally used for approaching the correlation energy
p¥ob1em is configuration interaction (C.I.),141 that is to allow the
calculated Hartree Fock grSund state to interact with other doubly
excited states of the same symmetry. (For cloged shell states of
molecules singly excited states do not intéract directly with the
ground state, However, since singly excited states can interact with

doubly excited states there can be an indirect effect.) Thus the

improved wave function ¥ is given by

y = ay + b Yll + c Wé Ceenens



where Yo is the ground state Hartree-Fock wave function and

from the virtual orpitals which resulted from its computation
excited states Yl, Yz etc, of the appropriate symmetry are
constructed, The function is then optiﬁized, by the variational

method, to determine the best values of the mixing coefficients

a, b, etc.

iii) A furthér improvement on the Hartree-Fock method is the
multiconfigurational SCF method142 which uses a wave function
expressed as a linear combination of Slater determinants of the

form

]
1l
Y
€
=+
o
&
+
0
]
=+

but not only are the best coefficients a, b etc found but also
simultaneously the best forms of the consistuent wave functions are
determined, However, this method is difficult to implement for

complex systems.

7) COMPUTER PROGRAMS FOR AB INITIO CALCULATIONS

Several standard packages are now available for performing
non.empirical molecular calculationms, The writing and development
of these programs has required many man-years of labour to produce
efficient programs and they tend to have been written by teams of
people. Once programs have been written they tend to be.generally
available through organizations such as the Quantum Chemistry -

Program Exchange. Initially efficient programming techniques and

73.



optimum use of computer resources, such as core store, drum and

disc store and magnetic tape, often took second place to the

implementation of a working program. Most modern programs are

derived from two approaches-which differ in their basic design

philosophies, which will be discussed later.
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The essential stages in ab initio molecular orbital calculations -

are:
i)

ii)

iii)

iv)

The compdtation of integrals over the basis functioms,

The transformation of these integrals over the contracted-
functions.

Assembly of the Fock matrix,

Diagonalization of the Fock matrix.

Steps (iii) and (iv) are repeated until the required degree of

self consistancy is obtained, The relative timing within the SCF

section may be divided ‘approximately

70% Assembly of Fock matrix

30% Diagonalization of Fock matrix

Hence, for efficient running of the SCF section of the program the

integrals should be stored on a fast random access facility (i.e.

magnetic disc rather than tape),

The large number of integrals involved (approximately proportional

to the fourth power of the number of basis functions) requires that

the integral evaluation ﬁrocedure be as efficient as possible and may
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also raise problems about the most efficient methods of integral
storage and retrieval. The core requirements of the program are
also important especially if the program is to be run in a
multiprogramming environment," However, since the programs are
generallylwritten largely in FORTRAN it is difficult to introduce
dynamic arrays efficiently and so the same amount of core storage
is required for a small molecule as for thé largest systems which
can be studied with that program,

Other desirable features, as far as practical use of the

program is concerned, include:

i) General applicability to all molecular systems (size being

the only limiting factor).

ii) They should be largely machine independent so that they may be

implemented on different types of computer,

iii) The system should require minimal input i.e., it should be
possible to create and store prior data files of standard
exponents and contraction coefficients to avoid the neceésity
of punching and inputting large decks of cards thereby increasing
the_possibility of mechanical or human error. Also, the input

should be in as flexible a format as possible.

iv) Since the clacuiations require large amounts of computer time the

| program should include restart facilities in_both the integrals
ané SCF sgctions. This allows long calculations to be run in
steps and in the SCF section also allows monitoring of the output

to ensure that correct convergence is occuring.
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v) Facilities to check data input without actually performing
any calculations are useful to check for human error and may

prevent wastage of machine time.

vi) The program should have facilities for adding, removing or
changing basis functions and/or atoms and also facilities for
moving atoms without having to recalculate those two electron
integrals which are not affected by such changes to the systgm.
Such facilities greatly reduce the amount of computer time

required for many studies of chemical interest,

a) Programming Philosophies

The ab initio molecular orbital programs currently in use have
generally followed one of two basic programming philosophies which
are based on the POLYATOM and IBMOL programs which employ gaussian
basis. functions.

i) poLyAToM?0’

The requirements of the POLYATOM system were, in order of
importance:-
1) The system should be general in the sense that it should not be
restricted to, for example, diatomic or linear triatomic molecules,
2) The system sho;ld be largely machine independent, that is it
should be workable on an IBM, a CDC or an ICL machine with the minimum
of change.
3) The system should be heavily segmented with the segments having a

standard type of interface.
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The aim of these requirements was entire generality;
and in any conflicts, efficiency was sacrificed to this aim, 1In
order to minimize integration time the symmetry characteristics
of the basis functions under the operations that constitute the point
group of the molecule were used to generate a list of integral
labels for integrals that were zero by symmetry and to group together
those integrals that were equal to within a sign so that only one
member of the group needed be evaluated, A list of integral labels
in a standard order was produced and used as input to the integrals
. section of the program whgre a file of labels and values Qas pro&uced._
This is then used as input to the next section of the program ﬁhich
assembles and diagonalizes the Fock matrix. When this section of
the program is complete a file containing the matrix of coefficients
- is produced and this provides the prime input for the PROPERTIES
program, This segmentation of the program into several s;ctions
reduces the aﬁount of core storage reduired and it is therefore suited

for implementation in a multiprogramming environment.

ii) IBMOL

The IBMOL programs, developed in IBM laboratories, are oriented
towards dedicated use with large core requirements.(a—SOOK) since the
various stages are not segmented. Much of the program is written in
FORTRAN but many of the subroutines are written in even faster, lower

level machine dependent language (ASSEMBLER), Thus the IBMOL programs
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are not suitable for implementation in a multiprogramming environment
and are not readily implemented on other than IBM machines. The
integral evaluation also differs in that all the integrals are
evaluated and stored sequentially. (Any symmetry present in the

. molecule is defined explicitly in the contraction data), Since
labels are not stored with the integrals the st;rage required for

the integrals is reduced, Also for molecules of low symmetry time is
not spent in searching fof integrals which could be equal or zero by
symmetry (the time taken to generate such a 1list and labels is
proportion to aﬁproximatély the third or fourth power of the number
of basis functions.whether or not zero or equal integrals occur in

the moleéule).

'b) A Brief Description of the Programs Used in this Work,

Three program packages for non empirical LCAO SCF MO

calculations have been employed in this work, They are ALCHEMY,_208

IBMOL 5187 and ATMOL 2.188 and were implemented on the Rutherford

High Energy Physics Laboratory IBM 360/195 computer,

i) ALCHEMY

This program performs calculations with Slater basis sets but
is, at present, limited to calculations on linear molecules and also
requires a large amount of core (about 500 K bytes ) and is therefore

not suited to a multiprogramming environment. The program is written
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in FORTRAN in order to be largely machine independent. The input
required is relatively simple and flexible in format since FORTRAN
NAMELIST inﬁut has been employed throughout, The- input requirements
for tﬁe integrals section are essengially the geometry of the molecule
in atomic units (Z-coordinates only), and for each basis function
the N, L and M (positive only) quantum numbers, and the orbital
expdnent of each basis function, The one centre integrals are
calculated analytically and the others numérically. The integrals are
ordered and stored on disc for use in the SCF section. This section
requires an initial estimate of the eigenvaiues (i.e. the coefficients
of the basis functions).which are generally obtained from CNDO/2
calculations for the valence orbitals and by inspection for the core
orbitéls. Thé output from the program includ;s a population analysis
and provision for the computation of several expectation values as well
as the total energy and the final eigen values and eigenvectors,
Punched card output of the final vectors may be obtained and these
may be used as starting vectors for Ealculations on similar molecuies
or in configuration interaction calculations on the same molecule,
However, since no configuration interaction studies were carried out
in this work this will not be discussed furﬁher!

A typical breakdown of the .c,p.u., time required for integral
evaluation and SCF time is given below for C302 which was a minimal
Slater basis set calculation and consisted of 20 Slater type functions

(px and P, are equivalent),

Calculation Time (sec.)
2-electron integrals . 835
l-electron integrals 126

SCF ' 8

Total 939
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IBMOL 5

IBMOL 5, like ALCHEMY, was developed at the IBM research
laboratory in San .Jose and, like ALCHEMY, is not segmented and
requires a large amount of core storage. The input deck is large
since the program uses gaussian functions and there are no built in
library facilities for the storage of standard contraction coefficients
and exponents. The data required for the integrals section of
the program include the nuclear coordinates and charges-and for
each centre the exponents of the gaussian functions and their symﬁetry
(e.g. S, Px’ Py etc. ). This is foilowed by contraction coefficient
data, Three contractions are possible, The first contraction is
used to contract functions of the same type on the same centre,

The second contraction may be used to contract functions (defined by
the first contraction) of different types on the same centre and thus.
may be used to construct hybrid orbitals. The third contraction
defines the third contracted basi; set in terms of the functions
defined in the previous contracgion and may be used to construct

. symmetry adapted functions (e.g. a planar molecule may be factored
"into o and n components),

The SCF input is in NAMELIST format and an initial estimate of
the eigenvectors for each occupied molecular orhital in each symmetry
grouping. is required. For the valence orbitals these are usually
obtained from CNDO calculations wﬁile for core orbitals they may:

readily be obtained by inspection,
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Facilities exist for deleting, (but not adding), basis
functions and also for the recalculation.of those two electron
integrals which are changed when ‘an atom is moved or the basis
functions on an atom changed while retaining the two electron
integrals not concerned with that centre, Restart facilities
are available in both the integral evaluation and SCF sections.

The output does not include a population analysis and this has -
to be obtained from a separate program using the punched card
output of the final vectors,

A typical breakdown of the c.p.u. times required for the various
sections of the Program is illustrated by a calculation on CHF3_
This consisted of 100 gaussian type basis functions contracted to
59 and was further symmetry factored into blocks of 39 and 20

depending on the symmetry of the orbitals under reflection through

the plane of symmetry.

Calculation - Time (sec.)
2-electron integrals 3,487
l-electron integrals 2
SCF 220
Total _ 3,707

iii) ATMOL 2
ATMOL 2 corisists of a group of programs rather than just one

large program (e.g, separate integral and SCF programs). ~ The core
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storage required for each of the programs (typically 220K bytes)

is therefore not as large as that required for ALCHEMY or IBMOL

and ATMOL is therefore suited to a multiprogramming environment,
Restart faclilities are available in both the integral and SCF
programs and a library file is available for the storage of standard
contractions thus reducing the amount of input required, The
integral program uses gaussian functions although a program,
compatible with the ATMOL group.of programs, for use with Slater

209 Extensive integral.

basis functions has recently been introduced,
file handling facilities are provided by the service program and are
useful for carrying out move calculdtions, the addition or removal of
B;sig functions and for staging integrals from tape to disc to obtain
more efficien£ running pf the SCf programs, The integrals are
stored in blocks which also carry information concerning the labelling
of integrals, (e.g. if the integral contains the basis functions
Xi? xj, X and %1 where Xi denotes the ith basis funcgion then
information on the values of i,j, k and 1 is also stored),

The symmetry properties of the molecule may be used to improve
the efficiency of the 2-e1ectr§n integrals calculation since in a
highly symmetric molecule many integrals will be zero or equal to
within a sign and these need not be recalculated. Centres of
symmetry are declared in the integrals input and these m;y include
local symmetry as well as symmetry centreé for the molecule as a

whole, The efficiency of the integrals calculation is also improved
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by orienting the molecule within the coordinate system so as to
maximize the number of 2-electron integrals which are zero by
symmetry, The ATMOL programs therefore follow much of the
programming philosophy of the POLYATOM system,

Symmetry adapted functions may be introduced in the SCF
section if required and in general the input for the SCF programs
of ATMOL is more flexible than that for IBMOL. Beside the input
of trial vectors an initial set a trial molecular orbitals may be
obtaned by use of the START directive when the trial molecﬁlar
orbitals are formed by diagonalization of the 'unscreened' one
electron Hamiltonian operator matrix. Trial molecular orbifablnay
also be formed by input of the expected value of the negative of the
diagonal elements of the'Fock matrix at self consistancy (these
" values depend on the basis set used but are approximately invariant.
under change'in molecular environment), The open shell SCF programs
contain a LOCK directive which, if used, causes the iterated molecular
orbitals to be selected on the principle of maximum overlap with the
trial molecular orbitals. This directive is used in this work for
the open shell calcélations on core hole states using the.closed
shell eigenvectors as input for the trial molecular orbitals.

The output from the SCF programs includes eigenQalues and eigen-
vectors for both occupied and virtual orbitals, (Punched card output
of these vectors may also be obtained and used as input for trial

vectors in other SCF calculations or in population analyses). A
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Mulliken population analysis and the dipole moment are also included
in the output although a separate, and more versatile, Muliikeq
population analysis program is also availabie.

A STO 4.31G calculation on CF4, which consists of 100 gaussiin type

orbital. contracted to 45 required the following times

" Calculation Time (sec.)
2-electron integrals 558
l-electron integrals 2
SCF 71
Total 631

This calculation, however, was performed before the incorporation of
the symmetry routine into the integrals evaluation program, The
effect of the use of symmetry in the calculations is clearly
illustrated in the case of a STO 4.31G calculation on methane

(26 gaussian functions contracted to 17) where the integral
e;aluation time was 18 second without the symmetry routine but only

3.7 seconds when the symmetry of the molecule was taken into account,

c) Open Shell SCF Calculations using ATMOL 2

The open shell SCF calculations reported in this work were
carried out by the ATMOL 2 Restricted Hartree-Fock SCF program which
minimizes the energy of a single determinental wavefunction constructed
from doubly occupied and singly occupied molecular orbitals, (The
singly occupied molecular orbitals hdve a common spin factor). The

aims of this program and those of Roothaan210 are identical in cases
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where the state studied is not orbitally degenerate, In the éase
where states are orbitally (spatiélly) degenerate the ATMOL 2 RHF
program yields molecular orbitals which optimally describe only one
component of the degenerate manifold, whi{st Roothaan's procedures
yield moleculdr orbitals whiéh are used to construct the set of
degenerate wavefunctions. Thus, the ATMOL é RHF~-SCF programs always

minimize a one component energy expression of the form

<v|x|¥>/7 <v|¥>

whereas Roothaan's procedures minimize

(

<w x| >/ <yl >_>./g

100

1

i
where each wavefunction *i is constructed from a common set of
molecular orbitals and g denotes the degeneracy. In general, the
energy of a degenerate state produced by ATMOL 2 will be lowef than
that given by R&othaan's procedure, Also, the discontinuities in the
energy surface which are observed with Roothaan's'symmetry eqﬁivalencéd'
procedures when Jahn Teller distortions of molecular geometry are
studied do not occur using the spatially unrestricted methods of
ATMOL 2, However, the total wave function produced by ATMOL 2 may not
be an eigenfunction of all the symmetry operators which commute with

the total Hamiltonian whilst that produced by the methods of Roothaan

will,
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In the RHF procedures the doubly occupied spatial orbitals
are degenerate regardless of whether the spin of the electron is
parallel or antiparallel to that of the unpaired electron(s).
However, this restriction may be removed to yield the spin unrestricted

Hartree-Fock wave funétion.211

(i.e. one electron per spin orbital
rather tﬁan two electrons per doubly occupied and one electron per
singly occupied spatial orbital). Thus for each doubly occupied

spatial orbital in the RHF procedure two orbitals, corresponding to

a and B spins are calculated with consequent increase in computing

Eime. This procedure yields energies slightly lower than the RHF
procedure.212 The main objection to the UHF method213 is that the
resulting single determinant wave function is not an exact eigenfunction
of the spin operator SZ. i.e. it does not satisfy the condition

s? e - = S(5+ )y,

although this equation is nearly satisfied.214 No UHF calculations

were performed in this work.

8) SEMI-EMPIRICAL LCAO SCF MO CALCULATIONS

Even minimal basis set calculations of the non-empirical type
become computationally very expensive for molecules of a moderate size,
One of the main obstacles in ab initio calculations is the large
number of three and four centre two electron integrals which require

calculation, A number of semi-empirical methods based essentially
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on a minimal basis set of Slater functions have therefore been
devised in which the number of integrals requiring calculation is
reduced either by approximating them to zero or by estimating them
from empirical data, This can greatly reduce the computatiohal time

required and allow larger systems to be studied. -

a) Semi-empirical All-valence Electron, Neglect of Diatomic Overlap
Method (NDDO) T

The approximations involved in this method are:-

i) Only the valence electrons are specifically accounted for, the

inner shells being regarded as an unpolarizable core.

11) Only atomic orbitals of the same principle quantum number as that
of the highest occupied orbitals in the isolated atoms are included in

the basis set.

111) Diatomic differential overlap is neglected
Le 5, = ) xy(w) dr = 0
if the orbitals x1 and xj are not on the same atom, and

r

r 1
iy xl(u) xk(v) I xj(u) xl(v) d-rud-rv =0

unless Xl and xj are atomic orbitals belonging to the same atoms A

and and are atomic orbitals belonging to the sate atoms A or B.
X
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Inner electrons are therefore neglected by treating them
as part of a core whose charge will be approximately equal to that
of the nucleus minus one unit charge per core electron, Also by
only considering valence electrons the initial number of integrals
to be calculated is greatly reduced. All three and four centre
integrals also are set to zero as are some two centre integrals.
Little work has been carried out within the NDDO approximations,
however, since with modern computers comparable non empirical -
minimal basis set calculations are only about an order of magnitude

slower,

b) All Valence Electron Complete Neglect of Differential Overlap
(CNDO) Method

Even using the above approximations the number of integrals
requiring to be calculated is still large and further simplific;tions
are necessary. However, the approximations must be made such that
the results are independent of the choice of coordinate systems._143

In the complete neglect of differential overlap method both one

and two centre integrals involving differential overlap are also set

to zero.143?144’145' Writing the electronic interactions integrals
2w 2= o dar dr (58)
A t'“.v L M v

as ' _ the Fock matrix elements F,, become
AB ij

- 21
Fﬁ H + (p 2P..)I" + 2 Pon I‘AB (59)



1 .
FU = uij -EP“ rAB (i ¢ 3) (60)

where atomic orbital xi is centred on atom A and xj on atom B

and P, are the components of the charge density and bond order

i}
matrix,
occ,
Pij = 2 E: a, am‘1 (61)
m

and PAA is the total charge density on atom A

A
PAA = E_Pii (62)
i

The core matrix elements l-l11 may be separated into two components,
the diagonal matrix elements of Xy With respect to the one-electron
Hamiltonian containing only the core of its own atom (Uii)’ and the

interaction of an electron in xi on atom A with the cores of the

other atoms B,

By = Uy - Z VaB (63)
B#A

and therefore equation (59) may be written as

T PR GV L PRV Z(PBBFAB- Vap) (64
B#A
and the total energy may be expressed as the sum of one and two
atom terms

E = )E + ) ) Eg (65)

A A< B

89,
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where

A
- 1 1.2 i
Ey = ZPiiUii +t 3 LE(Piipjj 3 Piy) "AA (66)
1
and
ZZ(ZPH -11’1‘)+(zz1 PV-
ij7i§ 2 1ij AB ABRAB AA" AB
P_..V + p,, I'..) (67)

where R is the distance between nuclei A and B,

The neglect of the one centre interactions involving
differential overlap between two orbitals result in some one-
centre exchange integrals such as (Zspr 232px) being omitted.
This renders the method incapable of introducing quantitatively
Hund's rule effects 1,e. that two electrons in different atomic
orbitals on the Qame atom have a lower repulsion energy if their
spins are parallel. However this omission is not serious for
calculations on ground states of closed shell molecules,

The integrals are estimated by the following methods:

1) One electron integrals U An estimate of this integral is ’

ii°
obtained from spectroscopic data

L = I, - (ZA -1)rkA . (68)

where I1 is the ionization potential of an electron from the orbital

)(:.L belonging to atom A (referred to appropriate average atomic states).

145,



An alternative procedure would have been to use atomic electron

affinities Ai and
-A = U_. + Z, T . (69)
However in order to account for the tendancy of an atomic orbital

to both acquire and loose electrons the relationship used in

CNDO/2 calculations is

1 1
-3 (Ii + Ai) v, ot (zA - 5) Tya (70)
U, = i@ +an-@ -bHr (71)
i1i 2 i i A 2 AA
ii) One centre two electron integrals r These are calculéted

AA°
as the electrostatic repulsion energy of two electrons in a Slater s

orbital irrespective of the fact that the orbitals concerned may be

p or d orbitals. Thus

2 1 2
r, = (w) (v) dr dr @2)
AA .U X, T "sA LY

iii) Two-centre two-electron integrals TAB. These are calculated

2 2
Ty = JJ 5,00 % () d, ar, (73)

91,
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where xSA and xSB are the Slater s~type orbitals for atoms A and B.
These integrals represent the interaction between electrons in valence
atomic orbitals on atoms A and B. (This is the two-centre coulomb

integral involving valence s functions and is close to an average .

of all such integrals involving atoms A and B).144 Formulae for

these integrals have been listed by Roothaan.146

iv) Two-centre One-Electron Integrals Hij (Resonance integrals),
This integral is taken as being directly proportional to the
overlap integral sij between the orbitals X1 and xj centred on A

and B respectively,

(74)

where Slater atomic orbitals are used to calculate sij‘ To-presefve
rotational invariance ﬂKB should be characteristic of X and xj
but independent of their coordinates, The parameter BXB is therefore

o
taken as an average of a B parameter for each atom

1 o

o o]
3 B + B (75)

Pan

where the parameters BX etc, are chosen experimentally to reproduce

results obtained from experiment or ab initio calculations&44’ 145, 147.
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v) Coulomb Penetration Integrals VAB

144

In the CNDO/1 method the penetration terms (ZB TAB - VAB)

were evaluated by approximating the coulomb penetration integrais

as
) 2 23
Vs J X dr (76)

where ZB is the core charge on atom B, Xg is the Slater 2s
A

orbital of atom A and ruB is the distance of the electron p from

B. Formulae for these integrals have also been listed by Roofhaan.146
A major failure of the CNDO/1 method was its inability to give reasonable
values for bond lengths (these were too short) and bond energies (too
large) for diatomic molecules, This was compensated for in the

145

CNDO/2 method by neglecting the penetration terms by setting-

VAB = zBl"AB 77)

The final form of the Fock matrix in the CNDO/2 method is then given

by145
F - -4 (1, + A,) +[(P,,.-Z,)- l(P -Ir, ,+ E:(P -z )r
ii 2 | i AA A7 2% i AA . “"BB “B’"AB
B#A
F,, = > §5..-~p.. T (78)
ij AB 1 2 "ij "AB

Initial estimates of the LCAO coefficients are obtained from a

Huckel-type theory using matrix elements145

1
Fi:l. -3 (Ii + A:i.)

1 = BXB 843 (79)



and the final solution approached by an iterative scheme144’145

until the desired amount of self consistancy is obtained in the
values of the coefficients,

When the molecular orbitals vm have been determined the éh;rge
density may be analyzed in terms of the basis functions Xq* For
two electrons in each occupied molecular orbital the total charge

density P is given by

occ,

P o= ZZ"m = ZZ Pl % % (80)
m k 1 _

where Pk1 is the density matrix defined in equation (61), The
diagonal element Pkk is the coefficient of the distribution xﬁ and
measures the ele;tron population of that orbital. The off diagonal
elements Pk1 are overlap populations related to the overlap region of
atomic orbitals k and 1. In order to assign a specific charge to

each atom a Mulliken population analysis is used. The total

population for an orbital k is given by

Qe = P ZPH Se1 (81)
kfl

where Sk1 is the overlap integral, However, since overlap is
ignored in the CNDO approximation the second terms of equation (81)

drop out to give

q = Pkk (82)

9.



95.

and the total charge density on atom A is then given by the

sum over all the atomic orbitals centred on A

A .
P-AA = Zrkk . (83)
k

and the net charge on atom A is given by

Charge = PAA - ZA
where Z, 1s the effective atomic number (i,e. the atomic numbgr
minus the number of core electrons).

In CNDO/2 calculations the Hartree-Fock equations are soived.
after most of the integrals have been eliminated, set equal to z;ro,
or calculated from empirical data. Table (2.2) shows the number of
two electron integrals which require evaluation in a calculatién on

propane at various levels of sophistication.

Table 2,2

Two electron integrals required to be evaluated for a calculation

on_propane

Integrals Hartree-Fock NDDO CNDO
(minimal basis)

1 centre 368 173 11

2 centre 6652 568 55

3 and 4 centre 31206 0 0

Total 38226 741 66
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The CNDO calculaﬁions reported in this work were carried But,

using the standard program CNINDO148 written in FORTRAN IV, This
program can perform CNDO/2 calculations on molecules containing the
elements hydrogen to chlorine and iterations are performed until
consecutive values of the total energy agree to within 1'0-6 a,u,
The program was, howevér, modified slightly so that the convergence
"1imit could be changed if required and it was also redimensionéd.so
that calculations on molecules containing up to 120 basis functions,
(rather than the previous maximum of 80), could be performed, A

fur_:ther modification was dlso introduced so that 3d orbitals could be

excluded from calculations on second row elements if required,



CHAPTER III

THE THEORETICAL INTERPRETATION

OF ESCA CHEMICAL SHIFTS.
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1) INTRODUCTION

Besides the use of empirical parameters characteristic of
directly bonded groups,51 there have been five distinct, but
interrelated, approaches to the quantitative interpretation of

chemical shift data and these are:-

i) The equivalent cores approach
ii) The charge potential model
iii) Koopmans' theorem calculations
iv) Core hole state calculations

v) The quantum mechanical potential at the nucleus model

It is convenient to discuss the theoretical background and uses
of each of these models separately and b indicate the relationships
between the models where they occur, The main aims of the work

presented in this chapter are:-

i) To test the use of the equivalent cores approximation using

heats of reaction obtained from molecular orbital calculations.

ii) To compare the equivalent cores approach, Koopmans' theorem
calculations and core hole state calculations from the point of view
of the basis set dependence and the accuracy of the calculated shifts.

No such detaliled comparisons have previously been reported,
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1ii) To obtain information about relaxation effects which occur

on photoionization of a core electron.

iv) To obtain information on the validity of both the weak and

strong forms of the equivalent cores approximation.

In this study molecular orbital calculations have been carried

out on two series of molecules:-

i) A series of small molecules containing hydrogen, carbon, nitrogen,

oxygen, fluorine and sulphur,

i1) The closely related series of the fluoro and chloromethanes in

which regular trends are expected to facilitate interpretation,
For the majority of the molecules in (i) and all the molecules in
(ii) gas phase values of binding energies and shifts have been reported

and this allows a direct comparison with the theoretical calculations,

a) Equivalent Cores Method.

The equivalent cores approximation was developed by Jolly and
Hendrickson44 to calculate shifts in core electron binding energies

from ground state thermodynamic data and states that

'When a core electron is removed from an atom in a molecule or
ion, the valence electrons relax as if the nuclear charge on the

atom had increased by one unit'.



Thus atomic cores that have the same charge are considered to be
chemically equivalent, The following example illustrates how this

principle may be used to estimate the gas phase shift in C, binding

1s

energy between the carbon atoms in methane and fluoromethane.

i) The carbon 1s electron binding energy in methane B

cy, 18 glven

4
by the energy of the process

CH

where * indicates a vacancy in a core level (C1s in this case)

* *
w ‘et + ¥ — wmt o+ T & = s

*
This reaction is the exchange of the C5+ core and the equivalent

. N5+ core, According to the principle of equivalent cores the energy

of this reaction, 60, is zero.
Summing reactions (1) and (ii) gives

5+ + * 54 -

ii1) CH, + N —> N, + C + e AE = B, + 8
: 4

A similar reaction may be written for CH3F, or any other compound
containing a carbon atom,
. 5+ + . * 5+ - -
iv) CH3F + N —> NH,F + C +e AE BCH3F+ 5_1

The difference of reactions (iii) and (iv) gives
(v) CH,F + NH,' —> NH,F' + CH . AE =B _-B

3 4 3 4 CH3F CH4

+ (61-60)

99.
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The strong form of the equivalent cores approximation given
above states that 51 = 60 = 0 and hence the difference in C18 binding
energies between methane and fluoromethane is given by the eﬂergy of
reaction (v), However, reaction (v) still gives the shifts in
binding eneréy if_61 = 6o i,e, 1f the energy of core exchange
is independent of the molecular environment (this is known a; the
weak form of the-equivalent cores approximation). Some typical gas
phase data are shown in table (3.1)50 and in general indicate good
agreement between experimental and thermodynamic shifts, Extension
to solid samples requires the estimation of the energies of the

processes outlined in Chapter I.4.44’149'

The main restriction

to the use of the equivalent cores method is the lack of and/or
inaccuracy of thermodynamic data especially with regard to the positive
ions involved in the reactions, .

However, the heats of reaction may be obtained from SCF calculations
on the molecules and ions in their ground states. Pople and co-woiil;:zz
_have shown that for reactions involving closed shell species even
minimal basis set (STO 3.G) calculations, which are computationally
relatively inexpensive, can reliably reproduce heats of reaction..
Particularly accurate results are obtained in_the case of reactions
in which the number and type (i.e. single, double etc.) of bonds ére
the same in both reactants and products since correlation energy
changes are very small, Such processes have been designated .
isodesmic reactions and it 1is exactly this type of reaction which is
involved in the equivalent cores method of calculating shifts, Since

heats of reaction are involved there is also the possibility that

semi-empirical calculations, which are computationally inexpensive,
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Table 3.1

Experimental and Thermodynamic Binding Energy Shiftsso _

Atomic level Compound Experimental Chemicél

Shift Reaction. Energy

le NH3 0 6
Ng (CH3)2NH - 0.7 -o.i
N (CH,)NH, - 0.3 -0.4
N, HCN _ 1.2 0.95
N, NNO 3.2 2,6
N N, 4,35 3.5
N, NO . 5.5 4,4
le NZFZ .6.8 6.3
Ny, No, 7.3 6.8
Ciq CH, 0 0
Cle co 5.4 4.1
Cie co, 6.8 6.9
Cle CF, 11.0 12,3
Xe 3d5/2 Xe 0 0

Xe 3d5/2 XeF2 2.95 2.7
Xe 3d XeF, | 5.5 5.4
Xe 34, XeOF, 7.0 6.3
Xe 3dg, XeF, 7.9 7.85

U AE
T

- 9 JARITH
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may be used to predict, at least qualitatively, the required shifts,
(However, this may be expected to be strongly dependpﬁf on the
paramaterization used and some recently reported calculation9150

using MINDO/1 give'better results than the CNDO/2 calculations

reported in this work). Thermodynamic data refer to the isoelectronic
cations with their nuclei in the equilibrium positions but since
photoionization is a rapid process compared with nuclear motion66*;51
it is more realistic to consider the cations to have the same geometry
as the parent molecule, This condition may be imposed in molecular
orbital calculations, Also by using the same geometry for the
molecules and isoelectronic cations in ab initio LCAO MO SCF
calculations many of the two electron integrals may be retained and
this greatly reduces the amount of computing time required, By the
very nature of the equivalent cores approximation if the element being

studied has more than one core level then identical shifts in binding

energy are predicted for all core levels,

b) Charge Potential Model

The charge potential model relates core electron binding energies

with the charge on the atom from which core ionization takes place

and the potential from the charges in the remainder of the molecule17

E = E° + kq, + al
1 r

i 1
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where

E is the binding energy

E° is a reference level

9y is the charge on atom 1

k is a constant (approximately the one-centre repulsion integral
between a core and valence electron on atom i).

The summation term is an intra-molecular Madelung type poteﬁﬁial
but in an ionic compound the summation should be taken over the
complete lattice.

E°® and k depend on the definition of atomic charge and in an LCAb MO
SCF treatment on the basis set used.

A non-rigorous derivation of the charge potential model may'be
made from Koopmans' theorem152 (Figures 3;la,b,c). The crucial
feature in the derivation of the charge potential equation is ‘the
constancy with varying electronic environments of many of the terms
which arise.

Since the charge potential model may be derived from Koopmans'
theorem it also potentially suffers from the same defficiencies
as Koopmans' theorem., Thus any large differences in, or non
systematic variations of, relaxation entergies between atoms in
different chemical environments will.be noticable in both Koopmans'
theorem and charge potenfial calculations., (This difficulty may,
however, be overcome by regarding k and EC as empirical parameters
derived from a series of similar molecules).

The use of semi-empirical calculations (CNDO/2) to obtain molecular
charge distributions allows the charge potential model to be used

on large organic systems and Chapter IV will contain a more detailed
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discussion of the qualitative development of the charge potential
model and a detailed examination of its use in the field of organo-
halogen chemistry for predicting ground state charge distributions

in molecules.

c¢) Koopmans' Theorem

Koopmans' theorem153 equates the binding energy of an electron
with the negative of the orbital energy and is derived below,

For a closed shell molecule EM described by the Slater determinant

of spin orbitals

Yo o= lv vy e .

the total energy is written as

k

EM = >J Er B 2: (Jrs - Krs) + vnn
r=a pairs
rs

where the orbital energies Er are expressed as

k
E = H +Z(J—K) (1)
=a

If an electron is removed from spin orbital ¢a but the wave

functions of the other electrons are left unchanged, then the
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energy of the positive ion EM+ having the wave function

| vy e b |

is given by

k
+ c
EM B E:Hrr + E. (Jrs Krs) + vnn
r=b pairs
rs
r#a,s#a
and from (1)
k
+ c _
By = By-H,t Z (Jag = Kag)
s=a
- EM - Ea

Therefore -Ea can be equated to the ionization potential (E+-E)

which is the energy required to ionize the molecule, providing that
the ionization process is adequately represented by the removal of an
electron from an orbital without change in the wave functions of

the other electrons,

Not only does Koopmans' theorem neglect relativistic and
correlation energy contributions to the binding energy but also the
relaxation energy associated with the reorganization of electrons
which occurs on photoionization. Hartman and Clementi154 have shown
in calculations on argon, that most of the relativistic correction is

associated with the core electrons and that for argon the ls contribution
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in its ions is essentially the same as in the atom, (In the

extreme case of Ar10+ the correction changes by only 0.72eV

compared with the atom), These data154 verify the assumption of
Scherr et a1.155 that the relativistic contribution of any

subghell is independant of the number of electrons in the outer
shells, Thus differences in relativistic corrections to shifts in
core electron binding energies between a particular core level for
atoms in different chemical environments are small.151 Some typical
estimates of the total relativistic energies and correlation energies
for first row atoms are shown in table 3,2, From an analysis of
atomic data for first row atoms it is also known that the magnitudes
of the correlation energies of the 1ls electrons are very similar and

1

intra shell correlation energies are small 35 (Table 3.3).

Table 3,2

Estimates of Relativistic Energies and Correlation Energies for First

Row Atoms
Erel Ecorr (eV)
Li -0,015 -1,423
Be -0,060 -2,092
B -0. 164 -2.803
C -0.376 ~3.833
N -0.755 -5.162
0 -1.344 -6.694
F -2.255 -8.612

Ne -3.570 ~10.827
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Table 3,3

Atomic Orbital Pair Correlation Energies ‘ij(ev)135

Pair ij C N 0 F Ne H
1sls -1,11  -1.11 -1.09 -1.08 -1.09 -1.11
1s2s -0.04 -0.04 -0.04 -0.04 -0, 04
1s2p -0.04 -0.04 -0.03 -0.04 -0. 04
2s82s -0.77 -0.37 -0.35 -0.32 -0.29
282p -0.38 -0.38 -0.32 -0.23 -0.19
2p2p -0.70 -0.70 -0.70 -0.70 -0, 70
2p2p' -0,33 -0.33 -0.33 -0.33 ~-0.33

_ 1 Z
Eeorr ° Zeii 2°1 7 €5 PiPj
1 i>]

where Py is the atomic orbital electron density for orbital i.

Thus to a good approximation correlatiqp energy corrections will
remain reasonably constant for core levels (which are essentially
localized and atomic in nature) and play little or no part in shifts
in core electron binding energies. In a detailed study of the
ionized states of the CH4 molecule with a basis set approaching the

157 have demo..s.rated that for

Hartree-Fock limit Clementi and Popkie
the 1ls hole state the correlation energy is the same as for the neutral

molecule. The differences between the experimental binding energies
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and those measured by Koopmans' theorem are il}ustrated in figure 3.2,
From the above discussion the relativistic and correlation energy
corrections to the binding energies are relatively small and almost
complete cancellation of these effects will occur when calculating
shifts in core electron binding energies between molecules. For core
levels the major difference between the Koopmans' theorem binding
energy and the experimental binding energy is the neglect of the
relaxation energy. Most of the electronic reorganization which
occurs on core ionization is associated with the valence electrons as
is illustrated by the radial expectation values of various electrons

obtained from Hartree-Fock calculations on neon and its hole states158

(Table 3.4).

Table 3.4

Radial Expectation Values for Electrons in Neon and its Hole

States158 (a,u.).

+

Ne Ne

Atom 2p hole 28 hole 1s hole
<r>. 0.1576 0.1576 0.1578 0.1545
<T >, 0,8921 0. 8603 0.8536 0.8171
<r'>2p 0.9652 0.8759 0.8841 0.7993

Removal of a 1ls electron has very little effect on the radius of

the remaining 1s electron but the outer electrons contract markedly,
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Since relaxation is associated largely with the valence electrons Fhe
relaxation energy is expected to vary somewhat with the electronic
environment of the atom, Koopmans' theorem calculations overestimate
the binding energy by the relaxation energy and felative shifts are
affected by differences in relaxation energies. Table 3.5 illgstrates
some experimental and Koopmans' theorem binding energy shifts for the

Cls level in a variety of compounds.160 By comparing their double

Table 3.5

(U Shifts Relative to Methane (eV)

AE experimental”’]'o3 AE Koopmans' Theorem159
02H6 -0, 2 0.2
CZH4 -0.1 0.9
CZHZ 0.4 1.4
CZH40 2.0 ) 2.4
CH3OH 1.9 2.0
HCOZH 5.0 6.0
CO2 6.8 8.3
co 5.4 5.5
Cyclopropane -0.2 0.4

zeta calculations on fluoromethanes with the single zeta calculations
161 162

of Ha and Allen, Brundle et al, have concluded that for a

reasonably quantitative description of binding energy shifts using

Koopmans' theorem a basis set of doube zeta quality, or better, is

required, (The basis set should also be physically balanced). Also

unless relaxation energies are constant, or vary in a regular manner,

within the series of molecules studied a very good quantimtive agreement
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cannot be expected,

d) Hole State Calculations

The binding energy of a core electron in an atom or molecule M is

the energy of the reaction

where * indicates a vacancy in a core level. In the light of the
previous discussion on correlation and relativistic corrections, the
energy of this reaction may be obtained from Hartree-Fock calculations
on the ground state molecule and on the core hole state of the ion,
However, for the hole state calculations there is no absolute guarantee
that variational upper bounds to the true total energies for the ions
are obtained since the computed hole states are not necessarily orthogonal
to all lower energy states of the same symmetry. This could introduce
errors of both a systematic and/or non-systematic nature, However, the
results reported in this work (in which the configurations were 'locked'
to those of the ground state,163 the eigen vectors of which were used
for the initial trial molecular orbitals), and those of other workers
indicate that such difficulties have not arisen.162 Figure 3.2 shows
the relationship between experimental, Koopmans' theorem and hole state
binding energies,

The calculations of Bagus on the hole states of neon and argon show

that while Koopmans' theorem yields inner shell ionization potentials



115,

which are too large, hole state calculations give quite accurate

ionization potentials.158 The first direct calculations of this

164

type on molecules were carried out by Schwartz for first row

hydrides. Contracted gausian basis sets were used (10s, 5p /6s 3p)
on the central atom and (5s/2s) on the hydrogen atoms.164 The

results are summarized in table 3.6.

Table 3.6

1s Electron Bindin Energies (eV)

Molecule -0rbital Energy Hole State Experimental17
(Koopmans' theorem)

BH3 207.3 197.5 -
CH4 304.9 291.0 290.7
NH3 422.8 405.7 405.6
H20 . 559.4 539.4 539.7
HF 715.2 693.3 -

Ne 891.4 868.8 870.2

The hole state results are in very good agreement with the
experimental values and appear to confirm Bagus' original contention
that single configuration SCF wave functions can provide practical, but
not rigorous, upper bounds to the energies of inner shell hole states.l58

The Koopmans' theorem binding energies overestimate the hole state (and

experimental) binding energies by the electronic reorganisation energy
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which occurs on photoionization, Gelius and Siegbahn165 have

tabulated the reorganization energies expected from different atomic
shells by calculations on a series of atoms and hole states and
comparing them with the Koopmans' theorem values.

In many molecules there are several equivalent sites for the.

core hole for example the two nitrogens of N, or the six carbons of

2
benzene. The problem therefore arises of whether the core hole is
localized or delocalized over the equivalent sites. Snyder's
model}66 based on Slater's shielding constants, predicts that
delocalization of the hole over t centres which would produce a hole
charge of 1/t and a relaxation energy per centre which is 1/t2 that
for the localized hole, This model also predicts a relaxation energy
for ionization from a 1ls hole in a nitrogen atom to be 13,7eV

(c.f. ref, 165 which predicts 16.6eV) and this would be reduced to

6.8 eV for N2 if the hole were delocalized. Shifts in core

2 4 and C2H2 are both

predicted to within about leV by Koopmans' theorem160 and do not show

ionization potentials between N, and NH3, and CH
the gross diagreement expected if delocalization over the two equivalent
sites had occured. The localization of hole states is also implicit

in the thermodynamic equivalent cores method for predicting shifts

where the hole bearing species of N, is represented by NO+ and the

2
+ 50 :
electrons of NO' are relaxed compared to NZ' Further evidence for
the localized hole state being correct has been obtained by Bagus and
Schaefer167 by direct calculations on 0O * hole states when good agreement

2

with experimental ionization potentials (i.e. within ~ L,5eV) was
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obtained only when the symmetry restriction that the molecular
orbitals had g or u inversion symmetry had been removed, (The
electronic structure of the valence electrons in the localized hole
state then appeared to be that appropriate for F0+), The basis

set used for these calculations was the large Slater basis set of

78, 6p, 3d and 2f functions for each atom which had previously yielded
very good agreement with the multiplet splittings and 1ls ionization
potentials in NO.168 The observation of shake up satellites from

the Ols peak of CO 169

2
C30226 would not be expected for a delocalized hole since no change in

and from the Ols and outer carbon C1s peaks of

the symmetry and the molecule would have occured and the transitions are

only monopole allowed.25 This provides further evidence in favour

of core hole states being localized.

Murrel and Ralston170 have carried out a detailed study of hole
localization in He2+. This system has the advantage that the 1s
hole state is the ground state of the ion and therefore a rigorous
variational bound on the energy can be obtained since the ionized state
is orthogonal to all states of lower energy. By using suitable
‘interatomic distances they extrapolated their results to N2 and their
conclusions are that relaxation energy from a localized positive hole
is appreciably more than that from two half charges even when core hole
exchange is important. Thus for molecular orbital calculations on N2+
and NO' with inner shell holes the full relaxation energy would be

allowed for in NO+ but not in N2+, and the stabilization for the electron

*
contraction is underestimated for N2+, On the other hand applying
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Koopmans' theorem to the neutral molecules no orbital contraction
would be allowed for in either molecule and shifts in core electron

binding energies are therefore reasonably well described.

e) Quantum Mechanical Potential at the Nucleus Model

The electron distribution within a molecule is continuous and it
is therefore somewhat arbitrary to aportion electron densitieQ to
individual atoms. Therefore the population analyses on which the
charge potential model is based are only a rough guide to the charge
distribution, As an alternative to the charge potential model therefore

171,172

Schwartz has developed the potential at the nucleus model
main drawback of which, as far as the average chemist is concerned, is
lack of conceptual simplicity, The model however still only

considers ground state properties and does not take into account
relaxation energies (the incorporation of relaxation effects within this
model will be discussed later). The quantum mechanical generalization

of the potential at nucleus n arising from the doubly occupied MO's

¢j and the nuclei Zm is given by

Z
= \ 1 m
8 = -2 )< ()| 77— | ¢,(1) >+ —
?' J I r1n I i E: Rmn

m#n

The contribution of the 1s MO at the nucleus §; o may be separated

out leaving the external potential Qext Values of le’ ) and

ext

Koopmans' theorem binding energies for a representative series of
8 B P

molecules are shown in table 3,7. The calculations were ab initio
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" Table 3.7

Calculated Potentials at the Nucleus and 1s Orbital Eneggiesl71(ev)

¢ s “2ext “f1s

cH, 307.94 93,7517 304. 8088
C,H, 307.97 92,4402 306. 3680
HCN 307.93 91,2647 307. 7807
CH,,F 307.98 90, 4456 307.9898
H,CO 307.97 89.1912 309.3639
co 308,07 88,9872 310.4795
0

H,0 415.6951 192, 2463 559, 2479
H,CO 415, 7332 191, 0082 560. 6656
co 415, 7006 189, 2477 562. 6683
HOF 415, 7387 188, 9538 562.8071

LCAO SCF MO calculations using a gaussian basis set of doube zeta
quality which had been found to give Koopmans' theorem shifts for

the 18 core levels in accord with experimental values,. le is

essentially constant for a given atom and the non trivial changes in

the potential at the nucleus are due to changes in ... The less

negative the environment the greater is the 1s binding energy as
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measured by Koopmans' theorem and table 3.8 shows binding energy
shifts calculated by changes in the potential at the nucleus and

Koopmans' theorem,
Table 3.8

Shifts in 1s Orbital Energies and External Potentialsl71(eV)

A(-e )
A e18) A§ext 1s /A(Qext.)

c

02H2 1.56 1.31 1.19
HCN 3.00 2.49 1,20
CH3F 3.18 3.31 0.96
HZCO 4,55 4,56 1,00
co 5.67 4,76 1,19
0

HZCO 1.42 1.24 1,15
Cco 3.43 3.00 1.14
FOH 3.56 3.29 1,08
F

FOH 1,72 1.55 1,11
CH3F =0. 56 -0, 59 0.95
N

HCN 2,53 2,07 1.22
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Shirley'’?

has shown that the equivalent core method and the
quantum mechanical potential at the nucleus approach represent the

same level of approximation and depend essentially on residual integrals

of the type
dlocal

R = }i [2J(N 1s8,i) - K(Nls, i) =2 < ¢i(1)| ;l—| ¢i(1)> 1
i#N1s IN
(orCls)

remaining consgtant, Where the summation is taken over local

orbitals i,e. those localized molecular orbitals”4 which are connected
to the atom under consideration. The potential at the nucleus model
depends on R remaining essentially constant between molecules and the
equivalent cores model requires this equality in the isoelectronic
cations (the geometries of the ions having been constrained to the
the same as those of the molecules),

The potential at the nucleus approach may be extended to vélence

175,176,177.

only treatments, Since the core orbitals at other nuclei

screen these nuclei as far as the potential at the given nucleus is
concerned, the other core orbitals may be ignored in the potential

calculation provided the nuclear charges are reduced appropriately,’
Thus only the potential at atom A due to the valence electrons need

be considered,

*
- — Z
- ‘ 1 y B
§val = -2 Z <¢il rAI ¢i > + L RAB
i#core B#A

where ¢i are doubly occupied molecular orbitals, r, is an electronic

A

*
position from A and Z g are the effective nuclear charges. It was



found, using CNDO calculations, that ABE # A §,a1 although a

linear correlation was obtained

ABE = aAg + b

where a and b are parameters found from a least squares fit to the

122,

data, There is little improvement compared with the charge potential

model, However, further improvement can be obtained by letting
both the local- and other-atom contributions be adjustable in the

form
ABE = aq, + bV + ¢

Davis and Shirley178 have extended the potential at the

nucleus model to allow for relaxation energies. The binding energy
of a core electron may be written as 178
1
-Eg(1s) =~ e(ls) + 3 < 1s|va 1s > (1)

where VR is a relaxation potential energy arising from the difference
between the Hartree-Fock potential Vk of the passive orbitals in the
Einal 18 hole state and the initial state and this may be used to

derive the relationship

-EB(ls) = % [e(ls) + e(ls)*] (2)

*
where ¢(ls) 1is the orbital energy of a ls electron in the hole state,
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Writing each orbital energy as the sum of the interaction energy of
the 1ls electron with its own nucleus plus a potential energy terms
that includes interactions of the ls electron with other electromns

and other nuclei gives '’
e(ls) = <ls |h|1ls >+ <ls |V ]|1ls > (3)

Combining equations (2) and (3), taking differences (as between two
compounds) and noting that the first terms of equation (3) are

171

negligibly small (cf. table 3,7) gives

*
B (1s) w~-38<Is|V+ V'] 1s > (4)
To a good approximation the right hand side of equation (4) can be
replaced by the difference in the potential energy at the host nucleus,
¢, between one molecule and another, Thus for shifts in carbon 1ls

binding energies
= & . *
AEBFCIS)' = 3 alg (€) + ¢(c )]

*
In CNDO calculations there is no way to calculate ¢(C ) directly,
The equivalent core approximation is therefore invoked to allow

for the relaxation of electrons due to the increased core charge

ABZ(C, ) =A§[¢ ) + @]
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Results for carbon atoms show good agreement both with and without
the relaxation correction but in the case of nitrogen compounds the

inclusion of relaxation effects greatly improved the calculated shifts,

2) EQUIVALENT CORES - SHIFTS FROM CNDO CALCULATIONS

The use of CNDO calculations for the calculation of shifts in
core electron binding energies by the equivalent cores approach could
represent an alternative to the charge potential model (Chapter IV)
for the interpretation of shifts using semi-empirical SCF MO calculations
which do not e#plicitly consider core electrons; The advantage of
such calculations is that they are computationally relatively cheap
and it is possible to investigate quite complex moleéules for which ab
initio treatments are not yet feasible,

Calculations were performed with cthe standard CNDO/2 parame'l:erizatizlni9
to calculate energies for reactions of the type,

+ +

CH, X +NH~ ~—> NH,_ X" + CH, n=0-4; X=TF,Cl

The energies for the nitrogen-containing cations were calculated both
with geometries the same as the isoelectronic carbon species and also

with geometries appropriate to the cations themselves, Op timum

+

bond distances were obtained from energy minimizations for CH4, NH4

CF4, NF4+, CCl4 and NCl4+. The energies calculated for these species

are listed in table 3,9 and the calculated binding eua.cgy shifts

179,180

together with the expefimental gas phase values of shifts

relative to methane are shown in table 3.10. The trends within a
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(1)
(2)

Total Energies from CNDO/2 Calculations

Table 3.9

(ev)

CH4—nFn

-275,263

- 1009, 501

. -1744,018

-2478,805

- 3213,891

CH, _ Cl

- 694,580
-1114, 526
-1535,130

-1956.403

(1)

+

NHl;—nFn

-390, 721
-1125.622
-1860.695
.-2595.936
- 3331. 349

-+

NH, C1

4-n

- 810.833
-1231.603
- 1653.042

-2075.159

- 390.953
-1126.431
- 1862,126
- 2598, 045
- 3334, 201

+

NH4-n

- 810.838
- 1231.605
~1653.260

= 2075.806

125,

Nuclei with some coordinates as corresponding carbon compound,

Nuclei relaxed,
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Table 3,10

Equivalent Cores Results from CNDO/2 Calculations (eV)

lComgound Heat of Reaction Experimental Shift179’180
(1 (2)
Fﬂa 0 0 0)
CH3F 0.66 1,24 2.8
CH2F2 . 1,22 2,42 5.6
CHF, © 1.68 3.55 8.3
CF, ' 2,00 4,62 11.0
CH3C1 0.79 0.57 1.6
| cHCl, Le2 1.39 3.1
CHCl3 T 2,46 2,43 4.3
CCl4 3.30 ) 3.71 5.5
(1) Taking nuclei as fixed
(2) Assuming relaxation of nuclei

given series of molecules are well reproduced for both geometries

of'the nitrogen cation. However éeparate correlations are obtained

for the fluoro- and chloro-metpanes and tﬂe calculated shifts greatly
underestimate the experimental shifts, These results indicate that
equivalent core shifts calculated by the CNDd/Z method (without specific
paramaterization for reprodpcing thermodynamic data) should be'viewea
with caution even for a qualitative prediction of shifts.- The use of
qemi-empirical'calculationa of the MINDO/IISI’182 type extends the

correlation between calculated equivalent core shifts and experimental
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shifts to a larger number of molecules of varying structure but,
with the paramaterization used, the experimental shifts are still

greatly underestimated.lso

3) A .COMPARISON OF EQUIVALENT CORES, KOOPMANS' THEOREM AND CHARGE

POTENTIAL SHIFTS FROM MINIMAL SLATER BASIS SET CALCULATIONS.

In the light of the previous discussion, and the partial success
of the equivalent cores method using semi-empirical calculations,
it is of interest to employ minimal Slater basis set LCAO MO SCF
.calculations to predict ESCA shifts by the eduivalent cores method,
and to compare these with shifts obtaineé using Koopmans' theorem and
the charge potential model,. The molecules chosen for this comparison

were [~

.0 cs ocs, N

C,H,, HCN, FCN, co, co,, N 2

and N»O0.

Thése molecules were chosen because there are several core levels
to investigate, the relaxation energies may well be different for the
variety of bonding situations and also for most of the moleCQIes
experimentai gas phase data are available thus allowing a direct.
comparison of theory and experiment, -

The calculations were performed using the ALCHEMY molecular
orbital program for linear'moleculés. The basis sets used were
minimal Slater-sets employing single zeta best atomé exponents117
(Appendix I) but with the inclusion of 3d orbitals (z = 1.2) for the

sulphur atoms and an ‘exponent of 1,2 for hydrogen ls orbitals, The
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geometries of the molecules183

(Appendix II) and the isoelectronic
cations were taken to be the same thus eliminating energy changes
due to nuclear relaxation. The total energies of the molecules and

isoelectronic cations are listed in table 3,11 and the other

calculated data are listed in table 3.12, together with the gas phase

experimental binding energies and shifts for the Cls"le and 0ls
levels where known.17’26’103’16o’184 The agreement between the

calculated equivalent core shifts and the experimental shifts is good
for both inter and intra molecular shifts, A least squares fit to

the data gives the relationship

= =0.02 + 1,17 AE
exp. eq.core

(+.0.06)

with a correlation coefficient of 0.97. This is quite close to the

ideal correlation of

AE = 0.00 + 1,00 AE
exp eq.core
However a least squares fit to the Koopmans' theorem results

obtained from the same calculations gives the relationship

AE = =0.03 + 0.84 AE
exp Koopmans

(+ 0.14)



- NNO

Total Energies of Molecules

Table 3.11

and Ions from Minimal Slater Basis-Set Calculations (eV)

co, -5084, 102 N02+ -5521, 216 ocF" -5738, 422
co ~3056. 471 No© -3494 871 crt -3709.051
€40, -7136.957 onccot  -7575.628 occcrt -7792.235
ocNcoT  -7579.153
C,H, ~2084, 247 HNcHT -2526.453
HCN -2518. 969 . HNNT -2959., 744 ncot -3062, 201
FCN -5195. 622 FNNT -5634, 885 Fco' -5739, 263
N, 2953, 978 | No' -3494. 666
-4979,073 oNo" -5521,084 NNFT ~5633, 964
Noo+ -5517.453
ocs -13849,905 ons™ -14288,440 _ rcs’ -14504.655 occlt -15524.602
cs, ' -22614. 567 Ns,”* -23055, 045 : scc1t  -24289,822

"6C1



Coﬁpound

Carbon
HCCH
HCN
FCN
co
€o, .
0ccco
0CCCo .
cs

2
0Cs

Nitrogen

N,

NNO
NNO
HCN

FCN

Table 3.12

Calculated and.Experimental Data for Carbon, Nitrogen and Oxygeﬂ (eV)

Equivalent
core shift

° .
1.43
- 2,94
3.81
5.09
3.54
. 0.0L
1.73
3,67

-1.32"
2,31
-2, 54
-2.95

orbital
. energy

-309, 56
-310.61
-313.29
-311.39

-315.75
" -314.85

-309.04
-312,82

=314, 39

" =430, 02

-429.05

. =434,93

-427,98
=421.42

Koopmans'

theorem Shift

1.05
3.73
1.83
6.19
'5.29
© 0.52
3.26
4,83

-0.97

4.91
~2.04
-2.60

Experiinental+

Binding

291.3

. 293.3

295.9
297.5
294.9
291.5
293.1

295.2

409.9
408,5
412,5
406.1

- Energy(BE) shift

1.8
3.9

0
1.4

2.6
_3.8

atomic charge

9

-0.2346
-0.1631
0.1531
0.1740

" 0.4322
0.2900
-0, 3086
0.0881
0.2602

0
-0.0289
0.1713
-0.0982
-0.1399

Madelung Potential

PR

i

'1.88
12,32
-1.88
2,22
~5.37
~4,00

4,94
-0.82
-2.87

1.30
-2.10
-0.34

1.81

r..
1]

BE - L

289.4
291.0

298.1
302.9
298.9
286.6
293.9
298.1

409.9
407.2
414.6
406, 4

q.
- |
r,.
ij

‘ol



dompound:

Oxygen

co
co
ocs
NNO
0CCCo

Table 3,12 - corntinued

Calculated and Experimental Data for Carbon, Nitrogen and Oxygen (eV)

EquivaIEﬁp -orbital Koopmans', ' Exﬁerimenta1+ ' Atomic Charge Madelung
core shift energy theorem shift Binding ' q. Potential
energy .(BE) shift 1 - q
T
itj: M
0 -563. 94 : 0 540.8 : o] -0.2161 = 4,02
1.74 2566.30 2.36 © 542.1 1.3 -0.1740 2,22
-0.43 . =565,60 '1.66 - I -0.1469 -2.63
-0.57 -562.92 -1.01 541.2 0.4  -0.1423 1.90

-0.96 © =565,31 -1.37 539.7. -1.1 -0.1357 2,43

+ Refs, 17, 26, 103, 160, 184,

538.1
538.6

539.3
537.3

TET
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with a correlation coefficient of 0.75. Thus not only do the
Koopmans'-theorem shifts overestimate the magnitude of the experimental
shifts, the& also show a poorer correlation (i.e. more scatte;) than
the equivaiept'éo;e calcﬁlationé. Any non regular yariatioﬁ of
reorganiiatidn energies between molecules will increase the scatter
in this correlation between calculated and experimental shifts, fhe
Koopmané' theote@ binding energies overestimate the experimental
binding energies and this illustrates ﬁainly the neglect of electronic
reorganization effgcts. |

.The Koopmahq':Eheofem-bindinguenérgiés and shifts for the su1ph§¥”'

core levels are shown in table 3,13. For CS, and COS there are

2
predicted to be -only slight differences in shifts between the
corresponding ls, 2s and 2p levels but the shifts themselvés are
also Qmallr The equivalent cores calculations a156 predict a

smail shift between the sulphﬁr-core levels (the sulphur core ievelé

in OCS being 0.56eV’ more tightly bound than in CSZ) but this shift

is in the opbosite direction from that prédicted by Koopmans', theorem,

‘Table 3.13

Orbital Energies and Shifts for Sulphur Core Levels (eV)

Orbital Energies . shifth
cs, : 0cs
1 -2502, 54 -2501. 71 -0.83
S 2240, 49 . - 239.76 -0.73
25 -7
Sap - 177.13 - - 176.46 o ~ -0.72

4 Shift of OCS relative to CS,
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This provides a stringent test of the predictions obtained from the
two methods, intuitively, the equivalent core shift seems more
reasonable since the-greatgr e1ectronegati§ity of oxygen compared with
that of sulphqr would be e;pected to increase the binding energies
of the remaining atoms in the moleéule. .In fact recent experimental
datglaé show that the S2p electroﬁs in OCS are more tightly bound than
those in.CS2 by O.8eVlin good agreemeﬁt with the equivalent cores
calculations,

' The other most note;ble success of the equivalent cores model
as compared with Koqpméns' theorem is the.prediction of the shift between
the carbon atoms in OCCCO where the ekperimental shift is 3l4eV and the’
calculated'equivﬁlent core shift is 3,52eV, Koopmans'.theorem
estimatés of this shift are 5.93 (Sabin and Kimlss), 5.81 (fhis work) -
and 4.95 (Gelius et 3126), this calculation being of double zeta '

quality,

Charge potentialiresults from minimal Slater basis set calculations

A least squares analysis of the data for thé Cls

gives the values Eoc = 293.6 and kc = 20.5 (+ 1.5). However, not enough

binding energies

data are available to obtain statisticaliy significant E® and k values

for nitrogen and oxygen. The Clé charge potenpiai and Koopmans' fheorem_
shifts are pldtged against the experimental shifts (relati&g to aéet&léﬂes )
-in figure 3;3.__ There is a large s;atter around the ideal correlation

line in both cases (c.f. the equivalent cores shifts figure 3.4).
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While some of this scatter may be attributable to the use of a

minimal basis set, it is significant that the qualitative diéagreements
with the éxperimental results are similar in each case, thus

illustrating the cloge relationship between the charge poﬁgntial

"model and Koopmians' thébrem. For example, bofh the-pharge potentiai a
model aﬁd Koopmans' theorem underestimate the experimental é

1s blnglng

energy shifts in HCN and CO but overestimate it in the case of cs,.

4) A COMPARISON OF KOOPMANS' THEOREM, EQUIVALENT CORES CALCULATIONS
AND HOLE STATE CALCULATIONS.AS A FUNCTION OF BASIS SET

From the results présented in the previous section it is clear
:that even minimal Slater basis set ca%cqlations provide a good
description of_shifts in éore electron binding energies using the
equivqlgnt cores model, -Also thése predictions are better than thqsé,
obtained from Koopmans' theorem for.a wide variety of molecules of
differing electronic structures, This illustraées that the equivélent
cores calculations do take some account of relaxation eneréy differences
which occur oﬁ core elecfran ionizatiorn, It is fherefore of intergst
to petform & detailed comparison of the shiﬁts predicted by Koopﬁans'
theogemy.hole state calculations and equivalent cores.caleulations
.and to determine the sensitivity to basis set for each of the meéhdds.
No such detailed comparisons has previously been performed, "The
molecules chosen for this study were closely related - the fluoromethanes

and moqo‘ahd di'chloromefhane. These were chosen because they -
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havg similar valence electron structu;gs and the relaxation energies
" may therefore be expected to be similar o? follow a regular trend.
The hole state and Koopmans' theorem calculations allow a direct
estimate of reofganization enefgies'and thg theoretical investigation
" of the equivalent cores model allows an éxamination of both the weak
and strong forms of this model,

Ab initio LCAO MO SCF céiculationé on the molecules CH4-nFn

(h = 0#4), CH3Ci.anQ'CHéCIZ together with the isoelectronic series
NH F +, NH'Cl+ and NH,C1l + were carried out using a better than
4-n"n 3 2772

double zeta basis set of optimised géussian'functions130 (Appendix I).

These consisted of 4s contracted to 3s for hydrogen (scale factor 1.2)

6

and 9s 5p contracted' to Ssl3p'for carbon nitrogen fluorine, A 125.9p18
(Appendix I) basis set was used for chlorine and this was contracéed
to 75,-5p-according to the'principles outiined by Dunning130 (Greatest
variational freedom is given (a) to those members of each group which
are most strongly concentrated in the internuclear regions and (b) to
those functions which contribute'st;ongly to more than one orbitél).

For ease of reference this basis set will be referred to later as 'the
+.

large basis set', These calculations, except for CH,Cl, and NH Cl2

2772 2

. : ; 187
were performed using the IBMOL V LCAO SCF MO program, The-

calculations for CH2012 and NH2012+ and the foliowing calculations

were performed using the ATMOL 2 group of programs.188 Calculations
- - % . ' )
on the series. CH, F , NH, F ' and CH, F_ (where * indicates a
4-n n 4t n - 4-n'n " )

_vacancy in the b ‘shell) were carried out using the following basis
. y 1s . & .

setsf
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i) The core orbitals were represented by four contracted

.gaussians and the valence orbitals, including H, (scale factor 1,2)

1s
were represented by four gaussian functions contracted to groﬁps of
3 and 1 thus allowing a flexible description of the valence orbitals
(STO 4.31G basis set).

ii) FEach orbital was represented by three contracted gaussian

'fungtions with a 1,2 scale factor for the Hls (STO 3G basis set).

The exponenté and coefficients used- for these two basis sets were
those obtained by Stewart189 from a least squares fit of gaussian functions

. to Clementi'é STO SCF atomic orbitals.127

a) .-Koopmans' theorem

Koopmans'.theorem predictions of shifts are expected to be basis
set dependent-ana evén fog a large basis set at the Hartrée-Fock limit
electronic £e1axation is neglected, Theréfore, unless the electronic
relaxation energy is constant or varies in a regular manner for a
particular_series of mblecules Koopmans' theorem cannot be expected to -
give a quantitative,descripéion of ;hifts in core eleééron binding'-
energies. |

The-Koopmang' theorem prediction of the binding energies and shifts
are compﬁred ﬁith the experimental vglues in table 3,14, The accuracy

with which the C binding energy shifts are predicted, as would be

ls

expected, increases with increased flexibility .of the basis set (Fighre

3.5) but even the large basis set overestimates the shift between CI-I4

"and CF4 by approximately 22%.



Molecule

CH4

| CH,F
CH,F,
CHF,
CF
CH

CH

Cl
Cl2

NWwW

CH.F
CH,F
CH.F
CF

. BE

-305.43

309, 64
313.90
318.25
322.69

704, 50

*705. 70

706,91
708.17

Table 3.14

1

shift -

0.0

4.21

8.47
12.81
17.26

5
0.0
1.20
2.41

3.67

C,g-Shifts and Binding Energies (eV)

Koopmans' Théorem Predictioné.for the Halomethanes

Large Basis

4.316

BE Shift BE
304. 35 0.0 304.95
307.43 3.08 307. 75
310.82 6.47 310.81
314.42 110.05 . 314,08
317.96 13,61 317.38
T - . 307.49

- - 309.77

sﬁShifts ;nd Binding;gpeggiés

713.24 0.0 714,90
714,41 1.17 716.13
715.60 2,36 71731
716.76 3.52° 718.46

Shift

0.0
2,80 -

5.86
9.13
12,43
2, 54
4.82

0.0
1.23
2.41
3.56

Experimental

BE Shift
290.7 0.0
293.5 2.8
296.3 5.6
299.0 8.3
301.7 11.0
292.3 1.6
293.9 3.1
692.4
693.1
694.1
695.0

“6E1
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KOOPMANS' THEOREM SHIFTS

Koopmans -
Theorem
Shift (ev).
: 15

10

Experimental Shift (ev)

Pigure(3.5)
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Gelius and Siegbahn38 have divided the molecular electronic
reorganization energy from an atom A, EAreorg (mol), into two

components

EAreorg(mol) ' . EAcontr ; Aflow
where the first term is the.reorganization enefgy gained from the
contraétion of the- local charse'distribution around nucleus A and is
essentially ;tomié. Tﬁe second term fepresents the redistribution
of electron dénsity in-the rest of the molecule. | Using the differences
between the calculated binding energies from the negafive of the Hartree-
Fock orbital enefgies (Koopmans' theorem), and the differences between |
the total energies of the atom and ion Gelius and Siegbahn estimated
the atomic ;eorgénization-eneré& for 1s ionization of carbon to be
13, 7eV. This Qalue accounts for most .of the difference betwegn the
experimental and Koopmans' theorem values in the cases of Fhe.4.31G and
large basig set calculatiohg while the differences for the 3G calculations
are slightly_large¥. The esFimate gf a reorganization energy of
ionizatien

1s

22.@ (dr'22.1eV eﬁploying a relativistic_galcﬁlgtion)38 for F
accounts-for most of the observed différence between exper£mgntal Binding
energigs and the large basis set calculations but overestimates the
difféfénce in the cases-of the 4,31G and 3G calcuiations. This may be

a result of the poorer déscriptibn of tﬂe system by tbe smaller Bagis
sets. - However, éhe fact that with an improved basis set the shifts

aré quite well described by Koopmans' theorem suggeste that

reorganization energy differences contribute to only a minor extent

for these closely related molecules (c.f., Chapter IIT.4d).
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b) Hole State-Calculations

Hole state calculations, unlike Koopmans' theorem calculations,
take electronic reorganization into account. Where there is more
than one equivadlent centre in a molecule the question of localized
versus nonllocalized hole stateé pfésents compﬁtational problems,
The available evidence is compelling in favour of the description of
the core hole state in such systems being 1oca11zed on the time scﬁle
of fhe ESCA experiment (c,f, Chapter III;l.d). However, the theoretical ’
treatment of such states is more difficult'than for the delocalized
ﬁolé Qtates. " The hole séate calculations on thé halomethanes have
' therefore been restrictgd'to the carbon atoms for which there are uniqﬁe
hole stétes.. The carbon 1s binding énergiés were calculated, using

" the STO 3G and STO 4,31G basis sets, for the series CH, F_n = 0-4 by

4-n"n
taking the energy differences between the neutral molecule and the

core ionized species.

The total énergiés for the species involved afe showp in tab}e 3.15

.and the calculated binding energies and shifts are listed in tébie 3.16.
The binding energieg are in better agreement with the experimental

values than wéré the Koopmans' theorem values, Hoﬁever, for the 3G

and 4.31G calculations the predictions of shifts are not as good as

"the Koopmans theorem predictions, but for double zeta calcu}ations on

. the ground .states and core hole states of CH Fn (n = 0-3) Brundle,

4-n
16

Robin and Basch 2 have shown that the shifts are predicted with about
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" Table 3.15

Total Energies (eV)

Large

3G.

4—nFﬂ

-3783.1361 -3418. 3047

-6473.2378 -6056.0838

. -9163.4585 -8693. 8839

4, 316G,

-3470.1125
-6144.2386

-8818.3430

-11852. 3984 =11331. 5514 - 11492, 2842

-13580; 5603

-26067.4141

3G.

~1514.4967

' -4153,8329

-6739.0207

~9431. 9449

-12070, 5013

ﬁ-nFn

4.31G.

-1531,2662
-4205..5299
-6879.8908
-9554.1786

-12228,2038

- +
NH3C1

c1.*t

NH,C1,

-Large

-1537,

C —4224,

-6911.
-9598.
-12283,

~14023,

-26508.
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5316
4577
3631

9676

0044
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equal accuracy by both methods, The hole state shifts show a

ldrge dependency on the basis set used (Figure 3.6).

. Table 3.16

Hole .State Calculations

C._ Binding Energies and-Shifts’

3G . - ' 4.31G . Experimentai180
_BE shift . BE - - .  Shift BE Shift
CH,  297.51 - 0.0 292,93 0.0  290.7 0.0
GHF | 302,16 4.65 296,24 3.31 2935 . 2.8
CH,F, 306.96 . 9.45 - 299,74 6.81 296.3 5.6
CHF 311.92 14,41 303,27 10.34  299.0 8.3
CF 317.01 19.05 - 306,62 13.69  301.7 11.0

4 )

4+ relative-to CH4

c) Equivalenf Cores Calculations

. The carbon }g binding energies in CHA-nFn (n = 0-4) were
calpplatéd_using the ST613G, STO-4, 31G and large basis sets and for
§H3é1 and CHZClé using the large basis set, The totgl gnergies for these

species and their isoelectronic nitrogen cations are listed in

table 3.15. The results are shown in table 3,17 and show an increase
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Table 3.17

Equivalent Cores Shifts’ (ev)

3_d- 4.31G- - Large Experimeﬂt81179."180

cH, 0.0 0.0 0.0 . 0.0
CHF . 295 - . ;.os. 2,82 2.8
CH,F, 6.34 . 631 5,99 5.6
CHF, ; 10.16 9,66 - 9.31 8.3
CF,. 14.37- 12,92 12/64 11.0
CH,C1 - ' . . . .77 1.6
CH,ClL, - .- 3.39, 3.1

4+ relative to CH4

in accuracy With the increase in-flexibility of the basis set used.
There is, however, a much smaller dependence on the basis set used
(figure 3.7) than is the case for either the Koopmaﬁs' theorem or’
hole state calculations and even the STO-3G. | basis set gives a_good
prediction ofigﬁe shifts, There i; still a tendanéy to ov;résﬁimate:
the shiftg and for ghe large_basié set calculations tﬁe equiQalent
c;res shifts are closely similar to the Koopmans' theorem shiftsi'

. Cl-;né

The equivalént core predictions for the C. shifts in CH

ls 3
CHZCIZ_(table 3.17) are in good agfeément with the experimental
valuesf this is in contrast to the Koopmans' theorem predictions'which

are poorer than the corresponding large basis set Koopmans' theorem
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predictions for the C. shifts in the fluoromethanes (table 3.14).

ls
This provides further evidence for the comparative lack of sensitivity
ﬁo.thelﬁahis set used for the_equidalent cores method,
The-aécuracy.with_ﬁhich the equivglent cores method-predicts.
shifts depén&s-gn'the'cbnstancy of the energy of core exchange: 6.

An expression for. the constancy of 6 may be obtained by considering

the following processes

+ .5t

+
z -
q;
+
=

.
C

.H41n?n : 4en’n .t - _ " n
. * )
Ny, * + et —— Yot + N AE = -6
4 4 0
* + . + + + _
ci, F' 4+ w7 —> W, F' + CH' AE =6 -6

where Gn-ao is the difference in the energies of core -exchange.
Using the total energies listed in table 3.15 Valﬁes_of 6n-6° were
calculated for the fluoromethanes using the ST0-3G and STO 4.31G

basis sets and these are shown in table 3,18,

Table 3,18

Calculate& Values of 6§ - 6 (ev)

6 -6
n (o]
n STO, 3G STO 4.316G
cH; 0 0.0 0.0
' CH,F . 1 . =1,70 . -0.26
CH,F, 2 =311 . -0.49
CHF 3 A -0.67
CF,, 4 .

-=5,31 -0.76
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Large deviations of Gn-éo from zero are predicted by the ST0-3G

-calculations but an improvement in the basis set to STO-4,31G

greatly reduces the deviation of én-ao from zero and it is likely

that a further improvement in basis set would predict the values of

6 -6 to be nearer zero. . Using the same basis sets values of the

n o :

- *

total energies of C5+ and N5+ may also be obtained and these are

shown in Table 3.19 and this was used to obtain values for thé energy .-
of core exchange in methane (60).

' ) o *
*cn4+ + nt — _NH4+ + ¢t AE =5

Table. 3,19

Total Energies of Cores (eV)

36 4,316
*et -483. 6457 —486.7477
Nt -1202.5878 ~1212. 6848

_Tﬁis gives values of -13,7812 and —5.2350eV for 6  using the ST0-3G
and STO-4,31G basis sets, These values are obviéusly strongly basis
~ set dépendent but appear to approach-zefo, or at least a value
¥c1oser to zero,. as the basis set improves. Although the ST0-3G and
STOfﬁG déscripfiQns of the cores_aré not good they are consi;tent

with the calculationsd reported above. These calculakions Buggest thét_
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the weak form of the eﬁuivalént cores gpproximation (Bn-bo = a
‘constant) is a reasonable description of the situation but that
the strong form (bn = 60l= 0) ma§ not be valid.. Ths latter point
will be m;ntionedlla;er from ap experimental point of view

. (Chapter III,5).

The values of Gn-ﬁo are equal to the differences between the

. hole state shifts and the equivalent core shifts

+ : \ +

'CH4—nFn FHA _—> NHa-nFn + CH4 Equivalent core sh%ft
. * . '
CH, F. .+ ‘¢, ——> *cu F T £ CH, Hole state shift
4-n n 4 . 4-n n 4 )
* ] * :
ci, P+ i, —> N FT +Tcn,tAE =6 -6
4= n- 4 n o

4-n'n 4

The energy of core exchange would therefore be predicted to be independent
of molecular environment when ‘equivalent core. and hole state calculations

predict the same values of shifts,

d) Reorganization Effects.

fheae calculations on the fiuoromethanes; together with those of
Brundle et al.}62 show that for these closely related molecules there
is very little difference between binding energy shifts'predicted by
Koopmans' theorém, hole state, and equivalent- cores calculatians if
a 1arg;'fiexib1é basis set is used. éincé the hole state and
equivélent core calculations take electronic reorganization into account
but'Koopmans' theorem does not, then.for this closely related series of

molecules, differences in reorganization energies therefore can make

only minor contributions to the binding energy shifts, 1In this
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connection it:is of interest to persue the analysis of the
. reorganization energies using the model suggested by Gelius and
Siegbahn.38_ The dominant contribution is that arising from the

contr

local charge distribution (EA . ) and this may be expressed as

contr. _ ' .
EA k qA + 1 A

'wﬁere q is the charge on atom A before ionization, k' is a constant

(2.5 eV in an-at6m3§’166

) and 1' is the rgorganizatign energy due to
orbital contraétion.a;ound a neutral atom in the moleéule (13, 7ev

for a carfon gtomaa). Estimates of tﬁe reorganization energy

obtained frém-differences'ﬁetWeen Koéﬁmaps' theorem and hotle statg:
bindiﬁé energies-are shown in table 3.20 together with atomic charges

-for ‘the 4,31G-basis set“célculations. These:overall relaxation energies,
which include effects from the redistributioﬂ of electron density in

the remainder of the molecule (E flow

A

It is unrealistic to compare directly the atomic reorganization

), are essentially constant.

energy ‘data gf Gelius and Siegbahn with that calculated for the
fluoromethanes because of ihe diffetences'in basis sets used, However
the prediction of a near constancy of relaxation energies for the
fluoromethanes is interesting since_from the analysis of Geliﬁs and

Siegbahn this would only be expected if the sum of the charge.dependent

flow
A

A
" that EAflow shows a similar . but opbosite.dEpendency on the charge on the

contra

term in E and the change in E was a constant. This implies

atoms bonded to’ carbon such that the sum total remains essentially constant,
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Charges and Relaxation energies (4.31G Basis Set)

Molécule_

. CH

.CH,F

CH,F

2°2

CHF

CF

Atom

Charge

+0.

=0,

+0.
+0.

=0,

+0.
+0,

-0,

+1,

-0,

.875 |

219

.281

226

399

373

251

379

754
308

354

328.

332

Relaxdtion Energy (ev)

(Koopmans' BE - Hole State BE)'..

11.4

11.2

11.3
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5) EQUIVALENT CORE ESTIMATES OF. CORE ELECTRON BINDING ENERGIES IN
ATOMS FROM IONIZATION POTENTIAL DATA .

Besides the use of the equivalent cores approximation for qbtaining
_estimatés of'shifts in core'eiéctron_binding energies it may.glso.be used
"to obtain estimates of core electron binding energies fo? free ‘atoms
using experimeﬁéal ionizgtioﬁ.poteptial-data. In favourable cases this
may be used to ;btain an experimental estimate of the energy of coré
-exchange 5, For example consider thé_followiﬂg prbcegses for a

nitrogen atom,

;) Photoionization of a 1ls electron
N(1822822p3) — fﬂ+(1912322p3) + e AE = By
. ls

ii) Exchange of the electron deficient nitrogen core and the

equivalent -oxygen core
N (1sl28%2p7) + %152 — w®*(16h) + oF(16%25%2p%) AR =5
Summing reactions (i) and (ii) reaction (iii) is obtained:

2, 3

111) N(1s%26%2p%) + 0% (16%) —> ¥¥* (1124 0¥ (15226%2p%)+ €”

The energy of this.reaction di?fers from the ls electron Binding.enetgy
.in a nitrogen atom sy the energy of core exchange 6. The energy of
réaction (iii) may be obtgined by splitting it iﬁto two procéssqs,

(iv) and (v) the energies of_whieh may be obtained from the sum of

- successive ‘ionization energies.
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6
(iv) N(1522522p3) —_—> N6+(ls'1) + 6e AE = Z (IPN)i
i=1
S 5
(v) 06+(1s2) + 5¢ —> d+(1322822p3) AE- = - 2; (-IPO)i
i=2
6 6
. ' TI"
Hence By + 6 =. 2;(IPN)1 - L;(IPo)i
1s . .
i=1 . i=2

.Using -ionization pétentigl data from Moore's tableslgo.gives a
‘value of 399.4 eV for the energy ;f'reéction (ii#). The nitrogen

1s binding energy for molecular nitrogen is 409.9 eV]"7 and that for

the atom would not be expected .to be-significantly different ﬁnd hence
the estimated value of 6 is -10;5 ev. (Since the atom has zero

charge in both.instancép_the charge potential l_nodel17 predicts the
binding eneréiés to be-the same, There may be differeﬁ;es in électronic
reorganization energies on photoioniz;tion between the atom and

- molecule but the anélysis of Celius and Siegbahn suggesta that such
differences are'like1§ to be small'and arise from the inclusion of the
term EAE¥OW). The only relevant experimental data is from a study-

of high'témperature molecular beams of'bismﬁth which sﬁows.that _
_ molecular bismuth has # 4f binding energy leV less than atomic bismuth.191
| For the majority of elements iohization from more than one édre

level is possible, In makhésium, for_example; core ionizatibns from

the 1s, 28 and 2p levels are possible and the binding cnergies m#y be
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estimated from the foliowing reactions:

‘Mg 1s. _

Mg(1s225%2p8362) + - A1 (167) 4 Mgt F(1a)4art (16%26%20%38%) + &
' ' - 1 SR § |

. . _ Y Y .

By, t+ 8 = L‘(IPMg)i- LJ(IPAl)i

i=1 S i=2

Mg2s

ug(1s226%2p%36%) + a1%*(16%26%) 4 mg® (16230 a1 (1626729 %36%) + &7

9 9
EE(IPMg)i - EE(IPAl)i

BZs -T 6 =
1=1 i=2

Mg2p
mg(1s226%2p%38% 1+ a13*(1622622p%) 4 Mg (1522622p% 1+a1 (162257 2p038% )4 €”

3 3

= }E ) (e

Bpp * 8 = LR = ) (TP,

is1 i=2

There is ho_reésqn to assume that the values of & will be the same

for these three reactions, - Squgct to the availability of ionization
190,192

potentiai data the core electron binding. energies for the
elements Li to Ar have been estimated using the equivalent cores
approximation, These estimates, together with an approximate value

taken from the compilation of binding énergies (for.solid samples)

given by Siegbahn.et al.! are shown in table 3.21. For oxygen



Table 3,21

" 'Equivalent Core Binding Energies from Ionization Potential Data (eV)

Li Be B -C N 0 F Ne
Equivalent Core - 62.8 118.3  194.6  287.6  399.4 530.9 - ,
Approximate B.E,® 55 B 188 284 399 532 | ) -
- a 290.4°. 409.9° 543,59

56 =-2.8 &=-10.5 &6 =-12.6

Na . Mg . Al si P ) cl Ar

ls Equivalent core - " 1279.0 1531.0 - - - - -
Approximate B.E.a__ : 1305 1560 _

2s Equivalent core . -17.3: -9.3 2,87 17.8 - o= - -
Approximate B.E.® 63 89 118 149 . _

2p Equivalent core 37.4 55.5 78.3 103.4 131.4 - 161.6 195.2 228.9
Approximate B.E.? 31 52 73 99 135 164 200 245

. e .- f

(2P3/2) .. - 170.3 .248.5

6 =-8,7 6 = ~19,6

(a) Ref 1 (b) Cls bindipé energy in benzene, ref, 103 (e) N binding energy in N, ref, 17

(d) 1s binding energy in 0, (weighted mean of multiplet states) ref. 17 (e) 2p3/2 binding energy

for zero atomic charge estimated from ref, 17 (f),.2__p3/2 binding energy for free atom ref. 17.°

961
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nitrogen and argon the gas phase value for th_e.molecule17 is

also listed and for carbon and sulphur an estimate of the ges'phase
binding energy for an atom of zero charge has been made, Theee

values permit a direct estimate of . the energy of core exchange (6) and'
these are also shown in Table 3,21, The core electron binding

energies for the 1s and 2p electrcns are predicted well, The estimates
of &6 are negatiVe and increase in magnitude with increasing atomic
nuﬁter along a row of the periodicltatre. "It does, howerer, appear
that & may be positive for the more metallic elements.

. The predicted-binding energies for the 2s levels range from
-17.3eV for sodium to +17.7eV. for silicon. .-This incorrect prediction
of Zelbinding energiee is initialij rather surprising since 2s binding
energies are intermediate betneen 1s and 2p binding energies which are
both predicted'well. The equivalent core reactions for the
interpretation of the ls and 2p electrons for the second row elements
involve the asenmption that the potential experienced by the electrons
in the 25, 2p and 3s erbitels for the former and 3s for the latter are

_comnarable for the hole state and its corresponding equivalent core
“8pecies. Since, for the 1s and 2p levels the radial maximd _

(e.g. for Mg ls 0,0854 28 O.5464, 2p 0.4838 and 3s 2.5862 a,u,l%3)

for the levels in which the holes are created are much smaller than

for the relevant 'outer orbitals' than the net effect as far as the

. onter_orbitals-are concerned is the eeme as increaéing the nuclear cherge
by one unit, . ‘For the equinalent core reactions for the 2s electrons,
:however, the redial maxima of the orbitals are closely similar to those

for the 2p orbitals and therefore the screening .of the 2p electrons
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from the nucleus by the 2s electrons is much smaller, In the

case of 2s ionization thereforé, the 2p electrons will not relax as
if the nuclear:charge had been increased by one unit so that_the
basic assumption of the eq;ivalent core approacﬁ is invalidated,

The 2p ioﬁizatioﬁ energies used-in-;he éalculatibn of 28 binding
energies for Na, Mg and Al were therefore re-examined using Burns'
atomic shielding parameters194 and Slater's rules.109 A quadratic
fit to the debepdance of thé ionization energies on effective nuclear
:cﬁarge¥95 was taken ke.g. for:Mg_the corresfonding ionization energies
6f Na, Mg and Al were conaidered fdr thé é#a&ratic fit and as a fqrthef
check the series Ne, Mg, Si was also taken, Excellent agreement
between the two was found). The relationship obtained was used to.
estimate the ionizationlenergies of the 2p electrons when there is:
‘vacancy in the 2s ieQel. These estimates of thé 2p ioniz;tioh energies
.were then used in place of the corresponding equivalent core ionizati&n
energies but otherwise the calculations were as before. Burns' shielding
parameters, which assume that one 2s electron shiélds a 2p electron
" from the nucleus by 0.5; gaﬁe estimates of the 2s binding energiés for
Na; Mg and Al to be 123.8, 152,2 and 185,0 eV respectively, This
overestimétes the binding energies somewhat but does give much more .
relistic values than the straightforwérd.gquivaient cores approach, .

. Tﬁe Slatef's rule analysiq, which predicts a shielding of a 2p electron
_ by one 2s electron of.0.35e, overés;iﬁates the 2s binding energies
furtﬁer with values of 164.1, 198.6 and 237.6eV fér Na, Mg and Alv

'rESpectivély. ' B& 1ﬁcrementing.the values of'the-shielding of a 2p
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electron by a 2s electron in units of 0,1 the best value of the
shielding constant was found to be 0.7. This gave values ef 68.6,

88.8 and 113,4 eV for the 2s binding energies in ﬁa, Mg and Al.

* These results i}lustrate'éhat,:as woeld be expeeted, the equivaleﬁt
cores method gives accurate results for core electrons which are highly
shielding with respect to electrons of lower binding energy and a
qualitative descr1ption of the deviationa from this is obtained by

using shieldtné constants,

.6) A COMPARISON OF ASSIGNMENTS OF Cls'BINDING ENERGIES BASED ON

'KOOPMANS' THEOREM: AND THE CHARGE POTENTIAL MODEL

" The resuifs.predented in this chapter have shown that good

predictions of core electron binding energies can be obtalned from
non-empirical calculatlons using Koopmans' theorem, equivalent cores
calcu;ations and hole state calculatiops,'but that the accuracies of
the predictions from these @ethoﬁs have different basis set
dependancies, For accurate predictions by Koopmans' theorem,
calculations of double zeta quality are required and are bbtaine& only
if relaxation éentributions to shifts are negligible, Hoﬁever, there
are severe limitations on the size of molecules which can be studied
by non-empirical calculatioes especially if douele zeta quality is
require&. Therefore computationally inexpensive, but theoreéieally

-valid, models are ‘required.  The most widely used of these is the
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charge potential model in conjunction with charges obtained from
CNDO calculations, (The charge potential model will be discussed
in more detail "in chapter IV), However, with increased computér
power .and efficient programs the range of molecules which can be
studied at the non-empirical level is expanding. As particular
examples- fluorobenzene and toluenc have been- studied with double
_zeté quality basis sets of optimized 98 and 5p gausian functions
for carbon and fluorine contracted to 4s and 2p, and 4s functions

contracted to 23 for hydrogen (scale factor 1. 2) (Appendix I).
187 °

'_ These calculations were carried out using the IBMOL 5 computer
program, _CNDQ/Z calculations_have also been carried out on these
molecules. A comparison of the predicted shifts between the

computationally expeusivé ab initio.calculations'and the computationally
inexpensive CNDO/2 calculations ptovides a-étringent'test for the -
assiguments obtained from the charge.potential_model. The ab initio
and charge potentiall(ki.= 23) rcsults are listed in table 3,22,

The shifts relative to 01 and the order of the predicted assignments
(in decreasing binding energy).are also shown in table 3.22, There is
found to be good ag:eeuent between the order predicted by both methods,.
: The only exccptioﬁ is the predictec ordering cf the ortho and para.
.carbonfatoms in toluéﬁc but in both .cases these are uredicted to be

the same to the first decimal place and this is well within the
experimental error of_mcasurements of cpte electron binding energies,

This close agréement between assignments predicted by double zeta
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ab initio caléulations and by the charge potential model using
semi-embirical CNDd/Z_calculations allows the.charge potential
model to be useq with confidence for larger molecules fof which ab
initio calculations are not yeé possible,  The two examples given
above, especiai}y-toluena,“provide very striqgent tests since the

. shifts in core electron binding energies are very small.

Table 3.22

A cqmparisqn“of.ab initio'and semi-E@p;riéal Calculations

Ab initio ' ' CNDO/ 2

(Koopmans' Theé?em) ) (Charge. potential ké= 25)+
" Molecule  Atom - ~BE, . Shift  Order  Shift  ° Order

1 " 309.81 0 1 .0 1

2,6 307.37 - 2.44 3 - 2.83 3

3,5 307.50 - 2,31 2 - 2,58 2

4  307.25 - 2,56 4 - 2,93 4

307.13 o 1- 0 1

2,6. 306,72 - 0.41 4 - 0,71 3

3,5 306,88 - 0,25 2 - 0,57 2

4 306.75 - 0:38 3 - -0:73 4

©7  306.51 ° - 0.62 5 - 0.76 5

+ “An average value of k = 25 found from extensive studies of closely
related molecules'(c.f..Chapter'IV) was eﬁployed in the chéfge potential
calculations.. With slight adjustment of parameters better overall
agreemerit in detail could undoubtedly be obtained between the shifts
for these two molecules.obtained from the charge potential model

and Koopmans' theorem,



CHAPTER IV

THE CHARGE -POTENTIAL MODEL AND MOLECULAR

CHARGE DISTRIBUTIONS
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1) BACKGROUND AND DEVELOPMENT

It was_oﬂéerved at an éarly stage in the development of ESCA.
that th; binding eﬂergy of_a core level tended to increase witﬁ inc;easé
in oxidation state of the glement. Some fypica; shifts in bin¢iné
energies for a few elements in solid samples are shown in tayle.(4.1).
and were.comﬁiléd196 from some of the early data obtained from the

ESCA groups in Uppsala and Berkeléy.

Table 4,1

. Oxidation State

“=2° -1 0 4l - 42 43 & 45 46 +7
Element '
N . - - 0 - - +4.5 - 45,1 - 48,0. - - =
1s . .
"5 =20 .- 0 - - - +4.5 - +5,8 -
1s .
C12p R "0 - - - +3.8 - +7.9 - +9,5
Cu 1s - J- T - 0 40,7 +4.4 - - - - -
I 4s - 0 - - - - - 53 - 6.5
Eu3d - - - - 0 9_5 - - - -

While there is a general increase in the binding with incregsing
oxidation stafe this increase is not smooth and varies between elgmenés..
Chemical shifts were first interpretéd in terms of an ionic model-]"lg-7
If charge is added to'qr rembieq from the valénce shell, as in the -

case of bénq or ion formation, the elecqfostatié pétential within the

valence shell is changed. If, for example, q electronic charges are
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removed from the valence shell to ifinity the potential energy -is

lowered by the amount

(1)

R ln

‘where r is the radius of the valence shell, However, the electron
is not removed to infiﬁity but to a finite distance R within the

molecule. The shift is then given by

W (g o

' althbugh in a cry?tél the lattice contribufion has to be calculated,

For higher states of oxidation the valence electrons contract (r
decreases) and the shift per dégree of oxid;tion should increase,
‘(Siegbahn et a1_17 have carried_out some SCF calculations using
modified HartreéiFéckJSlater wave functions which agrée with Fhis).
Also,'provided_the'valence-electrogg do not pénetfate-the_atomié core, -
the model predicts the same shifts for all core electrons, but if there
ié penetration.of valence electrons into the core different shifts for
differeﬁt core levels may occur, As far as inner electrons are concerned,
ngighbouring iqnﬁ can, to a first approximation, be regarded as point
'éharges ;incelhe-overlap.is n;gligibly-smhll. Therefore, in aucrysial;
to evaluate the’direct effect of the lattice eﬁarges on the binding - |
enepéy'a summation of potentigls from the point ;harges in the crystal

is'required. In the point charge model the crystal' ctential Vi
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at the nucleus of atom i is’

q.
Vi = ;l where rij are inter-ionic distances
[1 % At and qy is the charge anion j (3)

These argumenté may be extended in more detail to cova;ené
compou_nds17 gpd figure 4.117'shows the radial distribution of an electron
in-a carbon 1s and 2s Slater orbital and the potential electrostatic
" component st from the spherical component of the L-shell electron
distribution, This potén;ial_levels off near the nucleus énd is
almost constant in the region of maximum K-electron density, A
redistribu£ion of the vaiende electfsns in the molecule compared to
the atom, which involves the partial removal or addition of a valence
- electron on a pa?ticular atomic site, thus gives rise to an almost
uniform chaﬁge of the effective potential experienced by the core
electr;ns on that atom, The change in poteﬂtial as a consequeﬂce of .
redistribution pf_the-Qalence e;ectfons on the formation of a molecule
.may be split into two components, oné associated with the change of
thé valence electron population on the atom uﬁder consideration and
tﬁe otﬁgr, a two éentre.iﬁferacfion,-originating fgdm the electron
.-disgribution in the remainder of'the_molecule which is considered as
an arrdy of pdin£ chargéé centred on the atoms, Thus the binding

energies Ei may'be written -as

Lo

(4)

2]

By, = Bt kg 4 Z 1]
. i

where: q; is the charge on atom i

k represents the average interaction between a core and

valence electron on the atom

rij are the interatomic distances (the summation is an
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Is and 2s electron densities in carbon calculated from Slater orbital wavefunctions (different
normalisations). The potential function from a 2s electron-and the Coulomb potential from a unit point
charge at the nucleus are also shown. As shown by these diagrams a 2s clectron contributes about 22 eV to

the potential energy of a Is electron in carbon.
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intra-molecular Madelung type potential)

and E° is a reference level,

The assumption of point charges is equivalent to assuming that there
is no overiap between the core electron density on atom A and the
valence electron densities on the other atoms in the molecule and this
approach forms a natural basis for relating ESCA chemical shifts with
CNDO molecular orbital calculations.17
Some earlier ESCA work considered shifts to be proportional oqu

to the charge on the atom1’196’198-

AE = k'q (5)

- 4
hovwever, the term )_ ;1 is not negligible and the proportionality
ze 13
j#i
constant k' was considerably modified with respect to k in equation (4).
However, results obtained from equation (5) do often give good

17

correlations between calculated charges and chemical shifts™ " and this is

useful in conjunction with charges obtained from Pauling's relation

between electronegativity and the partial ionic character of a bond.199

I = 1-exp [-0.25(x, ~ x)7] (6)

However, Thomasl79 has found that for a series of halomethanes the
C18 binding energy shifts (relative to methane) are proportional to the
sums of electronegativity differences, where the difference is

between the electronegativity of the ligand and hydrogen and the sum
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is over all ligands

4
(By - By )« ) (x, -x) (7
4 1=1 :

The correlation is better than that obtained using equation (6)

since it extends over fluoro, chloro and bromo methanes179 rath;;

than giving separate correlations}7
When using equation (4) it is usual to treat k and E° as eﬁﬁifical

parameters and to obtain them from a least squares fit between

- 9
E - 2 ;1 and q (E being the measured binding energy and the q's
g 13 _
] g

the calculated cﬁarges). A representative tabulation of data obtﬁined
by Siegbahn et al.17 is shown in table 4,2. ihe values refer to
gas phase data and a value of kc equal to 21.9 eV/unit charge was used,
Elison and Larcomzoo have slightly improved the correlations -
obtained from the charge potential model by considering s and p chérges
separately and using different k values for the s and p charges. .waever,
the only really significant improvement obtained with this increase in
parameters occurs in the case of carbon monoxide where the predicted
Cls binding energy shift is now in good agreement with the exéerimental
value, However, the calculations discussed previously (Chapter III)
and the following discussion would seem to suggest that the deviations
may be due to differences in relaxation energy which the additiopai

parameters encompass.
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17
gls Binding Energies of Compounds referred to CH4‘(290.7 ev)

CH4

CH ,CH,,OH

0

P

cHC
H

CH30H

(CH,,)..C=0

3)2
. 0
&
CH,.C
K AN H

Cco
CO2
HCF

0.2

0.6
1.6
3.1
3.2
5.2

6.8

8.1

-0.16
-0.12

-0,12

0.10

0.44

0.40

0.55
0.88

1.26

Pauling Charge

9y

-0.08
-0,.16

-0.14
0.17
0.30

0.30

0.02
0.61

‘0.68

CNDO charges

_ 9y
2} — Calculated Shift(4)
jpp 4
1.00 -0.1
2.95 0.0
2.93 0.5
-2.39 2,1
-4,21 3.2
-4,12 3.3
-0.32 0.9
~7.53 6.8
. =7.52 8.4

- The charge potential model may be derived directly from

Koopmans' theorem (c.f. Chapter III.l.b) and therefore suffers from

the same

neglect of relaxation energy effects,

as empirical parameters these

deficiencies as Koopmans' theorem predictions i.e, the
However, by treating E° and k

‘deficiencies are largely accounted
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for within a series of closely related molecules, In fact values

of k for a given element do vary slightly between different series

of related compounds. The values of k and E° also depend on the
definition of atomic charge and, in an §CF-MO treatment, on the basis
set used, Values of k for carbon reported by Clark et a1.93 for
some series of organic compounds studied in the condensed phase are

shown in table (4,3), Charges obtained from CNDO/2 calculations

were used.

Table 4.3

k Values for Carbon (eV/unit charge)

Class of Compound k
halogenated monosubstituted benzenes ' 24,6
acetyl compounds 25,0
aromatic hydrocarbons and perfluoroanalogues 25,0
halogenated methanes 28.7a
26.6"
pyridine and the six-membered ring diazines 22,4 (all)

25,5 (hydro)
24.3 (chloro)
20,9 (fluoro)

five membered ring heterocycles 25,4

the fluorobenzenes 23.5

the chlorobenzenes 31.3%
23,2°

a including d orbitals on chlorine

b excluding d orbitals on chlorine
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For a series of closely related compounds relaxation energ;qs are
likely to be similar and relaxation effects are accounted for by
treating k and E® as empirical parameters as mentioned previously.
When a 1s glectron is ejected the remagning électrons in the molecule
contract toward; the positive hole to minimize the total energy-and -the
amouﬁt of relaxation may depend markedly on the bonding situation.e.g.
" contract halomethanes where there are four single bonds.from which the
positive hole can draw electron density without creatiné positive centres
elsewhere, with carbon monoxide from which electron density can only flow
from the oxygen atom and the bond, Attempts have therefore been'mﬁde
to account for the relaxation of valence electrons which occurs'during

178,201.

the photoionization process. . Both these methods invoke the

equivalént cores approximation to simulate the final core hole state;

178

The analysiﬁ of Davis and Shirley is based essentially on the'quantum

mechanical potential at the nucleus approach (c,f. Chapter III.1l.e) while
that of Jolly201 is based more directly on the charge potential model and

ig outlined in some detail below.

The charge potential model is initially considered in the form-

Eg = kQ + V + 1 -~ (8)
4y
(V corresponds to EJ e and 1 to E° in the previous formulation
I

(Equatioﬁ 4) and Q is the charge on the atom which looses the core

electron).
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Q and V depend only on the initial state of the molecule. However -
during the time required for the ejection of a core electron from an
atom in a molecule the valence electrons shift towards the nucleus of the

atom in which tﬁe hole is created.44’so’158’166’167'

This concurrent
valence electron relaxation is believed to be essentially complete in the
time of the photoionization process. Therefore, if it is required

to calculate accurately the binding energy by a hypothetical 'suddéﬂ
process' in which the valence electrons are assumed to remain fixed,
neither the valence electron distribution of the initial molecule nor
that of the final core hole state ion can be used. A valence electron
distribution, probably close to the average of the two extremes, ghould
give the correct energy.

Ionization of a core electron from atom A in the molecule AX is

represented by
AX o AX' + e (9)

Assigning valence electron charges in the initial and final states on
atom A as Qi and Qf leads to

Q, -Q *Q 1-Q,. +
Al x 1 + (A £ X f) + e (10)

Assuming that the appropriate valence electron populations for
calculating the energy of a sudden electron ejection are the average

of the initial and final populations the photoelectric process may be
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divided into three parts

rQ -Q. 5 (Q,+Q.-1)/2 (1-Q,-Q.)/2
LA 1 5 1} A [ a L Of X 1 *f ]

(Q,+Q.~1)/2 (1-Q,~-Q.)/2 (Q,+Q+1)/2 (1+Q,-Q_)/2. +
[A 1T f X 17°F ] “ [*A 17 f X 17 °f ]

(11)

+e- (12)

[A(Q1+Qf+1)/2x(1-Q1-Qf)/2]+ . [,,Aqf ] 1-QfT 13

It is assumed that reactions (10) and (12) have the same energy
i.e. the binding energy EB' (Reactions (11) and (13) are therefore

of equal energy but opposite sign.)

The energy of reactions (12) may be evaluated as the sum of the -
core binding energy for a free A ion and the electrostatic
removal of an electron from that site in the molecule

EB = Eg (A ) + v (X ) (;4)

Relating the core binding energy of a free monatomic ion to the ionic

charge Q17
B, A = Qg + 1 (15)

By setting Q = (Qi + Qg - 1)/2 and combining equations (14) and (15)

the following relationship is obtained.

Eg = k(Qi + Qg -1)/2 + Vo T 1 (16)
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This half ionized core model differs from the charge potential
model in that the charges used correspond to the average of the
initial and final valence electron distributions instead of the
ground state atomic charges, The final state charges are estimated
from the charges in the corresponding isoelectronic equivalent core
cation, Using this method with CNDO chafges improvements were found
for cls binding energies but slightly poorer correlations were _
obtained for le and 01’ binding energies, . Equation (16) could be
modified by use of a weighted average rather than the simple average.
However from-the point of view of the practical chemist it is

preferable to predict properties from the ground states of molecules

and also to be able to predict ground state properties from other

observations, The charge potential model in its standard form
E, = E° + k +Zgi
1 { 9y Ty
J#i

is conceptually simple and relates to ground state properties. It
may also be inverted to yield ground state charge distributions from
measured binding energy shifts (this work). It is this form of the.

charge potential model which will be considered in this work.

2) USES OF THE CHARGE POTENTIAL MODEL

Figure 4.2 demonstrates how the charge potential model may be
used by chemists. and illustrates the data required and information

obtained from its use. For a particular core level values of k and E®
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are obtained from the measured binding energies E, and the chargé

i
distribution is usually obtained from CNDO/2 calculations.  Both the
charge potential equation and the CNDO program require a knowledge of
the geometry of the molecule (i.e. the atomic coordinates). Since
this information 1is not ueualiy available, especially for complex.‘.

systems, standard bond lengths and an31e3183

are employed. - (In
principle an optimized geometry could be obtained by minimizing the
total energy obtained from the CNDO calculations, However, forf
most systems of interest to organic chemists such geometry optimi;ationa
are completely impracticable on the grounds of the number of variables
involved, the computational expense, and time which would be involved),
Once values of k and E° have been established for a system the
charge potential model may be used, in conjunction with calculated
charges, to assign peaks within a spectrum, This is particularly
useful when assigning binding energies, which differ only slightly,
to vafious atoms within a molecule. Knowledge of E° is not essential
for assignment since it is the ordering of the binding energies which

72,85,86 have made extensive use of this

is important. Clark et al.
method of assigning binding energies, If also, from a study of ‘similar
cympounda under the same experimental conditions, peak shapes and line
widths are known to a high degree of accuracy, (knowledge also required
for detailed deconvolutions of partially resolved peaks), then the
charge potential model may be used to calculate spectra and these may be

simulated and plotted out by use of the Du Pont 310 curve resolver

(c.£f. chapter V), Comparison between experimental sjcctra and spectra
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calculated for several possible structures may sometimes be used
as an aid to differentiate between the structures, The Madelung

- q :
type potential terms 2: ;1 and theoretical values of E-E° were

i]
I
calculated using the versatile program NEWPOT described in appendix III,

Since the charge potential model has proved successful in predicting
chemical shifts from charge distributions the main aims of the work

presented in the remainder of this chapter are to determine

1) whether the charge potential model can be used in an inverted form
in order to obtain detailed charge distributions within molecules from
experiﬁental ESCA data as an alternative to molecular orbital calculations:

and if so:-

ii). Whether a detailed or simple deconvolution of the spectrum is
required (if a detailed deconvolution were required a molecular orbital
calculation would be required to assign the binding energies thus

rendering the technique of little practical value),.

1ii) Whether the shifts involved need to be large, as with fluoroc¢arbon
compounds or whether good results may be obtained from molecules in-
which the shifts are small (e.g. hydrocarbons) or moderate (e.g.

chlorobengenes).

iv) Whether the technique can be applied to large molecules with
complex structures (even CNDO/2 calculations on moderate to large sized

organic molecules become computationally expensive),
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3) CHARGE DISTRIBUTIONS - THE INVERSION OF THE CHARGE POTENTIAL MODEL

A description of the charge distribﬁtion within a molecule is often
a useful rule of thumb guide in discussing the chemistry of complex
systems e.g. Ehe prediction of probable sites of reactions or for
preliminary assignment of other spectroscopic data where the interpretation
may not be straightforward but may depend to some extent on the charge
distribution, The charge potential model provides a pos;ible methbd for-
obtaining charge distributions in molecules directly from experimental

data

= »° '
E, = E° + kqi + z qj/rij
j#i

Consider, for example, a molecule containing four atoms. The charge

potential model leads to the equations (values in atomic units)

, . 4q q
E, - E°1 = kg, + 2 r3 . =2
. T12 13 %14
q q q
E, - E°, = % +k2q2+ri+rl
21 23 24
q q q
E3-E°3 - rl + 2 kyay + e 2
31 T32 T34
q q q
134-1:°4 = rl + rz + r3 + k9,
: 41 42 43

The E° and k values are characteristic of the core level concerned

" and have previously been determined by a study of similar compounds,

The geometry of the molecule is known, or estimated, and therefore_thé
internuclear distances rij are known and E is just the measured experimental

binding energy. There is therefore a series of four equations with

four unknowﬁa,the charges, and these may be solved uniquely to
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obtain the charge distribution in the molecule, This may obviously
be extended to any number of atoms, For a neutral molecule, however,

there is the additional equation

241'0
1

This condition will not be imposed on the charges but will be mentioned
later, The charge distributiors were obtained with the -aid of _ﬁie
program CHARGES (Appendix III), and the standard IBM program SOLN?OZ,

although a new and more versatile program ATCH has since been written

(Appendix III),

a) Charge Distributions in Aromatic Hydrocarbons and their Perfluoro
Analogues
Clark and Kilcast71 have reported binding energy data, CNDO/2

charges and detailed assignments for a series of aromatic compounds and
their perfluoro analogues. Their data are shown in table 4.4, An
analysis of these data by'linear least squares regression gives the
values Eoc = 284.6eV and K, = 25.0 (+ 0.6) eV/unit charge. However

the Fls binding energy shifts are very small and the F18 spectra appear
as single peaks which are only slightly broadened compared with
perfluorobenzene as standard, It is therefore not possible meaningfully
to deconvolute the F. spectra and the fluorine atoms within a molecule

1s

were all assigned the same binding energy. The shifts in Fls binding

energies between molecules were also very small, It was therefore not

possible to obtain reliable values of kF and EoF from a least squares



Table 4.4

1

Detailed bindin assignments and CNDO charges for a series of hydrocarbons and fmm-oculnmn7

Rydrocarbons : Fluorocarbons

Podition 1, Y “e 9, % l!e l!'
1 0.006 ~0.006 284.9 0.155 -0.155 289,35 €90.9
1,4,5,8 -0,004  -0.006 284.8 0.180 -0.167 289.3 690.9
2,3,6,7 0.001 -0, 008 284, 5 0.154 -0.161 288.7 690.9

9,10 0.034 - 285.3 -0.016 - 287.4 -

8 1

7 9__1o 2 1,4,5,8 -0.007 -0.002 286.8 0.186 -0.171 288. 7 690.6
O 2,3,6,7 0.002 -0.006 285.3 0.152 -0.163 289.0 690.6

X 3 9,10,11,12 0.014 - 285.6 -0.004 - 286.8 -

1 2

10 1,2 -0.009 0.009 283.9 0.169 -0.179 288.3 690.6
3 3,8 0.029 0.008 284.9 0.248 -0.167 289.5 690.6
4,7 -0.011 0.004 284.5 0.115 -0.162 288.8 '690.6
12 4 5,6 0.013 0.007 284.9 0.227 -0.165 289.0 690.6

3 9,10 -0.008 - 284.5 -0.078 - 286.4 -

11 0.011 - 284.9 0.046 .- 287.2 -

12 0.019 - 284.9 -0.061 - 287.2 -

"6L1
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fit to these data, From a study of the f1uoromethaneal79 for

which the shifts in Fls binding energy are appreciabie, however, a
value of kF ~ 30 eV/unit charge was obtained. Taken in conjunction
with the ngolute binding enefgies and computed CNDO/2 charge
distributions for the perfluoro aromatic compounds the value

ky = 30 yielded a value of E°, ~ 693.2eV.

F
For a solution of the equations yielding the charge

distribution within-:amolecule values of k and E® are required for all

the elements in the molecule, In the particular case of hydrogen a

problem arises since the ls orbital is simultaneously a core aﬁd

valence orbital, In hydrogen-containing molecules therefore there are

no energy levels characteristic of the H, orbitals and hence direct

1s
evaluations of EOH and kH cannot be made. The values used below

(EH-EOH = 0.1 and kH = 25,0) were obtained by trial and error with
calculations on methane and benzene taking the relationship E:qi =0
as the criterion of good values. The value of kH is not’
critical and in benzene, for example, the use of kH = 30 rather than
25 changes the charge on hydrogen by only 0,001,

Using the parameters Eoc = 284.6, E°F = 693,2, (E-EO)H =0.1,"
kc = 25.0, kF = 30.0 and kH = 25,0 together with the binding energies
and assignments in table 4.4 the charge distribufions in the aromatic
hydrocarbons aﬂd their perfluoro analogues were calculated, Table 4.5
shows a comparison of these'experimental charges' with those obtained

from the CNDO/2 SCF MO calculations. (The same molecular geometries were

used for the two methods), The CNDO charges are well reproduced and



Molecule Poasition

1,4,5,8
2,3,6,7
9,10

1,4,5,8

2,3,6,7

9,10,11,12

1,2
3,8
4,7
5,6
9,10
11

Exptl.

+0.007

0.001
-0.013
0.025

-0.018
0.028
0.025

=0.040
0.020
-0.020
0.014
-0.006
0.019

Carbon

CNDO
+0. 006

-0.004
0.001
0.034

-0.007
0.002
0.014

=0.009
0.029
-0.011
0.013
-0.008
0.011

Table 4.5

Experimental and CNDO/2 Charges for a Series of Hydrocarbons and Fluorocarbons

Hydrocarbons

Difference

0.001

0.005
-0.014
-0.009

-0.011
0.026
0.011

-0.031
-0.009
-0.009
0.001
0.002
0.008

Expcl.

-0.004

-0.002
0.006

~0.005
-0.017

0.023
-0.003
0.007
-0.004

Hydrogen
CNDO

-0.006

-0.006
-0.008

=0.002
-0, 006

0.009
0.008
0.004
0.007

Difference

0.002

=0. 004
0.014

-0.003
-0.011

0.014
=0,011
0.003
=0.011

Fluorocarbons
Carbon Fluorine
Expt]l. CNDO Difference Exptl, CNDO Difference
0.168 0 155 0.013 =0.164 -0.155 -0, 009
0.201 0,180 -0.021 '~0.163 -0.167 0.004
0.138 0.154 -0.016 -0.152 -0.161 0.009

-0.035 -0.016 -0.017 - - -

0.178 0.186 -0.010 -0.169 =0.171 0.002
0.168 0.152 0.016 -0.167 -0,163 ~0,004
-0.007 -0,004 -0.003 - - -

0.171 0.169 -0.002 -0.162 -0.179 0.017
0.237 0.248 -0,011 -0,178 -0.167 -0.011
0.144 0.115 0.029 -0.165 -0.162 =0.003
- 0.195 0,227 -0.032 -0.169 =0. 163 -0.004

-0.067 -0.078  0.011 - - -
0.029 0.046 -0.017 - - -

181
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there is generally agreement to within + 0.02e. The overall,
correlations between the experimentdl and CNDO charges, as found by

a least squares fit to the data, are:-

fluorocarbons qexp = 0,000 + O.99qCNDO

(carbon and fluorine) (+ 0.02)

hydrocarbons qexp '= 0.002 + 0.97qCNDO

(carbon and hydrogen) (+0.22)

all molecules qexp = 0,001 + 1.00qCNDO
" (carbon, hydrogen and fluorine) (+0.01)

The correlation for the hydrocarbons is not quite as good as that
for the fluorocarbons and this i1illustrates not only the difficulty in
obtaining suitable parameters for hydrogen, buf also the fact thaé
much smaller shifts and ranges of charges occur in the hydrocarbon series.

In order to obtain the charge distribution an initial assignment
of binding energies is required, For example, in the case of
perfluorobiphenylene there are three distinct environments for carb;h
an@ hence six possible assignments of binding energies. Table 4,6
shows the charge distributions obtained from each possible assignment.

It should be noted that comparatively small charges are obtained on
bridgehead carbons (i.e. those not bonded to fluorine) even when they-are

assigned high binding energies and that small charges are obtained-dn



(a)

(b)

(c)

(a)

(b)
(c)

Table 4.6

Charge Distributions in Perfluorobiphenylene from various assignments of the

c

1

s Binding Energies.

(E-E®)

A B C A
4.1 4.4 2.2 0.053
4,1 2,2 4.4 0.085
4.4 4.1 2.2 0.067
4.4 2.2 4,1 0.095
2,2 4.1 4.4 -0.007
2,2 4.4 4,1 -0.011
2.2 4,25 4.25 -0.009

CNDO/2 Charges -0, 004

A = ring positions 9,10,11,12,

B = ring positions 1,4,5,8

C = ring positions 2,3,6,7
Assignment obtained from CNDO charges

Average deconvolution

Carbon

~ 0.198
0.034
0.175
0.032
0.178
0. 200
0.189
0.186

CHARGES

0.060
0.193
0. 064
0.179
0.168
0.150
0.159
0.152

Fluorine

-0.176
-0.145
-0.172
-0.145
-0.169
-0.173
-0.171
-0.171

-0.135
-0.165
-0.135
-0.161
-0.167

-0.163

=0. 165
-0.163

€81
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carbon atoms bonded to fluorine if they are assigned low binding
energies, The only two reasonable assignments are those which assign
the lowest binding energy to the bridgehead carbons. Without a
direct comparison with the charges and assignments obtained from the °
CNDO calculations it would be difficult to state unambiguously which
of these two assignments was correct, It is therefore of inteéest

to calculate the charge distribution assuming an average shift

for the carbon atoms bonded to fluorine. This is also shown in

table 4.6 and is itself in very good agreement with the CNDO charges.
This implies that it should be possible to obtain good charge
distributions within a molecule without making detailed deconvolutions
of spectra,

Figure 4.3 shows the C., spectrum of perfluoroindene (normalized

1s
to a horizontal base line) and two deconvolutions of this spectrum.

The first deconvolution simply splits the spectrum into three peaks
which have the afea ratio, in order of decreasing binding energy, 1:6:2
and these peaks may readily be assigned to the CF2 carbon, the CF carbons
and the bridgehead carbons respectively. The second deconvolution is
more detailed and was obtained by fitting nine gaussian type curves

of equal area and half width (1.4eV) to the spectrum. (The line shape,
widths and areas were taken from the relatively well resolved peak at

highest binding energy corresponding to the grz carbon). The individual

cls levels are now less readily assigned and a CNDO charge distribution

has to be obtained. The charges thus obtained were used in conjunction

with the charge potential model (kc = 25,0) to obtain theoretical shifts
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CHARGE DISTRIBUTION IN PERFLUOROINDENE

C1s Experimental

T

Simple Deconvolution

F -0i5s

Detailed Deconvolution

Figure(y4.3)



Position

W 0 N 00 v W N =

(a)

CNDO Charges

c
0.424
0.098
0.196
0.190
0.168
0.153
0.213

-§.067

-0.012

(n-s°>F = 2.4

F
-0.197
-0.148
-0.171
-0.169
-0.156
-0.157
-0.168

(4

(E-E°)
¢ c
7.4 0.438
b4 0.137
4.4 0.187
4.4 0.190
4.4 0.161
4.4 0.161
4.4 0.192
2.4 -0.067 .

Table 4,7

harge distributions in _refluoroindenc

(a)

Simple Assignment

2.4 -0.036

Charges

F
-0.205
0.156
-0.162
-0.164
-0.159
-0.159
-0 164

Detailed Assi nt

E-E° _
c
7.4 0.442
3.9 0.111
4.2 0.186
4.3 0.184
4.5 0.169
4.3 0.144
5.0 0.227
2.6 -0,060
2.2 -0.046

F
-0.204
-0. 149
-0.159
-0.162

=0, 160

-0.158
=-0.172

‘981
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for each carbon atom and weré then coméared with the experimental
values to obtain the detailed assignment. The charge distribuéibn;

for perfluoroinde£e obtained from the CNDO calculations, from the .
simple -deconvolution and from the detailed deconvolution are sho&ﬁ

in table 4.7 and figure 4.3. The experimental charge distribufions
obtained are both in very good agreement with the CNDO charges and -
that for the first decon;olution is extremely good considering the
simplicity of the deconvolution and assignments involved. These
calculations sﬁow clearly that reasonable charge distributions within
quite complex molecules can readily be obtained by simple deconvolutions
and assignments, although some slight loss of detail may occur coﬁpared

with detailed assignments,

b) Use of Experimental Charge Distributions for Detecting Sample

Charging Effects

One important source of error in determining absolﬂte binding
enérgies using the ESCA technique is the slight buil& up of chargeiﬁhich
may occur when studying insulating solids. This has been discussed
previously (Chapter I.,5). Calibration with respect to hydrocarbon
contamination and sample backing are methods which have been used to
overcome this, However, when studying organic molecules these
approhches obviously have very limited applicability and the usual
technique employed in this laboratory has been to study very thin films

of the sample on a conducting gold backing. This technique minimizes
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SIMULATED SAMPLE CHARGING FOR PERFLUOROBIPHENYLENE

OLE)

11
: h
ABC charge
02 Y
C atom B —
C atom C .
-10 -0-58
s e e +- + . - . ——
C atom A sSimulated binding

anergy shift (ev)

molecule
-010 %
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. Pigure(4.4)



189,

Qample charging effects, although in some ;ases some uncertainty may
still remain, It is therefore of interest to simulate this effect

and to determine its effect on the experimental charges by changing

the binding energies of all the atoms within a molecule by the sahé
amouﬁt (an increase in binding energy implies a posifive charge_oﬂ the
sample), This has been carried out for the particular case of
perfluorobiphenylene by incrementing the experimentally determined core
binding energies in steps of 0.2eV to simulate changes in binding
energies caused by sample charging of between + leV, The results are
shown in figure 4.4, There is a slight linear increase of experimental
charge with increased positive charging effect for each atom in the
molecule, the rate of increase for the fluorine atoms being siightly
larger than that for the carbon atoms. Although there is little effect
on the experimental charge of each individual atom, the total effecé on
the apparent charge of the whole molecule is quite significant and

this rangesbetween -0.172 and + 0.196. Thus once reliable values of

k and E° have been obtained, it should be possible to use the 'total

experimental charge' on a molecule (i.e, E:qi) to estimate the extent

: i
to which sample charging has occured. (For no charge build up
Zqi ~ 0).
i

c) Charge Distributions in Large Molecules

The inverted charge potential model yields very good results for
simple fluorocarbon compounds of moderate size as was shown by cdmpariaon
with the CNDO results (Chapter IV.3a). The compounds

dodecafluorotricyclo[s,z,2,02’6] undeca-2,5,8triene(I) and
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203(11) provide

tetradeéafluorotricyclo[6,2,2“?’7] dodeca2,6,9triene
examples of complex systems containing a wider variety of bonding
situations,- The size of these molecules means that the CNDO charge
distributions are computationally expensive to obtain and théy_are

also near the sigze limit 1mpbeed by the CNDO/2 program presently in use,
They therefore present a rigorous test of this experimental method -

of determining charge distributions,

The samples, liquids, were condensed as thin films on a gold
backing on a cooled probe. The line shapes used for fhe deconvolutions
were derived from the relatively well resolved peak at highest binding
energy for both (I) and (II) and were approximately gaussian, Tﬁe éls
spectra are quite well resolved and are shown in figure 4.5 together
with the deconvolutions into their component peaks. Compound (II) has
four component peakes with area ratio, in order of decreasing binding
energy, 4:2:4:2, By comparison with the known molecular formula,
together with the fact that increasing the number of fluorinesbonded to
a carbon atom increases its 1s binding energy these are assigned éo
the ( )CFz) carbons, the tertiary ( ‘%ﬂ?_) carbons, the vinylic.(-g-F)
carbons and the bridgehead (=C< ) carbons respectively. Compound (I)
has five component peaks in the area ratio 3:2:2:2:2, The two types
of vinylic ~3F carbons have slightly different binding energie§(28§.9
and 289.4eV) but are still readily distinguishable from the tertiary -éF
carbons at higher binding energy (290,9eV). The experimental binding

energies and assignments are listed in table 4,8. Using these binding

energies and assignments, (the average vinylic CF binding energy being
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CARBON 1s SPECTRA
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used for compound (I)) together with the parameters derived previously

(Chapter 1IV.3.a) the experimental charge distributions were determined

Table 4.8

Experimental binding energies and assignments for compounds I and II

Compound (I) Compound (II)
Environment Binding energy Area Binding energy Area ratio
of atom (ev) ratio (ev)
cls cls
\CF 292.3 3 292.3 4
, 2 L] L]
i
- CF 290.9 2 290.6 2
|
" ) 289.9 2 :
- C-F 289.65 289.4 4
289.4 2
/
= c\ 288.0 2 287.8 2
Fls Fls
All F atoms 690.9 691.0

and are shown in figure 4.6. In order to obtain the direct comparison
between experimental and theoretical charge distributions required to’

test the method for these complex systems CNDO calculations were carfied .
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out and the results are also shown in figure 4.6. However, the
calculations were rather lengthy and required about 12 minutes of
c.p.u, time on an IBM 360/67 using an energy convergence limit of
0.0002 a,u.

A least squares fit between experimental and CNDO/2 charges

gives the relationships-

= 0,00 + 1,10 9:Npo for compound I

qexp
(+ 0.01)

qexp = 0,00 + 1,08 9cNpo for compound II
(+ 0.01)

This is remarkably good considering both the size and complexity of
the molecules and the correlation coefficient in both cases is better
than 0,99, The overall correlation for the two molecules is showh

figure 4,7,

d) Experimental Charge Distributions in the Fluorobenzenes

The fluorobenzenes represent systems which contain three elements
per compound and therefore provide a more stringent test of the parameters
k and E° previcusly determined, Clark et a1.72 have carried out binding
energy measurements, CNDO/2 calculations and detailed deconvolutions
on the complete series of fluorobenzenes studied in the condensed phase.
The peaks corresponding to the C-H and C-F carbon atoms were well resolved
with an average shift of about 2,3eV between them, Typical Cls spectra

and their simple deconvolutions into C-H and C-F peaks are shown in

figure 4.8, Since average binding energies have been shown to give
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IYPICAL C1s SPECTRA of FLUOROBENZENES'

T Spectra recorded by Dr. D.Kiicast

Pigure(4.8)
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experimental charge distributions in good agfeement with CNDO/2
calculations (Chapter IVa,c) the binding energies used for these
calculations were. obtained from the centroids of the C-H and C-F
peaks even in cases of low symmetry. In many cases of high symmetry,
(e.g. 1,4 difluorobenzene) there is only one possible assignmaﬂt but |
in other cases (e.g. CcF5H where there are three environments of
C-F carbons) detailed deconvolutions and CNDO/2 calculations ﬁoﬁid be
required for a detailed assigmment, However, the experimental charges
are required to be determined independantly of any moiecular orbital
calculations,

The parameters for carbon and fluorine used in these caicdlationa

were those previously obtained from the study of the aromatic hydrocarbons

and fluorocarbons (Chapter IV,3.a).

(+]

Ep

= 693.2 eV E°, = 284.6eV

kF = 30 eV/unit charge kc = 25 eV/unit charge

The experimental binding energies and E-E® values used in the calculations
are listed in table 4.9, The calculations of the binding energies were
carried out initially using the same parameters for hydrogen as

previously i.e, kH = 25,0, (E—Eo)H = 0,1. However, a direct

comparison with the CNDO results indicated that while the fluorine

charges and the charges for the C-F carbon atoms were in good agreement

with the CNDO/2 charges the charges for the C-H carbons were too high
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Average Experimental Binding Energies for the Fluorobenzenes

Compound

1-F

1,2-F
1,3-F
1,4-F
1,2,3-F
1,2,4-F
1,3,5-F
1,2,3,4-F
1,2,3,5-F

1,2,4,5-F

1,2,3,4,5-F

287.8
288.2
288.4
288.3
288,2
288.5
288.8
290.0
289.2
288.8

289.2

Perfluorobenzene 289,5

C-F

E-E°
[

+ 3.8
+ 3.7
+ 3.6
+ 3.9
+ 4,2
+ 5.4

+ 4,6

+ 4.6

+ 4.9

285.6
285.8
286.1
286.2
286.0
286.3
286.3
286.7
286.9
286.4

286.9

+ 1.0

+ 1,6
+ 1.4
+ 1,7
+ 1.7
+ 2.1

+ 2.3

689.6
689.8
689.8
689.8
690.1
690.1
690. 3
690.5
690.5
690.4
690.7

690.9

- 3.4

- 3.4
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(+ ve) while those for hydrogen were too low (-ve), However the trends -

in the charges were followed., Table 4,10 shows the typical case of

Table 4.10
Experimental Charge Distributions im 1,3 Difluorobenzene as a Punction
of (E-E%);.
| (B-E),
.1 05 L0 20 3.0 CNDO/2
Ci 3 0,228 0,227 0.226 0,222 0.220 0.255
?
C, -0,022 -0.034 -0.050 -0.075 -0,103 -0, 104
Ch6 - 0.010 -0,001 =-0.015 -0.043 =~0.070 -0.070
]
Cg 0.046 0.035. 0.021 -0,006 -0.034 0.043
F, 5 -0.196 -0.199 -0.204 -0.212 -0,221 -0.200
L
H2 -0.018 0,003 0.031 0.085 0.139 0.041
H, 6 -0.027 -0,007 0.018 0.069 0,119 0,023
L .
Hy -0.035 =0.016 0.007 0,054 0.101 0.006

1,3difluorobenzene. Since the discrepancy occurred in connection -
with the hydrogen and carbon atoms attached to hydrogen, (for hydrogen
values of k and (E-E)° are somewhat arbitrary), the charge disgribution
was recalculated using various values of (E-Eo)H and these results are
also listed in table 4.10, The values (E-Eo)H = ]1,0eV and

kH = 25,0 were taken as a reasonable overall compromise although the

deviations were slightly greater than those of the previous compounds.
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Charge Distributions in the Fluorobenzenes

Compound Position Carbon Hydrogen Fluorine
CNDO/2 Expt, CNDO/2 Expt CNDO/2 Expt,
1-F 1 0.229 0.209 - - -0.205 -0.203
2,6 -0, 049 -0.028 . 0,017 0.032 - -
3,5 0.027 0.005 0. 000 0.020 - .-
4 -0,012 0.003 -0, 001 0.019 - -
1,2-F 1,2 0.190 0.191 - - -0.190 -=0.191
3,6 -0.031 -=0.025 0.025 0.028 - -
4,5 0.002 0.009 0.006 0.015 - . -
1,3-F 1,3 0.255 0.226 - - -0.200 -0.204
2 -0, 104 =0.050 0.041 0.031 - -
4,6 -0.070 -0.015 0.023 0.018 - , -
5 0.043 0.021 0.006 0.007 - : -
1,4-F 1,4 0.214 0.214 - - -0.203  -0.203
2,3,5,6 -0.029 -0.006 0.024 0.016 - . -
1,2,3-F 1,3 0.208 0.182 - - -0.184 -0.179
' - 2 0.142 0.152 - - -0,174 -0,172
4,6 -0.054 -0.018 0.030 0.022 - -
5 0.021 0.015 0.012 0.011 - -
1,2,4-F 1 0.169 0.188 - - -0.187 ° -0.185
2 0.210 0.190 - - -0.184 -0.185
3 -0.087 -0,038 0.048 0.025 - -
4 0.234 0.218 - - -0.197 -0.192
5 -0.052 -0.007 0.029 0.013 - . -
6 " -0.013  --0,005 0.031 0.014 - -
1,3,5 1,3,5 0.274 0.234 - - -0.194 -0.189
2,4,6 -0.126 -0.051 0.046 0.022 - - -
1,2,3,4-F 1,4 0.187 0.196 - - -0.180 -0.177
2,3 0.160 0.166 - - -0.167 - -0.170
5,6 -0.036 -0.003 0.037 0.002 - . -
1,2,3,5-F 1,3 0.227 0.203 - - -0.177 -0.180
2 0.120 0.168 -0.170- -0.174
4,6 -0.110 -0,025 0.054 0.005 - -
5 0.254 0.233 - - -0.190 -0.189
1,2,4,5-F 1,2,4,5 0.188 0.194 - - -0.180 -0.177
3,6 -0.070 -0.043 0.056 0.021 - -
1,2,3,4,5 1,5 0. 206 0.197 - - -0.174 -0.172
2,4 0.138 0.165 - - -0.164 -0.167
3 0.178 0.167 - - -0.160. -0.166
6 -0.09 -0.026 0.061 0.005 - -
-Per F benzene 0.155 0. 168 - - =0,155 0.164
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EXPERIMENTAL CHARGE DISTRIBUTIONS in some
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The charge distributions for the remainder of the fluorobenzenes
wvere therefore calculated using this parameter set and are shown in
table 4,11, The correlation between CNDO/2 and experimental charges

is extremely good and a least squares analysis of the data gives the

relationship

.qexp = 0,006 + 0,913 9eNpo

(+ 0.024)

With the exception of the para carbon atﬁm in monofluorobenzene,-the
signs of the charges are all correctlﬁ predicted. Fluorine chafges

are predicted with great accuracy and the experimental and CNDO/2
charges on the carbons attached to fluorine are also very close. The
trends in the ordering of charges are also reproduced well and some
examples are illustrated in figure 4.9, Some of these examples ha@e
been taken from molecules of low symmetry to emphasise that the order
of the charges is well reproduced for all atoms including hydrogen.
(These examples also include molecules for which detailed deconvolutions

would have been required for a complete assignment),

e) Experimental Charge Distributions in the Chlorobenzenes

The chlorobenzenes represent an interesting series of compounds
to study from the point of view of experimental charge distributions
since the shifts in c18 binding energies are less than those obtained
in the fluorobenzenes, (about 1.4eV compared with about 2,3eV between

gubatituted and unsubstituted carbon atoms), In second row elements,
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such as sulphur or chlorine, there is also the question of whether
or not 3d orbital participation in bonding is important, Where
comparisons are available with non-empirica11§ calcylated wave functions,

as for example in the case of thiophen,z04

they show that CNDO/2
calculations over emphasise the importance qf 3d orbitals in the
bonding of second row atoms, | This factor must be bourne in mind
when using CNDO/2 calculations as a model for interpreting ESCA
chemical shifts,

Molecular core binding energies have been measured aﬁd detailgd
deconvolutions carried out for the chlorobenzenes studied in the

205 CND072 calculations have also been performed

205

condensed phase.
on these molecules using basis sets which included and exclu&ed
3d orbitals (this work), These data, together with a recalculation
of the CNDO/2 charges excluding 3d orbitals for a series of

77¢c

halomethanes show that the inclusion, or exclusion, of 3d drbifals

may affect the k values of both chlorine and carbon (Table 4,12).
Table 4,12

k=Values in Chloxocompounds

Halogenated methanes k, = 28,7, ke = 31 (a)
kc = 26.6, kCl ~ 24,5 (b)
Chlorobenzenes kc = 31.3, kCI 30 (a)
k, = 23.2, kg = 31 (b)

(a) Including 3d orbitals on chlorine
(b) Excluding 3d orbitals on chlorine
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The k values for chlorine are subjeét to much larger errors
than those for carbon, especially in the case of the chlorobenzenes
where the range of shifts was extremely small, The k values
found for carbon when d orbitals are included in the chlorine-basis
set are significantly larger than when d orbitals are exclude#L ‘Since
the role of 3d orbitals in second row atoms is overemphasised by
CNDO/2 calculations, the discussion of the charge distribution 1;
based on the analysis qhich excludes 3d orbitals from the chlorine
basis set,

The parameters used were

o
E°, = 284.6 (E-E%)y = 1.0

k = 25 ky = 25

These maintain consistancy with the previously used values which- have
"been shown to give good results for fluorobenzenes and aromatic’
fluorocarbon compounds. The parameters for chlorine
E°,. = 203 K, - 24,5

Cl Ccl :
were taken from the analysis of the chlorine-containing halomethanes
when the 3d orbitals had been excluded from the basis set, These
values, although still subject to large error, are more reliable than
those obtained from the study of the chlorobenzenes themselves since

a greater range of shifts in chlorine core electron binding energies
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TYPICAL C1sand Cl 2p SPECTRA of CHLOROBENZENES'

tSpectra recorded by Dr. D.Kilcast

Pigure(4.10)
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Average Binding energies for the chlorobenzenes

Compound C-H c-Cl1 C12p3/2
BE E-E° BE E-E° BE E-E°
1-C1 285.7 1.1 287.1 2.5 201.0 -2.0
1,2-C1 285.45 0.85 286.8 2.2 201.3 -117
1,3-C1 285, 9 1.3 287.2 2.6 201, 2 -1.8
1,4-C1 285.8 1.2 286.9 2.3 201.1 -1.9
1,2,3-Cl 285.9 1.3 287.4 2.8 201, 4 -1.6
1,2,4-Cl 285.9 1.3 287.2 2.6 201.1 -1.9
1,3,5-Cl 255.6 1.0 287.1 2.5 201.4 -1.6
1,2,3,4-Cl 286. 1 1.5 287.6 3.0 201.4 -1.6
1,2,3,5-Cl 286. 1 1.5 287.5 2.9 201.3 -1.7,
1,2,4,5-Cl 286.1 1.5 2874 2.8 201.4 -1.6
1,2,3,4,5-C1  286,2 1.6 287.5 2,9 201.4 -1.6
- 1,2,3,4,5,6-C1 = - 287.6 3.0 201, 4 -1.6
E°, = 284.6
E° = 203.0

Cl
2p3/,
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is involved, The use of these parameters for carbon and chlorine

also maintains complete independence of the experimental charges
for the chlorobenzenes and the CNDO/2 calculations performed on them,
The C1s spectra are readily deconvoluted into the components
corresponding to C-Cl and C-H carbons using the Du Pont 310 curfe
resolver and are in the area ratio corresponding to that of the
numbers of the two types of carbon, It was these average C-Cl
and C-H binding energies which were used in the following analysis
of the charge distributions, This again maintains the independence
from the CNDO/2 calculations which would be required for a detailed
assignment and also average binding energies provided good results in
the fluorocarbon cases, The chlorine binding energies used aré the
0121:3/2 components of the 2p1/2,3/2 doublet, the resolution of the
two components being the same in both symmetrical and unsymmetrical
cases, Typical C

s and Cl, spectra are shown in figure 4, 10 together

1 2p
with the deconvolutions into their component peaks, The average
experimental binding energies for the chlorobenzenes and the values
of E-E° used are listed in table 4,13, The experimental charge
distributions and the CNDQO charges calculated excluding 3d orbitals
are shown in table 4,14, The comparison with CNDO charges is not as
good as those found previously but the ordering of the charges within

molecules and general trends are still reproduced quite well, The

correlation between calculated and experimental charges is

qexp = 0,002 + 0.951 9:NDO

(+0.015)
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Charge Distributions in the Chlorobenzenes

208.

Compound Position CARBON HYDROGEN CHLORINE
CNDO/2 Expt ' CNDO/2 Expt’ CNDO/2 Expt'
1-Ccl1 1 0.125 0.130 - - -0.155 ' -0,141
2,6 -0.022  -0.011 0.013 0.031 - -
3,5 0.023 0.009 - 0.000 0.017 - -
4 0.004 0.007 -0.002 0.002 - -
1,2-C1 1,2 0.120 0.100 - - -0.136 -0.114
3.6 -0.008 -0.019 0.017 0.033 - -
4,5 0.003 -0, 001 0.005 0.024 - -
i,3-c1 1,3 0. 140 0.127 - - -0. 144 -0.132
2 -0.051 -0.022 0.031 0.029 - -
4,6 -0.024 -0,004 0.017 0.020 - -
5 0.038 0.016 0.006 0.013 - -
1,4-Cl 1,4 0.123 - 0.113 - - -0.148 -0.133
2,3,5,6 -0.006 -0.003 0.0183 0.025 - -
1,2,3-Cl 1,3 0.127 0.116 - - -0, 127 -0.117
2 0.098 0.096 - - -0.114 -0.111
4,6 -0.022 -0.008 0.021 0.021 - -
5 0.011 0.014 0.010 0.013 - -
1,2,4-C1 1 0.105 0.111 - -0.128 -0.127
2 0.127 0.112 - - -0.124 -0.126
3 -0,032 -0.022 0.034 0.032 - -
4 0.133 0.127 - - -0.139 -0.135
5 -0.021 -0.004 0.022 0.023 - -
6 0.001_  -0.003 0.022 0.024 - -
1,3,5-Cl 1,3,5 0.155 0.129 - - -0.134 -0.118
2,6,6 -0.056  -0.040 -0.034 -0.037 - -
1,2,3,4~Cl - 1,4 0.111 0.119 - - -0.120 -0.120
2,3 0.104 . 0.101 - - -0.106 -0.112
5,6 -0.014 -0,017 0.025 0.017 - -
1,2,3,5-Cl 1, 0.134 0.118 - -0.116 -0.121
2 0.083 0.099 - - -0.108 -0.115
4,6 -0.047 -0.020 0.036 0.025 - -
5 0.139 0.135 - - -0.130 -0,128
1,2,4,5-C1 1,2,4,5 0,111 0.112 - - Z0.118 -0.116
3,6 -0.024 -0.015 0.038 0.025 - -
1,2,3,4,5-C1 1,5 0.117 0.114 - -0.111 -0.114
- 2,4 0.089 0.097 - -0. 101 -0.110
3 0.111 0.098 - - -0.098 -0.110
6 -0.040 -0.013 0.040 0.023 - -
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Considering the uncertainties involved in the k and E° values for
chlorine and the rather arbitrary way in which the parameters

kH = 25 and (E-Eo)H = 1,0 were assumed this relationship is
surprisingly good. Further studies of related systems should ﬁrovide

more reliable values of k and E° for the elements involved.

4) A NOTE ON THE USE OF CNDO/2 CALCULATIONS ON MOLECULES CONTAINING

SECOND ROW ELEMENTS FOR THE ASSIGNMENT OF SHIFTS IN MOLECULAR

CORE BINDING ENERGIES.

As has been shown in this and other work17’71’72

the charge
potential model used in conjunction with charges obtained from CNDO/2
calculations forms an excellent basis for the discussion o ESCA
results for molecules containing first row atoms. However for second
row elements the charges calculated by the CNDO method are dependant
on the inclusion, or exclusion, of 3d orbitals from the basis set.147
There is the possibility that calculations employing different basis
sets may lead to different assignments of binding energies within a
molecule., That such differences in the predicted order of binding
energies can, and often do, occur is illustrated by the examples in
table 4,15 which shows the predicted orders of binding energies and the
CNDO charge distributions using the two basis sets.

Such differences in the predicted orders of binding energies only

occur, however, for atoms which have small differences in binding

energy and with the present instrumentation (A.E.I. ES100) the



Table 4.15

Comparison of Orders of Binding Energies and Charge Distributions in some Chlorobenzenes using

CNDO calculations including and excluding 3d orbitals

INCLUDING d ORBITALS

EXCLUDING d ORBITALS

Molecule Position Calculated Order Charges Calculated Order Charges
of C., Binding of C. Binding
1s 1s
Energies c Cl H Energies c Cl H
1,3 Cl1 1,3 1 0.091 -0, 159 - 1 0. 140 -0. 144 -
2 2 0.030 - 0.025 4 -0.051 - 0.031
4,6 3 0.020 - 0.016 3 ~0.024 - 0.017
5 4 0.010 - 0.009 2 0.038 - 0.006
1,2,3 C1 1,3 2 0.098 -0, 136 - 1 0.127 -0, 127 -
2 1 0.113 -0.124 - 2 0.098 -0.114 -
4,6 3 0.016 - 0.020 4 -0.022 - 0.020
5 4 0.004 - 0.013 3 0.011 - 0.010
1,2,4 C1 1 2 0.082 -0.123 - 3 0.105 -0.127 -
2 3 0.073 -0.121 - 1 0.127 -0.124 -
3 5 0.018 - 0.033 5 -0.032 - 0.034
4 1 0.088 -0, 141 - 2 0.134 -0.139 -
5 4 0.027 - 0.023 6 -0,021 - 0.022
6 6 0.017 - 0.024 4 0.001 - 0.022
1,2,3,5 1,3 2 0.098 -0, 128 - 1 0.134 -0.116 -
2 1 0.117 -0.117 - 3 0.083 -0.108 -
4,6 4 0.025 - 0.033 4 -0.047 - 0.036
5 3 0.082 -0.137 - 2 0. 140 -0.130 -

‘012
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calculated differences are generally within the experimental

error of the binding energy measurements (approximately 4+ 0,2eV).
The different theoretical assignments sometimes obtained by use of
these different basis sets should not, therefore, lead to any

serious migsinterpretation of any results previously obtained,

5) DISCUSSION
The above analysis of charge distributions from ESCA data
was a direct attempt to reproduce the charge distributions obtained
from CNDO/2 calculations and very good results were obtained even
for complex molecules using simple assignments of binding energies,
Since in an SCF MO treatment the values of k and E° depend on the
definition of atomic charge and the basis set used there is the
possibility that by use of suitable k and E° parameters it may.be
possible to predict the charges which would have been obtained from
computationally much more expensive ab initio treatments of the moiecules.
The paramaterization used for hydrogen is somewhat arbitrary.and
a value of (E-EO)H = 1,0 was found to give a better fit to the CNDO
charges for the fluorobenzenes than the value (E-Eo)H = 0.1 used with
the aromatic hydrocarbon compounds, The binding energies of the
C-H carbons in the fluorobenzenes are greater than those in the 'aromatic
ﬁydrocarbons and this suggests that the optimum value of (E-Eo)H to
use may depend somewhat on the binding energy shift of the atom to which

the hydrogen is bonded. In an independent, but essentially similar,
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calculation of the charge distributions in some fluorobenzenes87

Davis et al. eliminated the problem of paramaterization for hydrogen
by considering that all the hydrogen atoms in a molecule had the

same charge and imposing the condition that E;qi = 0. While this

i
procedure circumvents the problem, the values of kH and (E-Eo)H

used above predict the correct ordering of the hydrogen charges within
molecules of low symmetry where the hydrogen atoms do not have equal
charges (Figure 4.9), With solid samples the imposition of the

condition E:qi = 0 also has the disadvantage that large deviations

i
from this relationship could not be used to detect charging effects.

The k values used by Davis et a187 were kc = 22,0 and kF = 32,5 and
the sensitivity of the derived charge with change in k value was
found to be slight. (This is in qualitative agreement with the.work
reported here where the initially determined values of kc( and kF)
reproduced the CNDO/2 charge distributions well for other series of
molecules even when a detailed analysis of that series of molecules
in terms of CNDO/2 charges gave slightly different k values, The E°
values are not directly comparable since gas phase measurements were

used by Davis et al., however E°c was taken to be the C. binding

1s
energy in benzene, There is generally good agreement between the
charges derived in this work, those of Davis et al., and the CNDO/2
charges, Stuckey et al.206 have also successfully used the

charge potential model for obtaining empirical charge distributioﬁs

in molecules which contain carbon, nitrogen and oxygen or these elements

and one other chemically unique atom, The parameters for carbon and
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INTRODUCTION

The work presented in this chapter illustrates how ESCA
may be used to solve structural problems in chemistry which
are not readily ameanable to solution by other methods. The
application of ESCA to these structural problems may require the
use of the charge potential model and CNDO calculations but in
other, even quite complex cases, ESCA spectra may be used to
distinguish between various possible structures, The examplés
presented in this chapter consist essentially of distinguishing
between variOus isomers on the basis of the Cls ESCA spectra of
the compounds, All the samples studied in these investigations

were lkquids and the sample handling method was that outlined in

chapter (I.5.b).

1) ORIENTATION OF NUCLEQPHILIC SUBSTITUTION IN PERFLUOROINDENE

a) Background

The reactions of polyfluoropolynuclear aromatic compounds with

nucleophiles have occupied the practical and theoretical interests

215,216,217,218,

of a number of workers for several years, The

positions at which nucléophilic attack occurs in two such compounds

are shown below.217’218
F F F F
F / >_ F.
->F F
+ F . :
FoX\ F F FF
F F
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As is general with fluoroaromatic compounds substitution occurs
at a position such that the carbon para to the position of substitution
in the Wheland intermediate formed (apvroximation to the transition

216

state) does not carry a fluorine atom, (Such substitution would

cause a large I1t repulsion between the fluorine p electrons and the

. . . 216,219,
ring n electrons on the neighbouring carbon atoms). However,
in the above cases, substitution occurs in the aromatic rings and not
.. , , 203
at the most olefinic sites in the compounds, Feast and Preston

have recently synthesized perfluoroindene according to the following

reaction scheme

O D -

Molten
KOH - 2HF

& F

A{” hv
F

620°¢, 10 mm
(Silica)

Perfluoroindene
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It is therefore of interest to determine the site nucleophilic
substitution in this compound which also coatains an aromatic ring
conjugated with a more olefinic double bond. Perfluoroindene reacted
cleanly with sodium borchydride in diglyme and the reaction could be
regulated to give either the mono (09HF7) or di(C_H,F_ ) replacement

9°2°6
220,221

products, The di-replacement product was readily shown to

be 1,1,4,5,6,7 hexa~-fluoroindene by conventional spectroscopic

examination222 while the mono-displacement product was shown by 1H

and 19F n.,m,r, spectroecopies to be a mixture of two isomers in a

4:1 ratio.222 However, these isomers were inseparable on available
gas chromatography packings. The infrared spectrum of the mixture
showed that the strong absorption at 1',750cm-1 (-CF=CF-) present in
perfluoroindene had been replaced by two bands at 1672 and 1628cm-l
(-CH=CF-) indicating that the mono displacement product was & mixture

of 1,1,3,4,5,6,7- and 1,1,2,4,5,6,7 heptafluoroindenes (II) and (III).

i

I IT I1I

Identification of the major component in the mixture of II and
ITI was not possible by 19F n,m.r, since the easily identified peri

F-F coupling commonly found in other polycyclic aromatics does not

occur in perfluoroindene, and arguments based on chemical shift
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correlations with those of the most nearly analogous structures
for which data are avallable were unconvincing.222 Thus in this
compound substitution with hydride ion occurs exclusively with the

vinylic fluorines.

b) Simulation of the cla Spectra of Monosubstituted Perfluoroindenes

and Identification of the Major Component,

As was demonstrated in chapter (IV) and other work17’71’77c’86

an excellent correlation exists between experimentally determined C1B
shifts in fluorocarbon and other organic molecules and the shifts
derived from charge potential model using CNDO/2 SCF MO charge
distributions, Further reliance can be placed on the model since it
can be used to calculate charge densities for large complex molecules
(Chapter IV.3c). The charge potential model was therefore used to
simulaﬁé‘tﬁé.cls spectra. of isomers II and III (cf. Chapter iV
figure 4,1) and 4:1 and 1:4 mixtures of the isomers in the following

manner,

i) CNDO/2 calculations were performed on isomers II and III to

obtain the charge distributions in the two isomers,

ii) The charges obtained were used in conjunction with the charge

potential model
q
E-E® = kq +Z—1
i rij
J#

to calculate the Cls binding energies and shifts, The parameters

used in the charge potential model were kc = 25 and Eoc = 284, 6eV
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and were those previously derived from the study of aromatic

and perfluoroaromatic compounds (Chapter IV,3.a).

iii) From the previous study of perfluoroindene (Chapter IV, 3a)

1,72 studied under the same - .

and other fluorocarbon compounds
experimental conditions, the peak shapes were taken to be gaussian

with a width of 1l.4eV at half maximum height,

iv) Computer simulated C s spectra of both isomers II and III were

1
obtained by superimposition of nine such peaks of equal area

at the calculated binding energy for each.

The relevant results of the CNDO/2 and charge potential
calculations used for the simulation of the spectra are shown in table
5.1 and the simulated spectra of compounds II and III are shown in
figure 5.1, The two calculated spectra are sufficiently different
to enable a distinction to be made between the two isomers, The major
distinguishing feature is the low binding energy ehoulder caused by C2
in isomer II. This is caused by the large negative charge (-6.159)
on the C2 carbon which is only partially offset by the positive Madelung
potential of + 4, 5eV. Thies large negative charge is caused
essentially by the large build up of m~-electron density (m charge =
=0.127) while the o-charge is comparatively small (-0.032). 1In the

case of isomer III the negative charge on the C-H carbon is much less

(-0.048) and, although the Madelung potential contribution is also
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TABLE 5.1

DO/2 and Charge Potential Results for 1,1,3,4,5,6,7- and 1,1,2,4,5,6,7-

Heptafluoroindenes (IT and III respectively).

Position Charge on C atom Madelung Potential Calculated Calculated
q. §E££§ Binding Energy
a4 Z — E-E E
14y 1

ISOMER II
1 0.449 =4.61 6.6 291.2
2 -0.159 4.49 0.5 285.1
3 0.271 -2.13 4,7 289.3
4 0.197 -0.38 4.5 289.1
5 0.164 0.37 4.5 - 289.1
6 0.156 0.45 4.4 290,0
7 0.205 ~0.62 4,5 289.1
8 -0.067 3.88 2,2 '286.8
9 ~0.025 3.19 2.6 287.2

ISOMER III
1 0.419 ~3.62 6.9 291.5
2 0.173 ~0. 30 4.0 288.6
3 ~0.048 2,57 1.4 286,0
4 0.173 -0.20 4.1 288.7
5 0.173 0.15 4,5 289.1
6 0.149 0.52 4.3 288.9

7 0.215 -0.77 4,6 289,2

8 -0.078 4.00 2.1 '286.7
9 0.010 2,11 2.4 287.0
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SIMULATED Cis SPECTRA for ISOMERS 1] and 1T

I [T}
o | (\ "
Gy
E - Fa
2 pigure(5.1)
g‘,',‘:r'gg 290.0 285.0 285.0 eV

SIMULATION of 4:1 and 1:4 MIXTURES of |SOMERS Jland T

Pigure(5.2)

Binding | ] ' Y
Energy 2900 285.0 2900 2850 av
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smaller (+ 2.6eV), the shift between the C-H and the bridge-
head carbons is not great enough to give rise to a distinct
shoulder at low binding energy. The magnitude of the n-charge on
the C-H carbon is much smaller (-0,058) than in isomer II and there
is also a slight reduction in the o-charge (-0,010).

However, since the mono~-displacement product was a mixture
of isomers II and III in either a 4:1 or 1:4 ratio the theoretical
C18 spectra for these mixtures were computed as shown in figure 5.2.
The distinguishing features between the two simulated spectra for the
mixtures (figure 5,3) are the peak at low binding energy due to c,

in isomer II and the separations between the major peaks at higher

binding energy (e.g. the CF, peak is better resolved in the mixture

2
in which isomer III is the major component).

The experimental C s spectrum is in excellent agreement with the

1
theoretical spectrum computed for the 1l:4 mixture of isomers II and
III respectively (figure 5.4)., Agreement between the theoretical
and experimental spectrum is complete not only in terms of bin&ing
energies and shifts but also in the shape of the overall spectral
envelope, (When normalized to a horizontal baseline the experimental
spectrum is exactly superimposable on the calculated spectrum).

This provides very strong evidence that the vinylic fluorine atom
adjacent to the aromatic ring in perfluoroindene is the most

susceptible to nucleophilic replacement by hydrogen in the reaction

with sodium borohydride in diglyme,
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SIMULATED C1s SPECTRA of 4:1and 1:4 MIXTURES of [Jand i}

ﬂ A

41 1:4

Pigure(5.3 )

Binding R

Energy 2900 285.0 2850 ev

IMENTAL an IMULAT 1
Experimental n Simulated
1:4 Mixture

Pigure(5.4)

Binding

1
Energy2900.0 285.0 2004 2850 ev
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2) DETERMINATION OF THE PRODUCT OF THE FLUORIDE ION INITIATED
TRIMERIZATION OF PERFLUOROCYCLOBUTENE

a) Background

The formation of a trimeric compound from perfluorocyclobutene
was first reported in 1952.223 The trimer was formed when a mixture
of perfluorocyclobutene and pyridine was allowed to stand overnight,
The trimer 012F18 was the only compound isolated when the ratio of
pyridine to perfluorocyclobutene was high (~ 1:1 molar) but if only a

small amount of pyridine was used a small amount of a mixture of

dimers was also formed, ~ In all cases separation was difficult due
to the formation of black tars, The structure
F F F

was postulated,

The fluoride ion initiated trimerigzation of perfluoro-

cyclobutene was reported in 1965224 when treatment of perfluorocyclobutene

with fluoride ion yielded the dimers

and

together with a trimer Cle18 which was assigned the structure

(1)



(6*G)eamSra

RYAA
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'More recently Chambers et 31.225 have studied fluorinde ion
initiated reactions of soﬁe perfluorbcycloaikenes and have obtained
the trimerization product of perfluorocyclobutene in good yield with
"only a trace of the. dimerization products However, the structure
.prev1ous1y assigned to this trimerization product (I) was not in good
agreement with the 19F n.mr. spectrum of the trimer 225 Some
possible structures ot a trimer of perfluorocyclobutene are shown in
figure 3.5. __It"is therefore of interest to determine whetﬁer'

the stmicture may be identified on the basis of ESCA .data,

b) Ekperimentally Based Identificaticn

The C,g ESCA spectrum of the compound chFld was recorded

(figure 5 6) as were the c1

: :;known structure (figures 5.7 and 4.5). . TheVEis spectra of_these.

'coﬁpcunds were also recorded, Thé. model compounds,used in this

ESCA spectra of four model compounds of

study were chosen because:.

i) Like 012F18 they contain only carbon and fluorine

. ii) They are volatile liquids, as is 012F18’ and they could therefore'ﬁ

" . be studied under the same experimental conditions as C12 18
(1i.e. injected into the reservoir shaft and condensed onto a |
cooled piece of gold on the tip of the prcbe).

.iiij They contain bonding situations found in the various proposed

isoners of c12F18 and the C, levels in the model'coﬁpbunds are . 'f.i-

1s
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- DECONVOLUTIONS of the EXPERIMENTAL C1
SPECTRUM of C12F18

Experimental

2950 280.0 eV

"~ Pigure(5.6)
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readily assigned. The environments'of the carbon atoms in the

| '
‘crz, tertiary -C-F, vinylié¢ -C-F and
]

model compounds are P

N
vinylic C=,
/s

The biﬁding energy data f§r th; model compounds'are iisFed in

table 5;2.and taﬁle 5.3 shows the shifts in these compounds relative

to the >C= carbon atoms which each of these compounds contains. The
use of these internal shifts compeﬁbates for any charging effects which
ﬁay have occuréed and forms a squﬁd basis for the comparison of shifts:

between these compounds, (The near constancy of the F. binding

1s

energie; for these compounds,'howevgr,_suggeats that charging effects
for the samples are slight). |

The experiméntal C18 spectrum of the trimer'clels,figure'5.6,
immediately eliminates structures II and III, -as well as the.sprﬁcture
initialiy postulated for the trimerization in the presence of pyridine,

since the c_l.s spectrum clearly shows an overall CFZ:CF:C ratio of 4:1:1-

(8:2:2). (The other structures would show peak area ratios of
6:6:0, 7:4:1 and 7:4:1 respectively). Isomer I has high symmetry

and therefore its C, spectrum would be expected to be well resolved

1s
into CFZ, -é-F and :C='§eaks. However, isomer IV has'much_less
._symmekry and contains CF,, -é-F, -gF, .:C= and"-éf bonding
;_situqtidns and therefore its cls spectrum would be expected to hgve
poorer resolution, _ The experimental spectrum is poorly reéolved in'
" the CF and C region indicating that structure IV is more probable ;haﬁ
struéture I. However.furtﬁer analysis is required before a definite

assignment can be made.
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" Table 5,2

BindiggiEnergies in Model Fluorocarbon Compounds -

Atom BINDING ENERGY
(ev)
N :
F C= 288.1
N\eF 292.2
(1) sl ) : : '
F . 691.0
\
c= 287.8
V4
1 .
F| . -CF 1289, 3
\
2 _ ,CF, 291.9
' F 690. 8
\ | o
- C= C 28.7.8
1}
-C-F . - 289.4
| .
-C-F 290.6
A . . i
,CF, 292.3
F - 691.0
N\ ' }
c= 288.0
N ' o
,,CF 289.65 (average) =
: ]
~CF : 290.9
(4) \ - )
JCF, 292.3

F ' 690.9
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Table 5.3

C. _Internal Shifts in Fluorocarbon Compounds

ls
\ 1 ' N
/C -C-F -(".'-F ICFZ
F 0 - - 4,1
4 1.'_5 - 4.1

(0] _ : 1.65(av.) 2.9 4,3
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Three deconvolutions of the Cls spectrum of the trimer were
carried out by fitting gaussian curves in the area ratio of 8:2:2,
8:1:1:2 and 8:1:1:1:1, The line width used for the curve fitting,

1.4 eV,was taken from the well resolved C speétra of model compounds

1s
numbers (1) and (2) which had been obtained under the same experimental
conditions, These deconvelutions are also shown in figure 5.6 and

are the best fits to the experimental spectrum obtainable within the

imposed line widths and area ratios, (Since the CF2 peak is well

resolved in the.C18 spectrum of QQFIB it was not neéessary to impose

the line width restriction on this peak but the line width obtained was

found to be consistant with that obtdined from the model compounds),

Ihe accuracy of the fit increased along the series sf deconvolutions, -

and the results of thqse'deconvolutions'aré.listed_in table 5.4, |
Déconvoiution numbér 1, which wouid correspond to isomer I, gives

a shift of 1.7 eV between the :C= carbon atoms and the CF carbon atoms,

By comparison with the mode 1 compounds, table_§.3, this internal shift .

is typical of a -%F carbon atom but not a -é-F carbon atom, Since

"there are no F—g-F bonding situations in isomer I, (and also a shift

of 3,9eV. between ':C= and :CF2 is ; little low), this structure may

be excluded. Deconvolution number 2 shows internal shifes of 3.9, 2.5

and 1, 7eV relative to the unsubstituted carbon atoms and these shi?ts

. are fgifly.éyp}cal of sz,l-é-F and -g-F.carbon atoms and these bondiqg

situations occur in isomer 1IV. The value of 3.9eV for the iﬁthnal .

shift between CF2 carbon atoms and an dnsubstitute& carbon atom bf the

\ ' ' \
type _C= is a little low, however, isomer IV contains both a C=

[
carbon atom and a -?- carbon atom and these may well have slightly



Table 5.4

Deconvolutions of the C

Spectrum of C

231.

+ F binding energy = 691,1 eV

1s

\
‘* relative -to ,C=

Area Ratio Binding Energy Internal Assignment
' (ev) (eV)
Deconvolution (1)
| 2 288, 1 0 Se=
2 289.8 1.7 CF
8 292,0 3.9 cF,
Deconvolution (2) | '
| 2 288.1 0 e
1 289. 8 1.7 - Cr
1 290. 6 2.5 - cF
8 .292.0 3.9 CFZ'
: ﬁécépyolution(3) Assignment (a)
1  287.9 0 ~c=
1 288, 6 0.7 _é_
1 289.8 1.9 -CF
1- 290, 6 2.7 -ér
.8 292.0 4.1 CF, -
"Assignment (b)
1 287.9 -0.7 -é_
1 288.6 0.0 =
1 . 289.8 1.2 ~CF
1 290.6 2,0 -éF
8 292,0 3.4 CF,"
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Table 5.5

Experimental Charge Distributions in Model Compounds 1 and 2

Position q

c qF

1 _ -0,034 ' -
2 . 0.392 ' -0.193
3 -_ 0.355 | " -0.188.

1 . -0.038 -

2 +0.229 S -0.175
3 0.362 | ~0.197
4 3 0. 349 ' -0.192

5 _ 0.387 -0.199 .



Table 5.6

" Data Used for

.k =

= .
n

Molecule

ISOMER IV

Calculation of Experimental Charge Distributions

25

284,6 -

kF = 30
o _

E F- 69311

Atom E~-E
C= 3.3
=C=- 4,0
C-F 5,2
CF . 6.0

_ng 7.4
F -2.1
C= 3.5
QFZ . 7.6
F -2.2
C= 3.2
CF 5.7
CFZ 7.3

F ’ -2-4'_ l

234,
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different binding energies. Deconvolution number 3 (area ratio
8:1:1:1:1) does, in fdct, show an improved fit to the experimental
epectrum and table 5.4 shows internal shifts for both possible
assignyents of .the :C= and -é- carbon atoms.  Assignment (b) givee
internel shifts which are not in agreement with any of the internal shifts
expected on the basis of.the model cdﬁpounds and may therefore be
rejected, Ass;gnment (a), however, gives internal shifts which are
in good agreement with those expected for isomer IV, The product of
fluoriEe ion initiated trimerization of perf}uorocyélo-butene is
therefore identified as isomer IVL - |

Shifts in core electron binding energies may be used to predict
"accurately the charge distributions in fluorocarbon compouﬁds of quiie

complex. structure (Chapter 1IV,3,c). The C, charge distributions for

1s
isomer IV is shown in figure 5.8 and the charge distributions for model
compounds 1 and 2 are given in table 5.5, (The experimental charge
distributions for model compounds 3 and 4 are shown in Chapter IV

figure 4;6).. The binding energy data and parameters-useﬂ_for these

calculations are listed in taule 5.6.

c¢) Theoretical Determination of the Structure of CIZEIS

As eﬁ alternative to the experimental approach for distinguishing .

between isomers I to IV (figure'5.5) CNDO/2 calculations may be

performed on the possible isomers and the calculated C1s spectrum

1s

compared with the experimental C 2

spectrum, ' The CF,:CF:C area ratio

of the experimental C, spéctrum, as described previously (Chapter V,2.b)

1s
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eliminates isomers II and III, CNDO/2 calculations were thereforé
carried out on isomers I and IV, The charges and intraniolecular
Madelung potentials for the carbon atoms are listed in table 5,7 and
these were used to calculate the theoretical shifts (E-E°) using the
charge bobential model (kc = 25.0). These shifts were then taken in
coqjunction wiFh a line width of 1.4eV .to obtain-the theoretical Cls
spectra for isomer; I and IV (cf, figure 4.2), These are shown
tsgether with the experimental Cla spectrum (normalized to a horizontal
baseline) in figure 5.9. -~ The experimental spectrum agrees closely
with that calculated for isomer IV but not. with that calculated for
"isomer I. " This provides étrong evidence that isomer IV is the
correct structure. -

The main drawbacks to this theoretical identification of the
isomer are (i). Calculating'the éoordinates'of the atoms in sucﬁ
complex systeps (This was carried out with the aid of the computef

- program GEOMI, appendix III, and the coordinates are listed in appendix II),

(ii). The large amount 6f computer time required for these
systems and they are in fact the largest systems (120 basis functions)

which can be studied with our present CNDO/2 program,

(ii1). Although-the differences in fﬁe calculated spectra are
quite nékicgble and the similarity between that of isomer IV and the :
experimental spectrum is obvious, much gréater coﬂfidepce coﬁld be placed
on the assignment if better resolution were obtainable, However,
with the intrpductioﬂ of monochromators the consequent reduction in line

widths will greatly facilitate the distinction between such isomers,



ISOMER I

Table 5.7

CNDO/2 Calculations on isomers I and IV

ISOMER IV

6 4
5
1
2
5.
9 12
10

11

C atom No,_

[ V. I VU

\om\lc\mwal-'_

= e
N = O

-0.0039
.0.379

" 0.1384
0.3293
0.3495
0.3483 .

-0.0325
0. 3833
0. 1868
0.3615

-0.0464
0.3291
0.3772
0.379
0.1496
0.3321
0. 3494
0.3472

(SN -
‘ﬂs’\ !

3.99
-2.03
2,27
-0.67
-1.07
-1,02

4,47
-2.00
0.68
-1.58
5.49
-0.60
-1.38
1,52 -
2.44
~0. 70
-0.93
-0:93

237.

(E-E°)

3.89
7.46
5.72°
7.57
7.65
7.69

3.66
7.59
5.35
7.46
4,33
7.63
8.05
' 7.96
6.18
7.60
7.75
7.75
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CALCULATED and EXPERIMENTAL Cls SPECTRA of CioFig
CI2 ";8 E Xpefimental- spec tEum

Theoretica'lly simulated spectra

Isomer 1V

% [somerI

S -1
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Table 5,8

Charge Distribution in C F Isomer IV

12718
Charge Charge

Atom CNDO/2 - Experimental  Atom CNDO/2  Experimental

1 ¢ -0.0325 -0.037 ‘16 F -0,1683 20,182

2 c 0.3833 T 17 F -0,1639 -0.175

3 c.  0.1868 0.199 18 F -0,1859 ~0.201
‘4 C - 0.3615 0.374 19 F -0.179% -0,192

5 F - =-0.1812 o -0.184 20 ¢ 0,3321 0.350

6 F -0. 1846 -0.189 21 C  0.349% 0.356

7 F -0.1798 -0.186 22 €  0.3472 '0.356

8 F -0.1798 -0.187 23 F -0.1648 ~0.178

9 c_' ~0. 0464 -0.039 24 F -0,1828  -0.199 .

10 "¢C 0.3291 0:352 25 F -0.1797  -0.1%

11 ¢ 0.3772° 0.30 - 26 F -0.1665  -0.181

12 ¢ 0.3794 " 0.375 27 F -0,1647 -0.175

13 ¢ 0.1496 0.167 28 F -0,1652 -0.181

i4 F -o.1§3i' -0.195 29 F --0.1600 =0.179

15 F -0,1800 . ~lo.190 | 30, F -0.1469 -0.158’
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The ‘agreement between the independent experimental and
fheoreticai identification of isomer IV being the pfoduct formed is
very encouraging and illﬁstrates that detailed theoretical
calculations are not always required for the iﬁterpretation of ESCA-~
data in.complex systems, The relationship between .the experimental

and CNDO/2 charge distributions inm isomer IV is

Qgp = 0.006 + 1.039qpy,

(+ 0.006)

and the CNDO/2 and experimeﬁtai charges are given in table 5.8,
(The atoms are listed in the same order that was used for the CNDO/2

“input, appendix II).

d) Discussion

The "assignment .of isomer IV as the structure of the fluoride ionm

initiated trimerization is at variance with that proposed by Fraticellizz4

(1), However the'lgF n.m,r., spectrum of structure IV, althougﬁ complex,
shows a fluorine resonance, integrating to'one fluorine, which is
characteristic of a single fluorine atom attached to a saturated carbon
;tom and also shows a clearly defined resonance, due to one fluorine,"
which is only consistent with flqorine-attached to vinylic carbon.zl25

. These observations are consistent only with isomer IV and therefore both

9

ESCA and 1 F-n.m.r.-data indicaté that structure IV is the product of

fluoride ion induced trimerization of perfluorocyclobutene and not

225 have

structure I as proposed by Fraticelli. Chambers et al.
proposed the.following reaction scheme to account for the formation

_ of isomer IV:
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<)
P F
&)
(A)
-F
F F - F
> F F
(c) . (B)
&:
@ .
F F F
©
(D)
v
F
F F

IV

although they could not determine by which of the above routes the

formation occurred. (Dimers (B) and (C) are those previously:

identified by- other workers).223’224 . However, the formation of
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carbanion (D) is expected to be favoured in the equilibrium between
carbanions (A) and (D) since the negative charge in (D) is stabilized
by a CF and two ng groups whereas the negative chgrge in «(A) is
stabilized by only one CF and. one ng graup. : (Eluorine atoms B
to a negative charge strongly stabilize the negative charge in
fluorocarbanions), Thus on the basis of the chemistry of the system
. carbanion (D) may be expecte& to be'formeq and it was on this basis
that ‘structure IV was initially postulated as a pqs;ible_structure of
- the trimerization product. | |

This example of structure determination clearly illustrates the
use of ESCA as a powerful method of distinguishing between possible
isomers and was undertaken because the structure -could not be

unambiguously assigned using other techniques.



APPENDIX 1

ORBITAL EXPONENTS AND CONTRACTION COEFFICIENTS USED FOR

AB INITIO MOLECULAR ORBITAL

- CALCULATIONS




Cl

Slater Sihgie Zeta Best Atom Eprneﬁtsll7

10
5.6727
6.6651
7.6579
8.6501

15,5409

16,5239

2s
1.6083
1.9237

2.2458

2.5638

5.3144

5.7152

2p

1.5679

1.9170

2.2266
2. 5500
5.9885

6.4966

38

2,1223

22,3561

3p

1,8273

2,0387



Gaussian Orbital Exponents and Contraction Coefficients for 'Large

Basis Set' Calculations on Halomethanes (Carbon, Nitrogen and Fluorine)

ExEonent

Carbon S

4232,6100
634 ,8820
"146,0970

42,4974

14,1892
1.9666

5.1477
0.4962

0.1533

Carbon P

18,1557
3.9864
1. 1429

0.359%

0,1146 )

130

Coefficient

1.0

Coefficient Exponent Coefficient Exponent
Nitrogen S Fluorine §
0.006228 5909, 4400 0.006240 9994,7900 0,006431
0,047676 887,4510  0.047669 1506.0300 0,048757
0.231439 204,7490 . 0,231317 350,2690 0, 233065
0, 789108 59.8376 0. 788869 104,0530 0, 785549
0.791751 19,9981  0.792912 34,8432 0.802728
' 0.321870 2,6860  0,323609 4,3688 0,317752
1.0 7.1927 1.0 12,2164 1.0
1.0 0.7000 1,0 1.2078 1.0
1.0 '0.2133 1,0 0.3634 1.0
Nitrogen P Fluorine P
0.039196 26,7860  0,38244 44,3555  0,042011
0. 244144 5,9564 0. 243846 10.0820 0,261899
- 0.816775 1.7074 0.817193 2.9959 0, 797662
1.0 0.5314 1.0 0.9383 1.0
0.1654 1.0 0.2733 1,0



Gaussian Orbital Exponents and Contraction Coefficients for 'Large

130,186

Basis Set' Calculations on Halomethanes (Hydrogen and Chlorine)

Exponent Coefficient Exponent Coefficient

Chlorine § . Chlorine P
105747,0° 0.00030 587,622 0.00294
15855.3 - ‘ 0.00236 139. 745 ' 0.02290
3615. 32 0.01220 44 7900 0.10216
1030, 03 0. 04844 16. 5885 0.27867
339.691 0. 14902 2. 71409 0.31892
124,497 1.0 6.60076 1.0
49,5143 0.40884 0.950083 1.0
20.8138 . 0.19018 0.358271 1.0
6.46497 1.0 0. 124986 1.0
2.52567 1.0
0.538139 1.0
0.193558 1.0
Hydrogen §
19.2406  0.130844
2.8992 0.921539
0.6534 1.0
0.1776 1.0



STO 4.31G Basis Sets used in the Calculations on Fluoromethanes

189

Exponent Coefficient Exponent Coefficient Exponent Coefficient
Carbon 1s Carbon 2s Carbon ZE
158, 79200 - 0.0648888 32.165900 -0.0874263 4.620170° 0,0997415 °
28.86820 0. 2815200 5.550890 -0.2444120 1.057310 0.3559750
7.82464 0.5338980 .0.425297 0. 6464920 0.311279 0.5258960
2.49060 0.2707320  0.134626 ~ 1.0 0.0988179 1.0
Nitrogen 1s Nitrogen 2s Nitrogen 2p
217.66700 - 0,0648326 45,291200 -0,0885431 6.812820 0,1019300
39.60980 0.2825690 7.899950 -0.2498910 1.567510 0.3606460
10. 771100 0.5353110 0.610336 0.6453280 0.461632 -0, 5160080
3.423800 0.2677920 0.190161 1.0 0.145557 1.0
Fluofine ls " . Fluorine 2s Fluorine 2p
361, 73200 0.0651740 79.444500 -0.0889846 10,907700 0,1225110
65.87110 0.2850680 13,987600 -~0.2592360 2,515680 0,3950710
17.96720 0.5385960 1.069980 0.6603240 0.708224 0,5037310
5. 70045 0.2609610°  0,326013 1.0 0.208634 1.0
Hydrogen 1s
5.216845 0.0567524
0.954618 0.2601414
0.265203 0.5328461
0.088019 1.0




STO0-3G Basis Sets used in the Calculations on Fluoromethanes

189

Exponent

Coefficient Exponent

Carboﬁ 1s
©69.672300 0.167701
12.44250 0.54355

3,22218 0.431954

Nitrogen ls

95, 57200 0.167753
17.11730 0. 545580
4. 44008 0.429160

Fluorine ls

159. 51900 0.168066
28.64360 0.548963
7.45505 " 0.424739
Hydrogen ls
-2.227661 0.154329
.0.405771 0.535328

0.109818 0.444635

Carbon 2s
8.365170 - ~0.288780
0.379382 0.700773
0.122254 0.373432

Nitrogen 2s
11.852709

-0.29507
0. 544801 0.696797
0. 173200 0,.378818

. Fluorine 2s .

20.674900  ~0, 304865
0.959828 0. 708218
0.296800 0.369033

Coefficient Exponent Coefficient

Carbon 2p

2.323490 0.233214
0.501410 0.574322
0.131779 0.413243

Nitrogen 2p

3.446690 0.237401
0.746574 0,572017
0.192196 O0.415644

Fluorine 2p
5.741040 0.267160

1.217890 0.576108
0.291822 0.400331



Basis Sets used for Calculations on Fluorobenzen and Toluene130

Exponent Coefficient . . Exponent Coefficient
¢arbon S Lo Hydrogen S
4232,61 0.00122 19. 2406 0. 01906
634,882 0.00934 2,8992 0.13424
146,097 0.04534 0.6534 - 0.47449
42,4974 . 0.15459 0.1776 0.50907
14,1892 ' 0.35867 Carbon P
5.14773 0.43809 18,1557 0.01469
1.96655 0.14581 3,98640 0,09150
0.49624 1.0 1.14293 0.30611
0.15331 1.0 0.359450 0.50734
_ 0.114600 0.31735
Fluorine S '
9994, 79 0.00117 . Huorine P
1506.03 0.00887 44,3555 0.01636
350. 269 0.04240° .10,0820 0.10199
104.053 0.14291 2,9959 0.31063
34,8432 0.35527 0.9383 0.48636
12,2164 0.46223 0.2733 0.34424
4,36885 0. 14063
1.20775 1.0 .
0.36340

1.0



APPENDIX Il

COORDINATES USED IN MOLECULAR ORBITAL AND

EXPERIMENTAL .CHARGE DISTRIBUTION CALCULATIONS




The coordinates are given in either atomic units
or Angstrom units (1 a.u. = 0.529167 X) depending on
whether the calculation was ab initioc or CNDO.(The
ihéut'for the ab initio moleculer ofbital programs is
in atomic units while -that for the CNDO/2 program is

in Angstrom'units.)

Coordinates used for Minimal Slater Basis Set Caicq;ationa

Molecule Z-Coordinétes (a.o.)
HCCH 0.0 2.00200 4.28300. 6.28500
. HCN 0.0 2.00914 4.19248
FCN 0.0 2.38109 4.58265
co 0.0 2.13203
0co 0.0 2.191747 4.383494 _
00CCO 0.0 2.24882  4.66772  7.08662 9.33544
SCS | 0.0. 2,93480 5.86960
- 0CS 0.0 2.19212 5.14015
BN 0.0 2.07420

'KNO 0.0 2.132767 4.376955



gggggiqgte_ used for ab initio Calculations on Halomethanes
Molecule Atom X Y Z (a.u.)
CH H 1.6818060 0.0 1.1839167
4 H -1.6818060 0.0 1.1839167
H 0.0 1.6818060 =1.1839167
H 0.0 -1.6818060 =1, 1839167
c 0.0 0.0 0.0 _
CHyF H -1.9420180 0.0 -0.5865450
H 0.9710090 1.6818850 -0.6865450
H 0.9710090 -1.6818850 -0.6865450
C 0.0 0.0 0.0
P . 0.0 0.0 2.5190450
CH,F, H 1.6818060 0.0 1.1893167
" H . -1.6818060 0.0 1.1893167
. C 0.0 0.0 - 0.0
P 0.0 2.0567408 <1.4544580
P 0.0 =2.0567408 -1.4544580
CHFB H 0.0 0-0 200598410
C 0.0 0.0 0.0
P . 1.1872820 2.0564330 -0.8408770
» 1.1872820 =2.0564330 -0.84087T70
GF4 : . c 000 0.0 0-0
F ~ 2.0567408 - 0.0 1.4544580
P 2.0567408 0.0 1.4544580
P 0.0 : 2.0567408 -1.4544580
F 0.0 -2.0567408  =1.4544580
CH4C1 H <=1.9420130 0.0 -0.6865450
B 0.9710090 1.6818850 -0.6865450
B 0.9710090 -1.6818850 -0.686545C
C 0.0 0.0 0.0 :
cl 0.0 0.0 3.3656670.
CHyC1, H 1.6818060 0.0 1.1893167
HE -1.6818060 0.0 1.1893167
- C 0.0 . Q.0 0.0
Ccl 0.0 7 2.7485721 ~1.9424948
cl 0.0 -2.7485721 -1.9424948



Coordinates for IBMOL) Calculations on Fluorobenzene

and Toluene

X

Ring carbon atoms

' Cl
02
(X}
c4
c5
cé

0.0
2.286235
2,286235
0.0
-2.286235

Hydrogen atons

H2
. H3
H4
“HS

H6

Fluorihe

Fl

4.061100

4.061100

0.0
-4.061100
-4.061100

aton

0.0

Methyl group-

c7
H8
H9

H10

0.0
0.0

-1.684240
1.684240

X

2.639998
1.319999

' -1.319999
© -2.639998

-1.319999
1.319999

2.343306

| -4.688501

2.343306-

5.155272

5.512437
6.200878
6.200878

6.200878.

.2 (a.u)

'=1.947400

0.973795
0.973795



Coordinates for Fluoro- und Chloro~ lenzenes

ATOlI

Cl
ce .
C3
C4
C5
C6

H1
H2
H3

H4

H5
H6

Fl1

P2
'F3
F4
5

P6

c1l
€12
c13
0l4
c15

cl6

-2.1490

-2.6818

X

1.3970
0.6985
-0 06985

: =1.3970
-0.6985

0.6935

2.4810
1.2400
~-1.2400
"2 L] 4810

. =1.2400
1.2400°

2.7280
1.3635
-l [] 3635

-2.7280

-1.3635
1.3635

3.0970
1.5485
-1.5485
"3 . 0970
-1.5485
1.5485

(Angstroms)



Coordinates for

Dodecafluorotficyclo|§,2,2,02’6]gndeca-2,5,8 triene

AT ON

HEedEOGCREESQOREOQEEHQOQOO

23

OIO
- 1.54000

1.95408 -

0.77000
-0.41408
3.22931

2.11689
-0 3 57689
3.44689
-1.90689
1.53850
.0.00149
1.95273
1.95273
-0.41273
1.47859
0.06141
2.25117
0.77000
0.77000

X
.0
.0
«27442
2.24357
1.27442
1.65215
1.65215
~-1.42786
-1.42786
"l . 42786
-2 [} 00687

-2 -00687

0
0
1

-l [ 27692

-1.88817
-1.88817
-2-24374
-2.24374
3.01012
3.01012

4

HFOOOQOQOOOOGCOO
wOoOOoCOOOOOCOTC

-1.32373
-2.34627
-20 34627

1.08574
—1-08574

(Angstroms)



Coordinates for

Tetradécafluorotriczclo[5;g,2102{11d0deca 2,6,9 triene

AT Ol

HEEQGRREESQOSEQGESsHEE"EBEQCACQCN

X

0.0
1.54000
2.25009
1.54377
~0.00377
3.58009

1.89718
1.89718

-0.35718.

-0035718
2.11689
-0. 57689
3.44689

0.00149
1.53850
1.95273
1.95273
"0 [] 41273
1.47858
0.06141
2.25117

| =0.71117

1. l3b38
3.18687

3.18687
3.18687
-1.42786
-1.42786

-1.42786_

".2 ° 00687
"2 000687
-1.27692
"3 . 26167
-1.88817
-1.88817
-2 [] 24374
-2 ) 243 74

I—'HOOCO!—‘HI—‘POOOOOOOO

[ ] 9 L] L ] [ ] [ ] . [ ] ® -
(S

wuooooooogcooooooc
& .
-3
i

-1.32374
-1.32374
-2 [ 34627

~2.34627

(Angstroms)



Coordinates for Perfluoroindene and its 2- and 3- Hydro

Substituted Compounds

ATOM X - X %2 (Angstroms)

C 0.0 0.0 0.0

C 1.3970 - 0.0 0.0

C 2.0Y55 1.2098 0.0

C 0.0 - 2.4197 0.0

C ~0.5985 1.2098 0.0

C . =2.3435 -0.5079 0.0

C -0.9864 -1.1699 0.0

F 2-0635 -1-:540 0-0

F 3.4285 1.2098 0.0

F + 240635 3.5741 0.0

P -0.6665 . 3.5741 0.0

2F ~3.5205 -1.1338 0.0

F -0.3625 -1.9294 " =1.0884
P -0.8625 - -1.9294 1.0884
2H -3 ° 2970 -1.0150 0 . 0

-2.9660 - 1.5350

3R

0.0



Coordinates for Model Compound No. 1. 90816
ATOM X Y Z (Angstroms)
C 0.56750 0.0 _ 0.0
C 1.52866 1.27672 0.0
C 2.98388 0.77280 0.0
C- 1.52866 -1.27672 0.0
C 2.98388 -0.77280 0.0
P 1.29870 2.00409 -1.08947
r 1.29870 2.00409 1.08947
» 3.59465 1.22985 -1.08947
¥ 3.59465 1.22985 1.08947
) 359465 -1.22985 -1.08947
P 1.29870 . © =2.00409 -1.08947
P

From the symmetry propertles of ‘this molecule the
remainder of the coordinates are the same as above

except that x igs replaced by -X



Coordinates for Model Compound No. 2 Gy oF

ATOM

g OGO QOR R EEEEQAQAOQR

X

0.73300
1.65980
3.09509
2.94748
1.43206
3.53185
3.53185
1.41823
1.41823
3.72654
3.72654

-1 ] 65980
-3 . 09509

2.94748
"3 ° 53185
-1.41822
-1.41822
-3.72654
-3 . 72654
-0.98263

4
0.0

. 1.22990
0.67174.

-1 [} 13520

-1.35244

-1.35244
1.95411
1.95411
1.10082
1.10082

-2.38696
0.0

-1.22990

0.67174
0.86117

1.13520-

1.35244
1.35244
"1 [} 95 41.1
-l . 95411
-1.10082

- =1.10082

2.38696

0~16

%z (Angstronms)

-l . 08906
1.08906

-1.08906
1.08906
0.0

1.08906 -



AT OM

HEEEgEEQQQQERAEEREOOQQREEEaQQ0

X
0.66500
0.77242

-0.66500
-0.77242
1.29363
1.29363
-1.29363
=1:29363
1.71%27
2.56724
2.93767
1.34486
2.02551
0.17830
1.39559
2.25T00
3.47429
4.10423
2.88694
-2.56724
-2.93767
-1.34486

. =2.02551

. -=1.39559

-4.10423

-2.88694

2.09329

~1.12629

-0 . 84045
-2.32577

" =2.19334
-3.49872

-l . 70722
-3 [ 01261
-0 [} 97288

0.33251°

"l o 12629

-2.03991

-0 084045
-2.32577
=1.45897
"2 [] 19333

"O ° 97288
0.33251

Coordinates tor C,,F1g Isomer I’

2 (Lingstroms)

1.78407
0.89206
0.89206

1.51695.
0.26716
3.03386
1.78407
0.26716
1.51696
0.0

=1.78417

-0 [ 89206

1.24979
-1.51695
-0- 26716
-3.03386
"l ° 78407
—0 L] 26716



- ATOM

Mg EOCQRERE EEEOQQQQREREEACA A

L

0.66500

0.77242
-O [ 66500
-0 L] 772 42

1.29363

" 1.29363

-l [ 29363
-1.29363
1.71528

1.48887
3.13285
0.42320
2455453
.0.03819

2.55453

0.42320
3.65339
4.25511
5.11473
3.81703

2.79377

- 4.09147
4.70221
5.99991

- 3.20628

-1.57206

2.09329
-1 [ 12629
-3.35659
-2.19144

-2 ] 19144 R
'=0.52456

-l [ 96 493
"2 [} 41796
-3.77626
-4 . 22929
-2.41796
-l ] 19769

=1.56992
- =0.41125

1.09965
0.46666

HOOMHMOMHHOCOHHHHFOCOO

gcoordinates .for 012F18 Isomer IV.

Z (Angstroms)-

85180
1.85180
-1.26150
1.40075
-0.23680
2.38204
1:49830
2.14523
1.26150
-0.88374
0.0



APPENDIX 111

COMPUTER PROGRAMS USED FOR THE
ANALYSIS OF ESCA DATA




The'programs'ﬁescribed and listed in this appendix
are those which have been written specitically for the
analysis of ESCA datu as well as other standard: programs
such as the linear least squares regresslon program.
Since some of the programs employ the same subroutines
the first section of the appendix gives & bfief description
of the program.and s+ in general , only a listing of'the:
main program. The second section of the appendix gifee
a llstlng of the subroutlnes in alphabetical order.
Where a program requires input of atomlc coordinates the
format of this has been made the same as that required
for the CNDO program used in this work and is also the
same as the format of the punched card oﬁtput from fhe

geometrj program.



i) KEWPOT _

- This program was written primarily to calculate
the intra-molecular lMadelung-type poﬁential at an atom
i.e. .the Z 1) term in the charge poténtic_xi modéil7,

a# L Ty . q; '

E-E+kqi+J;T: o
Values of k may also be used as input when the theoretical
shift, E-E , 18 required.The 1nput and output are both
flexible. The coordlnate 1nput may be in either A or .a.u.
and is .in the same format as that 1equ1red for the program
cHINDOL48 i.e. (14,3(3K,F12.7)) where the I4 format is
used for input of the atomic number.The electron population
on the atoms may be input as (1) the'valence electron
population: (ii)the total electron population (1ii) the _
.charge on the atom (iv) the individual orbital populatlons
contributing to the total population on the stom or (v) if
tbe program is to be used for the calculation of inter-
atomic distagces and/or the nuclear fepulsion énergy only,
no_qlectron'populatibn déta need be. input. The output
includes a listing of the coordinetes in both Angstrom
_unifs and atomic units. Also, if required, an infér-
atomic distance matrix ﬁay be printed in Angatrom units,
atomic units or both.The program may thus be used not only
for fhe calgulation of the intf#—moiecglar'Madelqu
potehtia;s and theoreeical shifte but also for the.

calculation of intef nuclear distances and nuclear repulsion

energies.Subroutine MATPRT is used for printing matrices.



ES5CA  MADFLUNG PCTERTIAL PROGKAM Feba ACAMS

[aEnNa]

1
2
3
4 IMPLICIT FTALrA(A-H,[~])

5 DATA EXRDGUNTTL UMIT2/7%2MD 40, 52914 7D ,2T. 210700/

L) DIMENSTOM XUSU o YIS ZUSH ) AUXCSRS Yy AUY( S ) JAUZES0) JAKAY (ST
7 DIVENSION N2 ) R (a0 430 ) 4CHAI (LY ) JhGRA(50)

R WRITZ(A,5" 1) .

< VOO0 READ (S4177) TEST (X({L)o1=1,77)

1 132 WPITE(&,200) TESTLUXIT) I=1,477)

L1 IF(TEST.E0LFMD) CALL EXIT
12 o o
13 C IMPUT IN All. THPUTL=] , CTHERWISE [N ENGSTICNS
16’ C PDPISTANCF QUTPUT [PRATI=. N PFINT "WT M ANGSTROMS
1= c- TPRET2=r AT BRINT QUT 1% A.U.

lé& READ (3,101 rAT"".I”DUTI.ID-Mrl,IDnurZ

17 . IF(IMPUTL KELL) €L TO 1410

18 c .

1¢ c INOUT [N ATGMTC UNITS &NC COMVERSIOMN TQ aNGSTROMS
20 - C .

21 1527 WRITE(A,502)

22 nn L2l 1 = 1,NATINMS

23 . FEAD (Sol1°) MZOT)5UXIT) yAUYLLY,2UZ(])

26 - XO0I) = Aux{Iyr = nutTy

25 YUTI) = AUYLI) = yx1T}

.. 26 200 = 212(1) = ynITY

T 27 1221 CGATIMOE

28 G0 TOo 1n30 ]

29 c . .
n- C INPUT 1IN ANGSTRCMS ANLC CONVERSICH TN A.U.
3 o

37 1210 WARITE(s,503)

33 ND 1611 T=1,MAAYCPS

34 READ (541170 NZUI)oXIIY,YUT1),2Z(1)

35 AUX(T) = X([) 7 unIT]

3¢ AUYII) = Y(l) 7 11Ty

37 AUZ(T1Y = Z2(1) 72 ] TY

33 1011 COMTINUE

3Q o

40 C IF CNP =5 DGES NOT RENUIRE K VELUES AND DNES NOT CALCULATE SHIFT
41 C MNCHNPZL VALSNCE £ POPLN, 4, 2,TOTAL PCPLN. 3, CHRGES
42 C 4.NRAITaL POPULATIONS, 5,MN DATA

43 c T . 4eORBITAL PCPULATICAS » 5,N0Q DATA=CALUILATES INTER ATAMIC DISTE
44 - c -
45 1030 REAC (5,111) KNP, ANCHNR,NUC

46 ITF(ROP,EQ.N) GC TC L5

47 READ (5,412%) (EKAY{[),]= I.NATOMS)

48 1250 CONTIMYE-

49 ..nO TR |1Jbu.lnen.l?sa;lovo.llsﬁ).ucunp

SN 1060 READIS,120) (CHARP(I),I =2l NATCH4S)

51 GO TC (1380,176),11nN) ,NCHPP

52 1080 DO 1021 I=1,NATC™S .
53 o IFINZIT1).RE, 1) CHAR(T) = CHARII) + 1.DUl
56 TFINZ(1VeLE L LGANELNZTII).GTL2) CHAREL) = CHAR(I) + 2.D00
§5 - ' 1081 CONTINUE.

56 GG TO 12¢0

57 . 1070 PEAD (5,122) INORBU([},I=1,NATCMS)

58 . DO 1971 J=1,NATN4S

59 ND = NORRUJ).

D) READ (5,127) (Fi1, xv.lsl.NCl

61 TEMP = O ,N

62 DN 1072 t 1,H0

83 TEMP a TEMP ¢ R{],4l)

64 1072 CONTINUE

65 © CHAR(J) = TEWP

66 1071 CONTIMJE

87 - c

68 c CALCULATE CHARGES FoNM TOTAL PQPULATION

69

70 1090 DO 1C91 I=1,NATOMS

71 TEMP - = N2

] CHAR(T) =.TEMP = CHAR(I)

73 1091 CANTIMUE

T4 1IN0 [F(KFP,EQ.0) GU TQ 1110

15 C



114
115
lie
11?
118
119
12¢
121
122
123
124
125
126
127
128

130

- 131

132
133
134
135
136
137
138
139
140
161
142
143
146
145
146
147
148
1649
150

C wrP
C
nao

111G

1130

2329

2G22
acz21

2ren

22402
22401

139
22750

2941
C
C Ca

2043
2C62
C
cC co
C

2046

c

2 CONTINUYE

ITE CONKNINATFS ETC,

WRITT (5 4517)

WRLITS (5, 515)

WEITFE g G250 LIToNZUT o XCT )oY 1) 201D oCHAR LT ) yARAYL ) o =] lATPUS)
WRT T (55110

WRITE(5515)

WOTTE(4.525) LOLoNZCI) b AUXET )y AUY (1) 2UZ AT Vo CHAR LT boAKAYL[)),] =1
IMATONS) .

G YR 2400

WCLTT (44517 )

WOLTE(&,514) .

WRITE {29520 (ULoMNZUD)yN LT DoY) Z (T CHARLETI )y I=1,NATOMS)
WEITTUS,.511)

WRIT={A 51%) ' .

WRITZ(&e52¢) CCToNZOT) oAUXTT ) JAUYIT) o 2UZET) oCHARCT)) o I=1,%ATCHS)
RC TS 22409 )
WPITC{54510)

WRITT [(4,317) :

WOLTZ(n o270 (CTONZUI) o XUIL) oV IT)Z{L )1 ,1=1,NATCMS)

WRITE{H,511) :

WaITr{s,517) -
WRITE(59527) CUToNZUTY JAUXTT) ¢AUY(T) gAUZ(I) ) o1=1,NATOMS)

CALCULATICN- CF INTER ATCMIC CISTANCES IN ANGSTPOMS

DN 201 1=1,NATOMS

DO 2072 J=1,MATCMS

R{JyI) = nso#rltxll|-le))=-2¢(v(|l-V(Jilv-z+(Z(lb-rlJl)=«?)
COMTINUL

IF(IPE T]F2.0) GO TO 202D
WRITF(5,53%) .
CALL “ATPPT{F,MATOMS,NATOMS ,52,10,0)
DO 2021 1=1,MATOVS

DD 2222 J=1,NATOMS

PLI M) = RLIL 1D/ UNlTl

CONTIMNUE

CORTINYE

IFLIPONT2,.FC.O) ca TO 2040
WRITE(A,531)

CALL ™A TDFTIR.NATNFS.NATO"S'SOolO.OI
IF{NUC.EN.2) KC TC zzosn

ENUC = .0

DD 22401 T=1,4MATOMS

N 22222 J=1,MNATCMS

IFIT.E0.J) GO TN 224(2

TEMP = MZ(I) = NZ(J)'

ENUC = SNUC ¢ TEMP 7 R(J.!)
CONTIPIYE

CONTINUE

TMUC = FNUC 7/ 2.DA

WRPITE (4,132) ENUC

rnpuar(/lz Xs"NUCLEAK REPILS]ION :NFnGV(A.u.) =, F22.12/7)
COMTINYE

IF(ACHﬂD £C:5) G T2 1000

DO 2041 1=1,NAT0MS

x(1) = C.f,

CANTINYE -

LCULATINN COF MATELUNC PNTENTIALS
NG 2ne?2 1=1,MTCMS

DO 2241 J=1,NATOMS

IF{I.FQ.J) GO TC 2n43

Xt1) = X(I) + CHARUJ) /7 R{l,4)
CONT [%UE

cCOMTINUE

NVERSICN CF PCTENTIALS TO €V

DN 2044 [x 1,NATOMS
vin = X{1) « UNIT2
COMTINUE

IF(xOP.FQ.0) GC TO 3C50



177
178
17¢
180
181
182
193
134
18«
126
187
188
189
196
191
132
193
194
195
196
197
199
199
200

CALCULATE PRENICTED SHIFT IN FV

PO 3001 1=1,NATOMS
2t = AKAY(I) CHAR(I) ¢ Y(I)
I%C1 CONTIAE
WRITE(5,54%)
WETTE (e oSl ) (LLolZEI)aCHARCT Y CLD XA heZ 1)1, [a Ly NATONS)
N TN 4r0n
3550 WALTE(4,5R7) :
WOITI (5,550 (C1oNZE1)oCHARETI,YUT), XU 1)1, I=1,NATIMS)

LNCT TFMP = 9,0

0N &Nyl TalKATONS
TEMP - = TI¥P + CHARLI)

4C0L COMTIWIE ) i

WEITZIE (564 ) TEMP : i
weiTr (545010 .

Snp FODMAT(]8,22 X vexxe LADELUNG POTENTLAL ANC INTEF ATOMIC nxsrxhce
IPECARAY wosxt/ysy)

SR1ERRUET (150,25X,43.7781/// )

502 FARMAT(® v,27°%,1COACSOINATE [MPUT WAS IN ATCMIC UNITS®//7)

503 FORMAT(1 1.2 ,X, ICAPRDIYATE INPUT WAS [N ANGSTREuS® /71

510 FDRMAT(® ¢,2°X,9%a2% CCRRDINATES [N ANGSTROMS mezet7/)

511 FORPMATC//Y ' ,20X,'=*v* CCPRDINATES IN ATCMIC UMITS ¥smat sy

515 FOEWAT (//SXy VCENTRE  ATOMIC HO .o 10Ky "X 5 LIXo Yoo LUX P20 11K, 00
111%,'K* 7/}

51& FORMAT(//75X,'CENTRS  ATCMIC NOo * 12X o "X g 1IXyoY o 1l1X,"2%,11%,'C"7/ :
1} . 4
517 FOFMAT(II‘X;'CENTRF ATCMIC KOo* 410X "X* ol 1X,'Y?,11X,02¢//) -]

525 FNRMAT (Y *,5%,[4,¢ Y, JA,EX,5F12.¢) -

525 FORMAT (' ",5X,lash¥,14,6X,4512.¢)

527 FOFMAT(® *,5X,14,4X,166Xe3F12,¢)

537 FOFMAT(®L®422X,y *==*& INTER ATOMIC DPISTANCI S IN ANGSTRCMS txwat//)

531 FOFMAT(*11,20X,"+#&% INTEQ A7O%[C DISTANCSS IN ATOMIC UNITS =mexty %
17y .

Salr FOFMAT( 15X, "CFMTRE ATUFIC'Nn.'|6x.'CHAEGE'.6X"FCTEKTI]L(EVI
LPOTENTTI AL (AUY* 45X, 'SHIFT{EVIt /7)Y -

S41 FOFMAT(® % 45X 14 euXola ) lOXyFL u% o5XoFlDebyBXoFlGedhsSX,F100%)

S50 COFMATI®LY,SX, *CENTRE  ATOMIC M. y6Xy "CHARGEY 46X, 'POTENTI ALIEV)
IPOTENTIAL{ALY? /)

551 FNPMATIY 0y SXyT4yaXy 14, 10X eFL0,4EX FI1Caty5XeF10%)

560 FGPMAT(//27X,'TOTAL CHARGE =%,F12.%4)

100 FORMAT(IAD,7741) :

101 FORMAT (a]a) .

112 FORMAT(I4,43(3X,FLl2.,7))

111 FNBR¥AT(314)

120 FOEMAT (3F10,.0)

122. FORMAT({2G1 )

541 SORMAT (1Y)
END

ety Sy o oyl

— o




ii) CHAﬁGES

| fhis program is used to set up a series of
simultaneous equations which may be solved to yield the
expefimental charge distribution within a molecule (cf.
Chapter IV.3). The input required.for each atom is the
k-value in eV/unit charge, its experimental shitt in
core electron binding'gneréy (E-E°) in eV, and its
coordinafes in Angstrom units. (The coordinate -input
is consistent with the format used in the CNDO/2 progfaﬁ)
‘The output from the program CHARGES is in a format which
may be uéed as direct input to the standard IBM program
-SOLNZ02 for the solution of siqultaneous equations and
this is achieved by storing the relevant output from
‘the program in a s¢ra§ch file on disc and using this as
input to the program SOLN in the.following.Job.step..
The program CHARGES dlso prints a listing of the input
data for each molecule (i.e. fitle,atbhic number,coérdinates,
k and E-Eovaiues) tbéether.with a numbering system for
the aféns. which is also the numbering system for the
atomic charges produced by the program SOLN. The printing
of fhe'inpdt matrix by the program'SOLN was suppressed
for production runs of ‘the program. The subroutines used

by SOLN are MATIN, MXOUT, SINQ, and L002°2



TN WN -

anc

5C

201

2r1
202

203

259

300 -

1
1
1
1
1
1
1
-
1
1
1

10

o0
20
21
ni
22
n2
23
SC
51
52
3

11
12
13
1¢
15
lé
17
18
19
20
21
22

25

30
35

40
45

" ESLA CHAPGES PFNGRAY N B ALAMS

DIFENSICN AUSD 5 ) GIAGISO) o XISV eY (53 ) ZUSD Vo KISy PISO ), TLE( 2:0)

NINF = 9

PEAGIS, 1-7) [T NIV AC

TFUIT.2,9%) G Tn 317

PESCIS,127) TLE

WETTELZ,121) TLE

EEACIS, 1%L} (DIAGII) D=1 ,KP)

READISLISLY  (BUI),'=1,NO}

WEITE(4,122)

00 27" I=1,\0

BELDIS, 1520 KCIVexC] be¥Y(I)y2(1)

WRTITELS, 0270 Tok(1) x0T oY(T ), 201 ) ,DEAGIL) 4RET)
COANTIr)=

nn 202 [=z1,AC

DO 271 J=1.%0

IF(1.E0.0) GC Ta 27

ALT )=S0 THIXIII=XUJ) ) 2e(V{])=Y(J)) w24 (2 (1)~ ~ZlJ))vse2)
AlT,J)= 14.279/7A(1,J)

CONTIMIS

CONTINYE
DO 203 ‘1=1,A7
A1) = CIAGLT)

CONT IMUE

WRITE({T7,155) AUM,NC,NC

DO 237 T=1.NG .
WRITE(T,L51) (ACT,3),J=1,NO}
COMTIHNUS ’

WRITF(7,152) NINT
WRITE(T,151) (R(I1s1=1,AC)
Gn TN 8o

WEITELT7,153) MINZ,NINE
FORNATIIZ2,31%)

FORMAT(20A4)
FORMAT(YL',2044/77)
Fnﬁuata7¢1n.?)

FOEMAT (129, 12X, 1 2*23CNORCIMNATES*a%e0 /777 )
FOFYAT(J4,303X,F12.81))
FOPMAT( *,214,5(3%,F12,8))
FOPMAT (2Xy3 14)
FORMAT(TELD.5)

FORMAT(IL) )
FPPMAT (78X, 11/79X,11)

sTNP '

EMND

DIMENSION A(2503),8(57) .
FORMAT(*1?,"SCLUTICN GF SI“JLTANENYUS EQUAT INNS® ) .
FORMAT('GY, *DIMENSIINED AREA TNN SMALL FOR IMPUT MATRIX®,1%)
FORMAT(¢5°® ,tLXECUTILN ’EFHIHATFC') )
FORPMATIIN® , *£0%W_ AND CCLUMN CIMENSIMAS NNT EQUAL FCR MATRIX',14)
FORMAT (N9, v INCO2RECT NUMBER NF DATA CARDS FOR MATRIX®,]4)
FOPMAT(®N® , 00 CN TR MNEXT CASEY)

FOPMAT( 0", e STRUSTUPE CMANE IS NOT Z&ERC FCR MATPIX' 16)
FORMAT({'1? ,*CRIINAL P VECTCER,/777)

FOEMATL "], *SALYTION VALUES'y/27277)

FORMAT (*2 %, *MATR{Y [S SIMGULAE'l

FOPMAT(7FE1IC . D)

FORMAT(I31INX,E15.4)

FOEMAT (0%, * £END DF CASEL)
WPITE(A,10) : :
CALL MATIN(ICOD,A 'Z5C?'N H HS.[ER'
IFENY 3D,95,32

IFCIEP=1) 45,35,60

WRITE{A,11) ICCD

GO TC 2)

WRITE(Kyle) [COD

GO TO o5

I.F‘N'M' 53955450

-——————

[P




76
77
78
75
or
a1
22
13
84
35
e
97
3g
sa
ac
1
92
13
24
55
36
97
ag
90

139,

1271

71

75

8n

26

95

WRITF(A,13) ICCO

Gn T2 an )

IF{US) 67,65 ,.nL

WFITF (6elA) ICCD

G TN 99 :
CALL P'n”r(lcUnIA'"I”IUSIbOOlZn'z’
READIS,270(2(1),1=1,M)
WOITE(2,17) .

00 7C 1=1,1

WRITE(2,21) [,0(1])

CALL STHMIUL,2,0,K5)
IFIXS-1) 9+,75,8%
WRITE(5,13) ° '
WRITZ(4,]16)

0 7 25

WRITF(4,19)

ON'AS [=],N

WRYTELS 4210 §.PU])
WElTT(5,22)

aNn TN 3¢

FEAD(S,27) (RII),I=1,M)
WRITEl4,15)

6N 1N 2%

WeITE(A,12)

RFTURM

END




iii)  ATCH
: This program is used to calculate experimentsl

charge distributions from ESCA datz and is more versatile
than the charges program described previously. rhe input
format of the'coordingtés is again consistent with the
programé CNINDO and NEWPOT and méy be in either Angstroms
or atomic units. The input of the k and (E-E°) values is
facilitated by use of NAMELIST input. instead of the more
rigid input format of the other programs. This program
also has-the-facility'to declare that two or more atoms
have the same charge and impose.the condition that the
sum of the charges is zero for a moleculg. There is also
a facility td_:ix-the'charge on an atom to any desired
value. (Howevép'theae latter two facilities have not
'been-employed in any of the work reported in this theais.)
The metrix of coefficients for the set of simultaneous
equafions may be printed if required,and the final output
includes a listing of the charges on each atom and the
constraint,if any,placed on the charge. The sﬁm of thé
-expérimental charges is also printed. The program uses

the subroutines MATPRT, SI1MQ,and ARRAYzoz.
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ESCA CHARGES PR GRAM ATCH CeRoALANS

REAL XUSCH YIS Do ZIS ) o SHIFT IS )y CPNGST LY Vo TITLLISO ) oR (5u,5( ),
1 O CUSTRUSL) JFXOCMAFESGY ,S025.0)
[NTZGRC ATMOURG) o MVAL (G0 IT{ SO ) FRINTUIS Y 4UN] T
FQUIVALEMCTHF LYY 501D
CATA BLANK,FIXED,ZOUIV,ENN/ 0 YL FI XD, PEQULY S YENE Y
NAMILIST ZINFUT/ SFIFT,CANST,PRINT
1302 PEAD (S 17V 0TLTILE0E)  1=1,27)
TIFITITLE(1) o 20a YD) CALL :YIT
WRITE (5,11 1)
WRITELHy 11S) (TITLO(I) 40 =1,22) .
READ NUUAER R ATO™,TOTAL MILECUL AR CHARGE AND INPUT LNITS
QO FOS 2, ! FCR AMGSTICHS
READ {541Z) NATOAMI MCLCH,UNIT
RELN ATMIC NUMARFRS :NT CHRORCINATES
GEAN [5420) CLATITUL) oXCT)oVUT) 420100, 151, NATCHS )
SET MATF[X PRIHNT OPTIANS TN ZfFRN -
nN 1711 1=1,% .
PRINTII) = O
113 CONT NS
QREAD SHIFTS 4, K=VALUES XND PPINT DPTICNS = NANELIST INPUT
REAC(S, INPUT)
[F CENSDINATES IN AKGSTEONMS PEINT &ND Cth=BT TO At
IF(UNIT.KE.1) GU TN 1n 26
HWEITE(5,4125)
-D0 1€15 [=1,kaTNNS
WPITZ(8,125) FToATHGLY )y XUT,Y{I), 201}

X{I) = X(1) /7 n,523167
YEI) = YUI) /7 C.525167
ZOTY = 201 / faS5271a7

1G1% COMTINUS
1927 CONTIMIF
WRITE COTROINATES 4 K=VALUES AND SHIFTS
WOITE (&,130) - _
WRITE l6.l3ll((!.ATNU(I).X(!'.V(Il.l(I)-‘HIFT(I)'CQNST(I)I.l=l-k:!
1LaMs)
CALCULATE 1/R FRNM INTEQNUCLEAR DISTANCES AhD CCNVEFT TC &V
M =1 i
N = NATOMS - |
DO 1232 [=14N
M = M ¥ ]
no 1025 J"‘vNATﬂ"‘
PlT,J) = SCRTUIX(1)- K(Jll*'z $ IYUI)=VIINI#%2 « (Z2(7)- =20J))=xr2)
TRIR(T, 0Vl ToloaN=6) =(I,J)=1.0=4
RUL,J) = 27,2167 /7 211, 0) ’
PlJeIY = P(]14J)
1025 CCNTIKUFR
1332 CONTINUE
PLACE K=-VALUZS CON THE CIAGOKAL
D0 1435 I=1,NMATONS
RI{ILI) = CCASTI(D)

1235 COMTINUE
c

TPRINT THIS [INITIAL MATRIX [F REQUIFED .
TR{PRINT(IV.EQ.L) GC TG 104D
WRITE(6y13E)

CALL MATPRTIR,NATOMS,NATOMS 50,102,210
1340 CONTINUE

SET UP FQUATIONS FIR ATﬂﬂS HITH A GIVEN CHARGE
READ (5,151 NFIX

*TFINFIX.EQ.0) GND TN 1744
READ  (5915) (NVALUI)s!=21,NFIX)
FEAD IS.ZSDIFXCPADtIl-l!l.NFlK)
DO 1Ne2 [=1yNFIX
K = NvaAL(I}

SHIFT(K) = FXCHA®({1} . ] ) . . -

N0 1041 J=1,MATCPS

R(KyJ) ®-0,0 , " : .o
1041 CNNTINYE : ] !

RIX,K]} z 1.0
1042 CONTINNE
IN&s CONTINUT .

PEAD SET F ATOMS .ASSIGNED ECUAL CHAFGE
REAG (5,15) NI




115
116
117
118
119
120
121
122
123

124 -

125
126
127
128
129
130
131
132
133
134
. 135
© 136

. 137

138
139
140
141
142
1463
144
145
146
147
148

140 -
150

C

c

c

C

€

c

C

REAL (5,15) NI

IFINL.EQL™) 6D T3 L0AR
READ (5,100 (MNEQ(TI), 1=

LeNT)

SET VALUF 0OF SHIFT FCR THESE TN G AND MOLCH FNR THE LAST EQUATIONM

1745

DO 1G4S [=1,M1

K = rrgQin)
SHIFT(K) = (.0
CONT TaU-

K = A7OINT)
SHIFT{K) = MOLCH

SET COFEFICITNTS TC Z€FC EXCFPT FOR LAST EOUATIUN

17648
12849

NIT = M1 = ]

D0 1750 I=L,MIT

K. = NFC([I .

DD 1243 J=1,MATMS

R(KeJ) = G0

CONTINUE
CONTINMUFE

SET 1P ¢ HATIPNS FOR QIF

1255

Df‘) 1155 1t = 1,MIT
K = M2Q(1}°

Jd = NEQU(T+1)
RIKyK) = 1.3
R(KyJ) = =1,
nOMTINUR

SET UP CLJUATINN EFDR SUM

1367

K = KEGQ(MI)

DA 1661} J=1,NATCMS
2(KyJ) = .0
CONTIMNUE

FERENCE OF CHARGES N TWO ATOMS

F CHARGES

WRITE FINAL FCFM OF MATRIX IF REQUIRED
IF{PRINT (2] .EQ.0) GO TO 1065

1C65

WRITE(5,140)
CALL “ATPRT(F NATNME,N
CONTINUE

A'G“Sv50ll°'0'

HRITF FINAL SHIFT VECTOR [F REQUIRED

IF(PRINT(3}).2Q.0) 60 T

" WOITE (6,165)

1975

WRITE (5,152} (SHIFT{I
CONTY INUE

. CALL ARPAY(2,NATOMS,NA

CALL SIMOUS,SHIFT,NATD
IFIKS.EQ.1) 60 T3 1115

SUM CHARGES

1289

SUM = 3,3

DO 1032 I=1,NATCMS
SUW = SUM ¢ SHIFTII)
CONTINUE

n 1675
}oI=]l oNATOMS)

TCPS;E'},50'S|P,'
vSeKS)

SET CNSYR TN RLAMNK.FIXED CR EQuIV DEPENDING ON CONSTRAINT PLACED ON

1085

1090
1091

1995
1056

1115

10
15
20
25
110

DD 1085 [=1,NATOMS .
CHMSTR{I) = BLANK
CONTINUE

IFINFIX.EN.D) GOTN1091
DO 1359 I=214NFIX

= NVAL(II
CNSTP(K) = FIXED
CONTINUE
CONTINUT

TFINTLEQ.N) GD.TD 1096 -

DN 1095 I=1,NI

K- - = NEQ(I)}
CNSTR(K) = EQUIV
CONTINUE
CONT INUc

WRITF(64155)
WRITE(G6,1ED) ((],ATNOU
WRITE(6,165) SUM

60 TO 163D
WRITE(4,17C)

G40 TN 1cn)
FORMAT(2nA4)

FNRMAT (2014 )

FARMAT([4 F15.7,4F15 -79
FNPUAT(AFID.C)
FCFH‘TI'['.ZDX."‘.*.

lloSHlFT(l)'CNSTRllll o121 JNATCHNS)

F15.7).

CALCULATIDN GF ATOMIC CHARGES FROM ESCA CHE



151

154
155
16~
157
158
15§
144
161
152
1£3
154
1465

lag -

157

s

125 FORMATI//1 X, CP7IZDTINSTES 1N aNGSTOCM UNITSS//5X, ¢ ATOM
19,6, PX  1EX,0y0 |RY, 17087}

125 .

L3C FOFNAT(//1 ¥ 0CANSDIPATES IN ATOMIC UNITS' 775X, ATCH
LaX o tX a1 EX, 0y?, 150, 120, 15X, SHICT K*/)

131
132
1eg
145
152
158
169
145

e

IMICAL SHIFTS nwrxervyy)y

ENEMAT{? VL1 8,2 AL
FORMAT(SX 014 44Xy 14y 3F1% 00)

FOFMATIAN g e gbX g T g 3F150i g3y F ety | Ky F5 oi )
FOFATE//17 Xy *INITIAL “ATE[Y PE. CHURFICIENTS//)

FLEMAT(//1 X, 'FINAL FATRIX OF CACFFICIENTS'//)
EOBMAT(//1" X, 'FIMAL SHIET VYECTI2077) .

FARXAT(12Y,F1%.4)

EOCMAT{'}*,5%,0ATCH  ATGVIC AN, CHERGE® /)

FORMATOY 0 EX, 0, l5,Lx,Fl3,5,2X,45)

FOPMAT(//5X, 'SII¥ NE EALCULATED CHAPGESSS ,F8,.5)
FORMATI//5X*ATO[X SIMGULAF CGNTINUE WITH NEXT CALCULATIGN®)
END ©

ATCMIC M, v,




iv) GEOM 1.

| This program is used to calcuigte the
coordinates of atoms in a molecule using bond angles
and distances. Punched card output of the coordinates
in.é fdrmgt'donsistent with céordinate inpuf tbrmat
of the programs CNINDO, NEWPOT, CHARGES, snd ATCH is
obtained. The input data required is clearly set out
in the comment cards in the.brogram listing. Subroutine
~ MATPRT is used for pripting.inter-nuclear'distanée

matrices.



[alaNaNalalalaNaRaNelaNaNalalaNoRalaNelaRa oo NalaNale e Nylse)

(2 Xz RaNaNalyl

951
as52

FCRTRAY TV PFOGREM GEOM]TNPUT  OUTPUT PUNCHy TAP: S= INPUT,

I TAPF=NUTOUT, TAPET =DUNCH)
GFOMY CALCULATES THE
THE BANT LTAGTHS, BOAC

CUNDINATES [M 3=DIMCNSTORAL MNLECULES4GIVEN
ANGLES AME CIMECRAL

AIGLES

THE £8P0 CUTPUT FEIM GROVML CAN RE NSED LIVECTLY AS INPUT TO [sinR

PECOREANMED PY Mo0," FWA aND SE

LA R TR}

FI12ST CafN pas MHLECULE CHARGE
RAYZ M CCLS.3-33

VISFN BY N.CoRAIED=U,NF TEXAS
INPLT (ATS FOR [ACH NCLECULF

IN COLS.1=2,5ND HAS THE- MALECULE

LY TR I

SELOMD CARD,  HNAT 12
1zatiny 12
12a7(2) 12
1ZATI3 12
KWix 11
F12 Flot
23 Fl.4
THETA Fils ,7
EACH SUCCESSIVE CAED.  Na 12
NR 12
M 12
ND 12
1éeTIND) 12
TLAZY T
RCC ~ FT.4
THRCD Fle o7
PHARCD  Flé.T

A CARD WITH &3 [IM COLS,.1=-2 »NSY RS ACLED AT THE END NF
THE' ENTIRE DECK' OF MGLECULES TO TERMINATE THE PROGRAM
CARDS FOR ATOMS WITH [ZAT=99 -A°F HOT PURCHED

DIFENSIOMN XULDC), YI12C),Z01C0) (RELC
WRITE(?,287)

FOFMAT-(4H )
FEAC(S5,SCC)TICHAL(NAMFI[),41=1,19)
FORMET (12,1 E447)

TFUICHG.SQ.5C1GN TN €9 ]

WO ITELS) S5 (MNA4Z11),121,18),ICHG
FOFMAT (1HL o1 BAG ,7HCFARGE=, [3}
WRITE(T7,981) ICHG,(MAME(]) ,I=l,18)
FORMATI[2,8X,18A%)

READ(S yQCLINCAT s (1ZAT(I)p1=1,3),KWIK, El2'R23.THETA
FORMAT{4] 201 1,2F7.4,4F14.7) -
HRIT=(6o°5?l“lZ.’Z%-TF'TA

WEITE(6oSS1INOAT LIZATITY,]= l.?loKHIK

FORMAT (9HONOAT = 12, l4H IZA11) = 12, 14H
11%4H -IZATE3) = 12, 1tH KadIK = [1)

FORMAT (7H F12 = F7,4, ICH 23 = FT7.4, 124

-luOloXZAT(l 10 o NAMELLB)

IZATL2) = 12,
THETA = El4.7)

NOAT IS THE ANUMBER NF ATOMS. TZATU(I) IS THE ATCMIC AUMBER OF ATOM
NUMAEE T, KWIkh ALLOWS AUTOMATIC CALCULATION DF COORDINATES CF
ATGMS 1o 2y 3 IM SIMPLE CASES, KWIX = O, TETFAHECFAL, KWIK = 1,
ANGLE 120 CEGREES, KWIK = 2, ANGLE SUPPLIED AS DATAUM, ’
R12, R23 ARE RCND LENGTHS. THETA IS ThE 123 BOND ANGLE.

IF (KwWIK - 1) 1, 2, 3
CCnS=-1./3.
*SSIN={2.,73,)=5QRT(2,)
GO T0 & )
cCNs=-=),.5
SSIN=Nn,54S50R T{3,)

GO0 T0 &
THETA=THETA%®3,1415926536/7189.
CCOS=COSLTHETA}
SSIN=SINITHETA)

DO 51 1=1,3

CXUI)=G.n

51

953

YAl )aCod

Z(1)=C.n

X(2)=R12
X(3)=R12-R21%€CCS
Y(3)=R232SSIN -
DO S I = &, NOAT
X(1) = 17000.0
WPITE(%,953)

FORMAT (BRHO NA NB NC ND

1ZAT(NDY  TLAZY RCD




Te 1 THRCD PHARCN/ )

77 . DD 52 [=26,MRAT
78 c .
70 c ATONMS A, NPy MNCy HAVE KNNWN COIRNIMATES ANE AFE NOT COLLINEAC,
3¢ c 1ZATUMD) IS THE ATCRMIC NUMRER NF ATCM NC. THRCC IS THE BCC 'RONG
31 c ANGLEI") CFCRSFS ANG PHARCYD THT SIHEDCRAL ANGLE ifF CD FELATIVE T.
R2 C BB, YEASURES LLCCKNISE ALCNR THZ GIRECTION 83 TN €, [LAZY ALL WS
313 c AUTOMATIC CALCULATION OF ANAGLES [ ACRMAL TETF AHEDOAL aMP PLANAL
3% C SYSTRMS,  TLAZY = "y 1y 2y 3y 40 & TETOAMEDHAL WITH DIWiD3 AL
35 C AMGLES NF FFSPECTIVELY 2y w0y 122y 137, 245, 315 CEGREES.
ah [ ILAZY = &, 7 PLA%IAY (15, TEANS AT IPLCTIVELY., ILAZY-= R, ATCMS
37 c By Co O CPLLINEAC, [ILBZY = Q, ANGLES FREOM [ATA
38 c -
-AS . READ(5, 22 INANByNCoNDy IZATIND) , ILAZY,RCD, THRZD o PHARCD
ac AC2 FOFMAT(S12,119F7.642F1=,7) )
91 o .
92 C. CHECK THAT CCORCIMATES NF ATOMS NA,y NBy NC HAVE BEEN CALCULATED
S3 c .
4 T IF (.X_(th ¥ X{RB) ¢ XINC) - 70°5,.70) 3, '8C, A0
85 3 WFITE(S 9SG INA NB G NC G AL, I227(NC)yTLAZYoRCOy THRCH,PHARCD
a¢ 954 FORMAT [ IX,72,3X,12,3X412,3X,72£X, lz.lnx ll.?n.r7 G oBY 4 E1&.T X,
97 1212, 7)
S8 IF tILs2Y - 8) 73, 7%, 79 .
90 TE RBC=SQRT(LY(MCI-Y(NA) V=24 {V{:C)-VY{NA) ) x*24 (ZINC)-Z (NR) )==2)
109 XIND) = X{NC} ¢ (X(MC) ~ X(“IR))sFCD/RHC
101 ] YING} =2 Y{NC) ¢ (Y(MC) - Vv[%p))arnCp/apC
102 ZIND) = Z(HC) + (ZlVCl - z(anvnﬁcnlaqc
193 GG To 52
174 c -
1056 . c MOVE ATOM C TO ORIGIN
196 c
107 79 XA = X{NA) = X(NC)
138 YA = Y(NA) - Y{NC)
1Cs ZA = Z(N2) - Z{AC)
110 X8 = X{NR) = X(MC)
111 "YB = YI(NB} - Y{NC)
112 28 = 2(MNR) - ZUNC)
113 c . .
114 c POTATE APOUT 2-AXIS TC MAKE YB = 2, X8 ¢VE, IF XYB TOO SMALL,
115 o RGTATE FIRST 9C DEGREES ABCUT Y AXIS :
116 c
17 xva-SnnT(xn*tzovn--?)
118 K =1 .
119 D IF IXYB = 0.1) 9, 194 10
120 9K =0
121 XPA = ZA -
122 2PA = =XA
123 XA = XPA
124 ZA = 2PaA
125 XPg = 28
126 - IPB = -XB
127 XB = XP8
128 ZR = 7P8
126 - XYR=SORT{ XNt=2¢ YRz 2)
130 10 CNSTH = XE/XYB
131 : SINTH = YR/XYR
132. XPA = XA=CNSTH + YA'SINTH
- 133 " YPA = YA®CNSTH - XA*SINTH
134 c _ : _ :
135 c AOTATE Asour Y AXIS TO MAKE 2B VANISH
136 c
137 . 11 nnc-sonrlxn--Zovn*tZozattZ)
138 "SINPH = ZB/9R(C
139 CDSPH=SQFT(I.-SINPH"21
140 X0A = XPLSCNSPH + LA®SINPH
161 - ZQA 3 ZA=CCSPH ~ XPASSINPH
1642 ¢ ) _ : o
143 c POTATE ABOUT X AXIS TO MAKE ZA = Gy YA ¢VE
144 c . .
145 12 YZA=SNRTIYPA¢=24+2QL3%2)
146 CNSKH = YPA/YZA
167 ) SIMKH = ZQa/YZA
148 c ] o .
1649 c COORDINATES Ay, (XQEyYZA,010,, ‘{RBCs090)y Cy 0400}y NONE =VE
150 (o cnnnolnares OF D nOW CALCLLATED IN NEW FRANE




151
152
153
154
155
15¢
157
158
156
150
151
162
163
164
165
165
167
168
165
175
171
172
173
174
175
176
177
178
179
180
181
182
183
. 184
185
196
187
188
189
190
191
192
133
194
19%
136
197
198
199
200
231
202
293
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225

o000

13

14

17

1&
19

20

21

22
23

24

25

2¢-

27

28

29

31

IF CILAZY - 1)-13, 14, 15

QUSD = 142 .

SiMD = D

6N TN 21

cneEp = 2.5
SIND=0,5:80RT(3,)

G0 TC 21 ’

IF [IL&ZY - ) 16, 17, 18
cnsp = -2,.5
SIN0=J-5tSQ“T'3.,

0 T9 21

€cnsnp = -1,."

SIND = 0

GNn TN 21 .
IF (ILAa2Y - 5) 13, 29, 22
COSD = =% ,.7
SIND==0,54SORT(3.)

GO T 21

rNsSD = 1,5

SIND==1,508QRT(3,)

C"\SA = -l.-':l!-f .
SINA=(2./3.)=SCRT(2,)

GO T1 29

IF (ILAZY - 7) 23, 26,26
CNSD = 1.2

SIND = 3
GO 0 25
cosh = -1.9

'SIND = 1

COSA = -2,5

SINA=D,5%SNeT(3,)

6N TN 22

1F (ILA2Y - S} 27, 28, 2B °
CONT INUE. )

60 TN 23
THRCD=THACN%13,141562¢534 /160,
PHABCO=PHABCL*3.14159256536/182,
SINA=SINITHACE)

COS2=COSITHRCE)
SIND=SI*(PHABCFE)
COSD=CNSIPHARCE)

CONTINIE

XD = pZDxCCSA

YD = FRCD*SINA®COSD

ZD = PCD*SINA=SIND

TRANSFORM COOFUINATES NF D BACK TO CRIGIAAL

YD*COSKH = ZD*S|NKH

YPD =

ZPC = ZD*CISKH & YDaS[AKH

XPD = XD*CCSPH = ZPC*SINPH

ZOD = 2PD*CNSPH + XD=SINPH’
" XQD = XPCACCSTH = YPLeS[NTH

YQD = YPG¥CCSTH + XPD=*SINTH

IF (xk - 1) 31, 32, 31

XRD .= -2Qn

ZRD = XQD

XQD = xep

2Q0 = ZRD ,

X{ND) = XQD + X(NC)

32

52

955

956 FORVAT(LH v5’-lZol5¥,Fl“.7'|lx;FlD-?.llt.Flﬂ.Tl

982
41

"YI(ND) = ¥YCD & Y(NC[)

ZINDY 3 I9D ¢ ZINC)

CONT IMUE ’
WRITE16 350V (NAMELT ), T=1,1R), ICHG
WRITE(6,955)

FORMAT (78KIND, NF ATNM
1E Z-COCRCINATE/)

DO 4l I=1.NCAT -
WRITE(6H+98a) 1o XL YLI)2(1)

IF(1ZaT{1).FQ,99)n0 TN 4]
WRTITE(712B2 0 1ZLT(T X {1deYUT)yZ(Y)
FORMATA{1%,43(3X,F12.7))

CONT INUE .

X=-CONRDINATE

Y-COORDINAT



226
2217
228
227
230
231
232
233

234

235
2138
237
23¢&
23¢

RR
957

50
958
aq
933

WRITE{7,5R9)

DN B8R ]=],NCAT

NN BR J=1,ANCAT
R(I.JI-SD"T((X(!)-X(Jll-t7b(V(l)-VIJ)I“‘ZOIZ(li Z(JIIlel.
HETTE(S 35 {NAMTIE) s 121,120, ICHG

WRITE(n,757)

FGPAT (1M, 21HINTESATNAIC DISTANCES,/7)

CALL “ATPRT(F ,NDAT ,NCAT 3119, 1642)

GN TC 45

WRITE(65,C85R)

FOEMAT(LHG , 3ENCCRRDS.CF | FEFEFENCE ATOM UNAVAILAHLE)
WOITE(7,983)

FORMAT (2HG3)

END



v) LEAST SQUARES

This stendard linear least squares regression
.program was used for the cglculation'of the correlations
bgtweenl(a} charges on an atom the Madelung potential-
_corrected binding energies to obtain valﬁes of k and E’
(éf. figure4.l) ahd.(b) experimental and . @NDO charges
(¢f. Chapter IV). ' '
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SIMPLE REGRESSICN RY LEAST SQuaR:s

INTEGFR FyN,k

DUUBLY POECTISICN XU2GP 20 0¥ 12:2) 45014201520 242)0R 53R NS0, A, £,
EFTEST Mz AM(2),SDU2) SO T

READ(S,I9)R

D0 G2 l=t1,R

12

£l

50

REAN{S, 10N )F N
IF(F.Z) 1 ¥00TC |
IFIF.£).2)60TN 2

DO I* X=|,N

READIS 171 UIXUKsL)yL=1,42) .
CONTINYS

GOTG 2

00D 11 L=1,2
READIS, 121 {X(KsL)sK=l,N)

TCamMTIRE

Do & J—'l,Z

D) 4 v=1,2

YIiJ,K)=2

CONTIFRUE

Do 5|ﬁl|2

DO &6 M=1,2.

NN & K=1,N

YOLoMI=Y (LoMISIX (K LI*X (K M))
CONTINYE -

CCNT!HUi .

D0 9 L=1,2

Stlyt)=C

CONTINDE

RO 7 K=]l,A

SUYlel =S, L heXIK,L)

CUNTIHUE_

NN 12 L=1,2 .

DO 12 m=],2

ZlLyMi=D
ZILyMIsY{L,M)=(S{1,LI%S{1,M)/N)
CCNTINUE

WRITELS,112)

ne 50 L=1,2

MEAN(L)I=S{1l,L)/N

SD(LYI=D,2

DO 51 K=1,N

SOMLY=SDULY #{XUKyL)=MEANLL) ) =%2
CONTINUS .,
SOIL)=DSQRT(SCILI/N)
WEITE(&,1051L, S(lvl) MEANIL),SD(L)
CONT TNUE

B=2(1.,21/7212,2)

SSE=7(1,2)+P

RSO=552/72{1,1)
As{S(1,L)-(B=S{1,2))}/N .
E*DSQRTIU1.0/7282,230%0{Z{1y1)=SSF)Z(N=2))]}
WRITE(6,1C2)1SSR,RSQ
[F{8,GT.2IGETC 55
WRITE[Gy LT3V ALBE

. GOTC 55.

55

98
99

100
101

102

103
104
105
106
112

WRITEL6+10n1A,R,

FTEST=SSR/Z( (211, ll-SSFII(N-le

WRITE(A,ICG)FTEST -

CONTIMUE

FORMAT(12)

FORMAT{I1,13)

FORMATILIG(FB.3)) .

FORMAT(///71X,*SU™ CF SOUAFES OUE TO THE PEGRESSION-'-FIZ.hc
27/71%, 0% SOUARED=' JF4 45 )

FORMATI//1Xy"Y= Flle%,1XsFC, A.'x'.llSX.'l'.quh.'l'l
FORMAT (/771X "F=VALUL=",FA, 3}
FORMAT(/1X412+2%4F13,3,F17.3,3%X,F13,3) :
FORMAT (/7 IN g Y et G F 1 1aby ' 89 JF Dbyt Xt /15X,  L9,FC byt )?)
FGFMAT(III&X-'SUWS 0F nATA'.sx.'" ANS'.:x.'STD.D[VlATlnus'l
stoe

END



vij ' ESCA KINETIC ENZRGY DATA PROGRAM
| This.prdgram, although not actually used

.in the analysis of ESCA data, is used to produce a
listing of:kinetic énergies of photoeiéctrons for Any
given X-ray energy iﬂ a convenient and easily legible
form. Where relevant, the spin-orbit splitting is also
printed The input required is the name and energy of
the x-rays and for each element the atomic number,-
title, the principal quantum numbers of the shells to
be considered and the binding energies. The two short
subroutines called by the program, KINET and PRINT,
sre listed directly after the main program since they.
form-an_intégral part:of the program and are not used.

by any of the other programs.



DoOon

1c7¢0

1109
10lc

1c20

1236

1040

1050

"1660

2600

200
205

210
202
100
105
110
115

ESCA-kINET!C FNERGY DATA pPeRnGRraAM

DIMENSICM XFAY1(3),XCAY2{3),ELUNT(0)
INTEGER SHTLL

INTEGEE ATNO
COMMON/FRED/EBE(T) JEMCITh, EALLT ), SPLIT (3}
READ [5,100) XFAY],XRAY2

REAC (5,175) EN1,TM2

PLAD (S,117) ATAT,,SLMAT,

[FLATHN,EQ.7€609) ~O 0 2660

WRITE(S,2°") SLYIT, ATND

WEITE(5,202) XEAYD,TK]

WRITELD4202) XPAY2,EN2

WRITE(5,2°.5)

WPITE(6,21)) XEAY],XEAY2

RFAD [5,115) SHELL

60 TA (1010, 10220, 1730, 1040, 1050, 1060, 1C7C), SHELL
READ {5,125) A1)

CALL XIMETU1,+EN1,EN2)

CALL FRINT(L,1) : .
GO TQ 1100

RFAC (5,125) (BE(1),I= 1.3)

SPLITIL) = PE(2)- HE(3)

CALL VINZTU3,cHLEN2)

CALL PRINT(3,2)

GO.- 10 11<0

PEAD {(S,1n5) (BREL1),I=1,5})

SPLITIL1) =2E(2) - 0£(3)

SPLITI(2) =FECl&) - PRE(S)

" CALL KINET(S,EML,EN2)

CALL PRINT(5,5) .

60 1O 113D

READ_ (551G%) (RE(T1),I=1,T)
SPLIT(1) = PE(2) - RE(3)
SPLIT(2) = Bil&a) =~ BE(S)
SPLIT(3) = BE(%) - BE(7)
CALL KINET{T7 +ENL,EN2)
CALL PRINT{(7,1))

GO TO 117D .

READ t5,155) ABRE(I),1=1,5)
SPLIT(1) = BE(2) - AE()
SPLIT(2) = BE(&) - RE(S)
CALL KINETUIS,ENL,EN2}

CALL PRIMTI(S,1T)

.60 T0 1100 .

READ (5,105) (RE(1),I=]l,5)
SPLITI(L) -= BE(2)=-8BE(3)
.SPLITI2) = RE{4) - RE(5)
CALL XINET({S,EN1,EN2}

CALL PRINT(5,22)

GO TO 1170

WRITE(6,1)

FOPMET (1)

FORMATU(Y 10/ /777725 P akkunt LA, * #uxwnt GX  *ATOMIC NO. ', 1&/7/277)
FORMAT(® *,5X,'LEVEL BINDING ENFRGY'.?X.'KINETIC ENERGY' 410X, *SP[

IN-OFRIT SPLITTING'
FORMAT(Y 93 ,2SX,3A4,1%X,344)

D.B.ALAMS

FORMAT(" %, 15X, "ENSRGY QF *,3A4," XRAYS = '.FIO 1o EVE/)

FOPMAT(3A43A4)
FORMAT(BF1N.C)
FORMAT (4, 6A4l
FORMATIIL) -

CALL EXIT

END

SURPOUTINE KIH[TIN'ENI ENZ' -
CrFPCN’FFEDIEF|7"ENr"|'ElL.7’QSPLIT‘3’
NO 1C. l=1,N

ENGLI) = FN1"= RE(]) .

EAL(I) = EN2 = RE(I) -
IF(EMGUI)oLT.0.0) ENGLI)} = 2.0




JF(EALII).LT 0.0) SALIIY = 0.0
TFIBF{I ) EQ.C ) FRIL(T)=0,0
IFIRELI) . FQ.0.0) FALUTI=D,r
CONTINUE

FETUEN

END

SURFPUTINS PRINT(M,J)

DOUBLE PRECISICGN L(24)

DATA L(1)/18%/

DATA 'LU2)4LU3),L14) /70280 ,92001/720,'2P3/2/ : ’
DATA LUS)oLl&)oL(Th oLt L{2)/°357,°3P1/72",°3P3/2%,73D3/72%,13N5/2"
1/ . - .

. DATA L([?I.L(Il!.L(l sLUANSLELAY W LULS) oL (1670084 aF1/2" ,'%P3/2

2n

10

215

1051403/20 ,V4LE /21 ,V4FR) 20, '6F7’Z'/

NATA L(l" L(l?'oL(lﬁ"L‘2r||L(?l,/'5S' SP1/2%,'5P3/2%,°503721,15
10572/ i

DATA L1122}, L‘23' L‘24||L(25)'L(2‘)"65' TEP1/2%,'6P3/2% ,'5D3/21 48
1D5/2/ '
COMHON/FRED,BE(7'o:"G(7"EﬁL‘7'|SPLlT(3'

K=1

DO 13 Ial,AN

IFUTEQea3eTIR, JFNLB.TR.TEQ.T) GN TD 20

HP!TF(5-215, L{J+I-~ ll.uF(ll.EMGi!l-EALll)

GO 70 12

WRITE(5,215) L{J+]- l"BE(l"E”G(!'QEAL‘I|QSPLIT‘K'

K=K+l . '

CONTINUE - "

HOITE(Ge 1) ) :

FORMAT(*.*)

FNoNAT( " |5X'A6'Fll l.e!.Fe.l.Sx.Fa l.le.FS 1)

RETUEN

END



~ SUBROUTINES EMPLOYED IN PROGRAMS -



.\L"”\IO‘\J‘.DUNF'

1039

1§ B

SURRNUTINE AFRAY (MODE ST ,dsNyMyS,0)

DIMEMSION S(1),D(1)

NI = N - | )
TEST TYe: OF CNANVERSINN
TFEHMPDE=-1) 1+:Cy 197, 126

CONVFRT FRPM SINALE TC DCURLF DIMINS JON

Iy =1+ + 1
NM =8 %J + 1.
DO 11T x=1,J

NI = MM = M .
0C 110 L=1,1
1 = 14 -1

HM = »a -

D(Kv) = S(]J}

-GN T 1an

126

125
132
147

10

27
22

24

36

32
36

CONVIRT Fc(CM DGUBLF YO SINGLE
1 =
HM = 5o
DN 13" ¥
DD 125 L
IJ = 1) ¢
NM = N4 ¢
S{1J) =6
NV = MM ¢
RETURN
EMD

SUBRLOUTINE LCCUIoJeIPyNoM,MS)
IX=]

JX=J -

[FI{MS=1} 17,20,39
IRX=N=(J¥Y-1)e]X

GO TR 3%

IFLIX=JX) 22424426
IPXa[X+(UX*JX=-JX)}/2
60 TN 38
'RX=JXO¢!!‘TX-1X'IZ
GO TN 36 °

IRX=9 .
IFCIX=Ud¥) 34,32,36
[ax=1x

IR=IRX

RETUFPN

" END

N) -

)

7

COMPUTE NN,

11
12
1s

"SKIP THane
IF(IFC) 1641¢€,31

6

SUBROUTINE MATIN{ICODE, Ay IS1ZFs IROW, ICOL,IS,IER)

DIMENSION A(l)

DIMENSINM CARD(B)

FOPMAT(7FIN .G} N
FORMAT([4,214,12}

IcC = 7

IER = 0

READ (5,2) lcnntol'ﬂH'lan IS -

DIMENS ION

CALL LCC(IRCH.ICOL-ICNT lﬂﬂH'ICULoISl

IFUISIZE-TICNT) 647,7
160 =-1

IFCTCNT) 3R,38,8
1COLT = icnL

190CP = |

IRCDS = (ICOLT=1)/71DCe1
IFLIS-1) 15,15,12

19CDS = 1

DN 31 K=i,IRCDS

READIS, 1) (CAED(T) I=1,10C)

L=9

_NF CARDS IN THIS PQOW

SET UP LOOP FDR.ND. OF CARDS IN ROW

C3rCS IF" INPUT AREA TOO SMALL



CNAMPUTE CDLUMN NA, FNP

FIZST FIZLD IN CUFRENT CA?n

JS=(K~1)=INC+ICNL~ lrFLTOI

JFE=JS+IDC-1
IFCIS-1) 15,19,17
17 JE=JS

SET UP LDUIP FOR [CATA PLEMIN’S WITHIN CARD

19 DN 32 J=J8%,J&
TFLU=TCOL) 27,2041

20 CatbL Lcctyorca, J'IJ
L=l+]

A% A(TJ)=CAROIL)

31 CONTIMUZ
1FOCE=1ROCE + ]

o IR, ICOL, IS)

TF(IEDu=127C") 33,35,35

35 IFUIS-1) .17,38,35
36 ICOLT=ICNLT-1
37 60 TQ 11
IR OFLN(S,1} CASDLL)
lFlCﬂ-P(ll—w.-9l 3%,
3o kP = 2
%) RETUPN
END

SUPRQUTINE MATPRT (A
DIMENSINMN A(MA ML)

MATPRT PEIMTS P"AT“[CES""’l FRCM KLCPMANS PPCGRAM SCF

KK=)
NCM]=HC=-1
J=0
L=1
IFtII- lll!v13'14

14 L=I]-1% .
I1=9
KK=§

13 0N 5 1Zal,M.NC
NIF=] Z+NCY]
IF{NIF.GT . #)M]Fai4
JJeN=-11>(12-1)
IF‘J-52'5'707

T I=0 -

Jas

GOTO 8

Isl

CANTINUE
TFUI+KK~-1)2,3,189

FORMAT (]1HL)

WRITF(E.11}

WRITE(644){K,K=[Z,N

[d=2&(NIF=12¢]1)¢]

"FARMAT(1Hf, 71C1 1M

IF{IT1a,9,10

10 DO11IR=IZ 4N
JJ=[R
[IF(JIOTNIF)JI=NTF

@K o

f R WLV

4n, 39

|N'“-MA.NC-II)

TF)

11 WRTTE(AIGR)IR,(ATIR,IC)IC=TZedd)

GOTNS
3 D012 IP=1,N

12 WRITE(4,1C0 IR {A{IR,IC)4IC=1Z,AIF)

180 FOPMAT(IH 12,2X,10F

S CONTINUE®
RETURN
END

SURROUTINE PXUUT(lCﬂDEoA.N-”oHSoLINS'IPUSo]SP)

DIMEMNSION A{L),R(R)

1 FORMAT(IHL ¢EX THMATRIX o15,6%X,13,5H PﬂuS.uX.l3 GH COLUYNS,

18X, LIHSTOFAGE MONE
2 FORMAT (12XyBHCCLUMN

16.%)-

1 TLyAX,SHPAGE L]2,7)°
2 7TU3X,13,19X))



151

152°

153
154
155
156
157
156
159
160
161

162

143
15«
155
l16&
167
168
16¢
170
171
172
173

174
175 °

175
177
175
179
19¢
131
182
183
"14¢
185
18¢.
187
138
18¢
. 190
191
192
193
194
195
19¢
197

198

19¢
200
201
202
293
294
205
206
227
2728
229
210
211
el2
213
214
215
2le
217
2LA
‘219
220
221
222
223
224
225

. Wb w

31
2
23

35
«0

45

50

55

(-1n

-1

70

75
89

85
Q9

9S

FORMATLLH )
FORMAT {IH o TX4&HPM L 13,7(S16.51)
FORMAT(LIHOTX 4o HROW L [3,7(Fl5.51)
J=1

WeITE HEALING
NEND = 1908214 = 1
LEMD ={LINSZISP) - 2

IPAGE= T
LSTRY= | .
WRETFEL&,1) 1CONLE, N, M, MS, [PAGE
JNT =J & NEMN - ] *

IPLGE= I0LGE ¢ )

[FLJHT-4) 33,353,332

JNT = w
CONTINYE

WRITF(542) (JCUF,JCHF 24 INT)
IFLISP-1) 35,35,40

WRITE(6,1)

LTEND=LSTET4LEND~]
DD A7 L=LSTET,,LTZND

FORM DQUTPHTY FOW LINE
Dfl 55 K=1,NEMD

KK = K .

JT = JeK-1 .

CALL LOCIL,JTyT1INT,NyM4MS)
AfK) = 2,0

[IFUIUNTY S7 ,EC,45

a{K) = A{T1JNT)
CCNT 1NuE

CHECK IF LAST CCLUM™N, IF v=S GO 7O 50
TF(JT-%) S5,6C,6)
CONT INYE

END GOF LINF, NOW WRITE
IF(ISP=1) 65,65,72

WRITE(S44) L, (BOJIWD 4 JW=1 KK )

GO TO 75

WRITE(oyS) Ly lR{JW),JWE],KK)
IF END OF FUWS, GO CHECK COLLMNS
IF(N-L) 85,85,80
CONT INUE
END NF PAGE, NOW CHECK FGR MCRE OUTPUT
LSTRT = LSTOT+LEND
60 TS 20
END OF COLUMNS,  THEN nerunn
[FIJT=-¥) 6,95,95 .
J =T + )
GD ™. 10
RETUFN
EMND

SUBRNUT INE SIMQ(A.F N¢KS )
DIMENSION ACL),R(1) .
TOL=0.2

KS=0

JJ==-N -

. D0 65 J=14N -

20

s

an

Jy=Jel

JJaJJetiel

R1GA=" ’

1 T=d4=J

DD 30 I=J,N

1J=[Te+l . . .
1F(ARS(BIGA)I=aBS{ALTIJIN)) 20,32,30
BIGA=A(1Y) . .
IMAX=]

anTlﬂu= :

IFIAGSIB!GAI TDLl 35935940

KS=i

PETUPN

IlwJeNe(4=-2)

IT=IMAK=~-J

NN 50 .KsJ,N



22¢

227
2248
226
23U

231

232
233
234

235
230
237
238

24

- 261

242
243
246

245
246
247
248
249
256
251
252
253
254
255
256

&0
o5
G

- 80

T1=T1+8

12=11+17
SAVE=A(TL)
AlILY=AC12)
Al12)=SAVE

ATV =ALILN/RIGA
SAVE=R{ IMAX)
a{IvaL)=n(J)
B(J)=SAVE/RIGA
l=|J_-3” E5,70¢955
19S=Nx(J=1)

D &S [X=JYeN
IXJ=10Se1Y
1T=J-1¢

DT 60 JX=JYN
IXJX=N={JX-1)+]X
JIX=1 Y IX+IT
AUIXIX Y =AC[XIY b=( L0 IXJ IRA(IIX) Y
BUIXI=RUIX)I=(RBLJI=ALIXJ))
NY=N-1

IT=n=l,

DO 80 J=l,NY
[A=[T=g - -
IR=N-J

1C=N

DN 8D Kal,d
BUIB)=RB(IRI=ALTA)*RLIC)
1a=1A-N

IC=IC~-1

RE TURN

END
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