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Magnetization Processes in Permalloy Overlays on Magnetic

Bubble Devices o A G. W. Garnett.

Using colloid techniques domain structure has been studied

in several overlay components used in contemporary bubble
devices. In isolated elements the demagnetized state is
generally simple, containing a small number of domains. The
influence of anisotropy on domain structure is demonstrated.
Elements initially respond to applied fields by reversible
domain boundary movement but in each case it has been found
that partial saturation and hysteresis occur once the applied
field exceeds a critical value, HS. This causes the formation
of remAnent states with 'magnetization buckling' similar to
that found in larger samples of thin-film permalloy. The
relationship between Hgy and element geometry and thickness and
the formation of buckled states by a rotating field were
investigated. Such states may adversely affect the operation
of a bubble device. The approach to partial saturation in a
simple bar has been modelled on the basis of a curved domain
wall and approximate values for the saturation field calculated.
The external field profile of the bar has also been obtained.
Domain structure in various connected chevron columns (bubble
detectors) was also studied. In contrast to isolated elements
the initial ‘zero-field' state in these components is generally
one of saturation. This state can be broken by components of
applied field parallel or perpendicular to the column and

again magnetization buckling is involved. Magnetoresistance
changes related to the buckled state were measured and found to
be consistent with the colloid observations. These observations
can be used to explain the characteristic magnetoresistance

signal of a chevron column in a rotating field.




Foreword.
The majority of papers on magnetic bubble devices employ
C.G.S. rather than S.I. units, and magnetic fields are usually
measured in Oersted (Oe.)
1 Oersted E.%ﬁ x 107 Ampere/meter
(C.G.S.) (S.I.)
For ease of comparison with previous work the results of this

thesis are presented in Oe.



CONTENTS

1.1 Introduction .o .

1.2 Magnetism ‘o oo

2 MAGNETIC DOMAINS

Z

J

2.1 Introduction .o .
7.2 Exchange energy .. .
2.3 Anisotropy energy -
2.4 Magnetoelastic energy ‘e
2.5 Magnetostatic energy o
2.6 Domain wall energy .o
2.7 Domain structures oo
2.8 Colloid technioues oo

2.9 Magneto-optical technioues ..
2,10 Electron microscopy .o
MAGNETIC BUBBLES

%.1 Introduction e .o

3.2 Stability of a bubble domain at rest
3.3 Bubble wall structure oo

3.4 Hard bubbles and bubble dynamics

3.5 Materials .o .o

4.6 Conventional bubble devices

2.7 Bubble detectors .. o
3,8 Chip organization -
72,9 Device fabrication o

3,10 Ion-implanted bubble devices
2,11 Bubble lattice devices o
3,12 Current-access bubble devices

%,1% Apnlications . N

40
40
43
44
52
58
65
68
69
73
76
78
79



-4 EXPERIMENTAL AND THEORETICAL WORK CN PERMALLOY OYERLAYS

4,1
4.2

4.3

Introduction o .o ‘e -
Experimental measurements .. - .o
Calculations .o . ‘e ‘e

5 DESCRIPTION CP EXPERINENT

5.1
5.2
5.3
5.4

Samvples . - .o .
Microscope .o . o .o
Applied fields .o . .o .
Ferrofluid experiments .o .o .o

6 ISOLATED ELENENTS - RESULTS AND DISCUSSICN

6.1
6.2
6.3
6.4

6'5
6.6

6.7

6.8

6.9

Energy and width of Bloch walls in permalloy ‘e

Bloch wall subdivicion .o - .

Anisotrovy in permalloy overlays .o .
Dem2in structures in 16-pm veriod overlays .
Vasnetization by reversible vw=11 movenent -

¥aznetization nrocesses involving saturation and
hysteresis . oo .o . s

6.6.1 N2gnetization vrocesses in large rectazngular

permalloy bars - -
6.6.2 Saturation and hysteresie in overlay bars

6.6.3 Changes in Bloch wall structure o
6.6.4 Partial saturation in pick-axe elements ..

6.6.5 Partial saturation in gap-tolerant matterns

Dependence of caturation field on element geometr:
I J

and thickness - . .

The formation of remanent states in & rotating
field * 0 o ¢ Qe o e © L

Partial saturation in overlay bars on magnetic
garnet .. oo ‘o . s o

6.10 Significance of hysteresis for device operation

7 DETECTOR COLUNMNS - RESULTS AND DISCUSSICN

82
82
84

88
58
89
90

94
98
102
110

116

122

1z2
129
14
136

129

142

145

150
152




8

9

7.1 Basic remanent domain structures

7.2 Magnetization reversal in a closed loop of

permalloy .o -

7.3 Magnetization reversal in chevron detector columns
7.4 Magnetoresistance variations related to buckling

7.5 Calculated magnetoresistance of a detector column

during buckling .. .o

7.6 Significance of buckling in a detector column

subjected to a rotating field

FIEID CALCULATIONS
8.1 Introduction o ..
8.2 ‘Free pole' density -
8.3 Demagnetizing field .«

8.4 External field . oo

e o

8.5 Permanent stray field of the Bloch wall.,

CONCI.USICNS AND SUGGESTIONS FOR

FURTHER

WORK

154

157
161
171

175

180

186
190
194
204

209
216



CHAPTFR 1.
1.1 Introduction.

A magnetic bubble is a cylindrical domain which can exist in
certain thin filme of magnetic material. PRubbles only occur if
the material hae strong uniaxial anisotropy with the easy avis
of magnetization perpendicular to the film surface. The bubltle
domain is, in effect, a small region of reverse magnetization in
an almost saturated layer and its stability depends upon the
application of a mrgnetic bise field verpendicular tc the film
(see figure 1.1). Such domains were observed in thin layers of

the hexaferrite BRa Fe by Kooy and Enz (1960), but Bobeck

12 “19
(1967), was the first person to recognize their technical sig-
nificznce. Bubbles remain stable or 'non-velatile' providing a
rermanent bias field is supplied and they are small (diameters
less than lpm can now be achieved). They can also be made to

move cuite easily bty the aprlication of extra magnetic fields.
This cembination of vroperties led Bobeck to suggest that butbles
might be used to reprecsent binary datz in a2 new type of memory
device.

Since this idea emerged much work has been done to under-
stand the bacic proyverties and tehaviour of bubble domains and to
develop suitable materizls for devices, In most memories designed
go far the method of controlling bubbles is to deposit a
periodic pattern of thin film elements of soft magnetic material
on top of the bubble medium. This pattern or ' overlay ‘' is
usually made of permalloy and can easily be magnetized by the
application of a uniform field in the plane of the device.

Bubbles are attracted by the magnetic poles which develop on

individunl overlay elements and reside in stable positions of
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Fig. 1.1 Xazgnetic bubdle confizguration.




minimur: energy. When the in-plane field is rotated, the pattern
of magnetic roles on the permalloy changes and bubbles are forced
to move a2long a particular track. Other functions recuired in
7 merory such as feeding in data bty generating strings of bubbles
ard gaps (representing binary '1' and '0') or reading out data by
detecting butbles can 2lso be incorporated in the overlay design,
The alr of thie yroject was t- study magnetic domains in
the cverlsye usec for magnetic tubble devices. The behaviour of
these dom~ine determines *he magretization processes which cccur
in Aan overlay and hence the marretic fielcds which = tutble domain

exreriences,

1.2 Magnetism,

Magnetiem has been describec fundamentally as "a particular
form of the material interactions originzting between moving
electrically charged particles"(Vonsovekii, 197%). This inter-
action is transmitted by the mesnetic field. Thus, currente
formed Ty the movement of electrical charge are 2lways the source
of m2gnetic field ~nd in fact the m2gnetic rroperties of matter
are mainly caused by the epin -nd ortital angular momenta of |
electrons. Different *types of magnetic material c=n be distin-
~uished =ccording to the way thev behave in =prlied wrenetic
fields. If H is the applied megnetic field measured in smpere

-1 . . . . . _
meter —, then the merenetic induction in free cpace is given by

BO =}.l OH

where PC is the atesolute nrermesbility of “ree space (411:10"7

Henry metre-lﬁ nd BO is measured in Teslza. Within a medium



the m~gnetic induction is ziven bty

§=po(ﬁ+ﬁ) (SI, sommerf.eld convention)

=Botpgl

where Mis the mrgnetization defined by the vector sum of magnetic

divrle mements per unit volume (me=sgured in ampere metre-l). If

the comronent of magnetiz~tion in the direction of apnlied field

(MH) is divided by the value of avwplied field (H) then we obtain

the magnetic cusceptibllity per unit volume of materi-l.
H=§ﬁ(9imension1ess)

R gives a measure of the easé with which a2 materi2 is magnetized

by 2n applied field. M=gnetic behaviour me2y also be descrited

in terme of vermeability, P» which is the ratio of magnetic

induction to applied field.
_By . -1
P=g (measured in Henry metre )

Relative permeability is obtained by dividing p by the atsclute

perme=bility of free space:

Pr=50 (Pimensionless)

p=1+K

Mmramagnetic materi=ls have sm=all rosgitive values of
csusceptibility, ususlly lese than 1077 at room temperature.
Paramagnets contain rerm=nent magnetic diyoles but in the absence
of apvlied fields there is 2 random distribution of dirpole
orientationsg due to thermal agitation The masnetization ic
therefore zero. When a field ic anplied, the moments tend to

Aalien mirmllel to the field producing = we=k m2gnetization




propertional to H. Much more import-nt in technology however

are those m2terials which exhibit ferromagnetism. The transition
elements iron, cobalt and nickel and certain rare earthe are
ferromagnetic. So too are many alloys such as permalloy which
combines two ferrom=gnetic metals: iron =snd nickel. Ferromagnetic
solide contain atoms with permanent magnetic dipoles and ~re
choracterizerd by a criticnl temperature known as the Curie point.
Above this temrerature the magnetic dipoles 2re essentially
inderendent 2nd the mnterial behaves as A ©v2romagnet. Below

the Curie vcint ordering of magnetic dipoles occurs on an atomic
ccale producing 2 spontaneous magnetization, M . The value of M

s 8
rices 2c¢ the temperature ic reduced reaching a maximum at absolute

Weiss (1907) attemnted to explain ferromagnetism by
postulating the existence of a fundamental molecular field. Below
the Curie roint the magnetic atoms are alignedé parallel to the
molecul=r field whose strength is proportion=l to the magnetiz-
=tion. On thic basis it can bte shown that there 1s paramagnetic
behaviour atove the Curie temrprature, TC, with a susceptibility

given by:

X= 4%5 C = Curie Constant.
c

3

This generally nagrees well with experimental measurements. At
T=TC. X becomes infinite so a finite value of M may ex»ist with
H=0., A physica2l explanation of the ordering of magnetic dipoles

is provided by Cuantum mech=nics in terms of inter-atrmic exchange
forces. There is = certain degree of overlar between the electron

cherge distribtutions on 2diacent 2toms. For a cimple syrtem of




—

twe ~toms with electron spin vectors Fi and , the energy of

.inl

exchange interaction takes the forms

where J 1s the exchange integral. This egquation represents the
Heisenberg exchange interaction snd is a consecuence of the Paulil
Exclusion Principle. If we change the spin crientaticn on either
atom then we must compensate by altering the spatial charge
distribution in the overlap region.

For the ferromagnetic elements Fe, Co and Ni, J has a posi-
tive value. Thic me=ns th=t the st~te of rarnllel spins has
minimum enerzv. The spin-srin intersction is orrosed by thermal
agitation and 2t high enough temperatures, ie. abtove Tc, the
order is destrcyed.

Other tyres of magnetic ordering nre rossible based upon
the exchange interacti-n. If J is negative the state of minimum
energyv occurs with anti-parallel spins on adjacent atoms. This
tyre of ordering is termed antiferromagnetic, with zero spontan-
eous magnetization existing below the critical temrerature.

In other materials there is antirparallel ordering with a
resultant menetizatirn due to imbalance between opposing magnetic
moments. Such behaviour is termed ferrim~gnetic and may arice
tecause the ~ntiparallel magnetic dipolec differ in marnitude
or in number. The magnetic garnets used in tubkbtle devices are
ferrimagnetic. Ferrimagnetic materials have Curie temreratures
atove which the Curie-Veice 12w holds but ir the ordered st-ate
the dependence of I on temverature may be more comple: than for

2 ferrom=2gnet. The existence of compencsaticon jyolnte will be



discussed later in relation to bubble materizles.

Although the elementary mrments of a ferromagnet tecome
alligned on an =tomic scele preducing a spontaneous magnetiration
it is an experimental fact that the overall magnetization of a
ferromnsnetic hody is usu=lly zero in the absence of applied
fields. To expl=ain this avrerent contradiction, Weiss suggested
thnt real specimens are 2ctually split upwiﬁto 2 number of small
regions. Within each regicn or 'domain' there is uniform
magnetization but the dom2ins =re marnetized in dit!ferent
directions. It is there¢fore rpessible for the sample as a whele
to be 'demagnetized'. When a magnetic field is aprlied
magnetiz=tion can occur in two ways. In weak fields the boundar-
ies between domsins can move so that domains masnetized in a
similar direction to the mpplied field grow whilst other drmains
contract. In cert=in ture eamrles of permalloy this process
involves such 2 emall amount of energy that s=turation can very

E tires the value

nezrly be =2chieved in fields 2prroximatelv lo
of‘MS. In stronger fields the magnetization in An entire domain
may rotate towards the field direction. Bitter (1931) proved
that domains zactually erist by covering the surface of a ferronag-
netic specimen with a liquid c-ntaining fine rarticles of magnetite.
The magnetite particles are =2ttracted to ctray flelds above
domain boundaries thus mapping the intersection of domain struc-
ture with the specimen surface.

The exicstence of domaine explains why the magnetization
process of 2 ferromsgnet exhibits hysteresis. If the component
of magnetiz=tion in the directinrn of applied fiel( (NH) is
rlotted =g2inst the value of arplied field H, then a curve of

the typve shown in figure 1.2 wusu~lly results. (Morrish,1965)




M
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Fig. 1.2 Schematic magnetization versus applied

field for a ferromagneticboéy (Yorrish,19d85).




From an initial state of dewragnetization (A),the value of MH
increases to saturaticn at B, The section of curve AB is referred
to 25 the 'magnetization curve'. The full cycle of magnetization
depicted by the math BCDEE is known as the 'hysteresis loop'.

The term hysteresics refers to the way magnetization 'lags behind'
the applied field during this cycle. When the field is brought

to zero (at point C) there is still 2 rem2nent magnetization MR
rresent, and a reverse field HC (the coercivity) is recuired to
completely demagnetize the specimen.

Hysteresis resultse from the way domain structures respond
to =n ayplied field. Since the mzgnetic behaviour of different
materiales devends on changes in dom2in structure,the factors
vhich govern domain formation and the different technicues
availatle for observing domains will be discusced in the next

chapter.
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CHAPTER TWO MAGNETIC DOMAINS.

2,1 Introduction.

The behaviour of a ferrcmagnetic mAaterial is largely
governed by the effects of applied fields on the domain structure.
Domains exist =& a result of energy minimisation, so to understand
the theory of magnetic dom=ain structures it is necessary to
consider the tot=l magnetic free energy of a ferromagnetic solid.
This can be expressed =2s a combination of the following components.

1/ Exchange energy

2/ Anisotrory energy

3/ Magnetoelastic energy
4/ VNagnetostatic energy

5/ Domain wall energy.

2.2 Exchange Energy

A ferromagnet possecsges permanent dipole moments ané an
interaction between electron spins results in parallel =lignment
of dipoles. For two electr~n spins the energy of interaction

wae reprecented in chapter one by the Heisenberg exchange energy:
E = "ZJ S‘- .S. (201)

Where J is the exchange integral. TFor a lattice of spins, the

total exchange energy involves a summation over all pairs of

R 5 -
splns Si' ij

E =-ZZJ- g\iog

(Total§X 1j 1] J
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This exypression can be simplified by considering only nearest-
neichbour interactions and by acssuming Jij to have the same value
(J) for all pairs of adjacent spins. The energy between two

adjacent spins then takes the form:
F - JSZ¢2 (2.2)

for small values of the angle § between spins. Cn this basis, the
macroscopic exchange energy density in a =olid will be determined

by the distribution of magznetization vectors in the following way:
Eex.” A[(vc"l)z“* (V"‘Z)Z“‘(V"%)Z ] (Iandau and Lifshitz, 1935) (2,3)

1 d?' X, are the direction cosines of magnetization,
rd

A is known as the 'exchange constant'.

where o

The value of A depends on J,%,and ihe lattice spacing
tetween spins. Exchange energy density so defined is only zero
in regicne where the magnetization is uniform in direction. The
value of A can be determined experimentally. For 80/20 Ni Fe,

11 6

Methfessel et al. (1962) obtained A=0.55x10" Jm‘l(o.55xlo“

-1,

erg cm Exchange energy is usually 2scumed to be isotropic in

mrgnetization direction.

2.3 Anisotropy Energy

It is an experimental fact that there are °treferred' or
‘ergy'directions for magnetization within a ferromagnetic crystsl.
This may be formally expressed using anisotropy energy furictions
These functions depend upon the direction of magnetization

relative to the crystal lattice and for particular ‘'eacy' direct-
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ions the energy is a minimum. Whereas exchange energy recults
from atomic scale spin-spin interactions, magnetocrystalline
anisotropy is due to interaction between spin moments and the
crystal lattice.

In a uniaxial material with only one easy axis for magnet-

ization,anisotropy energy density is given by

Ek=KlSin29+KZSinﬁ9+ A R A (2.4)
where © is the 2ngle between magnetization and the preferred

axis, and Kl, Ko etc. are the anisotromny constante of the material
(easured in Jm-j). Klis usually much bigger than the other
anisotropyconstants and therefore it is often a good approxi-
mation to consider only the first term in the series. The
corresponding anisotropy function in a crystal with cubic sym-
metry is:

B =K, («FobtoBeluelal )i 0fabols ... ... ete. (2.5)
where di rerresent the direction cosines of magnetization.
Anisotropy may also be measured by the value of externally applied
field, Bk' which would be required to rrtate the magnetization
away from the easy direction into a so-called °*hard® direction.
This correspends to a rcotation of 90° in = unizxial syctem. By
ecuating magnetostatic field energy with the uniaxial anisotropy

expression it can be shown that:

_ 2K
I (2.6)

=

Abubtle film is an e:ample of A uniaxial system with the e=asy




axis lying perpendicular to the film plane. A bubble film capable
of supporting 12 pm bubbles for example would have a magnetization
of about FoMs = 0.01 Tesla and a value of Bk around 0.03% Tesla.

It is an established fact that thin films of permalloy pro-
duced in the presence of an applied field often possess in-plane
uniaxial anisotrorny. A great deal of research on such films was
rerformed during the 1950's and 60's (eg. see M.S. Blois Jr.,1955).
Although the magnetocrystalline anisotropy constants of bulk Ni-Fe
crystals with the same composition are near zero, polycrystalline
films m2y be produced with anisotrovpies ecuivalent to several Qe.
The effect of anisotropy on domain structures in overlays will be

discussed later.

2.4 Magnetoelastic Enersgy.

In general if the magnetization of a ferromagnetic specimen
is varied, changes occur in the dimensions of the specimen. This
effect 1is known as magnetostriction. The coupling which occurs
between elastic strain and the magnetization direction is described
by the magnetoelastic energy density, E . In the simplest case

of a srecimen with isotropic magnetostriction:

E = -3 A cos°© (Norrish (1965) P.325) (2.7)
for small values of the angle © between the stress & and the
magnetization. In this ecuation xs is a mean saturation magneto-
striction coefficent. The value of‘xs for thin films of Permalloy
with approximately 80% Ni and?20% Fe is negligible. Therefore

the magnetic rroperties of these films are effectively independent

of stress.
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2.5 Magnetostatic Energy.
The magnetostatic potential energy density within a ferro-
magnetic body due to an externally applied magnetic induction ﬁb

is given by

This potential energy arises from the torcue exerted on each
elementary magnetic dipole by the applied field. In general, 2
magnetized body of finite dimensions produces both an external field
and a field within itself. The internal or 'demagnetizing field’
gives rise to magnetostatic energy by intera cting with the magnet-
ization. This self-energy density can occur whether or not there

is an externally applied field and is given by:
E = -3 0B (2.9)

where Bs rerresents the local demagnetizing field and the factor

%+ arises in order to avoid counting dipole -dipole interactions
twice. If the distribution of magnetization within a ferromagnetic
body 1s given, the associated demagnetizing field can be obtained

from the following general ecuation:

2 _ N WA
BS—POV[J7—dS+J
7

S

<L

3 dV} (2.10)

(0'Dell (1974) P.120)

|

r reyresents the distance between the noint where BS is to be
evaluated and the point of integration, and n is a unit vector at
the surface of the body, directed rerpendicularly into the body.

If we use the concent of 'magnetic free mles' to describe the
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source of field then the first integral, taken over the entire
surface of the body, represents the component of ﬁ; produced by
free poles at the surface. The term M-A represents the density
of free poles per unit area. The second integral is associated
with free poles within the body of the solid which occur whenever
there is non-zero divergence of magnetization.

The demagnetizing field is only uniform in the special case
of an isotropic ellipsoid magnetized uniformly along a major axis.
In that case ﬁs is antimarallel to M and provortion2l in magnitude

to the intensity of magnetization. Therefore we may writes
B, = - Dlpyky) (2.11)

where D is the 'demagnetizing factor', a dimensionless constant

determined by geometry. The self energy is then given by:

= e .
E, = 50 DM (2.12)

=

Demagnetizing factors for a range of ellipsoids have been calculated
(Stoner, 1945),(0sborn 1945), If the semi-major axes of an
ellipsoid are a,b and c then the corresvonding demagnetizing

factors Da,Db and Dc obey the relation:
Da + Db + Dc = 1. (2.13)

So from symmetry, the demagnetizing factor for a svhere (a=b=c) is:
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If the dimension of an ellipsoid along a, b, or ¢ is allowed to
become very large, the corresponding demsgnetizing factor tends

towards zero because of the }r factor in ecuation (2.10). For

example if a = b and ¢ tends to infinity, ecuation (2.13) gives:

Dc = 0, Da=Db =% (2.14)

This corresronds aprroximately, to the case of a long thin rod.

The demagnetizing factor perpendicular to an infinite plane sheet
can also be obtained as a limiting case. In the plane of the sheet
Da = Db = o whilst verpendicular to the sheet Dc = 1. The demagnet-
izing field within a thin film magnetized to saturation perpendic-

s

ular to the film plane is therefore -~ POM . The corresponding
g. The magnetization

mzgnetostatic energy density will be %PO
would therefore be exmected to lie in the plane of a thin film in
order to avoid such a large magnetostatic energy. For materials
with low anisotropy such as vermalloy this is essentially true.
The demagnetizing field can only be overcome by strong anisotropy
such as that which occurs in bubble films, forcing the magnet-
ization vector to point out of the plane.

The demagnetizing field within a body of arbitrary shape
and magnetization distribution will in general be non-uniform.
However it is possible to calculate 'average' or 'effective’
demagnetizing factors based uvon the assumpticn that a body is
uniformly magnetized. 1In that case the divergence of magnetization
is zero so the second integral in eruation (2.10) dissmppears and
there are only surface free-poles to consider. The problem is
therefore reduced to calculating the energy of a system of charged

csheets each with 2 free pole dencsity determined by M-n. Thie




17

arrroach is valid for materials with high anisotropy. In this way
Rhodes and Rowlands (1954) calculated demagnetizing factors for

uniformly magnetized rods with square cross-section .

2.6 Domain Wall Energy.

Since domains are magnetized in different directions, the
boundaries or ‘'walls' between adjacent domains represent regions
in which there is a change in magnetic dimole orientation.
Consequently there must be exchange energy assoclated with a domain
wall. There may also be anisotrony energy involved if magnetic
dipoles are rotated away from easy diréctions and magnetostatic
energy if magnetic 'free-poles’ are produced. These contributions
together result in a certain amount of energy ver unit area of
domain wall which must be taken into account when considering the
total magnetic free energy of a srecimen containing domains. Domain
wall energy and thickness may be estimated using simple models for
the spin transition region.

The simplest model consists of a plane wall separating two
domains magnetized in opposite directions along the easy axis of
a uniaxial system. Magnetic dipoles rotate gradually about an axis
verpendicul=r to the wall (assumed to be infinite in extent) and
there is no magnetostatic energy involved. According to this
model, known as a Bloch wall, dipole crientation varies only with
disrlacement x perpendicular to the wall, as illustrated in figure
(2.1). For a unit area of wall the anisotrovny energy, Fk is
given bys

@

F = v((Kl sinze) dx (2.15)

-0




180’ >

Fig 2.1 Direction of magnetization 6 as a function of
distance x measured from the centre of a 180°
Bloch wall (solid line). UDashedline indicates
asymptotic wall width. (After Craik and Tetble
(1965) p.25)
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For simplicity we assume that spin moments are arranged on a
simple cubic lattice with spacing a, then from ecuation (2.2)
the exchange energy between a rair of adjacent spins o the x axis
will be:

E_ = Js?(3e)°

ex
—3e2, 2( )2

So the total free energy rer unit area of wall due to exchange is:

o0

2 2
_ 35° | as
Fex = 73 Jﬁ(dx dx
00
. . JQZ
For a simple cubic lattice, -g is in fact equ=l to the exchange
constant, A:
(oo
F . =A ( ) dx (2.16)

This expression is generally true for all types of lattice symmetry.
The total energy per unit area of waller,is the sum of exchange
and anisotrovy contributions:

0

Fp = J-(K sine+ A( )2)d (2.17)
-0
In equilibrium, the exchanze energy is reduced if the wall becomes
infinitely thick whilst anisotrony energy is minimized if wall
thickneés tends to zero. The finite wall thickness found in
practice revpresents a compromise between these two opposing effects.
Minimizing ecuation (2.17) leads to the condition:

K. sin‘e = A(ée 2 (2.18)

1
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This indicates that there is 'detailed b=lancing' between the local
anisotropy energy density and the local exchange energy density

at each point inside the wall. The solution of ecuation (2.16)

for the equilibrium wall profile is 1

s

o

X = (}%1)

log tan = (2.19)

N

The wall does not have strictly defined limits on the x-axis, but
an estimate of wall thickness, §, can be obtained from the tangent
to the curve at the centre (indicated by the broken line in figure

(2.1))

2
5 :TT(-S-G}S)[X - OJ
="(I%l)% (2.20)

The equilibrium wall energy per unit area is given by:

g = 4(AK)? (2.21)

The element cobalt is an example of a uniaxial system. Substituting

11 -1

values for the exchange constant of cobalt, A 2= 1.03x10 " Jm

5 -3
and the uniaxial aniscotropy constant Ky = 4.1 10 JM (taken from
Craikx =nd Tebble (1965)) gives the following estimates for the

energy and width of a 180° domain wall in cobalt:

This gives an idea of the orders of magnitude involved in
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domain wall parameters. The anisotrony of cobalt is relatively
high, however, and it is clear from the exvression for § that much
thicker walls are to be expected in low anisotropy materials. In
materials with different types of anisotromny, Bloch wall transitions
through angles other than 180° may occur. The important character-
istic of all Bloch walls, however, is that magnetic dipoles rotate
only about an axis perpendicular to the plane of the wall with

zero divergence of M.. This implies that there are no 'free poles'
within the body of the wall to produce magnetostatic energy.
Eventually where a Bloch wall intersects the external surface of a
grecimen strips of 'free-mole' will occur because of the component
of magnetization which emerges normal to the surface. In bulk
materials these strips of magnetic pole are wide apirt so the
magnetostatic energy caused by their interaction is negligible.In
this situation the Bloch wall nrovides a minimum energy configur-
ation for the boundary between domains. In thin magnetic films
however the magnetostatic energy of a Bloch wall is important since
the strive of free pole may be separated by distances comparable
with wall thickness. Néel (1955) considered the effect of magneto-
static energy on domain walls and predicted a new type of spin
transition 1in thin films. In a so-called 'Néel wall' magnetic
diroles rotate about an =xis contained in the plane of the wall so
that magnetization may remain parallel to the film surface. The
difference between Bloch and Néel walls is illustrated diagrammatic-
ally in figure 2.2 . There are no surface free moles associated
with a Néel wrll but there is internal msgnetoctatic energy

becmuse the divergence offq is no longer zero. To compare the
total energy of these alternative configurationes 1t is necessary

to c~lcul~te the magnetostatic contribution in each cage. In
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Fig., 2.2 Average magnetization within (a) a Bloch wall and

(b) a Néel wall.
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Fig. 2.3 Structure of a Cross-tie wall as interpreted by

Huber et al. (1958).
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reality the demagnetizing fields involved are non-uniform and
difficult to analyse exactly. In Néel's calculation the magnetic
energy of a cylinder with elliptical cross section is considered.
The cylinder has dimensions comparable with those of the domain wall
and a uniform magnetization based upon the average magnetization
illustrated in figure 2.2 . Néel's results can be summarized

ns follows . The demagnetizing factor for a cylinder uniformly

magnetized as in figure 2.2 (a) is given by -

Td+t

So from ecuation (2.12) the magnetostatic energy density within

the cylinder is:

d 2 (2.22)

= U a
Es = 50 (d+t) Yo

S

M, is the average magnetization of the cylinder and Néel assumed
Me=Ms. Similarly the demagnetizing factor for a cylinder magnetized

as in figure 2.2 (b) is given by:

a+t

Therefore a Bloch wall of width d in a film of thickness t has a

magnetostatic energy per unit area approximately e~ual to:

2
= E g—- 2 “
FS 20(d+‘t) MS (24:2/)

whilst the corresponding enerzy of a Néel wall in the same situation

is ~puroximately given by:
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_ dt o
F, = g-o (ST MG (2.24)

As expected the Bloch wal) has lower magnetostatic energy in bulk
specimens where t>d. However as t is reduced there must come a
roint where the sum of exchange, anisotropy and magnetostatic

energy is lower for a Néel wall than for a Bloch wall. According

to Néel and to Middlehoek (1961) the transition should occur at a
film thickness of about 400 g. Permalloy films used in bubble device
preparation are usually about 4000 i thick., Therefore, on the basis
of Néei's estimates, domains in overlay elements should be separated
by Bloch walles. The actuzl energy and width of Bloch walls in
overlays will be estim=ted later.

In the two tyres of spin transition considered so far the
direction of magnetization varies only along an axis perpendicular
to the boundary layer. Any plane of atoms par=l'el to the boundary
plane contains magnetic dipoles with the s2me orientation. This
may be true for the two limiting cases of very thin or very thick
specimens but more comvuvlex types of spin structure may occur in-
between. For example 'Cross-tie' walls were first reported by
Huber, Smith =nd Goodenough (1958) in thin film specimens of
permalloy. The structure of a Cross-tie wall as interpreted by
Huber et al. is illustrated in figure 2.3. The Cross-tie wall is
essentially made up of closely spaced Néel- and Bloch-type spin
transitions. Along the centre plene of the wall, m2gnetization is
directed alternately parallel and perrendicular to the surface of
the film. Because the ~nisotropy of permalloy is very low, the
complex demagnetizing fields associated with this structure distort
the magnetization on either side of the wall as shown in figure 2.3

It has been found exrerimentally (Methfessel, Middlehoek and
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o
Thom=s, 1960) that cross ties occur in films between about 900 A

)
and 200 A thickness, semrating the two regions of thickness where

there are distinct Bloch-type or Néel-tyve boundariecs.

In films thicker than 900 A® there may still be modifications
to the standard Bloch wall. In particular, it is possible for the
cense of rotation of magnetic dimoles to change along the length
of a Bloch wall. The magnetic stray field emerging from the inter-

section of the domain wall with the specimen surface then
alternates in sign because the associated strip of 'free-pole'
alternates in polarity. This vhenomencn has often been revealed
using the collecid technicue, for example in films of perminvar
(¥11li2me and Goertz, 1952) and in whiskers of iron (DeBlois and
Grzham, 195¢). TIxemples of alternating Bloch wall segments in

permalloy elements will be discussed later.

2.7 Domain Structures.

With the v-rious contributions to magnetic free energy in a
ferromrgnetic solid defined, the origin of dom=ins can be
concidered qualitatively. From equation (2.3), exchange energy
ie clearly minimized if magnetic dipoles are perfectly aligned
giving uniform magnetization, 2nd by definjtion the anisotronpy
energy is 2 minimum when the magnetization lies along a particular
direction. The 2tomic scale forces of exchange and anisotrovy
on their own would therefore seem to predict uniform magnetization
rather than domain structure. However, it was demonstrated by
I.andau and TLifshitz (1935) that the explanation of domain sub-
division lies in the possibility of reducing magnetostatic energy.
In contrast to exchange and ~nisotropy contributions, magneto-

static energy mrises from dipole-dipole interactions on a macro-
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sconic scale. F€everal possible domain configurations for a simple
cube are illustrated in figure 2.4.

Figure 2.4(a) represents a saturated state consisting of a
single domain. The total magnetostatic energy in this case is
% Fo Mg VY (Rhodes and Rowlands, 1954) where V is the volume of
the cube. This result can be obtained by considering a system
of two sheets of magnetic free pole and for iron represents an
average energy density of roughly 3 x 105 Jm-z. This energy
density can be reduced if the sample is divided into two domains
magnetized in opposite directions as illustrated in figure 2.4(b).
Subdividing the surface free pole in this way produces both the
stray field outside and the demagnetizing field within the cube.
Further subdivision, figure 2.4(c) produces 2n even lower magneto-
static energy component but increases the amount of energy 0
agcociated with the formation of domain boundaries. Kittel (1949)
calculated that the magnetostatic énergy of a series of parallel

strips of role with 2lternating sign is given by:

- 2
ES = 0,8525 POMS D,
where D is the strip width. A cube with edge x m.divided into

parallel sl=b domains with width D therefore has a total magneto-

static energy per unit volume given by:
F=1.705 p, ¥ D/x
o Bo Mg .
The energy stored in domain walls per unit volume is F_ = /D

where ¥ is the energy per unit area of wall. The ecuilibrium

domain width can be estimated by minimizing the total energy
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density. For example paraflel slab domains in a cube of iron

5

with an edge of 1 cm would be approximately 10 “M. wide (substitut-

ing values for ¥ and pyM.) and the total energy density would be

9

approximately 6.0 x 107 Jm™- .

Figures 2.4(d) and(e) illustrate closure domain systems
which eliminate magnetostatic energy completely. The normal
component of magnetic flux is conserved across each domain boundary
and the m2gnetization is everywhere parallel to the external
surface (excevt for a2 small leakage of flux where Bloch walls
meet the surface). Simple flux closure patterns of this sort
have been observed in single crystal whiskers of iron (De Blois
and Graham, 1958) grown so that outer surfaces correspond to
ecuivalent (100) cryst=l planes, Iron has cublc =2nisotropy (K‘>O)
so all the dom2ains in a closure system can be magnetized along
eacy directions. Iron 21so has a positive magnetostriction
coefficent so there is a certain amount of magnetoelastic energy
associated with the ‘mismatch’® of strain directions between ortho-
gonal domains. The optimum state will therefore depend on the
minimization of domain wall and magnetoelastic energy contribut-
ions combined.

Domaine exist in order to minimize magnetostatic energy but
the type of domain structure which occurs in a given specimen
depends on a number of factors. The most important are the shape
and size of the specimen 2and the exchange, anisotropy and magneto-
striction constants of the m2terial. These material parameters
determine which of the magnetic energy components dominates.

Size pl-ys an important role in very small particles which
may in certain circumstances exist as single domains., This is

becmuse the reduction in mrgnetostatic energy which could be
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obtained by the formation of domain structure is outweighgd by
the positive energy ascocizted with boundary walls., Kittel (1946)
obtained an estimate for the criticrl particle size below which
single domains should occur by comparing the magnetostatic energy
of a saturated sphere with the energies of alternative configur-
ations., The critical size for a typical ferromagnet according to
this calculation is of the order of 107C m.

Bulk specimens with strong uniaxial anisotropy usually
exhibit 'open-flux' domain structures similar in principle to
figure 2.4(c). A typical uniaxisal system consists of 180° domains
magnetized in oprposite directions along the preferred axis. In
this carce the anisotropy component of magnetic energy is dominant
and outwelghs the magnetostatic energy associated with surface
free poles. In uniaxial bubble film the ratio of anisotropy field
2I<1/NzS .. (ecuation 2.6) to the demagnetizing field HoM defines

the 'Qurnlity factor', 0:

RV

Q = (2.25)

=

K,

In practic=al bubble materials Q must exceed unity.

In thin films of perm=2lloy magnetostatic energy is usually
the dominant factor. As a result megnetization is constrained to
lie in the plane of the film and flux-closure' domain arrangements
are prevalent. FExchange coupling causes magnetic dipoles at the
top and bottom surfaces of the film to be parallel and domain
structures are ecssentially 'two-dimensional'. A review of the
ferromagnetic properties of thin films can be found in the text by
Prutton (1964).

The cl=c<ic2]l dom=in crncept is based upon regions of uniforrm
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ragnetization separated by thin boundaries. This corresponds
closely to the real situation in materials with strong anisotropy.
In materials with low anisotropy such as permalloy, the variation
in magnetization may take place gradually and smoothly over
dimensions much larger than a tynical domain wall width. Such a
transition can be inferred from the domain wall pattern shown in
figure 2.5. The micromagnetics saprvroach to ferromagnetism developed
by Brown (1962) does not assume the existence cf domains. Instead
the theory begins with 2 magnetization vector of constant magnitude
and an orientation which simply varies as some function of position.
The forces representing exchange, anisotropy, magnetostriction

and magnetostatic energies are introduced to find the ecuilibrium
state of lowest energy. This method can be applied to simple
systems (for example fine particles) but the behaviour of larger
‘multi-domain' systems cannct be predicted in this way. In these
systems the conventional approach to domain theory must be

adopted. A domain model is postulated (perhaps based upon
obegervation ) and expressions for each type of magnetic energy

are cmlculated., The eouilibrium domain dimensions can then be
found by minimizing the total energy of the system. It may also

be possible to show that the energy of a given domain structure

is less than any alternative configuration. Fortunately there

are now several methods 2vailable for observing domains and domain

walls., A review of these methods will now be given.

2.8 Colloid Technicues.,
The basic colloid technicue developed from the early
experiments of Bitter (193%1) who provided the first direct obser-

vation of domain structure. A suspension of magnetic particles




33

( usunlly Fey 0,) is formed in a suitable carrier licuid such as
water, If the particles are sufficiently small, the suspension
is stable against precipitation and forms a true colloid. A layer
of colloid is formed between the sample and a glass coverslip.
Domain structure at the specimen surface gives rise to non-uniform
stray fields and colloid particles tend to congregate where these
fields are most intense., The resulting ‘colloid pattern ° can be
studied under the microscope. A colloid particle with 2 permanent
dipcle moment B in a local field represented by B will have a

magnetostatic potentinl energy given by:

= -pBcos S (2.26)

The force experienced by colloid particles due to variations in

the field is given by:

= - (E)
pﬁ(Bcose) (2.27)

i)
l

Colloicé pmrticles therefore tend to migrate towards eaquilibrium
positions associated with field maxima. The distribution of field
maxima is determined both by the surface domain structure and by
externally apnplied fields., When domains are magnetized parallel
to the surface (for ex»mple in a vpermalloy film) the stray field
is strongest above domain boundaries and the resulting pattern
usually consists of thin lines of heavy colldoid density as in fig.
2.5. Vhen domains have 2 component of magnetization normal to the

surface, on the other hand, a different type of contrast may be
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obtained. Areas of surface freepole with alternate polarity can
give rise to stray fields directed into or out of the plane. An
external field applied perpendicular to the surface therefore
favours colloid collection above domains magnetized in a particular
direction, producing so-called domain contrast. The profile of
magnetic fields emanating from a surface divided into sheets of
free-pole with alternate polarity has been treated by Craik (1966)

Colloid patterns can nowadays be conveniently obtained using
a commercial ‘ferrofluid'. A ferrofluid is essentially an ultra-
stable colloidal suspension of single domain ferromagnetic

marticles (e.2. Fe C4) dispersed in a carrier liguid. The propert-

>
ies and applications of ferrofluids have been reviewed in a

recent marer by Popplewell and Charles (1979). Apart from water,
several cazrrier liquids are available including ester, hydrocarbon
or silicone o0il. The marticles are usually coated with a

disversant to prevent aggregation by Van der Waal®s forces.

The colloid technique has several limitations. Only surface
structure may be studied and domain wall movements can only be
observed if they are sufficiently slow to allow for colloid
migration. Resolution is limited by the optical microscope.

Resolution c=n be improved if the dried colloid technique
developed by Craik =and Griffiths (1958) is used. A film of colloid
containing cellacol is allowed to dry onto 3 prepared specimen
surface. The film can then be removed for study either in an
electron microscope or an optical microscope. Apart from an improve-
ment in resolution there is also better contr=cst tecnuse the dried
film #chieves a thick%ness much less than that of a liquid colloid
layer. The colloid particles therefore experience higher intensity

stray fields in the immediate neighbourhood of the sample. This
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technique records a static domain pattern =and this is obviously
a drawback if changes in domain structure are to be observed.

A more recent improvement in technioue is descrited by Khaiyer
and 0'Dell (1976). They report the observation of domain walls in
perm=1lloy bars using ferrofluid and ‘*Interference Contrast'. This
technique was firet described by Nomarski and Weil (1955) and
since then several microscope manufacturers (e.g. Vickers) have
made interference contrast modules commercially avallable to be
fitted 6nto optical microscopes. The basic principle is that
the incident light beam i¢ sheared into two orthogonal and
coherent ml2ane polarisecd components by a birefringent element in
the illuminating vath. A matched birefringent wedge in the viewing
path ex2ctly recombines the two wave forms. A verfectly flat
svecimen =imply produces a constant background colour but slight
varictions in height result in a chzange of interference colour.

In met=1lurgic=l use, v=riations in depth of the order. of 10-3pm
arising from roundaries or inclusions may be detected. Lines of
heavy colloid devceit on domain walls may be imaged with enhanced

contrast,

2.9 Magneto-optical Techniques.

If a magnetic body is transparent, plane polariged light transmitted
through the body experiences a rotation of the plane of volarization
if there are comronents of mmgnetizatinn along the propagation
direction. This phenomencn is known 2s the Faraday effect and

the 2amount of rotation is proportionsl to the specimen thickness

and to the strength of magnetization. The sense of rotation

depends on the direction of ﬁ, g0 a microcscoype fitted with

»olerizer °nd 2n~lyzer c2n im~ce dom=ines m=gnetized in different
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directions., The Faraday effect has been used ertensively to study
bubble domains in transpirent films.

Rotation may also occur in the plane of polarization when
light is reflected from the surface of a magnetized body. This
is the Kerr effect which is usually employed in one cof three

different modes:

1/ Polar effect, where there is a component of magnetization

norm=21 to the svecimen surface.

2/ Longitudinal effect, where there is a component of
magnetization par~llel to the specimen surface and to

the plane of incidence.

%/ Transverse effect, where the component of magnetization
lies parmllel t~ the. specimen surface but perpendicular

to the plane of incidence.

In all cases the effect can be renresented by a rotation of the
plane of polarization, the sense of rotation depending on the
direction of magnetization. The different modes are discussed
by Carey and Isaac (1966). The Kerr effect has been used in the

study of overlay bars, this will be discussed later.
2.10 Flectron Microscrpy.
An electron travelling with velocity V through a medium where there

- 3 » = . -
1s induction B, experiences the classical ILorentz force:

F = -e(V..B) (2.28)
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Where e 1s the charge on the electron. If a sample containing
magnetic domains is sufficiently thin to allow the transmission
of an electron beam, different domaine may scatter the beam in
different directions according to the Lorentz force. This

exrlains in a simple way how transmissicn electron miscroscopy
(Lorentz microscopy) may be utilized for domain observation. The
technique was firest reported by Hale, Fuller 2nd Rubinstein (1959)
and has been reviewed by Grundy (1977). Grundy describes how
bubble domains may be observed using the electron microscope.
Apart from the =dv-nt-ge of high resoclution the techniocue can

also provide inform~ticn on the spin structure within bubble walls.
Various experiments on bubble m=mterials sufficently thin for
examination in the electron microscorve 2re reported by Grundy et
al. (1974). The main problem with this technique is the limit-
ation on specimen thickness. With a 100kV accelerating voltage
the maximum thickness is about 2000 i and in the most powerful
machines 2vailable 2t present the 1imit would seem to be about
5000 i. Bubble dom2ins have been observed in thin samples of
uniaxial materials such as cobalt (bubble diameter tywvically 0.1

to O.Bpm) and Pb Fe (O.}-E.Opm bubtles)., These materials

12 %19
may be important in future device work if the trend towards
sm2]ller tubbles continues.

Jones, Grundy and Brambley (1978) have reported the
observation of dom=2ins in rermalloy propagation circuite using
Lorentz microscony. The permalloy films (approximately 0.2pum thick)
were mounted on thin ( ?OOA) carben substrates and 2an electron
microscope with 2 maximum accelerating voltage of 1MV was used,

The mechanism of contrast in bubble layers or permalloy films is

illustrated in figure 2.6. 1In the cefccusred im=ge emch bubble
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Fig. 2.6 Schematic illustration of contrast for (a) bubble
domains and (b) permalloy domains in the electron

microscope. I represents the intensity in the

defocussed image.
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dom=in wall appears as 2 combined black-white band whilst each
dem?in wall in permalloy is imaged =2s either =2 bright or dark
btanéd. The high resolution =available may be important in studying
smaller circuit elements as bubble diameter is reduced.

Magnetic contrast in specimens too thick for Lorentz
microscopy has been obtained ueing the scanning electron microscope
(S.E.N.). Examples may be found in papers by Banbury and Nixon
(1967) and T.J. Fathers et al.(1974). The contrast is referred
to 3s tyve I or type II depending on whether the deflection of
gsecondary electrons in stray fieldes above the specimen or the
deflection of incident electrons by magnetic induction within the
specimen is involved. Pecause of the cdifference in mechanism the
contrast is gener=lly lovier than that which c2n be obtained in
Lorentz microscopy. To d=te no dom=in studies in overlays using
S.L.M. h=2ve been reported,

The preceding discusesion has centered upon methods of
observation which are c2p2ble of revealing dom=ins in bubtle
layers or permnalloy overlays. A more complete description of
techniacues available can be found in the texts bty Carey and Isaac
(1966) anc Crzik and Tebble (1965). The experimental details of
the colloid technicue used in this vroject will be described in

chapter 5.




40

CHAPTER 3 "MAGNETIC BUBBLES"

3.1 Introduction

The idea of using magnetic bubbles to store information
was first presented by Bobeck (1967). Since then the magnetic
bubbles technology has developed rapidly and several companies
2re now producing commercial memory‘devices. At the same time
there h=s been considerable research into the fundamental
properties of bﬁbble domains, especially their dynamic tehaviour
in applied fields. 1In this charter a short review of basic
magnetic tubble properties will be given, leading on to a discus-
sion of materials, devices and the function of permalloy oveflays.
Finally, some of the =2reas where bubble devices might find

application will be mentioned.

3.2 Stability of a Bubble Domain at Rest.
Isolated bubble domains can evict in stable equilibrium

provided the anplied bias field, H is maintained within a

B’
certain range defined by HR<’HB<fHC. If the bias field falls
below HR (the 'run-out' field) bubbles distort into strip domains.
If the bias field exceeds HCthe bubbles collapse. Inbetween
thesre limits the bubble disameter varies (almost linearly) with
the strength of Hp. A complete theory for the static stability
of butble domains was presented by Thiele (197C). The equilibrium
bubble size is determined by a minimum energy condition. The
total bubble energy, ET' has three components: Ewthe domain wéll
energy, FBthe magnetostatic energy due to the externally applied
bias field and Esthe magnetostatic self-energy associated with the
bubble domain configuration

Ep=Ey+Ep+Eg (5.1)
To simplify metters, an infinite film of thickness h can be
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concidered, containing a single bubble with circular cross section,
radius r and a domain wall of negligible width. This last
assumption is reasonable considering the characteristically high
anisotropy of most bubble materials. If the wall is assumed to

have a constant surface energy per unit area, &,, which is inde--

1Y
pendent of bubble radius then the total energy is simply given by:

EW=2nthh (2.2)
And from ecu=tion (2.8) the bias field term is given by:

E, =TT rhM(pHy) (3.3)

‘B ‘‘Po''p |
where N is the film magnetization. E and EB and the radial
derivatives %%W and %%R are all positive. Each of these energy
components therefore gives rise to an inward force on the bubble
wall. The magnetostatic self-energy associated with a bubble

domain is more difficult to obtain. In a rigorous analysis, Thiele

(1969) obtained the following expression:

Eg = ~TpM°hoI(x) (3.4)
where x = %E.
o0
I(x) = x° 2x°, & J2(y).y~@ (T8Yy g
235t % 1(¥)ey “eexp( ) dy
5 (3.5)

and J,(y) is the first Bessel function. The shape of the result-
ing total energy function is shown in figure 3.1(a) for a typical

gsrnet film used in device work. The minimum in total energy

corresponds to the stable bubble radius and from the graph the




42

v

r (Pm)

100

300

) 10L

O | i | =
0 1 3 10
by

L

Fig. 7.1 (2) Energy of an isolated bubtle comain as a function

of radius in a typical garnet film (after P.J.Grundy
(1977)). Arrow indicates stable bubble radius.
(b) Dependence of collapse and run-out diameters on

the ratio %
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varistion of bubble radius with bias field can be uncderstood
qualitatively. Increasing the bias field alters only the Ep curve
which rises and causes the energy minimum to move towards smaller
radius. The minimum also becomes shallower and eventually disap-
pears at bubble collapse. Similarly, reducing the bias field
increases the stable bubble radius up to the point where the
bubble domain is no longer stable against elliptical deformations
and ‘runs-out' into a strip domain.

Thiele showed that the range of stability between run-out
and collapse derends on the ratio of film thickness to the rar-
ameter L, the 'material length®' of the particular bubble material.
Material length is defined by the wall energy density divided

by the magnetostatic energy per unit volume of the saturated films
L = Ow (3.6)

The collapse and run-out diameters are plotted in figure 3.1 (b)
as functions of the ratio h/.L. Clearly |l is important in deter-
mining bubble size. In most practical devices the film thickness,

h, has been chosen so that bubble diameter d=8%1 and d=h.

5.3 Bubble Wall Structure

In the preceding discussion of bubble stability the bubble
wall was assumed to have negligible width and was simply repre-
sented by a surface energy density, Xw. In fact the bubble wall
may have complex internal structure and this can have a marked
effect on the dynamic behaviour of bubbles in applied fields.
In a recent review of this subject Humphrey (1980) remarks that

bubble materials are characterized by high anisotropy and low

M_# .02 T). As a result, magnetostatic energy

magnetization (po s
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within bubble walls is negligible compared with the exchange and
anisotropy components. In chapter two the importance of magneto-
static energy in materials such as permalloy was seen in the
distinction between essentially Bloch-type walls in bulk specimens
and Néel walls in thin films. The wall surrounding a bubble
domain can be a complex combination of both Bloch- and Néel- type
transitions. figure 3.2 is a schematic representation of several
rossible bubble wall states. The pure Bloch wall can occur with
two types of ‘chirality' (figure %.2(a,b,)) ie. there are two
possibilities for the sense of spin rotation within the wall.

The sense of spin rotation may also change around the domain
boundary giving different Blrch segments separated by sections

of Néel wall. The Néel sections, termed vertical Bloch lines,
(VBL) occur in pairs and can themselves have two types of chirality
as shown in (figure >.2(c,d)s The wall can also be subdivided
vertically and the transition region is then termed a horizontal
Bloch line (figure %.2(f)). The wall index, S, is defined by the
number of complete 2w spin rotations &dround the wall perimeter.
Thus, for evample, pure Bloch wall states have £=1. Discontin-
uities consistent with Bloch line structure have been observed by
Lorentz microscopy in thin samples of materials such as cobalt
capable of supporfing sub-micron bubble domains. (e.g. Grundy

et 2a1,,1971).

3.4 Hard Bubbles and Bubble Dynamics.

Peculiarities in the behaviour of bubble domains and the
idea of complex wall structure were first described by Tabor et
al. (1972) and by'Malozemoff (1972). In particular they reported
the existence of 'hard® butbles which behave differently in

applied fields from 'normml' bubbles., Hard bubbles collapse at
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Fig 3.2 Illustration of possible bubble wall states.
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a higher value of bias field than normal bubbles and the diameter
range from run-out to collapse may be 10:1 compared with only 3l
for a normal bubble. Bubble transport experiments frequently use

a simple one-dimensional gradient in bias-field to drive bubbles.

If the bias field gradient is %%, the bubble magnetostatic energy,
Ep, varies with x and so the bubble experiences a driving force

ecual to - g%B. The gradient may be vroduced by pulsing two

parallel current-carrying conductors spaced about 100pm apart on
the film surface. In such experiments it was found that some
bubbles move parallel to the gradient as might be expected whilst
others move at ~n angle. The deflection (through angles as large
as 80 ) can be either to the right or left. Finally, ‘*hard’
bubbles were found to have a much lower mobility during transport
and this is probably their most undesirable property in a device
situation .

To explain all this behaviour the idea of vertical Bloch
lines in bubble walls was introduced and in particular it was pro-
posed that the hard bubble contains a large number of closely
packed VBL's as suggested diagrammatically in figure 3.2(g).

This model has been cuite successful in explaining the experi-
mental facts. For example in the diccussion of isolated bubble
stability it was assumed that the Bloch wall energy density was
independent of bubble radius. However in the case of a hard
bubble it can be shown (Malozemoff,1972) that wall energy density
actually rises as the bubtle diameter shrinks in an increasing
bias field. This results from the interaction (in the form of
exchange coupling) between closely-packed VBL's. The contracting

force associated with the radial derivative of total wall energy,

dE,
dr""’

which Xw is approximately constant. Thus the collapse of a hard

is therefore reduced in comparison with a normal bubble for
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bubble requires a stronger bias field.

The deflection of butbles relative to a field gradient can
also be exrlained in terms of wall structure. Bubbles containing
ne VBL's as in figure 3.2 (a) and (b) will be asymmetrical with
respect to any direction of motion through the bubble centre.
Slonczewski et al. (1973) showed that this asymmetry causes a
deflection to the left or right depending on the particular
chirality of the bubble. On the other hand a ‘'symmetrical' bubble
containing two VBL's with S=0 as in figure 3.2(c) may. travel
parallel to the field gradient. Slonczewski et al. obtained the
following expression for the deflection angle & in terms of wall

index S

sin® = 4vs +2$‘D2(AH)2 (3.7)

where v is the bubble velocity, ¥ is the gyromagnetic ratio and
AH is the difference in bias field across the bubble diameter D.
Another phenomenon associated with bubble translation is the so-
called ‘dynamic conversion' effect whereby the number of VBL's

may change during bubble motion. The resulting change in deflect-
ion angle causes erratic bubble movement. (Vella Coleiro et al.,
1973)

Since the existence of hard bubbles and processes such as
dynamic ccnvercion are undecirable in a btubble device several
methods have been developed for controlling bubble wall states and
supressing hard bubbles. These methods include coating the
bubble layer with a thin film of permalloy (Rosencwaig, 1972),
adding a second garnet layer with slightly different composition
(Bobeck et 21., 1972) and subjecting the garnet layer to ion-

implantation (Wolfe and North, 1972). In each case the aim is to
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form a surface layer where the marmetization is parallel rather
than perpendicular to the film. For bubble domains ‘capped' in
this way the two Bloch line state is preferable and hard bubbles
are unlikely to occur (Rosencwrig, 1972). During icn-implantation,
which is the most commonly used technicue, a damaged surface

l=yer (typically  O.lpm thick) is formed with considerable local
strain. Magnetostriction converts this into an in-plane anisotropy
which may overcome the uniaxial anisotropy. A typical dosage

might be 100 keV Ne ions at approximately 101* ions cm™2,

As mentioned earlier, simple bias field gradients have been
widely used to study bubble dynamics in different materials. A
bubble domain actually moves bty rotation of the magnetic moments
within its wall and this process dissipates energy so the motion
is damped. The level of d=2mping determines the speed at which
bubbles may be propagated and therefore has scme bearing on the
data rate which can be achieved in a device. There is cuite a
spread in velocities between different bubble materials so it is
important to be able to cuantify dynamic bubble properties. There
are four important parameters usually used to characterize bubtble
dynamices. These are the coercivity Ho» mobility p, breakdown
velocity Vp and saturation velocity Vs. In most good cuality
bubble garnets the coercivity, representing pinning effects on
the domain wall, is very small. (usually less than 1 Oe') Once
coercivity has been overcome, bubble velocity increases linearly
withAH (bias field increment across a bubble diameter). The
constant of proportionality is mobility, o (often quoted in cm
gl). A linear relationship between plane domain wall vel-
ocity and applied field had been known to exist long before the
development of bubtle domains., (e.g. Galt, 1954) The damping

effecte can be represented by a drag force permendicular to the
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domain wall with magnitudepv:v is the wall velocity andp is a
constant. A local field B applied parallel to the magnetization
on one side of a plane 180" Bloch wall exerts a pressure of 2M_B
on that wall therefore the ecuilibrium wall velocity will satisfy

the following equation:
2v B =B v, (3.8)

The viscous parameterﬁ , first introduced by Iandau and Lifshitz
(1935), thus leads to a linear relationship between wall velocity
and apnlied field. The motion of a cylindrical bultble wall with
circular cross-section can be treated in the same way (for example
see 0'Dell, 1974), to obtain the dependence of bubtble velocity

v on bias field ‘gradient® AH:

v = w@n - 2 ) (3.9)
In this eguation the crercivity Hc has been introduced to rerpresent
pinning of the bubble wall by imperfections. It should be noted
that p represents the plane wall mobility and that cuoted values
of bubble mobility usually refer to p = %w .

The 1link between bubble mobility and damping processes was
studied by Hagedorn(1971) who gave the following expression for
mobility in terms of uniaxial anisotropy K,» exchange constant A,

gyromagnetic ratio §, and the Gilbert damping factor o(:

~

)% (%.10)

u

=l

po= S

This ecuation is important when deciding on suitable bubble

mnterials as will be discussed later. The linear dependence of
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velocity on drive field eventually breaks down at a critical
velocity Vp and beyond this point velocity drops to a roughly
constant saturatirn level V., as shown schematically in figure (3.3).
Slonczewski (1973) devised a model involving the dynamics of Bloch
lines to explain 'velocity breakdown' effects. This model is

based on the idea that horizontal Bloch lines may be created in

a moving bubble wall, with the ability to travel vertically through
the bubble medium. Dynamic HBL's in turn gener=te vertical Bloch
lines on intersecting the film surface, thus hardening the bubble
and eventually leading to wall instability. According to

Slonczewski's calculations the maximum velocity is given by

Vp-‘-‘ m— (3«11)

where h is the film thickness and ¥ is the gyromagnetic ratio.

1

for V_ b
D Yy

substituting into eqp (3.11) the relevant cuantities for a typical

Druyvesteyn et al. (1975) quote a value of 4 ms’

bubble garnet capable of supporting 6um diameter bubbles. Since
the period of a 6um bubble device would be around 24pm this would
limit the maximum bit rate and oper~ting frecuency to 166'KHZ.
Unfortunately on this peint there seems to be rather poor
agreement between theory and experiment. As Humphrey (1980) puts
it, "It is necessary to measure the ‘saturation' velocity to know
of its existence" and the experimental 'saturaticn'effects are
usually found to occur above the theoretically predicted value.
In experiments involving propagation tracks in particular, high
velocities can be obtained without any signs of saturation.
0'Dell (1974) attributes this to the stabilizing influence of the
gradients at the bubbtle wall when a bubble demain is propagated

in a moving 'parabnlic' field well beneath an overlay tracl. For
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gradient = mobility
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>

(N.B. Coercivity usuzlly very small)

rig. 3.3 Schematic relationshiv between bubtle velocity
v and tias field gracdientA H for a butble
translated by a simple bias field gradient.
(AH = difference in bias field across tubble

diareter)
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example Vella-Coleiro et al. (197%) obtained velocities as high

1

as 28ms ~ without any signs of saturation during domain transport

in an epitaxial (YEu),j (GaFé) film with approximately 5Spm

5 012
diameter bubbles. The corresponding device data rate at this speed
would be approximately 1.4MHz. Most commercial devices being
built at present operate at 10CKHz (mainly because of the problems
associated with drive field coils at higher freauency) so the

limiting velocity effects do not yet pose a serious problem in

devices.

3.5 Materials.

Having described the essential static and dynamic properties
of buttle domains the factors involved in choosing 2 suitable
bubble material can be considered. To te competitive with existing
memory technologies bubtle devices must provide large capacity
storage with high data rate at low cost. So two important require-
ments will be to have small bubbles and high mobility. An extensive
review of bubble materials has been written by Nielsen (1976) .

The static and dynamic properties of bubble domains are
essentially determined bty a number of material parameters. These
are the characteristic material length L, the cuality factor Q,
the uniaxial anisotropy constant Ku the magnetization MS and the

exchange constant A. These parameters are related by two ecuations.

Q = g2 (3.12)

The material length depends on the energy per unit area of the
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butble wall, 5;. In the ecuzation above this has been expressed
in terms of A and K, using eauation 2.21 derived in chapter two.
The first basic property reguired of a bubble material is uni-
axial anisotropy and this must be strong enough to give Q>1 for
static bubble stability. 1In addition, the bubble must be capable
of withstanding in-plane drive fields in conventional devices,
and for a device to operate with acceptably low error rates it
turns out that Q must be greater than about 3.
To optimize stability bubtle diameter, d should be approximately
ecual to film thickness, h, and 4 should be roughly ecual to 8 to
9 times the material length. Thus bubble size and packing density
are ecsentially decided by the value of L. As can be appreciated
from ecuation 7.13 the trend towards smaller bubbles has demanded
materials with larger M. At the same time, films deposited on
substrates have taken the place of crystal platelets because of
the condition h=d,

| 0f the four parameters introduced in the discussion of bubble
dynamics mobility is probably the most important. According to
ecuation 3.10, p is proportional to (Ku)-% so high mobility is
likely to be found in materials with low Ku. Although Q>3 is
necessary for stability, materials with very high Q (and Ku) are
probably going to have inadequate mobility . On top of all these
requirements it is also important that bubble properties should
not vary strongly with temperature.

These factors have to be borne in mind when surveying the
list of uniaxial materials which are capable of supporting bubble
domains. A great deal of the early research was based on
orthoferrites, in fact these materials were used 1in the ploneer-

ing work of Bobeck (1967). Orthoferrite platelets with orthor-
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hombic anisotropy and the chemical formula R Fe O, (R = rare earth).

can be prepared from bulk crystals. However due to low magnetiz-
ation the material length for a typical orthoferrite, YbFeoa, is
20pm and the bubble diameters (of the order of 100pm) are therefore
rather large for devices. At the other extreme, thin films of
cobalt can be produced with the necessary uniaxial anisotropy
(along a ([0001] axis) and the material length corresponds to bubble
diameters of the order of O.lpm. The problem with cobalt is its
strong anisotropy which leads to rather poor dynamic bubble
behaviour. Another well known uniaxial material system, the hex-
agonal ferrites is capable of supporting bubble domains. A typical

example, Ba Fe can support o.o5um bubbles (Van Uitert et al.,

12%9°
1970). However this material also suffers from poor dynamic
bubble mobility caused by a high value of Ku'

The materials most commonly used in present-day bubtle
devices in fact belong to the rare earth garnet system with basic
formula R3Fe5012. R can be a rare earth or Yttrium. The oxygen
atoms form three types of °'pocket' or site which may be occupied
by the other ions of the system. These sites labelled a,d and c
have octahedral, tetrahedral and dodecahedral symmetry. The basic
magnetic cell of Y3Fe5012 can be expressed as Y24Fe40096, where
24 iron atoms occupy °'d' sites whilst the remaining 16 iron atoms
occupy 'a‘~sites. The 'c‘’=-sites contain Yttrium atoms. Both
a-a and d=d couplings are ferromagneti:c . However the exchange con-
stant for a-d coupling is negative, resulting in antiferromagnetic
ordering between the *a' and 'd' sublattices. Yttrium iron garnet
(YIG) therefore exhibits ferrimagnetism below the Curie Point

with a net magnetic moment per unit magnetic cell arising from

the 24-16=8 uncompensated iron atoms. Yttrium is non-magnetic but
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if a rare earth with magnetic moment replaces Yttrium the magnetic
behaviour becomes more complex. There are now three magnetic
sublattices which contribute to the magnetic behaviour and it is
common for rare earth iron garnets to exhibit a compensation point.
This is a temperature between zero and Tc (curie point) where
magnetization falls to zero because the moments of the opposing
sublattices exactly cancel. The variation of magnetization with
temperature for a typical rare earth iron garnet is illustrated

in figure 3.4.

The magnetic anisotropy of garnets is fundamentally cubic,
however it was found by Bobeck et al.(1970) that certain platelets
cut from flux-grown crystals have sufficient uniaxial anisotropy
to support bubble domains. The next important step was the develop-
ment of the liquid phase epitaxy (I.PF) process for depositing
garnet films with the same uniaxial anisotropy on to non-magnetic
substrates of gadolinium gallium garnet (Gd3 Ga5 012 or 'GGG').

In this process the constituent oxides are dissolved in a suitable
flux of lead oxide-boric oxide held in supersaturation at a
temperature around 1000°¢c (Giess et al., 1972, Levinstein et al.,
1974 ). The substrate has to be oriented parallel to a particular
crystal plane (usually ( 311)) and be highly perfect since the
epitaxial film °copies®' the structure of its substrate. Substrate
wafers 7 to 8 cms. in diameter cut from chzochralski-grown
boules are availabtle commercially. A clean and polished GGG wafer
is immersed in the melt until a film of the required thickness has
grown. It is believed that there are two mechanisms by which
uniaxial anisotropy may be produced in L.P.E. films. A small
lattice mismatch between the epitaxial layer and substrate will

give rise to stress-induced anisotrony. However there is also a
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growth-induced component of anisotropy which is more difficult to
explain. One proposed méchanism is short range ordering of Fe-
rare earth ion pairs (Rosencwaig et al. 1971).

The garnet system is particularly useful because of its
versatility. Para'meters such as anisotropy, Ku, can be changed by
mixing the rare earth components and the value of My, can be cone
trolled directly by diluting the iron component with non-magnetic
elements such as Al or Ga. As a result bubble diameter may be
varied from about 15um down to 0.5um. Devices being marketed at
the present time use % to 4pum diameter bubbles.

Two current areas of research into garnets are of particular
interest. Schultz et al. (1979) report that the properties of
garnet epi-layere may be adapted by laser annealing. Localized
heating by the laser causes a redistribution of the sites occupied
by Fe and Ga atoms in Ga-substituted YIG. This results in an
increased value of Ms and a localized reduction in bubble diameter.
Upon cooling, the new structure and properties are 'frozen-in'.
Voermans et al.(1979) describe mathods for increasing bubble
mobility. Ry demnocsiting L.P.E. films onto (110) rather than (111)
surfaces an in-plane anisotropy component is produced which does
not prevent the film from suvporting bubble domains but does
increase bubble velocities by about one order of magnitude.

Progress towards smaller diameter bubble garnets poses
several problems, because of the need to increase Ms (Kestigian
et al., 1979). In the garnet systemA is roughly constant so it
is evident from equations (3.9) and (%.10) that reducing bubtle
diameter whilst keeping Q constant causes M to rise im proporticn

1

to d°7 =2nd Ku to rise in proportion to d“z. Raising the value of

N_ in a conventinnal field access device recuires the drive field

fw)
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amplitude to increase so the power consumption must rise (Kryder
et al., 1974) It is also evident from equation 3.7 that larger
values of anisotropy will have an adverse effect on the mobility.
For bubble diameters less than 0.5um, rare earth garnets
do not have sufficient magnetization and alternative materials
are needed. Amorphous alloys containing transition metal-rare
earth combinations may be the solution. Chaudhari et al. (1974)
rerorted that the properties of Gd-Co-X alloys where X is a non-
magnetic element (eg. Au,Cu, Mo ) could be 'fine-tuned® for bubble
demain applications. The advantage of this system is that for a
given bubble diameter Ms may be made much lower than the corre-
sponding garnet value by suitable adjustment of the Gd/Co ratio.
Bubble diameters in the 0.2 to 2pm range have been achieved and
working devices based on such alloys have been constructed in the

laboratory.

3.6 Conventional Bubble Devices

In this section a brief description will be given of how
bubble domains are used in devices and of the part played by
permalloy overlays. |

To control bubble position, movable potential energy wells
must be created and this is most readily achieved using inhomog-
eneous applied fields. In particular, bubbles will reside in
regions where the bias field is lowest so it is desirable to
produce a closely-packed pattern of bias field minima. In early
devices this w=s achieved by ‘current-access'. A pattern of
current-carrying conductors was 1aid on top of the bubble medium
and these conductors activated in secuence produced the necessary

field gradients.(Bobeck et al., 1963)
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For sm~=11 bubbles the fabrication of suitably fine conductors
is difficult and this method has been succeeded by a ‘'field-access'
approach. In the field-accecss device butbles are controlled by
stray fields emahating from thin film permalloy elements. The
permalloy pattern is deposited onto a spacer layer (approximately
lpm thick) of silica and is subjected to a uniform rotating in-
plane ‘drive’ field. The early permalloy designs were essentially
different combinations of the basic rectangular ‘I-bar'. Of these
the 'T-bar' track (Perneski, 1969) illustrated in figure %*.5(a)
has been the most widely used. The operation of a T-bar track
can be moest easily understood in terms of the travelling pattern
of 'magnetic-poles® which develor on the bars as the drive field
rotates. The bubble, acting 2s a magnetic dipole, is propagated
through one period of the circuit for each rotation of the field.
The shape anisotropy of a rectangular bar clearly plays an
important mart. The drive field eacily magnetizes the bar length-
ways becauce of the low ‘demagnetizing factor' but the same field
applied across the width of the bar produces a minimal effect
because of the large demagnetizing fields in this direction.

Figure %.5(2) also illustrates the Perneski-type bubble generator,
which congists of a large square of permalloy with a permanent
*seed' bubble domain located beneath. The cseed 1s forced to stretch
out onto the T-bar track and then to break in two so that a new
bubtle is launched onto the track during each period of the rotat-
ing field. The T-bar track is bi-directional: if the sense of
rotation of the drive field is reversed bubbles propagate in the
oppocsite direction and would be annihilated on arrival at the
generator. Figure 3.5 shows two more propagatirn structures

bacsed on rectangular bars: the °*Y-bar' (Panylchuck,1971) and the
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Fig. 3.5 Bubble comzin rropagztion tracks:
(a) T-bar
(b) Y-bar

(¢) Chevron
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'‘chevron' (Pobeck et al.,1971). Of these the chevron is still
used in many devices for stretching bublle domains into strip
demains (to be discus:ed later).

Different circuit elements can be characterized by their
operating margins. The range of bias field, H,. over which the
circuit functions nroperly is plotted as a function of the drive
field (ny) amplitude. Typical operating margins for T-bar
propagation are shown in figure 3.6(2)(Almasi,197%) together with
an indication of the probable failure mechanisms which occur
outside the useful operating area. For the example given an
operating point of 30 Og drive field and 110 Ce bias field would
seem sensible. It has to be borne in mind, however, that all
other functional elements such as generators and detectors have
thelr own biss margins and since the whole chip operates in a
single magnetic field combination, overlap of margins is essential,

The period of a propagation pattern,P, defines the packing gen-
sity of stored information which can be achieved. To keep bubble
interactions to a minimum, the period is usually about four times
the bubble diameter. From the point of view of fabrication the
most critical feature in a T-bar circuit is the gap between
elements. The veriod to gap ratio for this pattern is approximately
1611. To increase bit density there has been a continual trend
towards smaller bubble diameters. With the scaling down of T-bar
patterns problems were encountered since optical lithography
cannot be used when the minimum feature (the gap between elements)
approaches the wavelength of light. For bubble diameters of 4Pm
and less an overlay design with relatively large minimum feature
was needed.

Partly for this reason T-bars have been largely superceded
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in modern devices by the so-called ‘gan-tolerant' designs. Three
different gap-tolerant propagation tracks are illustrated in
figure >.7. These are (a)symmetric half-disce (Gergis et al.,1976),
(b) asymmetric half-discs (Bonyhard and Smith, 1976) and (c)
asymmetric chevrons (Bobeck, 1977). These designs have a period
to gap ratio of approximately 8:1 so for 4pm bubtles the gap is
2pm compared with only lpm for a corresvonding T-bar track. For
the same lithography process and line-width control the bit density
can effectively be increased by a factor of four. The gap-
tolerant patterns have several other advantages. There is only
one permalloy feature per propagation period and there are no
permalloy links between adjacent tracks. (Such a link existing
between parallel T-bar tracks can mediate bubtle inter=actions
under certain circumstances.) Also the gap occurs between what
are essentially prrallel bars in a gap tolerant track so when the
bubble crosses the gap between elements it experiences two strong
parallel poles. (Adjacent bars in a T-bar track are orthogonal.)
As a result the operating margins are improved, the minimum drive
field for propagation can be as low as 10 Oe compared with the
limit of approximately 20 Oe for a T-bar track. In figure 3.6 (b)
a comparison is made between the propagation margins of half-disc
and T-bar patterns with circuit period 18Pm (Gergis et al., 1976)

In modern devices there has also been a shift away from the
use of Perneski tyre generators based on 'seed domains' in favour
of 'nucleate generators'. A typical nucleate generator consists
of a long °‘pick-axe' shaped permalloy element with an acsociated
'hairpin' conductor loop. The strong pole created on the end of
the 'mnick-axe' by the drive field can be supplemented by a

suitably timed current vulse to create a field strong enough to
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Fig. 3.7. Three gap tolerant circuit ratterns:
(a) Half-disc
(b) Asymmetric half-disc and

(¢c) Asymmetric chevron.
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nucleate a new bubble domain. Hairpin conductors can also be used
to collapse bubbles by reversing the current flow thus providing

erasure.

3.7 Bubble Detectors

To read data out of a conventional bubble memory a system
for detecting the rresence of bubbles is recuire<. Several methods
have been used for detecting bubble domains including the Faraday
effect (Strauss, 1971), but in practice it is most convenient to
detect the stray field of the bubble. This can be achieved by
straightforward induction (Bobeck et al., 1969), by the Hall effect
(Strmuss and Smith,1970) or by using magnetoresistance (Almasi et
Al.,1971). Only magnetoresistive detectors will be considered
here since these are emnloyed in virtually all the devices being
produced at present.

The electrical resistance cf a magnetic conductor depends
upon the distribution of magnetization relative to the direction
of current flow. This is the phenomenon of magnetoresistance.
In thin film permalloy the resistivity is greatest when the
magnetization lies parallel to the current flow (or antiparallel
since magnetorecsist=nce is an even effect.). If the magnetization
rotates through 90° a drop in resistivity of about %% occurs. Thus
if a steady current, I, is massed through a permalloy element, the
gtray field of a passing bubble domain causes changes in the
rermalloy magnetization and the corresvonding resistance change, AR,
produces a voltage signal V = IAR. In practice only a fraction
of the maximum %% change can be achieved since the stray field
of the bubble may only cause £light changes in the permalloy

domain structure. Fortunately the signal can be increased if the
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bubble is stretched out to form a gtrip domain.

In the early ’'Chinece Ch~aracter' detector of Strauss et al.,
(1972) suitable permalloy elements were used to cause stretching
parallel to the direction of bubble motion. After detection the
strip was allowed to revert to a bubble domain thus providing non-
destructive read out. However, stretching along the direction of
motion increases wall velocity on the leading edge of the bubble
and may incur the limiting velocity effects described in section
2.4, 1In the 'chevron expander' detector introduced by Archer et
al., (1972) this problem is overcome by stretching the buttle
perpendicular to the direction of motion. This is achieved by a
series of chevron columne or stacks of increasing length. An
important distinction between various magnetoresistive detectors
is the thickness nf permalloy used for the actuzl conducting
‘sense’ element. The go-called 'thick-thin'detectors use 200-400
; permalloy for the sense element and this has to be deposited
separately from the propagation circuitwhich is typically 4000 %
thick. The point is that in-plane demagnetizing fields are reduced
by using a thinner layer so the magnetizing effect of a bubble
stray field is increased. Unfortunately this type of detector
demands an evtra stemn in the fatrication process.,

The 'thick' expander detector develouved by Bobeck et al.,
(1973) cuts out this extr= step by employing the same 4000 i

permalloy for both rropagation circuit and detector element. This

be stretched further to give a satisfactory signal. This tynre of
detector is now the most popular in conventional bubble devices
and an example is shown in figure 2.8 . The current path is provided

means that the recistivity change is sma2ller so the bubble has to ‘
by a column of chevrons with interconnections. Several geometries ‘
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of detector column have been used in the mast. A study of the
domain structures which occur both in isolated and connected
elements of detector systems will be presented later.

In operation the detector is continuously subjected to the
rotating in-plane drive field so in fact the resistance varies
continuously. The effect of a mssing bubbtle domain is to
superimpose an additional field on tov of the drive field. To
extract a useful signal, chevron columne are usually arr=nged in
rairs. Bubbles are rresented to an 'active' column whilst a second
*dummy* column, isolated from bubtles, sees only the rotating
drive field. The two detectors are connected to a differential
amvlifier whose outnut should record only the bubble signgl.
Finally, as an e»ample of the sort of signal which can be achleved,
Bobeck et al., (197%) obtained a 3mV output psing a 5mA current

in a %14 chevron column for 6pm bubbles.

3.8 Chip Organization

Using the functions of generation, propegation and detection
described so far, the basic building block of a conventionzl bubble
memory~ the shift register- czn be constructed. The single shift
register is basically 2 continuous loop of track served by a
generator and detector. Bubble patterns may be circulated
indefinitely in the loop and the stored information may be accessed
using the detector.

If 2 large capacity chip is constructed in the form of a
single serial loop, the 2ccess time for an arbitrary bit is rather
long.(The average access time for a 64 k bit loop operating at 100
kHz is 0.32 seconds) For certain applications this is acceptable.

For a memory where the smeed of access is important the chip can
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be organized on a 'major-minor loop' basis. The minor loops are
essentially small shift registers and these serve to store the
data. A data pattern is assembled in the major loop in serial

form and then transferred in marallel to the minor loops for
storage. To access the memory, bubtles are transferred in parallel
back into a major loop connected to a detector system. The major-
minor loom concept was first remported by Bobeck and Scovil in

their e¢arly review of magnetic bubbles (1971). The layout of a
simple multiloop chip is illustrated schematically in figure 2.9
Several laboratories have successfully built major-minor loop chips.
For example, Bonyhard and Smith (1976) describe a 68 k bit, 16pm
period multiloop bubble memory chiv design with a layout of 131
minor loops containing 523 bits each.

A multiloop design obviously recuires elements or ‘*gates’
which will cause transfer of bubbtles between major and minor tracks,
Furthermore, if non-destructive read-out from the minor loops is
desired, rerlicate gates must be provided. Transfer and replicate
g2tes have been designed as combinations of specizl nermalloy
elements with controlling conductor loops. The gates are activated
by the field gradients which occur when the conductor is energized.
In the 2bsence of current, bhuthles circulate indefinitely =2round
the minor loops. Fortunately it has been found that gap-tolerant
propagate elements such as the asymmetric chevron are readily
adaptable to the formation of 900/180O turns and replicate/transfer

gates.

%+«9 Device Fabrication.

The tynical steps involved in the fabrication of conventional

field-access bubble chips are outlined below.
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Fig. 3.9 Schematic layout of a major-minor loop chip.

(Dashed lines represent conductors)
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l. Premaration of GGG substrates (A Chzochralski-grown crystal
is sliced into wafers which are then polished).

2. L.P.E. growth of bubble garnet film.

3. Ton implantation to suppress hard bubbles.

4., Deposit a 0.25um Si0, layer (This reduces any stress on the

2
L.P.E. garnet which might arise from the conductor layer).

5. Derosit a conducting film (eg. gold or Al/Cu alloy) approximately
0.5pm thick. Define and ion-mill the conductor pattern.

6. Deposit 2 0.8um $10, layer (This insulates the conductor layer
from the permalloy and produces the ovtimum spacing between the
prermalloy propagation tracks and the bubble garnet),

7. Deposcit =a O.4pm permalloy layer, define and ion-mill the
propagation tracks and detectors.

8. Deposit a final 8102 layer, approximately lpm thick to ‘passivate
the device and etch windows in this layer to the gold bonding pads.
Wires may then be bonded to the chip.

A cross-section of the resulting structure is shown schematic-

ally in figure 3%.10(R.J.Pairholme, 1974)

In the devices produced by FPlessey the films of vermalloy,

gold and silica were sputter depcsited, although evaporation and

electroplating can also be used. Patterns were defined in photo-

resist using a standard photolithography system. The wafer is ion-
milled bty bombarding with a neutralized argon ion beam so that the
conductor or mermalloy matterns are created by using the resist

as a 'sacrificial image'. Wafer diameters are ususlly around 5cm

whilst a tyricsl chip size is 0.5 x O.5cm2.

The next stage is to test the overating characteristic . of
every comvlete device contained on the wafer. At Plescey this was

performed by a microryrocessor-controlled probe tester capable of
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Fig. 3.10 Structure of a typical bubble device with convent-
ional perm2lloy propagation pattern. (R.J.

Fairholme, 1974)
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driving a variable bias field and rotating field. With such a
system the operating margins are tested by feeding data through
each chip. Those chips which do not meet the specified bias margin,
which is usually aroqnd 10 Oe, are inked so that the wafer can then
be sawvn and the good chips retained. Finally the successful chips
are packaged. The rotating field is generally provided by two
orthogonal coils fed with sine and cosine current waveforms and
the bias field can be supplied by small permanent magnets combined
with suitable mu-metal ‘vole-nieces®'. The complete package is
then tested using a second microprocessor controlled test station.
An interesting probler associated with fabrication is the
effect of step coverage. It is evident from figure 7%.10 that
beczuse of the underlying conductor pattern, steps occur in the
vermalloy elements. Such steps often pose problems because the
bias field can magnetize the step area. Thus an extra force is
exerted on bubble domains pascsing near to the step and this can
have an advercse effect on operating margins. This problem and
some of the possible solutions (methods for producing a planar
permalloy layer) are discussed in a recent raper by Roman et al.,

(1980).

5.10 Ion Implanted-Bubble Devices.,

In section 3,4 it was mointed out that ion-implantation can
be used to cre=ate 2 surface layer in bubbtle garnets where magnet-
ization lies parallel to the film nlane. Wolfe and North (1974)
reyorted that planar domain structures exist in implanted layers
and that these structures could be revealed using ferrofluid. It
was also discovered by Wolfe et al., (1972) that the implanted

layer could be used to manipulate bubble domains in a new tyuve of
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field access device.

To create a propagation pattern, a layer of gold or photo-
resist is deposited on top of an L.P.F. garnet and then patterned
using conventional lithography. This pattern protects certain
areas of garnet during subsequent lon-implantation and the non-
implanted regions (with unaltered uniaxial anisotropy) form the
'rropagation track'. The track often consists of a connected string
of discs ('contiguous discs') as illustrated in figure 3.11(a).
Bubkles prefer to lie near the edge of a disc and as the in-plane
field rotates bubtles are propagated along the verimeter of the
disc mattern.

Ferrofluid exyreriments have indicated (eg. Jouve and Puchalska,
1979) that nropagation occurs because of ‘charged walls' in the
implanted layer (figure %.11(b)). Bubbles are linked magneto-
statically with these charged walls and the latter are rotated
‘propeller-fashion' around contiguous discs by the drive field.

The implanted yatterns are much coarser than a conventional permalloy
overlay, in fact it has been claimed that the 'minimum feature' may
be as large as four times the bubble diameter (Lin et al., 1977).

By contrast, the minimum feature in a gap-tolerant permalloy

pattern is about half the diameter of a bubble domain. Using the

same lithography techniques an order of magnitude increase in bit
density would therefore seem feasible.

Ion-implanted bubble devices have not yet reachec the
production stage but all the functions required in 2 major-minor
loop circuit such as bubble generation, transfer and detection
have been demonstrated recently on a laboratory scale (Nelson et

al., 1980).
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Fig. 7,11 (2) Illustration of ion-implanted 'contiguous-disc’

propagation. Bubbles, represented by small circles,

propagate around the non-implanted areas (shaded).

H represents in-plane drive field.

(b) The mechanism of propagation is based upon charged

walls in the jon-implanted layer.
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3.11 Bubble ILattice Devices.

In conventional bubble memory devices binary information is
coded by the vresence or absence of bubbles in a shift register.
To maintain the integrity of the stored information, bultbles have
to be kept a certain distance apart (usually 4 bubble diameters,
centre to centre) so that bubble intersactions are kept to a
minimum. The number of bits which can be stored per unit 2rea in
such a device is therefore equal to (4d)'2 where d is bubble
diameter. If the number of bubbles per unit area is increased,
mutual revulsion will eventually lead to the formation of a close-
packed hexagonal bubbtle array or 'lattice'. Figure *.12 shows such
a lattice in a high contrast garnet epilayer revealed by the
Faraday effect. Unlike the 'isolated' bubble, a2 lattice can be
stable without an aprlied bias field. This is essentially because
the overlapning str2y fields of adjacent bubbles troduce a self-
biasing effect. The stability of a lattice can be treated in the
same way as an 1solated bubble by considering total magnetic energy.
(eg. Druyvesteyn and Dorleijn, 1971). The use of a bubble lattice
to store information was first described by Voegeli et al. (1975%)
as a means of increasing bit density.

Instead of 'rmresence -sbsence'coding® of binary data, a
lattice memory has to exploit 'wall state coding'. Thus, for
example, binary 1 and 0 can be represented in a lattice by the S=1
and S=0 bubbles which were illustrated in figure 2.2 (a) and (c).
Most of the devices built so far have used current-carrying con-
ductors to create the necessary field gradientes for bubble
manipulation. (eg. Hu et al,, 1978) To maintain the structure of
information stored in a lattice it is not nossible to manipulate

individu=1 bubt*les. Instead 2 whole column has to be added or
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substracted during the writing and re~ding vrocesses. Bubtle coding
can be Aachieved in practice because the S=0 state is stable in the
presence of a strong in-plane field whilst the $=1 state is only
stable in weak in-plane fields. To Aaccess data, bubbles can be
sorted according to their deflection in a field gradient. Cne of
the problems with this tyre of device is that writing and reading
take rlace in 'isolated-bubble' regions which have different bias
field recuirements to the lattice. Although lattice memories have
not yet been developed as far as conventional devices, work is

still in vprogress notably at the research laboratories of IBM Ltd.

3.12 Current-Access Bubble Devices.

As mentioned in section 3.6, early devices used current-
carrying conducters to manipulate bubble domains but this method
was overtaken by the development of permalloy overlays. It now
appears that this situation may eventually be reversed by a new
generation of current-access devices being developed by Bobeck and
co-workers at Bell Labs. (Bobeck et al., 1979).

In the new device the coil drive system and permalloy overlay
are replaced by one or more thin film conducting layers deposited
on top of the bubble medium. Each layer 1s etched with a pattern
of oval-shaped holes. When these layers are fed with suitable A.C.
currents,current'vortices' around the holes move magnetic bubbles.
This type of drive was in fact first described by Walsh and Charap
(1974). The absence of drive coils reduces the bubble package size
by about one-third and simplifies the electronics required to drive
the devices. The operating frequency czn be increacsed by 2an order
of magnitude and the resulting drop in access time chould enhance

the potential for bublrle memories in computing systems.
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%+13 Applications.

The development of various types of memory device has largely
been stimulated by the rapid growth of the information processing
industry. A digital computer needs memories for storing both data
and programs and an immportant factor determining the speed of =2
commuting system is the time t=ken up by stormge and retrieval of
information. ‘'Access time' is therefore the most significant
parameter for any storage system. Unfortunately the cost per bit
rises with reductions in a2access time =0 a computing system usually
exploite a2 variety of storage systems from expensive 'fast' memories
(usually rancom access) to much cheaper and slower 'mass'memcries
(usually serinl access). figure 3.13, based on a review of magnetic
materials and applications by I.S.Jaccobs (1979) illustrates the
range of devices available.

ACCEST TIME

10"%s. (FAST) 107%s. (MID_RANGE) 5x10™“s. (sLow) 1s.
Bipolar™ ccp* Fixed head disc/drum
moc® Magnetic bubble Moving head disc
Ferrite core Ream-addressable Tape

Flat thin film Magneto-optic Thin film heads

Plated wire (future) (entering)

INCREASING CCST PER BIT
Figure 3.12 A survey of memory/storage technologies (after I.S.
Jacobe, 1979). Non-magnetic technologies are marked
thus =x.
As can be seen from figure %.13, magnetic phenomena have
already been used extencsively in the memory/storage field. In
e~ch case the signal or information is stored in terms of the

direction of magnetiz=tion. Thie disgram alsoc indicates the so-
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cAlled 'access-gap' which existe (or rather existed until guite
recently) between 'mass' memories based on discs, drums or tape
and ‘fast'memories based m2inly on semiconductors. Multiloop
bubble devices with access times below 5x10 “s. could fill this
gap but there is already a strong competitor in the form of charge-
coupled devicee (CCN°'s). In the CCD information is represented

by ‘packets' of electric=l charge (Amelio, 1974). W.F. Druyvesteyn
et al. (1975) have commared the essential features of these two
rival technclogies. Cne of the important advantages of bublle
memories is that they are truly non-volatile: if the power supply
is switched off the stored information is not lost. If loss of
information from a CCD is to be zvoided the power supply cannct be
shut down completely, only reduced. Unlike bubbles, the p=zckets
of electrical charge in a CCD have to be 'refreshed*'. The typical
fabrication vrocess for a bubble memory is much simpler than the
establicshed processes for manufacturing semiconductor devices such
as the CCD. In particular, less masks are needed. One mask to
define conductors and a second to define the propagation circuit
are sufficient. As a result the production yield and cost per bit
can be very competitive for bubble devices. The main advantage

of CCD's 1is probably their compatibility with other semiconductor
microelectronics which c2n be incorporated on the same chip.
Furthermore, CCD's c2n handle toth an2logue and digital signals
whilst bubble storage is limited to the handling of digital materisl.
Because of the interaction between bubble domains there is the
potential that logic could be tuilt into a bubble device. However
this has not yet been reclized in commercial devices. For CCD'S a
maximum orerating frequency of 100 MHz has been rredicted but the

operating frequency of most commercial bubtle devices being produced
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at precsent is 100 XHz. If the new generation of current access
devices under development at Bell Labs. is successful this frequency
could be significantly incressed. The high frequency operation of
drive coils in a conventional device 1is more 1imiting than the
intrinsic sveed of bubble materials.

Apart from filling the 'access-gap' in computer technology
other areas of avrplication exist for bubbles. For example low
volume, low power memories would be attractive in military and
avionice systems. Non-volatility is slso important. The first
reported commercial avplication of bubble devices has occurred in
the telecommunications field. At Bell latoratcries 'a digitized
voice system has been established in which a 16 k bit capacity
single shift regicster stores a3 12 second mescage. Bell Labs have
also used bubble memories in a switching system for directing ore
telephone call to another subscriber's number. Another interesting
area of application arises from the disvlay potential of bub’le
domains. Special bismuth-substituted garnets can be prepared with
exceptionally good Faraday rotation (Scott and Lacklison, 1976).

In conclusion, it can be said that the prospecte for bubble
devices seem good. The 'state of the art at present is that several
companies are manufacturing 250 k bit, lépm period chips whilst
Rockwell has vproduced the first megabit capacity chip. The scale
down from 16um period is already underway in the laboratory and
it has been demonstrated that conventicnal permalloy devices, with
gap toler=nt features, will be adequate 2t least down to 8pm reriod,
2pm tubble dismeter (eg. Orihara et al., 1979). Below this, ion-
implanted ‘contiguous disce' with coarse femntures will become more
important. for sub-micreon bubbles a shift from gornets towsrds
amorvhous nlloys rfeeme inevitable. Drive systems bmsed on conduct-

ing sheets chould =2lfo fenture in the bubtle devices of the future.
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CHAPTFR 4 EXPERIMENTAL AND THEORETICAL WORK ON PERMALIOY OVERLAYS.

4.1 Introduction

Since the development of conventional bubble devices there
has been a considerable amount of research into the distribution
of magnetization in permalloy elements and the resulting magnetic

fields. A brief review of this work will now be given.

4,2 Experimental measurements.

Several of the techniacues described in chapter two have been
used to study the magnetization in overlay bars. Some involve
direct interaction with ﬁ'(e.g. using polarized light or electrons)
whilst others depend on the stray fields caused by magnetization
(e.g. using colloid particles).

A Kerr effect probe with a light spot of 3pm diameter was
used by Krinchik et al. (1975) t0 measure the average magnetization
in T= and I-bars and later chevron column bubble detectors
(Krinchik et al.,1978). They used the transverse mode but the polar
effect can also be used for the purpose of domain wall mapping
as described by Huijer et al.(1978). In this case the vertical
component of magnetization associated with a Bloch wall is detected.
Ma(1976) used the transverse Kerr effect on a larger scale to
measure the response of arrays of I-bars to uniform applied fields.,
The application of Lorentz microscopy to permalloy overlays was
reported by Jones et al. (1978). Domain walls were imaged with
high resolution in T- and I-bars and simple chevrons, however
there are limitations on the thickness of sample and support
which can be used. In this case the permalloy was approximately

O.2Pm thick.,




Several workers have used the colloid technicue (with
Bitter colloid and subseauently ferrofluid) to reveal domain walls
in permalloy bars. Y.S. Lin (1972) and Khaiyer and 0'Dell (1976)
studied T- and I-bars with this technique. Khaiyer and 0'Dell
also introduced Nomarski Interference Contrast as a useful
accessory for studying colloid patterns. PFerrofluid has been
used more recently by Huijer et al. (1979) to study the hysteretic
behaviour of large (lOOlexO.BPm) rectangular bars of permalloy.
The results of these investigations will be discussed in the next
chapter in context with the present study of 16Pm-period circuits.
Another technique which has been applied to permalloy bars is the
Vibrating Sample Magnetometer. Doyle and Casey (1973) measured
the responge of two-dimensional arrays of I-bars to uniform
applied fields with a VSM,

Kk few experiments have been directed towardes probing the

external field of overlay bars. Hsin et al. (1971) used large,

scaled-up T- and I-bars several cm in size for their field
measurements. However the domain structure would clearly be quite
different from that existing in Pm-sized bars. George and Chen
(1972) used bubble domain observations in their study of real-
istic sized elements. First the diameter of bubbles in permalloy-
free regions was plotted against bias field. This was compared
with the diameter versus bias field curve for a bubble beneath

an overlay and the difference gave a measure of the effective
'bias field' created by the permalloy. Their results suggested
that an I-bar magnetized by an in plane field and/or the stray
field of the bubble domain produces a'field well' some way in

from the end of the bar. From the bubble domain shape it was

deduced that this well was reasonably symmetrical about a




&4
vertical axis.

4,3 Calculations

Magnetization and field calculations fall into two groups:
Those b=ased on domain models and those based on continuwim models
for the magnetization. In a continuwm model the presence of
domains and domain boundaries is ignored. Those calculations
which have attempted to consider the domain structure known to
exist in permalloy bars will be discussed in chapter 8. 1In
this section a brief review of continuwum modele will be given.
The two approaches have been compared recently by Huijer et al.
(1980)

Most continuwum models attempt to find a minimum energy
configuration for ¥ and in most cases magnetostatic energy is
assumed to dominate. The total energy is then approximately
given by the sum of applied field and demagnetizing field

components:

E = -POJ’E(?).}'{‘a(F)dv -ko J’Tw'(f).'}fd(ﬁ)dv (4.1)
' v

Here ﬁa represents the total applied field, being the sum of a
uniform drive field and the non-uniform stray field of bubble
domains if present. As defined in chapter 2 (ea™.2.10), the
demagnetizing field ﬁd(F) depends on the magnetization ¥ not only
at T but at all other points in the volume of permalloy, V.
For a2 minimum energy state small variations in M should produce

no changes in E and it can be shown (Copeland, 1972) that

He(F) = -H, (P (4.2)
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For a given applied field the ma2gnetization should be so arranged
that the demagnetizing field is everywhere equal and opposite

to the local applied field. It is generally assumed that M is
everywhere parallel to the permalloy plane.

Many calculations have been based on the simplest case of a
rectangular bar and one of the earliest was described by Copeland
(1972). This one-dimension=l model (Mx(x)) established that the
centre of a bar would become saturated at a certain applied field
termed 'H'75 since the net magnetization at this point was
approximately O.75MS. For a bar of length I,, width W and thick=

ness T the following approximation was obtained:

_ T W
H75 = Ms'i- F('I-') (S.I.)
Wy A W -1
where F(f) - f[l + 'I"'] (4.3)

Partial saturation measurements will be presented in chapter 6
and compared with this model in chapter 8.

Lin (1972) applied a Fourier series approach to the case
of a periodic array of rectangular bars. The bar shape,
magnetization and demagnetizing fields were all reprecented with
Fourier series allowing a one-dimensional M distribution to be
determined. George and Archer (1973) developed Copeland's model
further to consider the motion of a bubble domain along a rect-
angular bar. The magnetostatic barriers which this involved were
interpreted in terms of drive field requirements. This work
was basically one-dimensional but an extension to two dimensions
was later provided by George and Hughes (1976).

Whereas the majority of continuum models have been based
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on the energy of a permalloy bar, Almasi and Lin (1976) estimated
the flux emanating from a bubble domain and trapped by the
permalloy. This allowed approximate analytical expressions for
the operating margin to be obtained.

The Fourier series approach of Lin was subsequently developed
by Dove et al. (1975) so that the influence of bubble domains
could be included. The same group also studied the effects of
finite permalloy pérmeability (Dove et al.,1976) and interaction
effects between neighbouring bars (Watson et al, 1976). They
have recently presented a review of the Fourier‘series approach
(Huijer et a1.,1981). |

In the past few years continuum models have been applied
to the study of non-rectangular elements. Ishak and Della Torre
(1978) developed an iterative method for determining the magnet-
ization distribution in an arbitrary two-dimensional permalloy
shape. Beginning with an assumed distribution for M, the demag-
netizing field is calculated for an array of points. This is
used to predict a new magnetization distribution and the process
is repeated until convergence is obtained. Potential well pro-
files for symmetric and asymmetric chevrons and half-discs were
subsequently obtained (Ishak and Della Torre 1979). Similar
elements were treated by Matsutera and Hidaka (1979) by dividing
each element into a finite number of square blocks. The field
wells generated by these elements are not so regular as that
found beneath a simple I-bar. A comparison of symmetrical and
asymmetrical elements has suggested that the latter have improved
field gradients.

Finally the application of continuum modelling as an aid

to device design has been described recently by Collins and Cole
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{1980). Using a large host computer and an on-line display
terminal a system involving bubbles, permalloy shapes and conduct-

ors can be:modelled interactively.
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CHAPTIER 5 DESCRYIPTION OF EXPERIMENT.

o
—t

Samnles,

A1l the samples studied in this project were prerared at
the Allen Clark Research Centre of the Plescey Company Ltd..
Standard techniocues of bubble device fabrication were used. Films
of NiFe were first sputter-deposited onto silica-coated bubble
garnet epilayers or non-magnetic substrates (GGG). These complete
films were then tested with a B-H locp plotter to determine
coercivity and anisotropy (most often uni=xial). Finally the
pittern was defined using normal photolithography and ion-milling.

The range of samples available included early T-and I-bar
circuits with reriod 32pm. However the majority of samples had
propagation tracks based on 16pm-period asymmetric chevrons.
These samples 2lso contained a variety of experimental detector
column geometries together with pick-are nuclezte elements. Some
larger areas of permalloy were also -present in all samples. In
each detector the column period was 20pm though the width of
individu2l chevron bars varied from approximately 6um down to 2
nominal lpm. The successful fabrication of lpm bars with con-
ventional vhotolithography is difficult and in the majority of
columns a nominal bar width of 2.lpm was employed., The overlays
also contained a number of ¥- and I- bars with bar widths of 2.1
and lpm.

Samples with this overall design were manufactured using
4 different thicknesses of permalloy: 0.3, 0.35, 0.4 and O.45Pm.
A few samples contrining 16pm-period acsymmetric half-discs O.4Pm

thick on bubble garnet were also provided.

5.2 Microscove.
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Ferrofluid patterns were studied with a Vickers M17 (type E)
microscope. This microscope was suitable for observation in
transmitted sand reflected light simultaneously. However most of
the work was done using reflected light and a Vickers Differential
Interference contrast unit (Nomarski). This can be supplied as
a standard accessory with the M17 microscope. The range of
objectives used included 63xDRY (N.A. 0.90), 45xCIT, (N.A. 0.95)
and 80xCII. (N.A. 1.%2). Photographs were obtained on 35mm film
using an €LR c2mer~ with exposure times around 1 second. In
some cases, depending on the setting of the interference contrast

unit, exnosure times of 4 cr 5 seconds were required.

5.3 Applied Fields.

Coils for providing in-nlane fields (ny) and bias fields
(HZ) were mounted directly on the microscope stage with the sample
suprorted in the centre. In-plane fields were produced by a
ferrite toroid wound with four coils. COpposite coils were fed in
series oprosition. The wound torcid had overall dimensions asg
follows: i.d. 65mm, o.d. 110mm 2nd depth 16mm. The X;and Y-
windings can be activeted independently if D.C. in-plane fields
are recuired. TIacklison et al. (1977) show a plot of the field
producecd by ferrite core drive coils. They conclude that the
field varies by lers than 10% over 80% of the volume enclocsecd by
the toroid. (The field varies most near the toroid itself).
The field variation over a bubble chip (typical cize: Smmx5mm) at
the centre of the toroid should therefore be very esm2ll. Bias
fields were provided by =2 small soleénoid mounted within the toroid.
The bins coil rroduced 160 Oe vper Amp whilst the individual

windinges of the teoroid nroviced 17.9 Ce rer Amp.
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£ rotating in-plane field can be produced ty feeding the
torcid with sine and ccsine current waveferme., For simple ferro-
fluid experiments in which a field is rotated slowly and brought
to rest at an arbitrary orientation a rotating turntable was
manufactured as an alternative to the toroid. Small permanent
magnets were mounted on the turntable and the in-plz2ne field
calibrated in terms of the "ole separation.
For magnetoresistance measurements gold wires were bonded to the
detector pads on 2 few samnles. This was performed at the Flessey

Labor=tories.

5.4 TFerrofluid Exvperiments.

for good results with ferrofluid the samvule should be as
clean =s poesible. For the experiments described here, specimens
were vashed in 'Decon-90' solution (diluted 1:19 with water) at
55-60°C for 15-20 mins. This included at least 5 mins. immersion
in 2n ultrasonic tank., The sample was then rinsed for a similar
veriod in 2 succession of distilled water tanks. Aqueous-base
ferrofluid (type'AO0l', Ferrofluidics Corporation) was then applied
to the sample whilst still wet.

It is desirable to obtain ferrofluid patterns with optimum
resolution 2nd contrast, especially when studying permalloy bars
1 or 2pum wide. A number of experimental methods were examined.
The simplest method is to nlnce a conventionz2l glass coverslip
on top of the ferrofluid =nd then observe with =2 dry objective,
However the picture aquality obtained in this way can be limited.
Contrast arires from the ‘'piles' of enhanced particle density
associated with the stray fields of domnin walls. These stray

fields =re highly loc=lized (they f211 off rapidly with distance




21

because there are equal but oprosite magnetic'free-poles' on either
surface of the permalloy). Ideally the cdepth of ferrofluid should
correspond to the 'height' of the particle deposits above domain
walls., Any additional ferrofluid can only serve to reduce the
observed contrast. Using a corventional coverslip the pattern

often appears to be obscured in this way.

To some extent the effect can be alleviated by suitable
dilution of the ferrofluid, however much better contrast was
obtained by replacing the flat coverslip with a thin curved flake
of glass. (Flakes are produced by blowing and then breaking large
bubbles of gl=ss). As suggested schematically in figure 5.1(a)
the flake is held, convex side down, by the surface tension of
the surrounding liguid to form a very thin layer of ferrofluid
at the centre. (Undiluted ferrofluid c=an be used). The flakes
were estim2ted to be between 12 and 20pm in thickness compared
with approximately 90pm for commercially avallable coverslips.

(As an extra bonus this means that high resolution objectives
with short working distance are easier to use). The disadvantage
of this technique is that drying of the ferrofluid limits obser~

vation time to half an hour or less.

To approach the limit of optical resolution it is necessary
to use 0il immersion objectives. Ferrofluid itself can be used
as the immwersion medium but there is then a drastic recuction in
contrast as the total ferrofluid layer is now many times thicker.

It was found that this problem could be solved by floating a layer

of immersion oil directly on top of 2 thin film of ferrofluid. 1In
this wsy very high resolution can be achieved (some detaile of
wall structure within lum bars become visible). However it was

found difficult to achieve rearon=ble viewing times as there 1is a
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Arranzements used in ferrofluid experiments.
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tendency for the oil/water interface to be unstable.

The arrangement finally chosen for the majority of experi-
ments is shown in figure 5.1(b). The s2mple is placed in 2 small
circulsr well (the sample is fractionally thicker than the depth
of the well) and covered with ferrofluid. A conventional cocverslip
is then vplaced on top of the epecimen with A thin film of oil
forming a seal around the periphery. The o0ll holds the coverslin
down in close contact with the sample and the oil immersion
objective is then brought into posifion. Again the resclution
and contrast 2re generslly gocod hut beczuse of this 'sealed medule'
approach the viewing time can be extended over many hours. This
is perticularly useful when 2 long series of observations are
reguired in order to establish, for examnle, the mean field

required to partially saturate = vermalloy bar.
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CHAPTFR 6 TISCLATED FELEMENTS - RESULTS AND DISCUSSION

6.1 Energy and width of Bloch walle in permalloy elements.,

In chapter 2 the magnetostatic energy of domain walls in
thin films was discussed. According to calculations of Néel based
on a simnle wrll model, a transition from Bloch to Néel wells
occurs when 2 film is of the order of a few lOOi thick. The
overlays studied hererange in thickness from 30002 to 45003 so 1t
is to be expected that domains in thecse samples are separated by
Bloch walls. However the magnetostatic contribution to wall
energy is still important especially since anisotropy is low., In
the 1imit of zero anisotropy, wall width would be infinite were it
not for the magnetostaiic energy term. Using Néels model
anproximate valuee for the wall parameters can be obtained. The
same cAalculation has been performed by Middlehoek (1963) for
permalloy films in the thickness range 0 to ZOOOK.

Consider a plane Bloch wall of width d and energy ver unit
area F rerresenting a spin transition through angle 26. It is
assumed that V-N = 0 so the component of magnetization normal to
the w211 plane it constant. If the wgll lies parallel to the xy-
plane in cartesian coordinates, the spins rotate about the z-axis
as illustrated in figure 6.1. The angle 6 between the spins and

the z axie 1s constant. A simple linear transition is assumed

0 that
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rarallel to the xy-plane. ¢ is the angle between
the yz rl=2ne and a plane containing the magnetiz-

ation vector+4+the z-axis
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= I d
¢ = 5 for z > 3
where ¢ is the angle between the yz-plane and the plane contzining
the spin vector and the z-axis. If for simplicity the spins are

assumed to occupy a simple cubic lattice then the angle between

two adjacent spins along the z axis is:

= 1 g@
da= sine(gr)a
= sinega
where a is the l1attice spacing. From eauation 2.2 the correspond-

ing exchange energy ie:
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where J and S are the exchange integral and svin as defined in
section 2.2. The exchange energy per unit area of wall will there-

fore be:

eX. a

where A is the exchange constant.
Using Néels model the w211 is revresented by a cylinder with
elliptical cross-section (fig. 2.2). From eruation 2.23 the

resulting magnetostatic energy per unit area of wall is given bys

Ved
= Og_ /!2
Fq %— 37t Mav




where t is the film thickness and Mgy, is an average magnetization
within the cylinder normal to the film plane. The component of

magnetization normal to the film plone, Mn' varies =cross the wall:

= : nz - d
M, = M sinBcos(3=), 5 é z & 5
Mn = 0, elsewhere.

The average value of Mn within the wall is:

d
¥ =112 y o nz
M, = 3 y Mss1necos( d)dz
?
=FMSsin9

|
d 2
1 2 o, 2 2 [z
Moo= = MCsin“6cos® (=35)dz
n d|_4 € ol
?
=JMSsinG
2

Since the model is only an approximation it is not important which
of these two values is used for Moy gince both will give the same
order of magnitude of results. Taking the r.m.s. value gives the

total magnetostatic energy per unit area of wall to De:

2
FS = B &- Mgsinge (6.2)
4 (d+t)

The total energy per unit arem of wall is then:




2 2 v
_| Am a2l .2
R = [ =+ %O(E:¥)Ms] sin“@ (6.3)

Minimizing w.r.t. d gives the following ecuaticn for the equilib-

rium w21l widthi

2 3
AAm, _ 47 (dt2t) (6.4)

Polg (a+t)%

Therefore, according to this model, the w=1) width is independent
of wall =zngle (28). The sclution of ecuatien 6.4 can be substitu-
ted into ecuation 6.7 to obtain the equilibrium energy per unit
area of wall. The wall energy is evidently proportionzl to sinZe
for a given permalloy thickness, t, so the energy density of a

90% wall will be half that of a 180° wall. Taxing the values

s lO-llJm.-l, Po = 4wx10-7 Hm™1 and N, = 8x10°Am™T for permalloy,
ectimates for the energy and width of a 180° Bloch wall were
obtained for the range of thickness relevant to the present study.
The results =re shown in figure 6.2. The wall becomes broader

and the energy density falle as film thickneses incre-ces. This is

becauce the magnetostatic energy term is reduced =s t increases.

6.2 Bloch Wall Subdivision.

In the preceding calculation it was ascumed that the Bloch wall
consicsted entirely of left-handed or right-handed spin reotation.
However it was ncted in chapter twe that the magnetostatic energy
arising from magnetic poles at the film surface is reduced if the
Bloch wall subdivides into alternate left- anc right-hancded
cegments. These cegments are separated by Bloch-lines, regions
of wall with Néel character. Segmentmtion certainly occurs in

thin film perm=2lloy. As ”n ex~mnrle fig. 6.%(2,b) chows the ferro=-
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Erergy(per unit area)and width of a 180° Bloch

wall as functions of vermalloy film thickness (t).
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fluid patterns on a scuare sheet of permalloy 94x94x0.45pm3 with
alternate bias fields applied pervendicular to the film plane.
Fig. 6.3(c,d) shows similar broken ferrofluid deposits on an
overlay bar. The deduced spin structure of the 160° Bloch wall
is shown in fig 6.7%(e). <C(learly a rigorous calculation of wall
width and energy should include the reduction of magnetostatic
energy c-used by subdivision. Shtrikman and Treves (1960)
performed such a calculation on the basis of a periodic ‘'domazin
structure' within the wall. However in permalloy elements the
subdivision is f=r from rericdic. The length of individual
segments may vary from less than lum to grester than 10pum. Also
it will te showvm in section 6.6 that dynamic changes may occur
in the distribution of Bloch wall gegments 2nd the number of
Bloch lines under the influence of an in-plane field. For these
reasons a correction to the calculated energy and width of the
Bloch wall will not be attempted here. The estimates baced on

Al
Néels model dare in any case apwroximate.

6.3 Anisotropy in Permalloy Cverlays.

As a firet step in studying dom2in structure in overlays
some early T- and I-h~r s=amples with period 32pm were investigated.
Domains in T-and I-b2rs have been observed by several workers.
Y.S.Lin (1972) obtained Bitter patterns in a T-bar (bar width
approximately 7.6pm) on nen-magnetic substrate. The structure
consisted of 180°walls and simple trisngular closure domains as
illustrated in fig. 6.4(2). Lin found that magnetization proceeded
by domain growth with fields applied =long the bar and by
measuring wall disvlacement a linear relationship between net
am Uniy o~

magnetization and field was observed up to saturation. Z&
/

-
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Fig. 6.4 Tynical domain structures in T-bar elements :

(2) Lin (1972), (b) Xhaiyer (1976).
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Khaiyer and 0°Dell (1976) and Khaiyer (1976) found simil~ar
structures in overlay bars on glass substrate and on LPE magnetic
g2rnets. They found that the centr=l domain wall bowed slightly
when a field was 2applied and that closure domaing did not form
on roundecd bar ends as shovn in fig. 6.4(b). This diagram also
illustrates an 'internal closure domain' (ICD) coneisting of four
90° walls. Similar domains have been found in iron whiskers, for
example by deRlois and Graham (1958). Khaiyer reported that bars
demosited on magnetic garnet freguently contained ICD's whilst
those on glass substr-te did not, and that the position of domain
wnlle could be deformed locally by the garnet stray field. Some
of these features have nlso been observed in ‘thin' (0.2pm)
permtlloy circults by Torentz microscope (G.A. Jones et al,,197E)
together with ~ddition2l fine structure such z2s coarse ripnle.

In these samples, however, there was frequent non-apnearance of
domain walls in some bars, the authors csuggested that this could
be due to the thickness. It will be demonstrated later that
thickness plays =n important part in determining saturation fields.

Fig. 6.5 shows remanent domain petterns in a Z2um-period
T-bar circuit on mrgnetic garnet revealed in a dry col’oid deposit.
Several bars hesve a remsnent structure baced on & central 180°
wall as described above. Further evamination of the colloid

derosit indicates small wall displacements due to the garnet

stroyv fields. However the moet stri-ing ferture of these pitierne
1s the complerity of cteio*nure foun’ In certrin elements.  All

the bars lying in = mparticul~r directinon =2re filled with ICD's.

nucle~ted by the zurnet ctray flelds when the overlay is forme:!.
o = o J

However the it ern of strine domaine in the canple =tudied here
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wog random and 1t will be shovm leter th-t cimlil - wltinle

domain states form even ~fter s~tur~ticn of the bars. It there-
fore secms more likely that in-pl-ne nnicotropy is regponeille

for the complex structure. Unfortunately no hysteresis measurements
exist for the unpitterned filme in *thilg crge but the derree of

v can be estimated.

r

Consider the magnetic enerzy of a long rectanzular bar
contiining o perliodic stinz of I2D's as in fiz 6.6(b) and for
comparison the energy of a bar containing » sinzle 180° wall as
in fiz 6.%5(a). IZach b=2r has width 7, thickness t =2nd an assumed

uninxial anisotropy with the easy direction running perpendicrilar

to the lon~ “ar axis., The anisntropy ensrzy density is Ziven Dy

- . D
I K, sin™®

Ty o 1. e rren A PR [ a3 —~ b
the anzZle »etwrzen the 7 CLZAT

2 ~nd the easy axis

—ie

6]

ne

L ,d

Jte
i

where 9

and €y is an anisotropy constant. Ilrgnetostricticn is ignored

g0 the total argnetic enevzy oFf gach

sy

"

b2 in zere fleld consists

of anisctrony energy and wall energy. Congidering o length W

in each cage the resprctlive energles will De:
e
N cipl -
ET(a) = BT a0 ok T
Awr
2 - “f".’ 2 -
TJT\D) = 7??)00 -+ ',-(-;"7 -

. . )
where FQOO and Fl800 represent the enecrzles per unlt arer of 29
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Fig. 6.6 Alternative domain structures in a long thin bar

0f permalloy of width W and thickness t.
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andl i valls peepectively and on the Loazis o of Uhe orelion
colonloatiorn T e sl o = o} If there is

{ 1 1+ that F90 O.5F180 . ere
no anisotropy domain structure 'a‘' is favourable, structure 'b°

has the lower energy of the two when

1.2

2
Ky >\/2WtFlBOo + SWLK,

WtF o + W

18¢

2
Ky > &(V2-1)F g0
or in terms of the anisotropy field, BK =

&

1 4

=

s

4
By 2 WS(@"l)Flsoo (6.5)

For the sample in question, W and t were approximately 4um and
O.4um respectively. From fig. 6.2 the value of Figo® in these

2 and the corresponding

bars would be approximately 3.1 x 1072Jm"
o

domain wall width would be roughly 490 A. Substituting these

values into 6.5 together with Msi'B x 10° Am-l'for permalloy

4T as the condition for multiple closure domain

gives By > 16 x 10~
structures. The effect of anisdtropy on wall energy has been
ignored in this calculation. 1In fact if the walls are of the order
of 490 i wide they occupy only a small volume of the bar (roughly
1.2%for bar ‘a’ and-3.5% for bar *b') so this approximation

seems reasonable, Permalloy films deposited for bubble devices
generally contain in-plane anisotropies equivalent to a few Ce.

In ecuation 6.5,Bk is inversely proportional to bar width, W, so
domain structure is less likely to be modified by anisotropy in

more recent overlay circuits withhigher packing density and

reduced bar widths. In 16pm permalloy tracke containing bars




approximately 2um wide no examples of elements filled with closure
domains were found.

The effects of anisotropy are evident in some of the larger
areas of permalloy which surround the active circuit. For example
the domain wall pattern of fig. 6.7(a) resembles the structure
proposed by Landau and Lifshitz (1935) for uniaxial materials
(I1lustrated in fig. 6.7(b)). Fig. 6.7(c) shows a typical domain
pattern in a long thin strip of permalloy.oriented perpendicular
to the easy axis. The interpreted domain structure for a bar
perpendicular to the preferred axis is given in fig. 6.7 (d).

In these ferrofluid patterns the stripe domains of the garnet
substrate are also clearly visible. In the absence of applied
fields the total magnetic energy per unit length of this structure

is given by the sum of wall and anisotropy components:

Ep = By + B¢
=4 DEF Ly D)tP, 4.0 + LD
D72 90 DY 180 D72 "1

where t is the film thickness, D is the domain spacing and y is

the bar width.

¢ = L’—Q L%
S Ep t[f2—+ D]F1800+ 21

assuming F90° = O°5F1800

The energy is a minimum with respect to D for the equilibrium wall

spacing:
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D, = |2 FIBO; v|f (6.6)
1

In fact the sample contains several bars with this type of domain
structure and a range of widths from 6.2 to 19.3pm. The wall
spacing D, was estimated for each bar from colloid patterns. In
fig. 6.8 the value of D, is plotted against y%. The graph
confirms a linear relationship between D0 and y% even though the
bars are subjected to the stray fields from the garnet layer, a
factor which was ignored in the preceding calculation. The best

fit to the data points gives a gradient of 2.4] x 10-3 m%.

Y
2F 0=
£2%0 = 2.4 x 1077

2

substituting Fygp0 = 3.1 x 1072 Jn"% and K = 8 x 10° Am~! gives:

é%l & 2.7 x 102 Tesla

s

B =

So the domain structures in larger areas of permalloy are
consistent with an overall degree of anisotropy which would be
sufficient t0 modify T- and I~ bar elements according to egquation

6n50

6.4 Domain Structures in 16-pm period overlays.

Some features of the domain structures which occur in over-
lays of the type used in more recent devices will now be discussed
together with their behaviour in applied fields.

Fig. 6.9 shows typical colloid deposits on 16-pm period
agsymmetric chevron elements and I-bars in zero applied field .

The bars generally contain 180° walls and occasional closure
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domains as observed in larger rectangular bars by previous workers.
However on this scale of fabrication (bar width approximately 2.lpm)
the corners of elements are generally rounded off because of the
limitations of optical 1lithograpy. The result is that triangular
closure domains like those observed in iron whiskers do not always
form at the ends of anelement. Khalyer and 0'Dell (1975) reported
the same effect in bars 8Pm wide. Instead of a closure domain
there can be a smooth transition with magnetization rotating
parallel to the edge of the permalloy. It is eacsy to show that
this configuration is energetically favourable by comparing the
total energy of the two structures illustrated in fig. 6.10.

If the bar edge is taken to be a perfect semicircle then it seems
reasonable to ascume the following distribution of ¥ for fig.

6.10(b)

ﬁ(x.y) = (chose,—Mssine)

using the coordinates defined in the diagram. Since this satisfies
?.ﬁ = 0 and there is no component of magnetization normal to the
external surface there is no magnetostatic energy involved.
According to equation 2.3% the exchange energy density of the

structure is giVen by
w) — T 12 g, 12 T V2
E,, (x,¥) = A[(vxl) + (Tx)? + (Vo<3)]

where A is the exchange constant and Ni,a%,aé are the direction

cosines of magnetization. In this case:

> = y(xP+y?)~%
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(a)

(c)

Fig. 6.10 Two alternative configurations for the reversal
of magnetization in a permalloy bar. The co-
ordinates used for estimating the exchange energy

of configuration (b) are shown in (c).
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L
|

= x(x2+y2)-%

A, =0
Substituting these values gives:

s o _
Eex(x,y) = A(x“4y°) 1

>

or Eex.(r'e) = 29

r

If the permalloy is assumed to have thickness t the total exchange

energy is:

R o A
Fex. = [ JAZ 7 tdr de
ry -0
2

At TT 1oge(§

o) (6.7)

The finite lower limit, ry» is taken in order to exclude a singular-

ity at the origin. The value of r_. is not immediately apparent

0
but in the limiting case it can be no smaller than the spacing
0
between two adjacent atomic moments so let roih 3A., Taking R'&le

“1lgp-1 gives 3,2x10"11J. for the total energy.

t = 0.4pm and A = 10
The alternative closure domain possesses both wall energy and
magnetostatic energy since there are non-zero components .of
magnetization normal to the edge of the bar., The wall energy is
simply:

Ew = 2RtF900

2 1,2x10" 10
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The magnetostatic contribution is difficult to estimate since the
demagnetizing field is non-uniform. However even without this
positive contribution it is evident that the energy of structure
'h* is at least an order of magnitude less than the energy of the
closure domain,

Rotation of magnetizaticn is also evident in asymmetric
chevron elements. Fig. 6.11 is an interpretation of the most
commonly occuring domain structures in these elements. In 32pm-
period overlays it was found that anisotropy played an important
part in determining the demagnetized state. In lépm-period patterns
no examples of bars filled with closure domains were found
however there is some correlation between the easy axis direction
(obtained from hysteresis measurements on permalloy films before
processing) and the distribution of elements of types ‘a','b' and
'c' in fig. 6.11. This effect is illustrated in fig. 6.12.
Similar domain configurations were observed in permalloy elements
on magnetic garnet substrate suggesting that the stray fields
associated with the bubble medium play a very minor role in

determining domain structure.

6.5 Magnetization by reversible wall movement.

In low fields asymmetric chevron elements respond by
reversible wall movements. PFig. 6.13 shows how the colloid
pattern is modified by an apvlied field of 8.5 De. The central
domain wall is displaced to one side. If the directions of
magnetization within domains are assumed to remain constant during
this process then the net component of magnetization can be
estimated from wall displacement. Wall displacement was measured

from a series of colloid patterns in which the applied field




(a)

(b) T/v

(c)

Fig. 6,11 Commonly occuring domain configurations in

asymmetric chevron elements.
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varied between =20 Oe. Beyond these limits the position of the
wall is difficult to determine since there is considerable loss

of contrast. Maximumwall contrast is observed in zero applied
field when the only sources of field which can modify the ferro-
fluid density are the strips of free pole formed above domain walls,
Measured magnetization curves for samples 0.3 and 0.45Pmthick are
plotted in fig. 6.14. The elemente exhibit a linear response as
observed in I-bars by Lin (1972) and by Khaiyer and 0'Dell (1975).
When the applied field is removed the wall returns fo its central
position and no displacement can then be measured within the
limits of resolution. The conclusion is that in the ‘'low field'
region the coercivity and remanence are comparable with the values
measured in the perm=2lloy films before processing. (Hysteresis
measurements gave Hc = 1.05 Oe for the complete 0.l pm thick film
and 0.9 Ce for the 0.45um film.)

For each set of data points in fig. 6.14 a straight line
passing through the origin provides a good fit. Because of the
errors involved in measuring wall displacements below lum it is
difficult to establish whether there is a significant difference
in gradient between the two magnetization curves. However on the
basis of a least squares fit,the thinner sample would appear
to approach saturation more rapidly. The dependence »f demaznet-
izinz filelds on thiciness in thin film elements will be discussed
later., If the linear behaviour is asesumed to continue teyond the
region of observation then extrapolation suggests that the O°3Pm
and 0.45pm elements will saturate at 37.1 Oe and 46 Oe respectively
The actual behaviour of gap-tolerant propagation elements in

fields up to and beycnd saturation will be described later.
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6.6 Magnetization processes involving saturation and hysteresis.
Demagnetized overlay elements usually have simple domain
wall structures which resﬁond to weak applied fields by reversible
wall motion. Most theoretical models for permalloy bars assume
a well behaved linear response to applied fields. This assumption
is supported by the observations of the previous section how-
ever it has been found that partial saturation may occur if the
applied field is sufficiently strong. In general this seems to
lead to the formation of remanent states and hysteresis, phenomena
which may have a considerable effect on the operation of an element.
Even when the remanence is removed, irreversible changes in dcmain
structure may be discovered.

Although similar effects have been seen in large rectangular
samples of permalloy they have not been reported before for lépm-
period overlay elements. A variety of elements was studied here,
including I-bars. T-bars, 'Pick-axe' elements, asymmetric chevrons
and half-discs. A primary:objective was to establish which
elements would saturate and in what level of applied field. The
dépendence of saturation field on permalloy thickness and element
geometry will be discussed. Some of the previous work on rect-
angular samples will be described first as several features of the
domain behaviour in these specimens are also found in lépm-period

overlays.

6.6.1 Magnetizafion process in large rectangular permalloy bars.
Huijer et al. (1978) studied domain structures in 100x12x0.3

pm5 bars using Bitter technicue observations and small spot Kerr

effect measurements. They found that two types of domain configur-

ation predominated in the demagnetized bars, (illustrated in
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Fig. 6.15 (a) Type I and type ]| remanent domain structures
in rectangular bars 100x12x0. 3pm (Huijer et al.,
1979) and (b) their reesponse to in-plane fields.
(c) shows the remanent states following partial
saturation. An interpretation of the ‘'buckled’

cection is given in (4d).
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fig., 6.15(a)). PFig. 6.15(b) shows how the bars respond to a
field applied along the bar axis. It turns out that the distribut-
ions of average magnetization along the bar (as measured by the
Kerr effect) are very similar for type I and type II bars. This
suggests that the actual domein structure has no significant
influence on the overall magnetic response(Huijer et al. (1980)).

In a different study, Huijer et al. (1979) reported that
when the field was raised to a critical value, Hy (approximately
7.5 Oe.) the Bloch wall reached the edge of the bar and the
internal closure domain collapsed. On reducing the field a
remanent state was found containing many transverse walls, as
illustrated in fig. 6.15(c). The original domain structures were
restored only by reducing the applied field to zero or in some
cases applying a small reverse field. It was found in type II
elements that the internal closure domain could return at a
different location but that the ‘'type' of structure was preserved.
This is because an extremely large field would be required to
change the orientation of magnetization in the end closure domains.
A type I bar has antiparallel orientation in these domains and a
- type II bar has a parallel orientation.

The remanent state results from edge annihilation of the
domain walls and consequently the proportion of the bar occupied
by transverse walls increases as the amount by which H exceeds Hs‘
A simple model was established for the remanent structure based
on the assumptionfe.ﬁ =0) in the middle of the bar (see fig.6.15
(d)).

Kryder et al. (1980) observed similar structures whilst
studying the reversal of magnetization in narrow permalloy strips.

However in these specimens the initial state was one of longitud-
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inal saturation (the permalloy thickness ranged from 18002 down
to 3002). On the basis of ferrofluid observations, high coercivity
was explained in terms of a 'buckling’ of magnetization perpendic-
ular to the length of the stripe. Thé structure of transverse
walls in this state is essentially the same as in fig. 6.15(d).
Kryder et al., developed a model for buckling which is best
explained in terms of the sequence of idealized magnetization
configurations shown in fig.6.16. In a weak reverse field
(10e. for a sample lOOpmx6.4pmx300i) magnetization ripple occurs
causing a pattern of alternating magnetic poles to form along
the edges of the stripe (fig.6.16(b) . The stray fields arising
from this pole distribution act in alternate half-wavelengths of
the ripple to oppose or support the direction of average magnet-
ization. Increasing H strengthens the ripple to the point where
stray fields are large enough to 'pin' triangular closure domains
parallel to the original direction of saturation. (figb.16(c)).
In the alternate half wavelengths only narrow domain walls form
because the stray fields oppose the average magnetization.

Kryder et al. obtained estimates for the total magnetic energy
of the buckled state. This is a sum of applied field, anisotropy
exchange and magnetostatic stray field components. The total
energy was found to have a minimum with respect to the ripple
wavelength, N, whenXis approximately equal to the stripe width,
W. This agreed with the experimental observations. Although
these calculations were performed numerically for the particular
samples they used, Kryder et al. predicted that the condition
AEW in the buckled state should hold for thicker samples also.

Fig 6.17(a) and(b) shows two ferrofluid patterne on per-

malloy strips 25pm wide and O.4pm thick deposited on bubble
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(a) -
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(c)

Fig. 6.16 Mocdel exvlaining the formation of magnetization
buckling (Xryder et al., 1980). (a) saturated
bar. (b) rivvle leads to stray fields which cause

triangular closure domains to form (c).
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garnet substrate. The strip shown in (a) illustrates a commonly
occuring demagnetized.state but strip(b) shows a buckled domain
patfern resulting from the application of a longitudinal saturat-
ing field.(Both photographs were taken in zero field). Although
the spacing of walls is far from regular (due probably to the stray
fields of the garnet layer) the type of structure is identical

to that illustrated in fig6.15(d).

Buckling occurs quite generally following saturation in
these samples. However in a..few cases the remanent state was
found to differ from those reported by Huijer et al. and Kryder
et al.. The domain patterns shown in figb.17(c) and(d) are
examples. Again the structure consists of transverse domains, the
interpretations given (which assume that domains at the edge
of the bar are magnetized parallel to the edge andﬁ.ﬁ = 0.)
suggest a net component of magnetization along the strip, but
comparison with figb.16 reveals additional triangular closure
domains along the edge of the strip.

On the basis of Kryder's model it would seem feasible that
these alternative structures could occur in thicker permalloy
films. Referring back to fig. 6.16 the stray fields caused by
ripple act so as to form the large triangular domains in alternate
half wavelengths but in the remaining half wavelengths the stray
fields oppose the average direction of magnetization. In these
positions walls alone formed in the samples studied by Kryder et
al. (1980). 1In a thicker film the stray field could nucleate a
small triangular closure domain instead. In the model of Kryder
et al. the stray field energy component, %n’ is proportional to
t2 where t is the film thickness. All other components are

proportional to t. Therefore in the samples studled here where
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t is 40002 as opposed to 3002, B will certainly be dominant.
For thin permalloy more detailed information on the processes of
magnetization reversal in strips can be gained by using Lorentz
microscopy rather than ferrofluid. In such a study Herd et.al.
(1979). observed magnetization reversal 1n strips 2 to BOPm wide
and with thicknesses: 3002 450A and 6OOA. For the 6OOA film a
series of micrographs demonstrates that a remanent buckled state

similar to fig 6.17(b) makes a transition to a state similar to

fig 6.17(c) when a reverse field of 1.50e.is applied.

6.6.2 Saturation and hysteresis in overlay bars.

Examples of magnetization buckling in overlay elements will
now be given. The simplest element to consider is the I-bar,
still used to a limited extent in circuits. Plessey 16um-period
circuits contain I-bars with approximate dimensions 15x2.1pm and
25x2.1pm.

Fig. 6.18(a) shows the demagnetized domain structure in a
25x2.1um bar. By reference to the work of Huijer et al. (1978)
this would correspond to a type I bar consisting of a single
magnetic circuit. 1In weak applied fields the element magnetizes
by reversible flexing of the 180° wall. However, following the
application of a longitudinal field of 17.90e. a buckled configur-
ation results (fig 6.18(b), zero field). The central portion of
the bar contains transverse domain walls and the 180° walls
remaining on either side are clearly displaced from centre. The
bar has a remanent magnetization in zero field.

This state was found to persist in fields applied perpendic-
ular to the bar axis up to and above the level of field used in a

device (40Ce). When a reverse field of 2.10e¢ is aprlied along the







bar axis the ferrofluid pattern suddenly breaks and the configur-
ation of fig. 6.18(c) is formed. The bar is once more demagnet-

ized but there are now two internal closure domains in the region
previously occupied by buckle. From this state the bar may again

be partially saturated by fields H ) H_

c 8pplied in either direction

along the bar axis. Hg is approximately 15.5 Ce for the bar in
auestion. The reverse field recuired to break the remanence is
generally a few Oe. Following saturation the bar may return to a
single wall state or to a state containing two internal closure
domains., Fig 6.18(d) showe such a state following a subsecuent
saturation. Exceptionally a bar may contain four closure domains
following remanence.

It was also found that bars which initally contained a single
closure domain (corresponding to type II bars in Huijer's
classification) could be partially saturated by essentially the
same magnitude of field, HS. This seems to confirm the conclusion
of Huijer et al. (1980) that the magnetostatic responce does not
vary significantly between type I and type II bars. After each
saturation and demagnetization it was observed that type II bars
could contain one or three closure domains.

The conclusion to be drawn from these observations is that
bars remain type I or type II (for the magnitude of field used
in a device) even though the number of domains can change. In
other words the directions of magnetization at each end of a bar
are preserved (parallel or antiparallel) so closure domains are
creatéd or annihilated in pairs. This is illustrated in fig 6.19
for both types of bar.

That the buckled state represents a net magnetization is

confirmed by the application of a uniferm field. Fig. 6.20(a)
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chows the ferrofluid density above a 15x2.1pm bar which has been
saturated by a field of 61 Oe. applied from left to right in the
photograph. The bias field of 18 Oe is applied out of the plane
resulting in an enhancement of particle density to the right of
the bar., Fig 6.20(b) shows that the effect is reversed with the
direction of bias field (now directed into the plane). Maxima
in ferrofluid particle density correspond to maxima in the local
field which is the vector sum cf the uniform bias field and the
non-uniform stray field of the bar. Thus the observed changes

are consistent with a remanent magnetization.

6.6.3 Changes in Bloch Wall Structure.

Bloch walls within permalloy elements may be divided into
sections with different spin structure as indicated in section
6.2. TLorentz microscopy has demonstrated that dynamic changes
can occur in bubble wall structure in applied fields. Ferrofluid
observations show that wall structure in permalloy bars may
change under the influence of in-plane fields.

Fig. 6.21(a) and(b) shows the colloid pattern on a demagnet-
ized bar with a bias field of 4.5 Oe directed alternately into
and out of the plane, The domain wall consists of two Bloch
segments separated by a Bloch line near the centre of the bar.

For applied fields within the region of linear response it was
found that no changes in structure could be detected. Fig. 6.21

(¢) and(d) shows the same bar in alternate bias fields following
partial saturation by a longitudinal field of 27.0e. The
intermediate buckled state was removed by a reverse field of 2.7 Oe.
Although the domain structure is the same as in fig. 6.21(a) the

180" wall is = new wall formed after the collapse of the buckled







156

state. This wall appeafs to contain four Bloch segments. After
saturating the bar'a second time the wall reverts to a state of
two Bloch segments (fig. 6.21(e),(f).).

Figure 6.21 suggests that the wall structure near the ends
of the bar remains the same. This might be expected since satur-
ation only occurs over a central portion of the bar. If this is
generally true then alterations of wall structure have to comply
with a boundary condition similar to that which governs changes
in the number of domains. In particular, Bloch lines will be -

created or annihilated in pairs. -

6.6.4 Partial saturation in pick axe elements.

Having established that partial saturation occurs in simple
bars more complex overlay elements were studied. Figure 6.22
shows a sequence of domain wall configurations in a ‘'Pick-axe®
element and I-bar. Before applying fields to this sample it was
found that both elements already possessed a remanent magnetization.
Pigure 6.22(a) shows magnetization buckle in the °Pick-axe' and
a Bloch wall in the I-bar which is displaced from the centre.
However this type of remanence was only seen in One case as
opposed to magnetization buckling. Both elements were demagnet-
ized by applying a reverse field of 6 Oe as indicated in fig. 6.22
(b). The I-bar has type-I structure and a pair of closure
domains is apparent in the middle of the pick-axe 1limb Fig.
6.22(c) demonstrates buckled states formed by an in-plane field
of 48 Oe., By comparing this photograph with fig. 6.18(b) it is
apparent that a much larger proportion of the bar is occupied by
the buckled configuration after applying 48 Oe than after apply-

ing 17.9 Ce. This agrees with the observations of Huijer et al.
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(1979) in 100x12x0.3pm rectangular bars.The length of Bloch wall
which suffers edge annihilation increases with the magnitude of
applied field. Finally, fig. 6.22(d) shows the same elements

demagnetized by a reverse field of 3 0Oe. The I-bar has returned
to its initial state but the number of domains in the pick-axe

has increased. This illustrates the fact that changes in domain
structure siﬁilar to those found in type I and type II bars can

also occur in more complex elements.

6.6.5 Partial saturation in gap tolerant patterns.

Figure 6.23(a) shows the ferrofluid pattern on a 16pm period
asymmetric chevron element in zero field following the applicat-
ion of a field of 48 Oe in the direction shown. A section of
magnetization buckle has formed in the small chevron limb., When
a reverse field of 0.5 Oe is applied the chevron returns to its
demagnetized state consisting of a small number of domains
(fig 6.23(b). Irreversible changes in the large chevron limb
require stronger fields. Fig. 6.23(c) shows a2 remanent state
formed after the application of 77 Oe along the same direction.
This has a region of buckle in the wide limb. This time the
element demagnetizes when the reverse field reaches 2.5 Ce as
shown in fig 6.23(d). Partial saturation can also be observed
with fields applied parallel to the limbs of the chevron
however saturation always occurs most readily in fields parallel
to the propagation direction (creating magnetization buckle
in the small 1imb). Again it was found that pairs of closure
domains could be formed after partial saturation. With fields
strong enough to saturate both limbs of the chevron it was

observed that closure domain pairs could be formed with one
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domain in each limb.

Partial saturation in asymmetric half-discs produces similar
features. Again magnetization buckling occurs first in the
smaller limb as illustrated by fig. 6.24(a). In this case the
permalloy is deposited on magnetic garnet substrate and satur=.
ation occurs in fields of approximately 15 Oe. (It will be
shown later that the presence of a bubble substrate reduces

saturation fields)

6.7 Dependence of Saturation Field on Elehent Geometry and

Thickness.

The minimum field required to partially saturate a given
permalloy element can be estimated from a series of ferrofluid
observations. For each element the applied field was gradually
increased and then reduced to zero in order to observe whether
remanent states had formed. This procedure was repe ‘ted several
times, each time with a slightly higher maximum field until a
remanent state was identified. This sequence was performed a
number of times to obtain an average value of Hs‘ Wherever
possible HS was measured for two identical elements with ortho-
gonal orientations on the same chip. The intention was to
average out any effects due to in-plane anisotropy but in fact
no correlation (within the accuracy of the measurements) could
be found between HS and the easy axis direction. Five types of
element were studied on samples 0.3, 0.35, 0.4 and O»45Pm thick
In fig 6.25 the saturation field for 25x2.lpm and 15x2.lpm bars
is  plotted against permalloy thickness. Although there are
only four pointe for each element 2 straight line seems to provide

a satisfactory fit to the data. As might be expected the lower
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saturation fields are found in the long bar. The ratio of
gradients between the two least souares fits is 2.98. The
saturation fields for asymmetric chevron, T-bar and pick-axe
elements are given in figure 6.26. Again the dependence on
permalloy thickness is approximately linear. As might be expected
the long thin pick-axe has the lowest saturation fields. This
element is designed to produce a strong pole for bubble nucleation
consequently it saturates in fields of the order of 10 Oe. By
contrast the more compact asymmetric chevron has a larger region
of linear response. It is interesting to compare the values of

Hs for these elements with those predicted by extrapolating the
domain wall displacement curves of fig.6.14. The latter vpredicts
He= 27.1 Ce 2nd 46 Ce for chevrons O.}Pm and O.45pm thick respect-
ively. Saturation is aétually observed at 34.5 Oe and 44 0Oe

in these elements. Saturation is manifested as buckling in the

small chevron limb.

6.8 The formation of remanent states in a rotating field.

It has been shown that remanent states form in overlay
components when D.C. fields of sufficient intensity are applied
along particular directions. These states are generally stable
in applied fields perpendicular to the direction of remanent
magnetization and a small reverse field is usually recuired to
produce demagnetization. Prom these observations in D.C. fields
it is to be expected that a uniform rotating field of sufficient
amplitude (2}%9 will also produce remanent states. Remanence
should persist as the field rotates away from the axis along which
a bar has been saturated until there is a small reverse field

component along this axis. CObservations in quasi-static rotating




146

fields confirm these predictions.

Figure 6.27(a) shows the initial domain wall structure in
three demagnetized elements, pick-axe, I-bar and asymmetric
chevron located at the beginning of a propagation track. The
D.C. saturation fields determined for similar components of the
same thickness were 8.7 0e,15.6 Oe and 8 Oe respectively.
Following the application of a quasi-static rotating field of
amplitude 8 Oe no remanence was observed. MNagnetizetion appeared
to proceed entirely by reversible wall motion. However fig. 6.27(b)
shows that when the field amplitude was increased td 11 Oe a
buckled wall configuration formed in the pick-axe. This
photograph was taken in zero field the 'drive-field' having been
switched off at 6 = 900c With the field switched on again it
was found that the magnetization buckle persisted until the field
rotated to approximately ® = 100°. At this point the buckle
‘collapsed' so that in zero field the element was once more
demagnetized. The field was rotated to 6 = 0 and then increased
in amplitude to 25 0Oe. Subsequently remanent configurations
formed both in the pick-axe and the I-bar. The relevant domain
pattern is shown in figure 6.27(c) in zero field. Again the
field was switched off at 8 = 90°. Figure 6.27(d) shows both
elements demagnetized when the field had rotated to & = 100°.
With a rotating field of 40 Oe the domain structure in all three
elements was observed to undergo irrevercible changes. This is
evident from fig 6.27(e) (zero field). In this case the field
was switched of in the direction 6 = 180°. The asymmetric chevron
clearly posesces a new domain structure. Finally after the
application of a rotating field with gradually decreasing

Ammplituce all three elements were demagnetized producing the
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ferrofluid pattern shown in fig. 6.27(f). The structure resembles
the original shown in fig. 6.27 (a). The typical hysteretic
behaviour for an element in rotating field is summarized in fig.

6.28 for the case of an asymmetric chevron.

6.9 Partial saturation in overlay bars on magnetic garnet.

In a bubble device the overlay experiencee an in-plane drive
field and the non-uniform bubble field. The bubble generally
follows a magnetostatic potential well created by the overlay.

As a result the in-plane component of bubble field within an
overlay element supports the uniform drive field (on average).
This suggests that the uniform applied field required to partially
saturate an overlay bar should be reduced if a bubble domain
occuples the magnetostatic potential well beneath the bar. As a
first step in investigating the influence of the bubble medium,
partial saturation fields were obtained for various elements on
magnetic garnet. No bias field was applied so the garnet con-—
tained a random pattern of stripe domains. For each element Hg
was obtained as an average over many ferrofluid observations

(as described earlier). The values of Hs for each element are
compéred in fig 6.29 with the corresponding saturation fields in
elements of the same thickness (0.35pm) on noh-magnetic substrate
(G.G.G,). As expected Hg is reduced in each case by the presence
of the bubble medium but the amount of reduction increases from 1.5
Oe for a pick-axe element to 20 Ce. fora 15x2,lum I-bar. In fact
the reduction appears to increase almost linearly with the original
magnitude of Hg on non-magnetic substrate.
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6.10 Significance of hysteresis for device operation.
Hysteresis in an overlay should affect the operation of a
bubble device because of the stray fields associated with
remanent magnetization., Cohen et al. (1979) observed that high
remanence and coercivity produce poor operation in both H-I bar
and half-disc circuits manifested in large values of the minimum

drive field (H Y. The above authors studied H-I bar circuits

Xy min
in which the effect is worse. A measure of 'coercivity' was
obtained by locating a bubble beneath ane end of a permalléy bar
and then recording the minimum field required to transfer the
bubble to the opposite end of the bari .bel" In general

samples with high Hpypy had large values of H This was

xy min’
attributed to the ‘anomalous propagation' faiiure mechanism in
which a bubble fails to pass from an I to an H particularly 1if
there is already a bubble (in the adjacent track) located on the
H. Remanence in the H~bar is supported by the stray field of the
second bubble domain. Evidence for high remanence was also
gained from ferrofluid observations. Domain walls were observed
in demagnetized bars whilst in other bars (with remanence) no
walls could-be detected. For a given applied field (26 0Oe) -
remanence was observed in 0.5pum thick bars but not in lpm thick
bars. This is consistent with the results given in fig. 6.25
and 6.26 which show an approximately linear increase of H, with
thicknees. |

The present study indicates that remanence also occurs in
gap-tolerant propagation tracks. The behaviour of asymmetric
half-discs and chevrone is similars in both the Dbuckled states

form first in the small limb. 1In a gap-tolerant circuit how-

ever adjacent tracks are not connected and only one bubble at a
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time is associated with a given permalloy feature. Anomalous
propagation as found in H-=I bar circuits cannot occur in a gap-
tolerant design. However it is possible to predict a failure
mechanism based on the observed magnetization buckling in
asymmetric chevrons and half-discs which will raise the value of
ny min* Referring back to fig. 6.28, a bubble propagating from
left to right during this rotating field sequence would be
located approximately at 'A' at 6 = g and would normally be drawn
towards a strong pole forming on the next element to the right
(assuming the bubble domain is magnetized into the plane of the
di=gram). However, remanence in the small chevron limb at X

would produce a residual attractive pole thus reducing the effect-

ive field gradient across the gap.
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CHAPTER 7 DETECTOR COLUMNS = RESULTS AND DISCUSSION.

7.1 Basic remanent domain structures.

A typical domain wall pattern in a chevron detector column
as revealed by ferrofluid is shown in fig. 7.1(a). As with
propagation elements the basic structures in elements on non-
magnetic substrate or bubble garnet are the samé. Whereas isolated
elements contain 180° domain walls and closure domains typifying
the demagnetized condition, the pattern of transverse walls in
the detector column suggests a saturated state with a continuous
flow of magnetization. George et al. (1976) observed similar
ferrofluid patterns on this type of detector in the absence of
applied fields. 1In fact this type of configuration seems to
occur guite generally for this geometry of detector. Columns
with nominal bar widthé of 1lpm, 2.1pm and 6pm all had similar
domain structures.

That each limb of a column should be saturated is consistent
with the minimum energy principle. Magnetizationrruns parallel
to the edge of the column so there is no stray field energy and
the total area of domain walls is minimized. A basic distinction
between different column designs lies in the position of the
connecting bar between chevrons. If the connecting bar is drawn
in from the ends of the chevrons the minimum energy state is
such that the flow of magnetic saturation still follows the path
taken by the detector current. However, additional closure
domains may form as chown in the ferrofluid pattern of fig. 7.1l(b).

Several geometries of column were studied. In all but one
case similar features of domain structure were observed. All

these columns showed some type of continuous magnetization flow
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which was apparently not affected by varying conditions of in-
plane anisotropy from sample to sample. The one exception was
the column design shown in fig. 7.2. In this case the connecting
bars between elements are much narrower than the elements them-
selves and the column is not magnetically saturated. However

the wall displacements (in zero field) do suggest that there is

a net component of magnetization in the column (probably limited
by the amount of flux which the connecting bar can carry when
saturated). The presence or absence of domaine in a detector is

important when the response to applied fields is considered.

7.2 Magnetization reversal in a closed loop of permalloy.

In zero field, detector éolumns are generally characterized
by domain structures with continuous flux flow. If a uniform in-
plane field is applied across a detector column the magnetization
in chevron limbs is directed altefnately parallel and antiparallel
to the field. Before describing the response of such a config-
uration to applied fields the behaviour of a simpler but analagous
system will be discussed.

The“éxperiments of Williams and Shockley (1949) on ‘picture
frame' specimens are well known. Their sample consisted of a
hollow rectangle of single crystal iron with overall dimensions
1.9x1.3x0.074cm. thick. The minimum energy state was found to
consist of four domains running in the same direction forming a
closed loop of flux (fig. 7.3(a)). In applied fields magnetizat-
ionoccurredﬁy the formation and lateral displacement of Bloch
walls,

Figure 7.3(b) shows the ferrofluid pattern on a permalloy

*picture frame' with overall dimensions 29x23x0.3Pm. Bloch walls
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occur in the four corners but each limb is saturated as in a
detector column. For small in-plane fields no changes are aprarent
in the structure but if the field intensity is increased to

roughly 13,5 Oe a clear pattern of magnetization buckle forms

in one of the limbs (fig 7.3(c)). If the direction of applied
field is rotated through 90° buckle forms in the adjacent limb,
this time at a lower field (approximately 9.5 Oe.) (fig. 7.2(d)).
Buckling represents an intermediate stage in the process of
magnetization reversal so the direction of magnetization flow in
the loop is clockwise.

Fig 7.4 shows a sequence of ferrofluid patterns with an in-
plane field of increasing magnitude. The buékling which is
vigible at 14.5 Oe (fig. 7.4 (a)) subsequently breaks at 20.4 Oe
to form the intermediate state shown in fig. 7.4 (b). As the
field is increased the intermediate state is reduced at 22 Oe to
a simple Bloch wall (fig. 7.4 (c)). Beyond this point the
limb can respond to applied fields by lateral displacement of the
Bloch wall. However if the magnitude of the applied field falls
below a certain value the Bloch wall is annihilated at the edge
of the bar. If the field is then increased magnetization reversal
proceeds by buckling once more. Similarly if the applied field
is increased above a certain level the Bloch wall is annihilated
at the opposite side of the bar. The limb is then saturated
parallel to the applied field. Subsequently reducing the applied
field again causes buckling.

In fig. 7.4 (c)the small regions of magnetization buékle
essentially form the transition between a section of permalloy
magnetically saturated in one sense and a section substantially

magnetized in the opposite sense. It will be shown later that
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a similar configuration may occur in chevron columns.,

7.3 Magnetization reversal in chevron detector columns.

The response of a detector to transverse fields (HX) is
illustrated in fig. 7.5 (a) for the case of a chevron column on
non-magnetic substrate. As in the case of a picture frame speci-
men the initial domain structure is stable in weak applied fields
( ie. approximately 0-10 Oe) however when the field reaches a
certain level transverse domain walle, characteristic of buckling,
appear in one of the chevron limbs. It is not possible to state
conclusively to which of the structures shown in fig. 6.17(b), (c)
or (d) the buckling corresponds. From the location of buckling
it can be deduced that the direction of magnetization flow in
the column is as illustrated in fig. 7.5 (b).

Fig 7.6 (a) shows magnetization buckling in a detector
column on magnetic garnet substrate subjected to a transverse
fieid of‘14.2 Ce. As expected, buckling occurs in alternate limbs,
never in adjacent limbs, however it is interesting to note that
reversal does not occur simultaneously in all chevrons where the
direction of magnetization opposes the field. This was evident
in fig 7.5. Also the buckling does not fill a whole chevron limb
simultaneously.

As in the case of a picture frame specimen buckling breaks
as the field increases to leave simpler structures based on 180°
walls. A small number of internal closure domains may also appéar.
Fig 7.6(b) shows the ccnfiguration which results from increasing
the field to 16 Oe. Beyond this point the column responds to
variatione in the applied field by lateral movement of the domain

walls. However if the applied field is reduced sufficiently (to
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a few Oe) the walls collapse at the edge of the column and the
original saturated state is restored. Applying the transverse
field once more cauces the whole process of buckling to be
repeated before 180°walls and reverse domains can be reformed.
The same type of behaviour was observed in all detector columns
(on magnetic and non-magnetic substrates ) in which the initial
state was one of saturated magnetization. As an example fig 7.7
(2) shows buckling in alternate limbs of a detector with centre
connecting bars in an aprlied field of 21.5 Oe.

The response of a column to &pplied fields clearly reveals
the direction of magnetization flow. In some samples small
sections of magnetization buckle were observed even in zero
applied field. An example is given in fig. 7.7(b) for the case
of a detector with nominal bar width 1Pm. There is also a 180°
wall adjacent to the buckled section. Wherever this configuration
occurred it was found, by applying suitable fields, that the
direction of magnetization flow reversed at that point. Thus
the situation in fig. 7.7(b) is analagous to that in the picture
frame sample of fig. 7.4 (c) where the buckled sections represent
similar transitions

To summarize, transverse fields above a certain level have
the effect of temporarily reversing the direction of magnetization
in alternate chevron limbs. When the field is removed the
column returns to its initial state. By contrast fields applied
parallel to the column (Hy) can irreversibly switch the direction
~of magnetization throughout the whole column. Reversal occurs
by intermediate buckling as demonstrated in fig. 7.8. This
state is unstable, a slight increase in the applied field leads

to a domain structure which is virtually indistinguishable from
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the initial state. Applying transverse fields, however, confirms
that the direction of flow has been reversed. Again it is notice-
able that buckling does not appear throughout the whole column
simultaneously. In the case of columns which contain reversal
points as in fig. 7.7 (b) it was found that the application of

a switching field parallel to the column established the whole
column in a single stafe of magnetization flow.

The only type of column studied which responded to applied
fields without the formation of magnetization buckle was that
which had an initial unsaturated state (fig. 7.2). 1In this case
both the isolated and connected elements respond to transverse
fields (Hx) by reversible wall movements (at least up to 50 Oe).
However fairly weak fields (typically 2-% Oe) applied parallel
to the column cause switching between two stable states as can
be seen from the ferrofluid pattern of fig. 7.9 in zero field.
This pattern results from applying a field of approximately 2.5
Oe parallel to the same column shown in fig. 7.2 (ie. from top
to bottom in the photograph). The irreversible change in domain
structure is evident from a comparison of fig. 7.9 with fig. 7.2.

For each type of column the switching field was estimated
from a series of ferrofluid observations. The results, given
in fig. 7.10 show that the switching field depends on the position
of connecting bars between chevrons. These results are for samples
0045Pm thick. The dependence of switching field on film thickness
was obtained by studying the reversal process in columns 0.3,
0.35, 0.4 and 0.45pm thick. The results are plotted in fig. 7.1ll.
The coercivity in thin rectangular strips of permalloy (as
defined by the field reaquired to switch the direction of magnet-

ization) increases as film thickness is reduced (Kryder et al.1980).
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é@ %1

Fig. 7.10 Average field (in Oe) required to switch the

direction of flux flow in various chevron columns.

These values were measured in samples 0.45 pm thick.
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From fig. 7.11 it would appear that a similar dependence on

thickness occurs in these chevron columns.

7.4 Magnetoresistance variations related to buckling.

The magnetoresistive effect in permalloy is suéh that the
electrical resistance is lower when the magnetization is perpen-
dicular to the current than when the magnetization and current
are parallel or anti-parallel. When no fields are applied to a
detector column the domain patterns suggest that the magnetization
and current follow the same path. This is a high resistance
state as was reported by George et al. (1976). The ferrofluid
patterns described in the pfevious section show that field
components parallel to the column (Hy) may reverse the direction
of flux flow via an intermediate buckled state (fig. 7.8). Since
the buckled configuration introduces components of magnetization
normal to the current path a drop in resistance should occur
during the process of reversal. Buckling also occurs in alternate
chevron limbs when fields are applied perpendicular to a column
(H,).

The resistance of a detector column was measured as a
function of applied fields. The detector current was provided
by a stable constant voltage supply. Small variations in current
associated with the magnetoresistance effect were monitored by
measuring the voltage across a 10 N resistor in series with the
detector. The voltage was measured with a digital voltmeter.

In fig. 7.12(2) the percentage change in resistance is
plotted for fields applied parallel to the column (Hy). The
column (previously subjected to a field along the negative Y;axis

sufficent to establish flux flow in that direction) shows a drop
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in resistance as expected when the field is applied along the
positive Y-axis. The =signal reaches a minimum and the column
resistance then returns rapidly to near its initial value .
If the field is reduced to zero and then applied along the
negative Y-axis the process is repeated. The complete character-
istic resembles the magnetoresistance of a thin rectangular strip
subjected -to longitudinal fields reported byKryder etal. (1980).
If the field is applied parallel to the flow of flux there is no
significant change in resistance up to the level of field where
switching occurs. Beyond this a gradual (and reversible) drop
in resistance occurs as illustrated in fig. 7.12(b). Unfortunately
ferrofluid observations cannot provide information on the
processes which occur in strong fields. However it would seem
reasonable that sufficiently strong fields cause the magnetization
in chevron limbs to rotate away from the current direction and
towards the field direction. |

The change in resistance caused bty a field applied perpen-
dicular to the column (Hx) is plotted in fig. 7.13(a). As the
field increases there is a drop in resistance associated with
magnetization buckle. Beyond the minimum the resistance rises
again as the buckle collapses to form 180° walls and closure |
domains, A bar divided perfectly into anti-parallel domains
would have virtually the same high resistance as a saturated bar,
However the simple domain structure and the continuous flow of
magnetization have now been broken so even as the chevron limbs
approach saturation the resistance does not rise as high as its
initial value. Fig. 7.13(b) shows that if the field is reduced
to zero having reached a maximum value of 41 Oe the resistance

returns smoothly to its original value. It can be deducecd that
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the 180° walls are swept back to the bar edge, annihilated and
the original domain structure is restored.

FPig. 7.14 (a) shows a similar magnetoresistance signal in
which the applied field was raised to a maximum of 70 Oe. Again
there is a drop in resistance as the field increases but there
is - also a drop in resistance as the field is reduced to zero.
(fig. 7.14(b)) Just as in the case of a 'picture-frame' specimen
asufficiently strong field will saturate the chevron limbs so
that reversal of magnetization has to proceed via a second stage

of buckling.

7.5 Calculated magnetoresistance of a detector column during
buckling.
To a first approximation the magnetoresistance effect in

-permalloy can be expressed by:
P = [ +Apcos?s (7.1)

where © is the actual resistivity, & is the normal D.C.
resistivity and O is the magnetoresistance coefficient. 8 is

the angle between magnetization and current density:

Ml -4
cos B = :*%
w3
This approximation was used by Collins and Cole (1980) in a
calculation of detector signals based on a continuum approach
rather than a domain model. For a detector column with a

buckled domain structure the resistance change can be estimated

by applying equation 7.1 to each domain.
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Consider the case of a chevron column subjected to a transverse
field H, as in fig 7.6(a). In zero field all domains are magnet-
ized parallel (or antiparallel) to the current so the column
resistivity is /q,+[»o To estimate the percentage drop in
resistance caused by a transverse field consider the idealized
buckle configuration shown in fig. 7.15(a). This is essentially
the interpretation of buckling inl00x12x0.3pm samples given by
Huijer et al. (1979). An 'average resistivity' can be expressed

ass

B = Zvip.l
Dy
where the V, represent the volumes of individual domains.

Considering one wavelength, A, of the buckle configuraticn:

= 1|4 A2
P = m[tk(% (0, + Ao) + tAL(Q, +Aocos 4)0)]
= L 5.2
= +\o(1~ 7 cin ¢)o)

where t is the permalloy thickness and W, | and ¢O are as defined
in fig. 7.15. From continuity of the normal component of M at

domain boundaries:

¢O =T - 2
P =L +L0(1- -Lv-,- sin2«) (7.2)
where

L = tanalz(ﬂi%)

The contribution from domain walls has been ignored. This can
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(b)

Fig. 7.15 (a) Parameters used to calculate the magﬁetoresist~
ance for an ideal buckled configuraticn. The
resistance drop can be estimated for a chevron
column containing an assumed degree of buckling

as in (b)
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be justified by comparing the values of X and W (both of the order
of 2pm) with the wall widths calculated in section 6.1 (of the
order of 5002). If a fraction p of the column is occupied by
buckle and the remainder is assumed to be saturated (6 = 0),

the average column resistivity will be:
,?:0[: p[,oo+4,o(l- %sin%o()] + (1-p)[,O°+A,O]

=/%-+[»O(1-p %sinZZK)

The fractional drop in resistance of the column is therefore:

(/oo"'A/O"acol.) = A£ X p 'L':sinzzok (7.3)
,OO+A/0 AtAL '
At the Plessey Research Centre the bulk magnetoresistance
effect at 258 was measured and found to be 3%.2%, ie. X%égbb:& 0.0z2.
The remaining parameters can be éstimated by referring back to

the ferrofluid pattern in fig. 7.6(a)s

NE
l = 2

3W
'-“2tan°l%

If buckling occurred simultaneously in all bars where the magnet-
ization opposes the applied field p would be approximately 0.36.,
However fig. 7.6 (which is representative of many ferrofluid
observations) sugeests that the fraction of the column .involved
may be only half this value. Substituting p = 0.18 and the

estimates forX, | and « given above into eauation 7.3 gives 0.33%
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as the calculated drop in resistance. This agrees reasonably
well with the exverimental measurements in transverse fields.

For example the curves given in figs 7.17% and 7.14 have minima

of -0.29% and -0.44%.respectively.

In fields applied parallel to the column (Hy) the resistance
change is generally smaller (ég. 0.2% in fig. 7.12). If the
whole column were involved in buckling simultaneously during
reversal, equation 7.3 with p = 1 would suggest a resistance
drop of 1.8%. The fact the actual drop is generally much smaller
tends to confirm the view that at a given instant only a fraction

of the column is involved in buckling.

7.6 Significance of buckling in a detector column subjected to
a rotating field.

Having established the basic behaviour of a chevron column
in terms of buckling and magnetization reversal the characteristic
magnetoresistive waveform in a uniform rotating drive field can
be considered.

| Hubbell et al. (1975) made systematic measurements of
resistance in a chevron column as a function of the magnitude
and orientation of an in-plane field. The geometry of their
detector was similar to that studied here (end-connected chevrons
as in fig. 7.6) and the scale was also comparable (nominal bar
width: 2.5pm and column width 20pm). The permalloy was also
sputter deposited to a thickness of 4SOOK on glass substrates.

The characteristics of the magnetoresistance waveform
vary with the amplitude of rotating field. Fig. 7.16 shows the
waveforms in four distinct regions between zero and 90 Oe., A

distinctive feature in each region is the freauency of the
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response in terms of the frequency of the rotating field (w).
In low fields the wave-—form has the same frequency,w. There is
a single peak in resistance each cycle but this peak can occur
either at 6 = g or %E depending on the magnetic history of the
sample. If the sample is subjected to a D.C. field of a few Oe
in the direction 6 = 2% or 6 = g beforehand the subsequent wave-
form'will peak at © =‘%ﬂ orig-respectively. Above a critical” -
field (fpr HUbbell's sample, 20 Oe) a 2wwaveform with peaks at
'g and %E is seen (fig. 7.16(c)) and above a second critical field
the waveform is found to have four maxima per cycle and a 4w
characteristic (as in fig 7.16 (d) at 90 Oe).

To explain this behaviour, and in particular the w to 2w
transition, West et al. (1975) postulated that the column
possessed a domain structure with magnetization 'fanning'. Fig.
7.16(e) represents a recfanéular permalloy bar with a fanned
magnetization structure. Applying a field parallel to the average
direction of magnetization reduces the degree of fanning and
causes the magnetoresistance in that direction to increase (fig.
7.16(f)}. Applying a field in the opposite direction causes the
fanning to increase and the resistance to fall. According
to this model the chevron column can occupy one of two remanent
states, each containing an element of fanning as illustrated in
fig. 7.16(g) and (h). If the detector occupies the state shown
in fig. 7.16 (g) and the applied rotating field has an amplitude
which is sufficient to switch the column to its alternative
state then the resistance will be highest when the field is
applied along @ = %E and will be a minimum when 8 = %. The
reverse is true if the detector occupies the remanent state

shown in fig. 7.16 (h). When the rotating field amplitude exceeds
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a critical value the detector can be switched between the two
basic states so the resistance peaks twice per cycle, thus
explaining the w to 2w transition.

The ferrofluid observations and resistance measurements
presented earlier can be used to form an alternative model for a
detector column in rotating fields. In this model the chevron
column is assumed to have two basic remanent states of equal and
opposite saturation. ' The column can .in fact be subdivided into
sections alternating between these two states (as in the ferro-
fluid pattern of fig. 7.7 (b)) but it will be assumed that a
moderate D.C. field has been applied to establish the whole
column in a single state. The saturated state has lower energy
than a fanned structure because fanning introduces surface free
poles and a positive magnetostatic energy term. The drive field
can be resolved into components parallel (Hy) and perpendicular
(Hx) to the column. Parallel field components above a critical
value H1 can switch the column between the two basic states.
Perpendicular components above a second, broader, level H2 can
switch the direction of magnetization in alternate chevron limbs.
H2 exceeds Hl (from experiment) and in both cases the switching
proceeds via an intermediate stage of magnetization buckling.
This causes a drop in resisténce.

Consider first the application of a weak rotating field
H < H1 to a column with remanent magnetization flow in the

direction 6 = %. There will be a peak in magnetoresistance when

L
2

in the domain structure. Fig. 7.12 (b) confirms that there is

the field is at 6 = 3 because there is no significant change

initially no change in resistance for fields applied parallel to

a remanent flow. At 6 = gﬂ the field is insufficient to reverse




1&¢

the direction of flow but it will give rise to a certain degree
of buckling and a drop in resistance. For intermediate values

of 6 the resistance will also be less than its peak value since
Hy and.iHy components may both give rise to a certain degree of
buckling depending on the particular magnitude of H. Therefore
the actual waveform of fig. 7.16(a), with frequencyw, is
consistent with this model. By the same argument an Ww frequency
characteristic peaking at 8 = %E will occur if a field H < Hy is
aprlied to a column occupying the alternative remanent state.

For drive fields in the region Hl< H<(H2, resistance maxima occur
at both 8 = g and 8 = %"as the column switches between its
remanent states. Again the resistance falls for intermediate
orientations due to buckling. The H, component will contribute
to buckling but will not be sufficient to completely reverse the
direction of magnetization in alternate chevron limbs. The
resulting waveform has frequency 2was in fig. 7.16(c). Finally
when the rotating field exceeds HZ' switching can occur in
alternate chevron limbs to the extent that all limbs are sub-
stantially magnetized in the same direction for field orientations
0 =0and 0 =T, The resistance should therefore gain two peaks
at 0 = 0 and T in addition to those at g and gﬂ .« The waveform
should have a frequency 4Win agreement with the experimental
curve of fig. 7.16(d) (for which H = 90 Oe). That the waveform
has a lower amplitude in this region is consistent with fig.
7.12(b) which shows that there is a gradual drop in resistance
when the field component parallel to a remanent state is raised

significantly above H Thus a model based on magnetization

10
buckling can account for both thewi2wtransition and the 2w: 4W

transition in stronger fields. The model agrees with the




185

observations of Kryder et al. (1980) who detected magnetization
buckle in a detector column just below the w 12w transition.,

Thies transition has the potential to produce a large output signal
during bubble detection (George et al., 1976). According to
these authors a stripe domain can be considered as temporarily
shifting the amplitude of the in-plane field by approximately

8 0e. Therefeore a detector operating in a drive field just below
thewi2wtransition will produce a larger bubble signal since it
is temporarily elevated into the 2Wregion. However the switch-
ing field (Hl) for thew 2w transition is generally well below
the level of drive field used in a 16pm-period bubble device
(typically around 40 Oe.) This is confirmed by the measurements
made here of switching fields (based on ferrofluid observations
and magnetoresistance measurements). Hl can be modified by the
positioning of connecting bars between chevrons,also by the
choice of permalloy thickness.(figs. 7.10, 7.11).. Even so the
best case of a thin (O.Epm) detector with end-connected chevrons
had a switching field of only 27 Oe. Using thinner permalloy

would not be feasible since this would 1limit the detector

current and also enhance the saturation and remanence effects
observed in propagation elements. In stronger fields the 2w 4w
transition comes into effect but this transition is much broader.
The difference is explained by the basic mechanisms of reversal

involved.



CHAPTER 8 FIELD CALCULATIONS.

8.1 Introduction.
The magnetic field associated with a given distribution of
magnetization in a body can be calculated using equation 2.10

given in chapter 2:

H = %;,grad{ [ﬁ-——-—-—ﬁ ds 4 Jv—lﬁ—g_y]

s v
The first integral is taken over the surface of the body where
N is & unit vector normal to the surface at the point of integ-
ration directed into the body. In each case r is the distance
between the point of integration and the field point. If for
the purpose of calculation the concept of 'magnetic free poles'
is introduced, equation 2.10 can be interpreted in terms of
surface and volume free pole densities. The element of surface
dS produces a field

o— -
aff =785 (8.1)

]

where o-= -M.fi is the surface free pole density and T is a vector
between the surface element and the field point. This form was
uged for example by Craik (1966) to calculate fields from magnet-
ically subdivided surfaces carrying surface pole density. The
equivalent expression for the field component from an element

of volume 4V is

o
<
L

(8.2)

N
o |
N
W
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where P= -U.M is the volume free pole density. The field
associated with a permalloy element can be calculated once
the distribution of magnetization is defined, for example in
terms of domain structure.

Compared with the number of continuum models which have
been developed for permalloy bars there have been few attempts
to calculate the magnetostatic fields on the basis of a domain
structure. For rectangular bars Della Torre and Kinsner (1973)
used a model containing a single domain wall as illustrated
in fig. 8.1(a) whilst Khaiyer (1976,b) produced a model which
included triangular closure domains (fig. 8.1(b)). In both
cases the magnetization in domains was assumed to be uniform
and walls were assumed to remain rigid as they moved under the
infiuence of applied fields. Both models seem unrealistic
considering the observed behaviour of domain walls in real-
size overlay bars, Many bars do not contain closure domains
at all (because of the rounded shape eof the ends) and the walls
which are present are far from rigid. The typical behaviour is
illustrated schematically in fig. 8.2. When a longitudinal
field is applied the single Bloch wall bows and stretches and
at H = Hs part of the wall comes into contact with the edge of
the bar. It haé been established that the wall displacement
versus field is approximately linear up to this point (Lin
(1972),Khaiyer and 0'Dell (19% )). The problem with modelling
this type of behaviour is that colloid patterns reveal only
the domain wall. Without additional information on the
distribution of magnetization within domains the magnetic field
sources are not clearly defined. Fig. 8.2(a) and (b)

illustrates two extreme cases. In (a) the magnetization within
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domains is assumed to remain uniform (¥.M = 0) so the pole
density is carried entirely by the domain wall. In (b) the
domain magnetization is non-uniform, the positive and negative
magnetic poles are associated with convergence of M in one

half of the bar and divergence of M in the other in such a

way that the Bloch wall has zero surface pole density. Fig. 8.2
(a) and (b) could be viewed as two limiting cases. The
situation in a real bar might lie somewhere between. For eithér

case expressions can be obtained for the pole density.

8.2 'Free-pole' density.

Let the domain wall displacement be described by some
function y = f(x), where x represents distance along the bar
axis. Consider a rectangular eiement of thickness dx located
at x. If the magnetization within domains is uniform, the
portion of Bloch wall-within this element carries a surface
pole density: _

o (x) = -2M_ sinB

where B is as defined in fig. 8.3 (a). Therefore since

2
sinB = %)x([l + (g‘%) ]-é.

o(x)

2
~2M %[ 1+ () ]'% (8.%)

The alternative configuration is shown in fig. 8.3(b). Suppose
in this case there is a uniform volume pole density within the

element at x:
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(b) w\%-l"y

=22 119

]

iz.8.3 Illustrating how (a) the surface pole density or
(b) the volume pole density can be related to the

wall cisplacement y = f(x).
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(Thie is effectively a one-dimensional continuum model, )

Applying Gauss® theorem to the element:

where the first integral is taken over the volume of the element
and the second is taken over its surface (ﬁ is 2 unit vector
normal to the surface at the point of integration, directed

out of the element,} Sinceiﬁ.ﬁ ie assumed uniform within the
element:

-0(x)Wtdx = | ¥.f ds
-0

(f)\ﬁ

where W is the bar width and t is the permalloy thickness. The
value of M.fi is zero except on the two surfaces normal to the
x-axis. Here M.fi = & Mscos¢.where ¢ defines the direction

of the local ﬁ-vector as illustrated., Contributions to the
surface integral from opposite sides of the element cancel
except in the section of width dy. On both sides of this

gection:

=
32
I

Mscos V]
J'ﬁon ds = 2tdyMS cos ©
S

-Zgg_ %‘% cos 8

Plx)

H

Substitutinzg cos

? -
[1 + (%ﬁ) ] g givee
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plx) = -2?‘;5%[1 + <g-;g>?]’ (8.4)

The volume pole density is inversely proportiocnsl to the bar
width, W, whilst the 'charged wall' pole density,o, is
independent of W,

In order to proceed further information is reouired on
the wall displacement, y, preferably in 2an analytical form.
According to Ma (1376) the varimtion of the average magnet-
ization along a permalloy bar (measured with the Kerr effect)
resembles the corresponding variation in cross-sectional area
for an inscribed ellipsoid. Therefore as a first approximation
it would seem reasonable to represent the wall bowing with the

ecuation for an ellivse:

”

2
X+ 1 =1 (8.5)
a2 b2

where the major axis 2a corresponds to the distance between
the ends of the domain wall and b defines the amplitude cof
wall bowing. (Oﬁly mositive values of y are used.) For a
permalloy bar of length L and width W containing a single 180°
Bloch wall as in fig. 8.2 :

2a & L-W
In the following calculations it will be aseumed that the two
ends of the wall remain fived so 8 is constant. As the applied
field increases from zero to H (the field required for
partial saturation), b increases from zero to W/2. Substituting

eqn. 8.5 into eons, 8.% and 8.4 gives:

2N _bx

o(x) = (E.6)

~|n

Nilles

(a =(a2-b2)x2)




for the charged wall model and

(x) = —= T (8.7)
R 4 (a2-p2)x2)3

for the volume free pole model. In each case the magnetic
pole density is zero in the middle of the bar and increases
to a maximum value at the ends of the domain wall. Magneto-
static fields associated with the permalloy bar can now be

calculated,

8.3 Demagnetizing Field.

The coordinates used for calculating the demagnetizing
field for 2 curved wall bearing magnetic charge are illustrated
in fig. 8.4(a)., TFor convenience cartesian coordinates with
origin at the centre of the bar are chosen. The element of
wall dS at (x,y,z) creates a magnetic field df at P, a point

in the midplane of the bar with coordinates (0,y*',0):

dH = %
drrr:
- . 2 _ .2 , 2 2
where T is the vector between é5 and P: r° = x° + (y -y) + 7
1
dS = dz(dx® + dy2)2

Lt}

ay,%1?
dzdx[l + (dx)]
and from egn. 8.% the charge density on the wall is

21-%
= - dy dy
o 2Msdx[1 + (dx)J

ods= -PM_ dy dg (8.8)




N

-

Fig, .4 Zoordinates used for calculating the internal
demagnetizing fielcd =t the mid-rlsne of a bar
containing (a) a cherged wall or (b) 2 volume

distritution of mole density.
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ony - . .
The conmonent of dH parallel to the x-axis is:

dH)f = g———ds )i’
) 4y~
Ms x dy dz
dHX = 5
2nr

Because the wall is symmetrical about the yz-<plane in shape
(and asymmetrical in charge) the total x-component field at
P is twice the integral of dHX over one half of the wall

(x =0toaory="5to 0).

b 3
H (0,y',0) = -¥§{-J x dyde 5 (8.9)
T -t 2 . 2. . 21%3%/2
0 = [ X+(y'-y)+z ]
1
where x = a(1-¥.)?
b2

The coordinates used for calculating HX in the case where
the magnetic pole density is spread through the volume of the
bar are illustrated in fig. 8.4(b). In this case the elemental
volume dV at (x,y,z) carries a pole densityja and the corre-

sponding field element at P is:

aff =LAV L
4rrr-
where T is as defined previously. The x-component field at

P isy

g =vRdVx

Z
b4 drp s

The total x-component field at P is twice the integral of dH,




-
vy
~

-

5 to =. Therefore

N+

. _ _ W W -
tfrom x = 0 to a, y = -5 to 5 and z =

substituting the expression for O(x) from eqn.8.4,

a ¥ 1
He = “%EE J Jz ’ %% dx dy dz
T bk Rt Py ®e®)??
2 2?2
) .
= _W:Sbt[ JE x2 dx dy
W } T _ _
0 g (34—(8,2_])2))(2)2 (X2+(y|_y)2) (XL+(y'-y)2+£_2)2

(8.10)

since dg 2 3/2 T 2 u? 5> &
(a“+u”)- a“(a“+u-)*

If magnetostatic energy dominates the behavicur of a
permalloy bar the distribution of M and the resulting pole
density should create a demagnetizing field which is everywhere
equal and opnosite to the applied field for minimum energy.
Therefore i1f the demagnetizing field H, can be calculated as
a function of wall displacement, the response of a permalloy
bar to a uniform in-plane field H, can be found by setting
H.o= -H_.

Unfortunately the demagnetizing fields computed from
eqns. 8,9 and 8.10 are non-uniform. Fig. 8.5 cshows the var-
iation in H, across the width of a bar (at x = 0). The bar
dimensions are 25x2.1x0.3 pm and the parameter b has been gZiven
the value 1,05 pm. This corresponds to partial saturation
with the curved Bloch wall extended to the edge of the bar.

For the charged wall model, fig. 8.5 shows that Hx increases

Almost linearly =zcross the bar and then becomes infinite on the
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“ig. 8.5 Variation in demaesnetiring field (H‘\ across the
width of 2 bar (y'-axis) at x = 0 for (a) a

volume distribution of free pole density and (b)

A charged wall. The rar dimensions are 25x?,lx0,ﬁpm

2nd the Blnch wall is located at y' = 1.05pm.
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vwall itself. For the volume free-pole' model, HX varies
syrmetrica]ly about the centre oI the bar.

These variations reflect the fact that neither model
necessarily represents the exact situation in a real bar. How-
ever, useful ectimates for the mAagnitude of Hx can be obtained
by averaging across the width of the bar. For the volume free-
role model this is straightforward and for the charged wall
model 2 reasonable value can be extracted by extranolating the
linear region (as sugrested bv the dashed line in fig. 8.5)
thereby avoiding the unrealistic singularity at the domain
wall, Values of HS predicted in thie way for I-bars 25x2 .. 1pm
and 15x?.lpm are mlotted in fig. 8.6 and fig. &.7 together
with the measured s=2turation fields. The calculated values
increase linearly with permallcy thickness t and agree in order
of magnitude with the measurements. The 2greement is rather
better for the charged wall model though even in this case the
measured points are A few Ce lese than predicted. The calcul-
ated ratio between the lSpm and 25Pm bars is 2.77 compared
with the measured ratio of 2.99. Also plotted in fig. 8.6 and
fig. 8.7 are saturation fields predicted by an ellipsoidal
approximation and by Coﬁeland's approximation (egqn. 4.3). The
former are obtained from the demagnetizing factor of an
inscribed ellipsoid with axes corresponding to the dimensions
of the bar. Osborn (1645) gave the following expression for
the relevant demagnetizing factor in an ellipsoid with semi-

major axes ayb pc > O

L = cosd cose? [ng..e) - E‘(k,e)] (c.ges.)

In . 3 .
£in“g sin«
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B Expt.
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Fig.8:-6 Calculated and experimentally measured

saturation fields in permalloy bars

25X21 um
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g" o Expt. =
- X Charged wall model /0
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? +T.A Copeland (1972) /
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Fig. 8:7 Calculated and experimentally measured
safuration fields in permalloy bars
15X 2 Hm.
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where cosf = g—_,(0<\8 <\12T')' cos¢ =§ (O<\¢<\g)

and F(k,8) and E(k,B) are ellivtic intesrale of the first and
second kinds. For a flat ellipsoid (a2 b>c) the following

approximation is valid:

aTr g e2

where K and E are complete elliptic integrals whose argument

is

This explains why the ellipsoidal values in fige. 8.6 and 8.7
increase 21lmost linearly with thickness. In =2 study of the
average magnetization in arrays of I-bars by the Kerr effect,
Ma (1976) found that centre saturation could be rredicted to
within about 5% by this aprroximation. 1In the present case
the predicted values are roughly50 % larger than the measured
points .

For a given bar the demagnetizing field can be calculated
as a function of the marameter b between zero and %. The wall
displacement for a given applied field can then be predicted
for O<\H<\Hso The result shown in fig. 8.8 for the case of a
25x2.1x0.% pm bar containing 2 charged wall, is a linear
relationship. Although the bars studied here were rather

narrow for accurate measurements of wall displacement, the
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"i£.8.8 The calculated demegnetizing fields increase in
pronortion to the mrameter b, therefore a linear
relationship between wall displacement 2nd applied
field is predicted un to saturation. (Values
nlotted for a 25x?.1x0.% um bar using ‘charged

wall' model.)
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resulte obtained for larger bars by Lin (1972) and Khaiyer and
0'Cell (1976) were approximately linear.

Unfortunately only two types of I-bar were available for
investigation on the 16-pm period circuits fabricated. As
a matter of interest the rectangular bars studied by Huijer
et al. (1979) had diménsions 100x12x0.3 pm. and were observed
to saturate in the centre at apvroximately 7.5 Ce. For this
size of bar the charged wall model and the volume-free pole
model vredict H_ = 6.6 0Oe and H, = 8.6 0e respectively. How-
ever it ie worth noting that thece rectangular bars possess
closure domain walls at the ende of the bar as well as the
basic 180° Bloch wall along the centre.

Finally the predicted cependence of Hy on aspect ratio
(length to width ratio) is plotted in fig. 8.9. The bar width

and thickness are fixed at 2.1Pm and 0.3pm respectively.

8.4 External Field.

The models described in the previous section can be used
to establish whether a curved domain wall will vroduce the
type of external field observed experimentally for permalloy
bars., OCnly the vertical (z-comvmonent) field was ccmputed as
it is this component which determines the magnetostatic pot-
ential well experienced by a bubble domain.

The field well produced by 2an isolated bar containing 2
charged wall can be calculated using the coordinate system
shown in fig.8.10(a). The element of area dS at (x,y.2)

carries a pole density o and produces a field dH at ? (x',y',z")
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©.2 Fredicted dependence of saturation field. (H_) o1

length/width ratio (ur-er curve: ‘'volume free rol:'
model, lower curve: 'ch2rged wall’' model). Bar
width =nd thickness fi-ed at ?olvm and 0. pm

respectively.
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Fig. 810 Coordinates used for calculating the z-component

external field associated with (a) a charged wall

or(b)a volume distribution of pole density.
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2 2 2

where ro= (x'-x)" + (y'-y)2 + (z'=-2)

As in the calculation of demagnetizing fields((8.8),
gds = -ZMS dz dy

The z-component of the field at P is:

gds (z'-2)

dH_ =
z 4Trr3

-2M_dzdy (2'-z)
A [ (yroy)2s (z-=z>2]372

The total z-component field at P is obtained by integrating

over the entire surfacec of the wall which extende from x = -a

to x = a 1
t
5 b
H (X',Y',Z [ (Z”Z) deZ
’ f[ [r=x)P4 (yray)Pe (2r-0)?]/2
z v
with » = - az(l-xz)
b2

b
M 2
+ s { J (z'-2) dy dz
o
)?]3/2

-t =0 [(x'-x)2+ (y'=y)%+ (2'-z

with x = + ag(l-xg)
Y

(8.11)
If the bar contains a volume distribution of free mole density
the coordinates shown in fig., 8.10(b) can be used to calculate
the field well. 1In this case the elemental volume dV at

(¥,v,2) cAarries a pole density P and produces a field dH ~t
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’-’-’(x',y',z‘) :

"
41T
where r2 = (x'-x)° + (y'-—y)2 + (z'-y)? and i

-1
P(x) = I (a -(az-bz)xg) 2

The z component of dH is .

dHz_pd‘/(?,'» z)
z 2

4v1 -

where dV = dx dydz.
The total z component field at ™ is cbtained by integrating

over the volume of the bar

L.
. 2 ) (8.12)
.y L Mg x(z'=2) dx dy dz
Hz(i} T oomy \[
t
?

W)
ﬁﬂég__;iy

‘l' 4 ’ c
(a4—(a2—b2)x2)?[fx~x)2+(y=y)2+{ziz)2Jj/2

Figure 8,11 chowes the field well computed for a bar with

-a

dimensions 25x2.,1x0.4 pm cAalculated on the basis of a charged
domain wall(egn. 8,11). It has been assumed that the centre

of the bar is 507 saturated, i.c. b = 0,525 pm. According to
the results of the previous section this degree of magnetization
would be suvported by an in-vlane field of 0.5H_. The

variation in HZ is plotted as a function cof %' and y' at

z' = 3,2 pm. This corresponds to the mid-plane of the bubble
medium assuming that the latter is 4pm thick (approximately

the bubble diameter for this size of bar) and that there is =

spacer laver le thick. The bar produces a ‘'paratbolic’ chaped
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well with a reasonnsble degree of cylindrical symmetry about a
vertical axis. This is the type of well which hac been pre-
dicted previously using continuum models (e.g. 0'Dell, 1974)
and measured experimentally from bubble observations (e.g.
George and Chen, 1972). The centre of the well is located
some distance in from the end of the bar (approximately 2.5Pm)
and this also agrees with experimenta2l observations. The
centre of the well is actually displaced a small distance (0.2
pm) along the nmositive y' axis in the direction of wall bowing.
In fig. 8.11(c) the variation in well depth is plotted
as a function of z' between the imagined upper and lower surfaces
of the bubble medium. Hz decays rapicdly with z' but the average
value is not far from the field magnitude at the mid-plane.
(This is why the field well is plotted at z'= 3.2pm in (a)(b)).
In fig. 8.12 the computed field profile is plotted for
the same bar with the same degree of magnetization. In this
case the pole density associated with the curved domain wall
is assumed spread through the volume of the bar and eqn. 8.12
is employed . The field well is similar in shape and magnitude
to that plotted for the charged domain wall. The actual values
of HZ differ by a few Oe. For the 'volume free pole' model
the centre of the well is located at x' = 10.67 pm and y'= O,
For the ‘charged wall' model the well centre is at x*' = 10.2%pm

and y' = O.2Pm.

8.5 Permanent Stray Fleld of the Bloch Wall.,
In the preceding calculations the stray fields arising
from the intersection of a Bloch wall with the external surface

vore ignored. An estimzte of the fields can be made by
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representing these intersections with lines of 'free-pole'.
Using the Bloch wall model of fig. 6.1, the component of magnet-
ization normal to the external surface varies across the

width of the wall having an average value of‘gms. Therefore

let the free pole density per unit length be 1
P = %%N%Cf

where d is the wall width.

The field due to a gingle line of charge (length 2b)
can be obtained using the coordinates chown in fig. 8.15(a).
The z component field at S due to the element dx at x is given

by

From symmetry, the total field at S is parallel to the z axis.

Therefore by integrating between x = -b and x = b:

H = pb
z 2. 2.3
onz(bc+ )=

Therefore the field below a Bloch wall of length 2b (as in
fig. 8.15(b)) wil; be 1

b 1 _ 1

H =
2 2”L<b2+ 222 (2 + (0% +(z + t)%é}

In fig. 8.16 (2a) HZ is plotted as a function of 2z between the
imagined upper and lower surfaces of a bubble film at z =1 pm

and 7 = 5 um. (Substituting b = 6.5 pam, i.e. for a Bloch wall




217

pole density 'p’ per

unit length
= 2b —
P dx by
\_\X,_-—// 7 e [
)/ Bloch | wall t
v ,; ++ + +++H++ A+ ++++
/ r
/
/
/
\./S Z
e
dHV vy dH, SEN
N N
(a) Z (b) H,
R ¢— lines of charge (length 2b)
I AN normal to plane of diagram
+J N
N NT
N
\\ \\
z AN
NN
\\\
(c) NS J

A

iz, 8.15 Coordinates used for calculating (a) the field
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of uniform molarity in a 15x2.1 pm bar and t = 0.4 Pm,cfﬂzsooi).
H, is roughly an order of magnitude weaxer than the field wells
plotted in figs. 8.12, 8.13 and falls off ~apidly with gz,

being approximately 2 Oe in the mid-plane of the bubble medium.
Using the coordinates shown in fig. 8.15(c) the variation in

H,_ Aalong an axis perpendicular to the wall can be estimated.

z
At a distance y along this axis 1

b 2 z + t
H = &2 1 1
Z Zn[rZ(b2+ I‘2)2 r:?(b2+ r,?.)g\l

where r2= zz+ y2

22 (5 + 1)% 42

HZ is plotted as a function of y for the mid-plane of
the bubble medium (z = 3 pm) in fig. 8.16(b). The field grad-
ients are considerably less than those arising from the net
magnetization of a bar (see figs. 8,12 and 8.1%), The Floch
wall would therefore seem to produce at most a small perturb-

ation on the field experienced by bubble domains ; a perturb-

ation in the form of a shallow magnetostatic field well.
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Fig8-16(a) z-component magnetic field directly beneath
Bloch wall of length 130 Um in permalloy of

thickness O-4 pym. In(b) the field is plotted
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d

along an axis perpendicular to the wall in the

mid-plane of the bubble medium (z = 3-0 pm).
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CHAPTER 9 CONCLUSICNS + SUGGESTIONS FCR FURTHER WCRK.

The resulte presented in this thesis confirm that the
ferrofluid technique can provide useful information on domains
in permalloy overlays. Each method for observing magnetic domains
has certain advantages and disadvantages. Ferrofluid can reveal
domain wall structures with higher resolution than is generally
obtainable with the Kerr effect and can be used on samples which
are rather thick for the application of Lorentz microscopy. With
the closed module approach, routine observations can be spread
over several hours if necessarv and the use of 0il immersion
objectives is facilitated. The resolution is just sufficient for
the study of doemains in 16Pm period circuits with approximately
ZFm bar width. The major disadvantage of the ferrofluid technigue
is that observations can only be made in at best a quasi-static
mode. Neither the Kerr effect nor Lorentz microscopy suffer from
this limitation. However useful information can be obtained in
slowly changing fields and in zero field especially following
saturation and hysteresis.

Cf the factors which determine domain structure in gverlay
bars, magnetostatic energy appears dominant. In general deﬁagnet-
ized bars were found tc contain a emall number of domains with
flux closﬁre in evidence. This applied to all types of geometry
and is consistent with previous investigations of T- and I-bars.

A simple cslculation based on Néels m?del for magnetostatic energy
in a domain wall suggests that the Bloch walle separating domains
in these samples will be quite narrow (a few hundred i in width)
compare¢ with domain boundaries in bulk permalloy.

For permzlloy bars anisotropy generally plays a secondary
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role in determining domain structure hut it was established that
in-plane anisotropy may affect the demagnetized state in some
cases. This is manifested in the distribution of internal closure
domains. In early examples of overlay circuits bars can be filled
with this type of domain and a simple minimum energy calculation
suggests that a relatively small anisotropy is required. How-
ever the same calculati~n confirms that more recent circuits with
smaller circuit period are less likely to be affected in this way
since the reaquired anisotropy field is inversely proportional to
bar width. In these patterns internal closure domains seem to
occur more sporadically and they can be found both in samples on
non magnetic substrate and on bubbtle garnet. The apvlicability
of the minimum energy principle is demonstrated cuite well by
measurements on larger areas of permalloy. In particular the
relationship between domain spacing and bar width agrees well
with theory.

In 'weak' applied fielde 2all lépm period components were
observed to respond initially by reversible domain growth. The
wall displacement in elements such as the asymmetric chevron is
simply prorortional to the applied field. This agrees with
previous work on T- and I-bars. In this region the coercivity
and remanence are particularly small and the basic assumptions
of most theoretical models are reasonable. What has not been
reported before in real-cized overlay bars is the systematic
formation of buckled states with remanent magnetization once the
applied field exceeds a critical value Hs° In many respecte the
hysteretic properties of 16Pm-period I-bare and more complex
elements match those observed by Kerr effect and Bitter colloid

in lOOlexO.BPm bars.
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Apart from the formation of remanence, 'irreversible' changes in
the demagnetized state may occur following partial saturation and
buckling. In particular it was established that the number of
closure domains and Bloch wall segments could change in multiples
of two. Following saturation a bar can be found in any one of a
number of 'higher order' states through the simpler configurations-
are ucually preferred - in general they will have the lower energy
(assuming there is no strong anisotropy present). These changes
may not have a marked effect on the propagation of bubble
domains but they demonstrate the limitations of aprlying domain
models to overlay bars. On the other hand buckled remanent states
may have some effect on the operation of a device especially
since they can persist in a rotating field (at least for quasi-
static fields). Residual attractive poles associated with
remanence would certainly modify the'magnetostatic potential well’
experienced by bubble domains.

The study of Hs as a function of element geometry confirms
what might.be expected intuitively. Long narrow elements with
low demagnetizing fields have small values of HS compared with
more'compact' elements . The results also show that HS is
approximately proportional to permalloy thickness. If hysteresis
is undesirable in overlay components the permalloy used should
be thick. However other factors will inevitably be involved
such as fabrication problems and detector signal requirements,
Eight micron-period bubble circuits with 2pm bubbles are now
being developed in the laboratory. The graphs presented in figs.
6.25 and 6.26 can easily be used to predict saturation fields for
8pm elements, In general permalloy thickness has been maintained

as circuit periods have reduced. If t is fixed the saturation
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fields should rise in inverse proportion to the circuit period *
80 HS for an element with 8pm period should be twice that for
the same element in a lépm period circuit. However this does not
mean that saturation effects will be drastically reduced since
the drive field also rises (H«POMS where MS = bubble magnetization,

-0.8 where d is bubble diameter:

and POMS varies approximately as d
Eschenfelder (1980,7.118)).

An obvious extension of this work would be to study the
influence of bubble domains on the formation of remanent states
in an overlay. In theory this could be achieved using ferrofluid
though it is difficult to image the permalloy and garnet domain
systems simultaneously with good contrast. Thc¢ prelimin=zry
results presented in fig. 6.29 for overlays on random stripe
domains in garnet suggest that the bubble medium could have a
considerable influence on Hge Also it woulé be useful if the
details of magnetization buckling in these componente could be
established by Lorentz microscopy as has already been done for
buckling in narrow strips of permalloy (e.g. Herd et al., 1979).

Chapter 7 confirms that magnetization buckling also plays
an important role in the resvonse of detector columns to in-plane
fields. The behaviour of a closed loop of permalloy is analagous
since the natural minimum energy state in both cases is one of
saturation with continuous flux flow. In the present study it was
established that two types of magnetization reversal by buckling
could occur: along the whole column or in alternate chevron limbs,
This depends on the direction of the in-plane field (D.C.).

A related magnetoresistance signal was expected since buck-
ling introduces transverse components of magnetization and this

was confirmed by measuring column resistance. The percentage
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change in resistance is consistent with that calculnted on the
basisof a simple domain model and the shape of the signals can

be related to the different types of reversal involved. On the
basis of these observations in D.C. fields an alternative to the
'magnetization fanning model' for a detector column in a rotating
field can be developed.

It would clearly be desirable to investigate the influence
of stripe domaine on a detector column by using ferrofluid. Again
this would be a difficult task especially in a rotating field of
40 Oe where co0lloid contrast is poor. An investigation of the
average magnetization using the Kerr effect for chevron columns
in rotating fields and with stripe domains has been reported -
recently by Harrison (1980).

In chapter 8 it was established that the field well produced
by a permalloy bar could be modelledron the type of curved domain
wall revealed by ferrofluid. Approximate values for the saturat-
ion field Hs can also be obtained by computing the average
demagnetizing field at the centre of the bar. In a more rigorous
analysis it would be better to calculate the average dehagnetiz-
ing field energy over the whole volume of the bar. (The varying
direction of M in the volume free pole model would need to be
taken into account). This might produce more accurate values for
Hs and it would also allow a comparison of the two configurations
in terms of total energy. In their review of domain and continuum
results, Huijer et al. (1980) made the observation that different
configurations of magnetization can produce the same pole
distribution and hence identical external fields. The field
plots of figs. 8.11 and 8.12 suggest that to some extent the

Pole distribution itself can be varied without causing a marked
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change in the external field profile (at least over distances
comparable with the bubble-bar separation).

The calculations presented in chapter 8 are not intended
to provide a practical method for modelling overlays but rather
as an indication of how the fields might be produced in reality.
In a working device the influence of bubble stray fields on the
wall displacement would need to be considered and in irregular
elements such as the asymmetric chevron or pick-axe the wall
movements would be difficult to model. Considering also the
irreversible changes in domain structure which take place once
the field exceeds Hy it would seem that a continuum approach to
modelling is more practical. However, an ideal model for magnet-
ization processes in permalloy overlays would include the residual

pole density associated with remanent states.
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