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ABSTRACT 

With the increased loading and exploitation of the power transmission 

system and also due to improved optimised operation, the problem of voltage 

stability and voltage collapse attracts more and more attention . A voltage 

collapse can take place in systems or subsystems and can appear quite abruptly. 

Continuous monitoring of the system state is therefore required. 

The cause of the 1977 New York black out has been proved to be 

the reactive power problem. The 1987 Tokyo black out was believed to be 

due to reactive power shortage and to a voltage collapse at summer peak load. 

These facts have strongly indicated that reactive power planning and dispatching 

play an important role in the security of modern power systems. A proper 

compensation of system voltage profiles will enhance the system securities in 

the operation and will reduce system losses. 

In this thesis, some aspects of reactive power dispatch and voltage control 

problem have been investigated. The research has focused on the following three 

lSSUes: 

Firstly, the steady-state stability problem has been tackled where, a 

voltage collpse proximity indicator based on the optimal impedance solution of 

a two bus system has been generalised to an actual system and the performance 

of this indicator has been investigated over the whole range (stable and unstable 

region) to see how useful this indicator can be for an operator at any operating 

point. Then we went further to implement a linear reactive power dispatch 

algorithm in which this indicator was used for the first time to attempt to 

prevent a voltage collapse in the system. 

Secondly, a new efficient technique for N-1 security has been incorporated 

aiming at either maximising the reactive power reserve margin for the generators 

or minimising active power losses during normal as well as outage conditions 



(single line outage) . The reactive power redistribution after an outage is based 

on the S-E graph adopted by Phadke and Spong[72]. 

Thirdly, the dispatch (N-1 security excluded) has been incorporated on 

line in the O.C.E.P.S. control package to improve the quality of the service and 

system security by optimally controlling the generator voltages (potentially the 

reactive control system is able to control transformers, switchable capacitors 

and reactors). A new function called load voltage control (similar to the load 

frequency control function) has been introduced to allow smooth variation of 

the reactive control signals towards their targets. 
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CHAP 'l'ER 1 

IN'l'ROJDUCT][ON 

An electrical power system can be considered to consist of a generation 

system, transmission system, a subtransmission system and a distribution system. 

In general, the generation and transmission systems are referred to as bulk power 

supply, and the subtransmission system and distribution systems are the final 

means to transfer the electric power to the ultimate customer. Bulk power 

transmission is made using a high-voltage network, designed to interconnect 

power plants and electrical utility systems and to transmit power from the 

plants to major load centres. The subtransmission refers to a lower voltage 

network, interconnecting bulk power and distribution substations. 

The pnmary function of an electrical power system is to meet users' 

demands at the lowest cost with a satisfactory expectation of continuity of 

supply and sufficiently small deviation in frequency and voltage. Under normal 

conditions the continuous adjustment of the generation of active and reactive 

power to variations in power demand ensures that the system functions correctly, 

this being characterised by a constant frequency and by voltage values at each 

busbar of the system in which variations are maintained within permissible 

limits. The conditions for this adjustment are different for the frequency and 

for the voltages. In fact, an overall balance of generation and demand of active 

power maintains the same frequency everywhere, whereas the voltages can be 

controlled between ·admissable limits of variation only by local equilibrium of 

generation, consumption and exchange of reactive power. 

The problem of voltage and reactive power control m power systems IS 

concerned with the following aspects: 

- voltage quality 
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- increased security 

- improved system economy 

In terms of voltage quality, the scheme should ensure that system voltages 

are maintained within operational criteria. The upper limits are determined by 

the necessity to avoid transformer saturation and to keep voltages under rated 

values that the insulation materials can withstand without damage, while the 

lower limits mainly come from security constraints, so as to avoid overloads, to 

preserve the steady-state stability, and to keep the auxiliaries of thermal and 

nuclear power plants within their operating range. 

From the point of v1ew of increased security, the scheme should make 

optimum use of the available reactive power sources and hence, by increasing 

reactive reserves, enhance the ability of the system to respond to unexpected 

events. In addition to this corrective mode of operation, the scheme should be 

able to take account of critical contingencies so that reactive power may be 

dispatched in a preventive mode. 

In terms of improved system economy an automatic voltage control 

scheme should be capable of minimising system production costs by adjusting 

generation and reactive power support available from controllable reactive power 

sources, within the constraints imposed by system security and voltage, plant 

and equipment limits. 

Effective voltage control across the system is achieved by the balancing 

of reactive power. This procedure is necessarily more complicated than the 

corresponding balancing of active power because of the widely variable require­

ments of the transmission network over the full range of system loading and 

operating conditions. A survey of the operating practices of the various utilities 

clearly shows different approaches to the problem. This assertion is corrob­

orated by the available reference books dealing with electric energy systems 

theory. Beyond the coverage of primary voltage regulators (AVRs), there is 

hardly any unified theory of voltage control, in contrast to that which may be 
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found for active power control. The main reason for this situation probably lies 

in the local nature of the effects of voltage and reactive power control, which 

leads to extreme sensitivity to the various structures and different sizes of the 

power systems to be controlled by utilities. A second reason is the possible 

interaction with the existing operating organization of the utilities, into which 

the hierarchical structure of the voltage control system must sometimes fit. 

A third reason is that the main objectives of voltage control (voltage quality, 

power system security, operating economy) are not met to the same standard 

by the different utilities. 

However, for every utility, according to the CIGRE working group dealing 

with the improvement of voltage control [161]," control resources and actions 

are organised (implicitly or explicitly) in the form of a structured system 

(automatic, to varying degrees) comprising three levels (which we shall refer to 

as "primary", "secondary", and "tertiary", and a forecast level referred to as 

"security forecast". 

"Primary voltage and reactive power control concerns local automatic 

actions of the direct-acting devices such as governors, automatic voltage regu­

lators and protective relays, etc. The controls are based on specified control 

laws and need only local information. 

Secondary voltage and reactive power control concerns co-ordination of 

the primary control resources within a voltage control area aiming at maintaining 

system security. This is done by measuring the voltage at an important bus of 

the area and influencing the set points of the individual generators. This bus is 

carefully chosen so as to be representative of the voltage excursions throughout 

the area. 

Tertiary voltage and reactive power control concerns economic optimisa­

tion with security constraints at the administrative authority level (utility,pool 

or country); at this level, the set points of all subordinate control devices and 

the transformers and compensation devices have to be coordinated in order to 
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obtain an economical and reliable operation. This IS the slowest of the three 

levels. 

Voltage and reactive power forecast studies deal with all of the studies and 

actions carried out predictively to organise voltage and reactive power control, 

aiming at producing a satisfactory and co-ordinated behaviour of its various 

components. Forecast studies aim at maintaining economy with reliability 

constraints over a period of time as distinct from primary, secondary and 

tertiary control which deals with the immediate situation. 

Electricite de France (EDF) feels that it is necessary to keep an inter­

mediate level (the secondary voltage control system) between local and national 

control levels. The reason for that the secure optimised voltage profiles which 

will be computed at national level (tertiary voltage control) would not ensure 

security of voltage profile between two optimisation steps; the security between 

two steps will be provided by the secondary voltage control. This intermediate 

level will also have to deal with the discontinuous aspect of switched capacitor 

control, as this is too complex to be processed at national level. 

Central Electricity Generating Board (CEGB) has no automatic sec­

ondary voltage control system. Since existing methods of voltage control were 

considered as satisfactory by CEGB. There was no strong incentive for such 

an implementation. However, advances in computer and telecommunications 

technology are such that it is likely that centralised voltage control schemes will 

become feasible in the not too distant future and, hence, the CEGB believes 

that the advantages that might be derived from the use of these schemes and 

methods of implementing them should be investigated. 

Due to the strong coupling which exists between reactive power and 

voltage magnitude, the net reactive requirements of the system can be established 

in the following terms: 

At times of high power demand, the problem Is to generate the required 

vars to maintain the system voltage. 
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- At times of low power demand, the problem is to consume the surplus 

vars to prevent excess voltages on the system. 

1.1 Reactive power sources(159) 

The reactive requirements of a power system are provided and/or con­

trolled by the available reactive sources which include synchronous generators, 

synchronous condensers, static var compensation devices, transmission lines, and 

on-load-tap-changing tansformers. By studying the characteristics of these reac­

tive components, a good understanding of the role that each of them can play 

can be achieved. A brief description of each such component follows. 

Synchronous generators 

In addition to supplying real power, synchronous generators are a maJor 

source of reactive power and reactive absorptive capability. Generators also 

possess the dynamic ability to respond quickly to system perturbations and 

maintain voltages at desired levels. The ability of generators to absorb reactive 

power is generally limited by the machine minimum excitation limit. This 

limit is determined so as to provide an adequate margin of safety for both 

the machine thermal and steady-state stability limit. Figure 1.1[159] shows a 

simplified generator capability curve in which the leading and lagging limits of 

machine reactive output are plotted as a function of the real power output. 

Control of generator reactive output is achieved by the adjustment of generator 

field excitation which is often in turn controlled automatically to maintain a 

desired voltage level at the terminal bus or another system bus. This control 

response is achieved m such a short time (approximately one or two seconds) 

that it asserts a strong stabilising effect on system voltages. 

Synchronous condensers 

A synchronous condenser is a synchronous machine set up to generate 

reactive power only. It can be adjusted to deliver or absorb a wide range 

of reactive power by varying its excitation. It can have automatic control to 
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Fig. 1.1 Typical Generator Capability Diagram 
(in per unit machine rated power output) 

Source: Optimisation of Reactive Volt-Ampere (VAR) Sources in System Planning: 
Volume 1, Solution Techniques, Computing Methods and Results; 

EPRI, Scientific Systems, Inc. Cambridge, Massachusetts, Nov. 1984. 

- 6 -



respond quickly (within one or two seconds) to system voltage deviations and 

hence can be considered as a strong stabilised element. However, since it is 

an inertial system, it can sometimes exhibit non-stabilising effects of supplying 

additional fault current. An advantage of synchronous condensers is that they 

have a short-time overload capability which can be utilised in extreme situations. 

Synchronous condensers are typically more expensive than comparable sized 

installations of capacitors and hence are generally installed if the additional 

benifits (e.g., continuous range of reactive control, absorptive capability, better 

dynamic response characteristics, overload capability) are desired in a particular 

application. Being a large rotating mass, the synchronous condenser requires 

higher maintenance, and has a higher failure rate than static compensators. 

Shunt capacitors 

Shunt capacitors are the most commonly applied form of reactive com­

pensation in electric power systems. They constitute an economic and flexible 

means of boosting system voltages during heavy loading periods. Specific instal­

lations consist of series-parallel connected combinations of small sized capacitors. 

This modularity contributes to the flexibility of shunt capacitor installations by 

providing greater control, expansion capability, transportability and availabil­

ity. Switching is commonly achieved by load-break switches or circuit breakers 

and can be controlled manually as needed, automatically, or by supervisory 

control methods. Automatic control is in response to system bus voltages, 

line transformer loadings. The conventional switching schemes used with shunt 

capacitors can not be relied upon to respond to system disturbances in time 

frames short enough to improve system transient stability. Also, since the 

compensation provided by shunt capacitors is a function of the line voltage, 

they are less effective than synchronous condensers or "static var compensation" 

systems in situation where dynamic system response to disturbances is critical. 

Shunt capacitors are modular and, since they do not have moving parts, highly 

reliable. In actual system operation, capacitor unavailability is seldom due to 

capacitor outages but rather to failure or improper setting of control schemes 

or to lack of coordination between capacitor switching control and transformer 

tap control[161]. 
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Series capacitors 

Series capacitors provide a method of compensating for transmision line 

reactance, thereby raising system voltages, reducing line losses and enhancing 

system stability. They are typically limited to a few long line applications 

where they are needed to compensate for high line reactances and/or when it 

is desirable to have stabilising effects that vary with the line current. Series 

capacitors can be routinely switched in whole or in descrete steps, or they 

may be fixed. Their applications have some inherent problems which must be 

addressed, includi~g the obvious problem of resonance. Short circuits occurring 

just beyond the series capacitors can subject them to high voltages. The 

potential problems of ferroresonance with transformers must also be considered. 

Series capacitor installation are rare, and usualy justified by dynamic 

studies in addition to load flow studies. 

Shunt reactors 

Shunt reactors are utilised on the bulk transmission system primarily 

as a mean of holding down system steady-state bus voltages during periods 

when the system is lightly loaded and the capacitive effects of high-voltage 

transmission lines are in excess of that which can be absorbed by the system. 

Series reactors 

Their primary application is in limiting power flow on the lines in which 

they are installed. They are particularly effective in a system consisting of 

parallel circuits in which the capability to transfer large amounts of power 

is limited by the thermal capability of some of these circuits. By installing 

series reactance in the limiting circuits, the power flow is redistributed to those 

circuits with power flow less than their rated capacity, hence greater overall 

transfer capability is achieved without building new transmission facilities. 
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Static var compensation (SVC) 

It is a general term representing any number of a family of shunt 

reactive compensation systems composed of conventional shunt compensation 

devices incorporated with conventional and solid-state switches and associated 

control systems to achieve rapid and refined adjustment of system reactive 

power. 

The key feature of SVC systems with respect to bulk system application is 

their ability to provide continuous, instantaneous changes in reactive output and 

to provide independent phase control. SVC systems can be applied to perform 

steady-state voltage regulation functions. However, due to their relatively high 

cost, most SVC applic<:J_tions are limited to situations v:hcrc this quick response 

or independent phase control is necessary. 

Other drawbacks of SVC systems are the creation of harmonics, the 

possible need for filters, and the possible increased maintenance requirements. 

Several types of SVC configurations have been applied or examined as poten­

tially applicable in power systems. Typically, they employ variations in the 

combinations of the basic controlled elements: the thyristor-controlled reactor 

(TCR), thyristor switched capacitors (TSC), and a.c. saturable reactor (SR). 

Table 1.1 shows a review of some elements of static var compensation systems. 

High voltage transmission lines 

Reactive capability of transmission lines is often considered as inherent 

to the power system. This capability is not fixed. Lines respond to changes in 

terminal voltage level by producing effective reactive power (often in opposition 

to the demand adjustment) which is proportional to the square of the voltage. 

This effect must be considered when providing the reactive support and voltage 

control through the coordinated adjustment of transformer load tap changers 

and reactive sources. 

- 9 -
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Table 1-1 

STATIC VAR COMPENSATION SYSTEMS 

Configuration 

TCR-FC 

Segmented 
TCR-FC 

12-Pulse 
TCR-FC 

Characteristics 

Thyristor controlled 
reactors w~h fixed 
capacitors 

Segmented thyristor 
controlled reactors 
with fixed capacitors 
(conduction angle 
control of only one 
reactor branch. Others 
e~her totally "on" or 
"oH''.) 

12-Putse thyristor 
controlled reactors 
with lixed capacitors. 
30° phase shtlt on 
transformer secondaries. 

Connectiona 
Diagram 

TfT 

Tfffil"' 

1111 
Source: Untled States Dept of Energy, "A Study of Static Reactive Power 

Compensation for High Vottage Power Systems," Report of Contract 
4-L60-6964P, Westinghouse Electric Company, May 1981. 

a Note that small reactors are often included in fixed capacitor branches to 
tune such branches to dominate harmonics. 

b The TCR-FC is assumed to be the basic reference SVC configuration. 

Advantages b 

o Relatively Inexpensive 
o Flexible in Conlrol 

and Uprating 

o Reduced 6··pulse harmonics 
(harmonic rnagniludes are 
proportional to the size of 
the controller reactor.) 

o Small 12-pulse 
harmonics (e.g., 11th, 
13th, 23rd, 25th, etc.) 

Disadvantages b 

o Significant 
6-pulse Harmonics 

o Significant Steady­
State Losses 

o Limited Overload 
Capabil~y 

o Increased Losses 
o Higher Costs 

o Special Transformer 
Construction 

o Higher Cost 
o Added Control 

Complex~y 
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Table 1-1 (Continuation) 

STATIC VAR COMPENSATION SYSTEMS 

Configuration 

TCT-FC 

Characteristics 

Thyristor controlled 
transformers wijh 
fixed capac~ors 

Connectiona 
Diagram 
~HV 

·2~ 

TCR (or TCl) - Thyristor controlled 
reactors (or trans­
formers) with 
mechanically switched 
capacitors 

JDf 
TSC Thyristor-Swrtched 

capacitors rr 
TSC-TCR Thyristor-Swrtched 

capacitor with 
thyristor-controlled 
reactors 

-;::r:;;-mr 
Source: Unrted States Dept. of Energy, "A Study of Static Reactive Power 

Compensation for High Vo~age Power Systems," Report of Contract 
4-L60-6964P, Westinghouse Electric Company, May 1981. 

a Note that small reactors are often included in fixed capacitor branches to 
tune such branches to dominate harmonics. 

b The TCR-FC is assumed to be the basic reference SVC configuration. 

Advantages b 

111 Better overload 
capability 

m Some capacitor control 
111 Similar performance as 

TSC-TCR at reduced 
costs and losses 

o Lower costs 
<11 Reduced losses 

m Reduced harmor.ics 
e Reduced losses 
(Jl Improved pertormance 
• during large disturbances 

Disadvantages b 

o Signilicant 6-pulse 
harmonics 

o Special transformer 
construction 

C!l Harmonics filtering 
onHVbus 

o Slower response 

o No lagging 
capabilrty 

C!l Higher cost 
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Table 1-1 (Continuation) 

STATIC VAR COMPENSATION SYSTEMS 

Configuration 
SA 

Characteristics 
Saturable Reactors. 
These include the DC 
controlled and 
thyristor controlled 
reactors, either alone 
or in combination with 
fixed, manually switched 
or thyristor switched 
capacitors. 

Connectiona 
Diagram 

~'~ 

Source: United States Dept. of Energy, "A Study of Static Reactive Power 
Compensation for High Vonage Power Systems," Report of Contract 
4-L60-6964P, Westinghouse Electric Company, May 1981. 

a Note that small reactors are often Included In fixed capacitor branches to 
tune such branches to dominate harmonics. 

b The TCR-FC is assumed lobe the basic reference SVC configuration. 

Advantages b 
o Inherent overload 

capability 
o Excellent harmonic 

characteristics 
o Self regulating; 

No solid statn 
controls needed 

Disadvantages b 
o Potential subharmonlcs 

resonance 
o limited modularity 
o Limited llexibmty 

in control strategies 
o Complex reactor 

construction 
o Special littering 

required 



The addition of a new transmission line can help alleviate low voltage 

problems by providing additional effective capacitance and by reducing line 

reactive losses. However, a new line is seldom economically justified for reactive 

and voltage compensation alone. Rather, it must be justified on the need to 

increase the capability of the bulk system to transmit additional real power. 

Transformers with tap changing under load (TCUJL) capability 

This is neither a source nor a sink of reactive power, but a mechanism 

which permits the control of system voltage levels by controlling or redistributing 

reactive flows. 

The system voltage control capability provided by tap-changing is gen­

erally deemed necessary and well worth the additional expense in transformer 

cost. Tap positions are discrete points on the widings of a transformer which 

effect a different transformer turns-ratio and corresponding variation in voltage 

transformation ratio. In doing so, the system reactive flows are redistributed 

and the system voltages are altered. Transformers with TCUL capability are 

either adjusted manually or automatically to respond to control signals. In 

either case, the time lag associated with actuating a tap change is in the range 

of from several seconds, at best, to several minutes. This time frame makes a 

tap change a feasable operation only in response to normal voltage regulation 

requirements, or to voltage changes resulting from minor or moderate system 

disturbances. 

Network switching operations 

In certain situations, it is found that changing the network configuration 

by breaker operation or by switching out a transmission line can ease a voltage 

problem. Examples are: 

- Switching out a high-voltage transmission line during light load conditions. 

This removes its capacitive line-charging contributions toward sustained 

high voltage conditions. 
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- Opening a normaly closed breaker to redistribute power flows in the 

network and relieve heavily loaded lines and low-voltage problems. 

1.2 Applications of reactive compensation devices in bulk power 

systems 

The attributes which the reactive compensation devices must have m 

order to solve the problem include: 

- nature of reactive compensation (absorptive or productive) 

- magnitude 

- extent of need: frequency and duration 

- speed of response 

- need for independent phase control 

- impact of short circuit contribution 

- location on system with respect to load/ generator/ other var devices, and 

system voltage level. 

Tables 1.2-1.5 give a detailed description of these reactive sources together 

with their applications. 

1.3 Principles of coordinated bulk system reactive control(159] 

- The integrity of the bulk transmission system is generally considered 

paramount in reliable system operations. Hence the supply of reactive 

support and the maintenance of reactive reserve on the bulk transmission 

system should be given high priority in reactive planning and control. 
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Table i .2 

SUMMARY OF MAJOR REACTIVE COMPONENT CHARACTERISTICS 

Relative Control 
Reliabi~ity Factorsa Reactive Cost Per Size Reactive Step 

Source Mvar Constraints Supplied Variation Advantages Disadvantages 

Static high modular Leading Multiple· Modular Complex system 
var and/or discrete (control, switches, 
Compensators Lagging to near· filters) 
(SVC) continuous 

Synchronous high larger sizes Leading Continuous Higher maintenance 
Condensers are cost· and Rotating mass 

prohibitive Lagging 

Shunt high modular Leading Discrete Modular Switching 
Capacitors or Fixed Lillie maintenanco 

Shunt moderate larger sizes Leading Discrete Simple device Untt size 
Reactors may be cost· or Fixed penalty 

prohibitive 

a 
Factors Inherent to the reactive source which contribute to its reliability 

Source: Optimisation of Reactive Volt-Ampere (VAR) Sources in System Planning: 
Volume 1, Solution Techniques, Computing Methods and Results; 
EPRI, Scientific Systems, Inc. Cambridge, Massachusens. Nov. 1984. 

Short-Time Response to System 
Voltage and Frequency Changes 

Instantaneous (1·2 cycles) 
Usually adjusts to maintain voltage 

Seconds 
Usually adjusts to maintain voltage 

Proportional to (voltage)2, frequency 
Switching lime too slow for dynamic 
response 

Proportional to (voltage) 2, (frequency)"1 
Switching lime too slow for dynamic 
response 



Table 1.3 

SYSTEM PROBLEMS POSSIBLY REQUIRING 
REACTIVE COMPENSATION 

o Low voltages 

® High voltages 

Steady-State 

tB Large voltage variability (daily/seasonal) 

@ Excessive reactive power flow (or losses) 

@! Normal requirements for HVDC converters 

~ Steady-state stability 

Dynamic 

@ll Fluctuating loads or impact loads 

® Switching surges or load rejection overvoltages 

~ Voltages instability (load voltage collapse) 

• Transient or dynamic instability 

~~> Instability due to subsynchronous resonance (SSR) 

e Variable system phase imbalances (e.g., due to 
single-phase traction load) 

• Dynamic reactive requirements at HVDC terminals 

• Small signal oscillations 

Source: Optimisation of Reactive Volt-Ampere (VAR) Sources in System Planning: 
Volume 1, Solution Techniques, Computing Methods and Results; 
EPRI, Scientnic Systems, Inc. Cambridge, Massachusetts, Nov. 1984. 
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Table 1.4 

RELATIVE SPEED OF RESPONSE REQUIRED FOR 

CONTROL OF VARIOUS SYSTEM PHENOMENA/PROBLEMS 

Phenomenon 

Daily voltage regulation 

Thermal overload 

Prime mover response 

Voltage control and steady-state 

stability 

Impact loads 

Transient and dynamic stability 

Load rejection overvoltages 

Voltage flicker 

Subsynchronous resonance 

Required Speed 

of Response 

for. Control 

Slower 

Faster 

Source: Optimisation of Reactive Volt-Ampere (VAR) Sources in System Planning: 
Volume 1, Solution Techniques, Computing Methods and Results; 
EPRI, Scient~ic Systems, Inc. Cambridge, Massachusetts, Nov. 1984. 
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Table 1.5 

TYPICAL VAR SOURCE APPLICATIONS 
System Problem 

Steady-State 
o Low voltages 

o High voltages 

o Large voltage variability 
(dally/seasonal) 

o Excessive reactive power flows 

a 
Typical Var Compensation 

Shunt capacitors 

Shunt reactors 

Shunt capacitors/reactors, 
synchronous condensers 

Shunt capacitors 

o Normal reactive requirements for Shunt capacitors 
HVDC converters 

o Steady-state stability 

Dynamic 

o Fluctuating reactive loads 
or impact loads 

Shunt.capacitors, series 
capacitors 

Synchronous condensers, 
svc 

o Switching surges or load rejection Shunt reactors, SVC 
overvoltages 

o Voltage instability (load voltage 
collapse) 

o Transient or dynamic stability 

Shunt capacitors with SVC or 
synchronous condensers 

Series capacitors, SVC, 
synchronous condensers 

o Instability due to subsynchronous SVC 
resonance (SSR) 

o Variable system phase imbalances SVC 

o Dynamic reactive requirements at Shunt capacitors and SVC 
HVDC Terminals 

aDetailed system analysis and economic evaluation must be performed in 
each case to select tfle best reactive compensation for the problem. 
Source: Optimisation of Reactive Vott-Ampere (VAR) Sources in System Planning: 

Volume 1, Solution Techniques, Computing Methods and Resutts; 
EPRI, Scientific Systems, Inc. Cambridge, Massachusetts, Nov. 1984. 
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- a guideline should be specified as to what degree relative mutual reactive 

support should be designed for and operated between the bulk transmis­

sion and the distribution system, so that the allocation of appropriate 

reactive support and reserve can be provided. 

- the existence and capabilities of "inherent" reactive sources (line charg­

ing, non-switched shunt compensation, non-switched series compensation) 

should be recognised and utilised as primary sources of reactive support 

and compensation. 

- tap changing capability on transformers is not a source of reactive 

power, but a "balancing" device for system voltage and reactive flow 

control. Proper utilisation and coordination of tap change settings can 

defer installation of unnecessary reactive support devices, and can allow 

reactive reserve to be maintained on appropriate sources. 

- the dispatching of routinely switched reactive sources (e.g., distribution 

capacitors, shunt capacitors on the bulk system) and transformer tap 

settings should be properly coordinated so that they will function in 

concert, with each other toward overall system objectives. 

- sources of reactive support which are either manually switched or assigned 

routinely (e.g., shunt capacitors) should be switched-in in anticipation of 

need, in order to reserve the reactive capability of other sources for 

the maintenace of adequate system reactive reserve, and to respond 

automatically to system changes. Likewise, the reactive sources which 

are designed to respond quickly to a disturbance or a rapid change in 

reactive conditions should be so operated that their operating capability 

can be more efectively utilised to respond to such disturbances. 

1.4 System performance criteria 

To ensure that the power system can deal with planned changes m 

generation/load patterns, the power system has to be assessed in terms of 
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various performance criteria. The performance of the system must· be assessed 

in terms of its ability to maintain an adequate profile, judged in terms of 

various voltage criteria, which are listed below. 

~ Voltage bandwidth 

- Step changes m voltages 

- Voltage collapse 

- Voltage collapse proximity indicator 

- Voltage sensitivity coefficients 

- Reactive power reserve 

1.5 Voltage stability 

With the increased loading and exploitation of the power transmission 

system and also due to improved optimised operation the problem of voltage 

stability and voltage collapse attracts more and more attention . A voltage 

collapse can take place in systems or subsystems and can appear quite abruptly. 

Continuous monitoring of the system state is therefore required. 

The cause of the 1977 New York black out has been proved to be 

the reactive power problem. The 1987 Tokyo black out was believed to be 

due to reactive power shortage and to a voltage collapse at summer peak load. 

These facts have strongly indicated that reactive power planning and dispatching 

play an important role in the security of modern power systems. A proper 

compensation of system voltage profiles will enhance the system securities in 

the operation and will reduce system losses. 

- 20-



1.16 Thesis contents 

In this thesis, the research involved, proposing, and originally investigating 

a voltage collapse proximity indicator and then went further to implement a 

reactive power dispatch algorithm in which this indicator was used for the first 

time to attempt to prevent a voltage collapse in the system. A new method 

for N-1 security has been implemented aiming at maximising the reactive power 

reserve margin for the generators as well as minimising active power losses 

during normal as well as outage conditions (single line outage) . The dispatch 

(N-1 security excluded) has been incorporated on line in the OCEPS control 

package to improve the quality of the service and system security by optimally 

controlling the generator voltages (potentially the reactive control system is able 

to control transformers, switchable capacitors and reactors). A new technique 

called Load Voltage Control Function (similar to the Load Frequency Control 

Function) is used to modify the reactive power targets and pass them via the 

communication system to the simulator. 

The following section describes m more detail the contents of the thesis. 

Chapter 2 is concerned with the mathematical formulation and solution 

methods of the optimal power flow problem, firstly a brief historical review of 

the problem is given, secondly, the problem has been defined as a mathematical 

optimisation problem, then a brief description of the variables, constraints 

and objectives follows. The physically weak coupling in transmission networks 

between the active power flows and voltage angles, and the reactive power 

flows and voltage magnitudes has led to the possibility of dividing the problem 

into active and reactive subproblems which in turn leads to a variety of 

approaches to solve the problem. These approaches are considered in this 

chapter. The problems involved in the on-line implementation of the optimal 

power flow problem are discussed. Lastly, the mathematical modelling and 

solution methods to the optimal power flow problem has been addressed with 

greater concentration paid on the linear programming techniques. 
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Chapter 3 concentrates on the reactive power flow and voltage control 

problem. The problems of operational planning and opeartion are addressed, 

then a brief review of some of the optimisation procedures adopted to solve 

the reactive power flow problem for system operation are discused. 

Chapter 4 is concerned with the problem of voltage stability. The aim 

IS to attempt to investigate the voltage collapse problem at the load end of the 

power system when the load at a particular node or the system load increases 

gradually. First some of the existing approaches to solve the problem have 

been reviewed, then a voltage collapse proximity indicator based on the optimal 

impedance solution of a two bus system is proposed to an actual system. The 

performance of this indicator is investigated. 

In chapter 5 The reactive power flow problem is formulated as a linear 

programming problem and solved using a sparse dual revised simplex method. 

The power flow equations are linearised about the operating point and the 

sensitivities of load bus voltage magnitudes and generator reactive powers with 

respect to the control variables are used to form the linearised objective function 

an constraints. The discrete nature of some of the controls such as capacitor 

or reactor switching are explicitly modelled. 

In chapter 6, the voltage collapse proximity indicator proposed and 

investigated in chapter 4 has been incorporated in the reactive power dispatch 

for the first time to attempt to prevent a voltage collapse in the system, a 

comparison between four different objectives aimed at optimising the system 

voltage profile were used for comparison . This thesis concentrates on three 

ISSUeS. 

The voltage collapse proximity indicator; 

the voltage profile in the system; 

the computer time needed to execute the program. 

In chapter 7, a new method for N - 1 security been proposed to allocate 

reactive power for normal operation as well as for contingencies (single line 

outage) which cause voltage and power flow problems. Two objectives have 
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been considered, the first include the maximisation of reactive power margms 

and having them distributed among the generators, the second includes the 

minimisation of active power losses in the system. From each contingency case 

we have considered the violated and nearly violated constraints and applied 

them in the dispatch. The reactive power flow redistribution on the network 

following an outage is based on the S-E graph model adopted by Ilic-Spong and 

Phadke[72], two alternative ways to handle the change in electrical quantities 

at the two ends of the disconnected line have been investigated. 

In chapter 8, the dispatch (N-1 security excluded) has been incorporated 

on-line in the OCEPS control package to improve the quality of the service and 

system security by optimally controlling the generator voltages (potentially the 

reactive power dispatch is able to control transformers, switchable capacitors 

and reactors). A new technique called Load Voltage Control Function , 

similar to the Load Frequency Control Function (LFC), is used to modify the 

reactive power targets and pass them via the communication system to the 

simulator. 
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CHAPTER 2 

OPTJIMAJL POWER JFJLOW 

2.1 ]Introduction 

This chapter is concerned with the mathematical formulation and methods 

of solution to the optimal power flow problem. Initially, the problem is defined 

as a mathematical optimisation problem, then some of the more important 

existing approaches for its solution are discussed. 

The problem of optimal power flow, arises in power system planning, 

on-line operation and control and can be defined as the determination of the 

complete state of a power system corresponding to the bset operation within 

security constraints. Best operation usually means least fuel cost. 

Due to the large number of variables, and particularly to the much larger 

number and types of non-linear constraints involved, the comput~tion of the 

optimal power flow for a large system constitutes a considerably complex and 

very demanding problem which calls for a computationally reliable and efficient 

optimisation methodology. 

The important characteristics of the optimal power flow problem are 

the weak coupling between the active and reactive power dispatches, the mild 

nonlinearity and the sparse network structure. A great deal of research effort 

has been devoted to the development of various numerical methods exploiting 

these special problem structures using either nonlinear or linear programming 

techniques. 

The mam advantages of the nonlinear programming techniques are their 

ability to accomodate a variety of problem formulations and to rigorously handle 
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different kinds of nonlinear objective functions and nonlinear constraints. The 

major limitations of these methods include the slowness of convergence, long 

computation time and large computer storage requirements. In contrast, the 

linear programming techniques are well established, completely reliable, very 

fast and very little computer time and storage is needed. 

2.:'Jl. Brief historical review 

The development of economic dispatch, the predecessor of the optimal 

power flow, had its start in the early 20's or even earlier when two or more 

units were committed to take on load on a power system whose total capacities 

exceeded the generation required. The problem that confronted the operator 

was exactly how to divide the active load (power required) between the two 

units, such that the load is served and the total cost is minimised. Between the 

30's and 50's, techniques known as "classic equal incremental dispatch" with 

loss or, network treatment by means of approximate models called loss formulas 

have been developed. In the late 1950's work was started to improve upon 

the loss formula type representation. This occurred at the same time that the 

loadflow made its appearance. The object of a loadflow is to determine the 

voltages and angles at all buses in the network from which all other quantities 

can be calculated. Squires [120] was the first to attempt to solve the load 

flow and economic dispatch at the same time, but security was not taken 

into account then. In 1962, n security appeared in a fundamental work from 

Carpentier, the so called " injection method [26]" was introduced, where the 

optimal power flow problem with security was stated. Then, in 1968, after some 

years of little activity, Dommel and Tinney [43] used Lagrangian multipliers 

to append the equality constraints to the objective function, which included 

penalties for functional inequality constraint violations. Newton's method was 

employed to satisfy the equality constraints. This approach has proved to be 

powerful in practical application and is regarded as one of the most important 

contributions made for the solution of the economic dispatch problem. Following 

this, the solution methods that were aplied to solve this non-linear programming 

problem used the first partial derivatives of the equations ( the reduced gradient 

) to determine a search direction in the iterative procedure to find a solution. 
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To date, several other approaches have been proposed for the solution of the 

optimal power flow problem. Most notable are the methods based on real 

and reactive power decoupling[119], successtve linear programming[125], and 

successive quadratic programming[21]. 

~.3. Mathematical formulation 

The optimal power flow problem in power system planning and operation 

consists of the determination of the steady-state values of the system variables to 

produce the best active and reactive power dispatch with respect to a specified 

objective and subject to plant and transmission system operating constraints. 

Mathematically, it is formulated as a constrained non-linear optimisation 

problem and can be stated as: 

Minimise a scalar objective function 

subject to 

f(x,u) 

[g(x,u)] 

[h(x,u)] 

1 

0 

> 0 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

Where x IS the set of dependent variables and u IS the set of control 

variables in the system. 

Equation (2.2) represents the power flow equations. Inequality (2.3) 

consists of the following four types of inequality constraints: 

- limits on control variables u 

- limits on state variables x 

- limits on functions of these variables 

- security constraints. 
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The objective functions used depend on the specific requirements of the 

problem, usually concerned with the generation costs, the transmision active 

power losses, the desirable voltage profile or regulating margin, etc. 

~.3.JL. Nature of the power system operating state 

Active power P and reactive power Q are supplied to the nodal loads 

through a transmission network. Active power is produced by synchronous 

generators, and a few percent is absorbed in transmission losses. Reactive power 

is produced or absorbed by synchronous generators, reactive compensation and 

by the network itself. 

Under steady-state conditions, the active power P is strongly related to 

the nodal voltage angle (), and the reactive power Q is strongly related to 

the voltage magnitude V. The relation between P-0 and Q-V sets of variables 

is comparatively weak and therefore naturally can be decomposed into two 

subproblems, the P-dispatch and the Q-dispatch, each with its own objective 

functions and constraints. 

~.3.~. Elements of the problem formulation 

In any specific case, the formulation of the optimal power flow problem 

involves the definition of variables, controls and objectives. This section covers 

a range of these problem elements. 

2.3.2.JL. System variables 

State variables 

The are: 

- V, nodal voltages on PQ nodes 

- 0, voltage angles on PQ and PV nodes 
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Cont:rol variables 

The directly controllable variables which predominantly affect active power 

flows are: 

are: 

- P0 generated active powers 

- ¢ phase shifter angles 

- Pdc setting of high voltage d.c. links under constant power control. 

The corresponding variables which perform reactive power/voltage control 

- V or Q0 - the voltage magnitudes or the reactive generations at points of 

controllable reactive power, principally synchronous sources and variable 

reactive compensation 

- t the taps of in-phase transformers 

Analytically, V and Q 0 are generally interchangeable as control variables, 

and the choice between them is usually dependent on the solution approach 

adopted. 

2.3.2.2. System constraints 

Equality constraints 

The x and u variables are linked by the load flow equations, physical 

Kirchoff's laws, so as to meet the active and reactive load. 

The power flow equations are usually expressed m terms of the power 

mismatch at each node i as: 
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bPi = Pg,;- Pd.:- Vi L Vk(G.:kcoslJik + BiksinlJik) = 0 (2.5) 
k 

bQi = Qgi- Qdi- Vi LVk(GiksinlJik- BikcoslJik) = 0 (2.6) 
k 

for i = 1, 2, ... , n 

where 

n number of nodes 

k node number directly connected to node 

G network conductances 

B network susceptances 

g and d refer to generation and load respectively. 

Equations (2.5) and (2.6) are the equality constraints in the optimal 

power flow problem. They can also be written in alternative forms, such as 

the cartesian equations. The polar form, however, IS particularly suitable for 

the problem formulation as the variables correspond closely to the physical 

quantities which are required to be controlled and limited. 

][nequality constraints 

The inequality constraints arise due to the existence of limits for plant 

and transmission system equipment and also due to additional security criteria. 

Common limits strongly associated with the P- lJ subproblem are on: 
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- Pg active power generation 

- Pik active power flow m specific lines 

- Pt active power m tie-lines 

- 4> phase shifter angles 

- ()ik voltage angles between specific nodes. 

Common limits strongly associated with the Q-V subproblem are on: 

- Qg reactive power generation 

- Qik reactive power flows m specific lines 

- Qt reactive power flows m tie-lines 

- t in-phase transformer taps 

- Vi voltage magnitude at specific nodes. 

Other limits may also include: 

- Sg generator power as function of Pg and Qg 

- Iik current flows m lines (thermal limits) 

Inequalities associated with all but control variables will be referred to as 

'functional inequalities'. Limits on physically controlled apparatus are generally 

hard, i.e. to be enforced rigidly. The remaining limits are soft, i.e. they are 

applied within some engineering tolerances. 
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Security constraints 

During the steady-state operation of power systems, equipment failure 

(such as the outage of transmission lines, transformers and generators, etc.) 

may drive the system to an emergency state of operation at which some nodal 

voltage magnitudes and/ or circuit loading limits are violated. In such cases a 

set of control actions must be taken in a very short time to avoid a partial or 

even total collapse in the system. This led to the concept of system security, 

and to the view that the objective of system operation is to keep the system 

m a normal state during the relatively long periods between disturbances and 

to ensure that, on the occurrence of a major disturbance, the system does not 

depart from the normal state. 

A precise definition of security, as pointed out by Carpentier, is that a 

system is n secure if it continues to operate satisfactorily when all its n elements 

are intact. The system is n-k secure if the system continues to operate after 

k elements have been lost. 

Security constraints impose additional limits on branch flows and nodal 

voltages for the post-disturbance configurations resulting from a given set of 

contingencies. 

2.3.2.3. Objective functions 

The objective function f(x,u) is a scalar function of system variables and 

depends on the desirable operating conditions. It is often difficult to describe 

the best operating point of a power system by a single scalar function. A 

variety of common objectives exist, such as minimum cost of generation, load 

shedding, active power losses, minimum deviation, minimum control action, etc. 

2.3.3. Decoupled OPF 

For the power flow problems, the decoupling of the problem into an active 

power subproblem and a reactive power subproblem has been shown to give 
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an efficient solution[124]. This approach has its basis in the physically weak 

coupling in transmission networks between the active power flows and voltage 

angles, and the reactive power flows and voltage magnitudes. The OPF problem 

may be similarly decoupled. The active power OPF consists of determining the 

values of the of the active power controls which minimize an objective which is 

a function of active power variables (for, example, the cost of generation of the 

controllable units or the shift of the active controls from a desired set-point) 

while satisfying the active power constraints. During this optimization, the 

reactive power control variables are kept constant. The reactive power OPF 

consists of determining the value of the reactive power controls which minimize 

an objective which is a function of reactive power variables while satisfying the 

reactive power constraints. During this optimization, the active power control 

variables are held constant at their previously determined values. The reactive 

power OPF is executed after the active power OPF has converged. 

2.3.3.1. Benefit of decomposition 

- Decoupling greatly improves computational efficiency, especially for large 

systems. This is because each subproblem has approximately half the 

dimension of the original problem. 

- Decoupling makes it possible to use different optimisation techniques to 

solve the active power and the reactive power OPF subproblems. 

- Decoupling makes it possible to have a different optimisation cycle for 

each subproblem. 

2.3.4. Problem coordination 

2.3.4.1. Jrterative Schemes 

A variety of approaches to the problem of combined active and reac­

tive dispatch may be considered. Generally, a loadflow solution and model 

linearisation stage is iterated with a constrained optimisation stage. Typical 
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iterative schemes are shown in Figures 2.1., 2.2., and 2.3. These approaches 

are considered in the following subsections. 

Sequential Active and Reactive Dispatch ( Fig.2.:n. ) 

This scheme applies a single optimisation of real power followed by a single 

application of reactive power optimisation. In this approach it is impossible 

for the active power dispatch to be modified to alleviate any suboptimality or 

infeasiblity discovered during the reactive phase. Although this method has 

been widely assumed in the literature it does not properly allow for interaction 

between the active and reactive dispatch. 

l!:terative Decoupled Active and Reactive Dispatch ( Fig. 2.2 ) 

The iterative decoupled algorithm solves active and reactive optimisations 

alternately, and is therfore able to take interactions into account. 

The objective functions for the active and reactive phases are necessarily 

independent. However, there is scope for adjustment of objective coefficients 

during the iterative process, in order to permit some trade-off between conflicting 

objectives. There is considerable scope for research into this area. 

Constraints which involve strong active- reactive coupling, such as branch 

current limits, do not fit naturally into this framework. However it is possible 

that such constraints may be accomodated by making use of constraint relaxation 

capabilities [76]. This is also an interesting avenue for further research. 

Iterative Fully Coupled Active and Reactive Dispatch ( JFig. 2.3 ) 

The fully coupled approach combines the active and reactive power 

problems in a single optimisation phase. This allows constraints to be expressed 

as functions of active and reactive variables, and consequently those constraints 

which involve strong active - reactive coupling can be easily accomodated. The 
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Begin 

Loadflow and 
Model Linearisation 

Constrained Optimisation 
of Active Power 

Loadflow and 
Model Linearisation 

Constrained Optimisation 
of Reactive Power 

End 

Figure 2.1 Sequential Active and Reactive Dispatch 
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Begin 

l 
Loadflow and 

Model Linearisation 

Constrained Optimisation 
of Active Power 

Loadflow and 
Model Linearisation 

Constrained Optimisation 
of Reactive Power 

Further Yes 
Iterations? 

No 

End 

Figure 2.2 Iterative Decoupled Active and Reactive Dispatch 
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Begin 

Loadflow and 
Model Linearisation 

1 

Constrained Optimisation of 
Active and Reactive Power 

Further Yes 
Iterations? 

No 

End 

Figure 2.3 Iterative Fully Coupled Active and Reactive Dispatch 
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probable disadvantage of this method is that more computational resources may 

be required. 

In this method the objective function must consider the active variables 

and the reactive variables simultaneously. Weighting factors may therfore be 

introduced to balance the active and reactive power objectives. The weighting 

factors could also be adjusted as iterations proceed. 

Fully coupled active and reactive dispatch will allow better handling of 

constraints which depend on both active and reactive effects such as line flows 

and generator capability chart limitations. It will also allow the effects of the 

real power dispatch on voltage security to be considered. 

2.4 Mathematical programming approaches 

The difference between methods used to solve the optimal power flow 

problem are due not only to the optimisation process but also to the problem 

modelling. Firstly, some desirable requirements for power system optimisation 

methods are stated, secondly, modelling is discussed and then the most relevent 

methods to solve the problem. 

2.4.]. Desirable requirements for power system optimisation meth-

ods 

In general, the properties required of a load flow solution method are: 

High speed often a major factor in the cost of solution and especially important for 

large systems, multiple case solutions and on-line application. 

,ow storage 

Reliability 

depends on the computing facilities and memory availability, and impor­

tant for large systems. 

a function of accuracy and numerical convergence properties for the 
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solution of physically feasable systems and especially required for ill­

conditioned problems, outage studies and on-line applications. 

Flexibility an indication of the ability of the method to deal with different objective 

functions, control variables and types of constraints. 

Simplicity the method should be easy for the user to understand, convenient to use 

and maintain. 

2.4.2. Main modelling families 

2.4.2.1. Compact and non-compact modelling 

The optimisation process may be applied directly to the optimal power 

flow problem without building an intermediate 'reduced model' limited to the 

control variables u. The modelling is the so-called sparse[130] or non-compact[28] 

modelling. 

For many reasons, especially because non-linearities are smooth and 

techniques to solve the load flow g(x,u)=O are very efficient, it often appears 

more attractive to formulate the optimisation problem only in terms of the 

control variables u. The problem becomes: 

Minimise 

subject to 

f(u,x(u)) 

[g(u,x(u))] =0 

[h(u,x(u))] > 0 

(2.7) 

The relevant modelling IS so-called 'compact' or reduced modelling. 

The non-compact models are, in general, relatively easy to program and 

may exhibit high performance often due to the sparsity of the physical load 

flow equations. 
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Compact models are easily used for real-time operation and control. On 

the other hand, these models are, in general, not so easy to program as the 

non-compact methods and need more storage locations. 

2.4.2.2 Explicit modeHing 

This simply consists of applying the optimisation process to (2.4) when 

the constraints are explicit. Under these circumstances, one way of dealing 

with the problem is to perform the Lagrangian function 

L(x, u, A, J.t) = f(x, u) + [A]t[g(x, u)] + [J.L]t[h(x, u)] (2.8) 

where 

one independent variable >.i, called Lagrangian multiplier, is introduced 

for each equality constraint in (2.4), one independent variable J.L;, called Kuhn­

Tucker multiplier is introduced for each inequality constraint in (2.4) 

The unconstrained problem becomes: 

minimise L(x, u, A, J.t) {2.9) 

The necessary condition for the point (x, u)* to be a mm1mum of the 

constrained function f(x,u) is that: 

[LA] = g(x, u) = [OJ 

[Lx] = fx(x, u) + [gx(x, u)]t[A] + [hx(x, uW[~-t] = [OJ 

[Lu] = fu(x, u) + [gu(x, uW[A] + [hu(x, uW[~-t] = [0] 

[J.L]t][h(x, u)] = [0], [~-t] 2: [0] 

at the point (x, u)* 

- 39 -

(2.10) 



Another way of solving the problem is to handle the inequality constraints 

[h(x,u)] using slack variables. A slack variable is a real variable introduced 

to convert an inequality constraint to an equality constraint in the following 

manner: 

(2.11) 

where the slack variable zi appears squared to ensure that hi(x, u) ~ 0. The 

resulting equality constraints can now be handled by the Lagrangian function 

described above with all the constraints becoming equalities. 

2.4.2.3. Penalty modelling 

In this technique, the objective function rather than the direction of 

search is modified when one of the inequality constraints is violated. The idea 

is to define a new objective function having an unconstrained minimum at the 

same point as the minimum of the original constrained problem, which inside 

the feasable region has values which are exactly or approximately equal to the 

values of the original objective function, whereas outside the feasable region its 

values are very large compared to those of the original objective function. In 

this way, the search sequence is discouraged from entering the infeasable region. 

A common and useful penalty function for the inequality constraint hi(x, u) is: 

wi(x, u) = Si(hi(x, u)) 2 j=1, ... ,r 

where 

S· 3 0 for 

- 1 for 

hi(x, u) ~ 0 

hi(x, u) < 0 

(2.12) 

Sometimes a similar type of penalty function is also used for the equality 

constraints and these penalty functions have the form: 

Wi(x, u) = (gi(x, u))2 i = 1, ... , p (2.13) 

The penalised objective function to be minimised now becomes: 
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F(x, u, s) = f(x, u) + L SjWj(x, u) 
j 

where each penalty function IS weighted by a coefficient Sj > 0. 

(2.14) 

Another type of penalty function, called inside penalty function, can also 

be used for an inequality constraint: 

hj(x, u) ~ 0 

The penalty function takes a reciprocal form and is added to the objective 

function, weighted by Sj. The new objective function is given by: 

F(x, u, s) = f(x, u) - i::(si/(hj(x, u)) 2
) 

j 

(2.15) 

Penalty modelling is simpler to implement than explicit modelling, but 

usually convergence difficulties are met, especially when a gradient process is 

used. Moreover, penalty modelling may only meet constraints in a soft manner, 

introducing inaccuracies. Although useful for planning purposes, it definitely 

appears lacking in reliability, accuracy and speed for on-line applications. 

2.4.3. Non-linear solution methods 

The mathematical methods for solving constrained nonlinear problems 

give only locally optimum solutions as they depend upon local properties 

of the objective function and constraints. For power system problems the 

objective function in the vicinity of solution is usually a convex function 

resulting in a single extremum in the feasible region. Figure (2.4) summarises 

the mathematical programming methods applied to the constrained nonlinear 

optimum dispatch problem. 
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Equality Inequality 
Constraints Constraints 

Lagrange Kuhn-Tucker 
Multiplier Multiplier 

Unconstrained Optimisation 

Search Methods 

Gradient Hessian 

Penalty Functions 

Figure 2.4 Solution Methods for Constrained 
Nonlinear Optimum Dispatch Problem 

Source: Brameller, A., "Real Time Power System 
Control (3): Economic Dispatch." M.Sc. 
Lecture Note, UMIST, 1984 

- 42 -



The solution of the problem is difficult and solution methods suggested 

suffer from long computation times, a lack of reliability in convergence charac­

teristics, and the requirement of large high speed memory to be applicable for 

on-line operation. Several researchers are attempting to simplify the problem 

by using linearised models or refining the process of the numerical solutions. 

An overall view of applicable methods IS summarised m figure {2.5) 

2.4.3.1. Merit-ordering 

The simplest economic dispatch algorithm is the merit-ordering method. 

Only a linear or piecewise-linear, upper and lower generator active power limits 

and the load balance equality can be accomodated. The committed generators 

are indexed in order of increasing incremental cost, and are initialised at their 

lower output limit. Generators are then considered for loading to their maximum 

limit in order of merit until the demand is satisfied. One unit will usually 

be partly loaded and this is termed the "marginal generator". The advantages 

of the merit-ordering system are that its extreme simplicity results in a trivial 

computational algorithm, and there is no difficulty in dealing with very large­

scale problems. The method also has value in initialising more sophisticated 

dispatch algorithms and is often embedded into unit commitment techniques. 

Obvious disadvantages are its inability to handle other system constraints (such 

as line flow constraints), and that only simple cost functions may be considered. 

2.4.3.2. Equal incremental cost solution(optimum MW dispatch) 

This method IS limited to real power optimisation without security. 

It is based upon the property that the control variables of a system are 

linked by a single equation, the real power balance, so that the problem is 

written: 

Minimise the total generation costs 
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Losses Excluded 

Linear Cost Non-linear Cost 

Order of Merits 
Equal Incremental 

·(Production) Cost 

Losses Included 

Equal Incremental 
Gradient Methods 

(Delivery) Cost 

Figure 2.5 Solution Methods for Optimum Dispatch 

Source: Brameller, A., "Real Time Power System 
Control (3): Economic Dispatch." M.Sc. 
Lecture Note, UMIST, 1984 
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f i=1,2, ... ,n 

subject to 

Li(Pgi) =Pn +Ploss 

Pn 

plOBll 

total demand on the system 

network active power losses 

Lagrange's method gives the optimality conditions: 

dL 0 with L = f - .A(I.:i Poi - Pzollll - Pn) 

which gives 

df.& (Pgi) + ). dPzoss = ). = constant 
dPgi dPgi 

i = 1, 2, ... , n 

Equations (2.18) are the so-called coordination equation. 

The coordination equations are usually written in the form: 

i = 1,2, ... ,n 

where 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

P Fi is the transmission loss penalty factor of the .,;th generating unit and 

is given by: 

{2.20) 

When transmission losses are neglected, the penalty factor term in {2.20) 

is set at 1 and and the Ploss term in equation {2.16) vanishes. In this case, 
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the most economic operation of the system is said to occur when each 

unit is generating at the same value of incremental production cost d/~~~·) 

When transmission losses are considered in a power system, for the most 

economic operation it is required that all units generate the same value of 

incremental delivered cost (<if~~;;) P Fi). 

When constraints on the capacity of production, (P11imin :::; P 11i :::; P 17imax) 

comes into effect, only the unconstrained units can be automatically dispatched. 

The best that can be done with the other units is to operate each one at the 

constraining limit. That is, if a value of P 11i is above P 17imax, Pgi is set at 

P max d "f · · b 1 p min p · t t p min gi , an 1 1t 1s e ow gi , gi 1s se a gi . 

2.4.3.3. Gradient techniques 

Solving directly the unconstrained objective function f(x,u), or the aug­

mented objective function may present considerable difficulties. An alternative 

approach to the solution is by a search type procedure. There are many dif­

ferent methods; the most commonly used in the optimisation of power system 

load flow is the gradient technique. 

The search techniques such as the gradient technique are iterative in 

nature. The best possible estimate of the optimum is taken as the starting 

point [z0 ], then a sequence of generated points follows. 

In this class of techniques, a sequence of estimates of a minimising 

solution z* = (u*, x*) of problem (2.4) is generated. Each previous estimate 

zk is improved by taking a step ak in a direction D.zk in such a way that 

zk+ 1 = zk + ak D.zk is closer to z* tan zk. Generally, the direction D.zk is related 

to the negative gradient of the objective function, modified to take into account 

the functional inequality constraints that are violated (sometimes via penalty 

functions). The step size ak is computed to minimise the objective function in 

the direction D.zk without violating the constraint set. Generally, the direction of 

movement is computed only in the independent variable space (reduced gradient). 
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The extension of the reduced gradient technique to nonlinearly constrained 

optimisation problems is known as the generalised reduced gradient algorithm. 

An important difference among proposed reduced gradient methodologies is the 

treatment of the inequality constraints other than bounds on control variables. 

For instance, Dornmel and Tinney [43] and Alsac and Stott [9] incorporate the 

violated inequality constraints (other than bounds] by modifying the objective 

function via penalty functions, while Peschon et al. [106, 107, 109], Carpentier 

[27], and Abadie and Carpentier [1] use the variable partition approach to 

account for simple bounds in state variables, and slack variables to account 

for functional inequality constraints that involve dependent and independent 

variables simultaneously. 

2.4.3.4. Newton techniques 

These techniques may be described as iterative procedures that attempt to 

solve the non-linear optimisation problem by generating a sequence of estimates 

z1 , z2 , z3 ,... that converge to a solution z* either quadratically (pure Newton 

techniques) or super linearly (quasi-Newton techniques). Each previous estimate 

zk is improved by taking a step ak in a direction of !:l.zk in such a way 

that zk+l = zk + ak !:l.zk. The direction of movement !:l.zk is found by solving 

at each iteration of the procedure a simplified version of problem (2.4). The 

simplifications are obtained by replacing the objective function F(z) by a second 

order approximation, and by linearising the constraints. Therefore, the problem 

of determining !:l.zk becomes a quadratic problem. Without loss of generality, 

assume that problem (2.4) may be stated in the following form: 

minimise F(z) (2.21) 

subject to c(z)=O 

problem (2.21) is then solved by a sequence of quadratic problems of the 

form: 

minimise 

subject to 

[F(zk+l) = f(zk) + V' F(zk) !:l.zk + (1/2)/:l.zk H !:l.zk] 

J z = 0 
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In a pure Newton formulation, H is the Hessian of the Lagrangian of 

problem (2.21) with respect to z and is computed analytically. In quasi-Newton 

formulations, H is a positive definite approximation of the Hessian of the 

Lagrangian of problem (2.4) and is generally initialised as the identity matrix 

and updated at every iteration k, by means of a formula that preserves positive 

definitness and uses information from iteration k - 1. J is the Jacobian matrix 

of the constraint functions with respect to z. 

Quasi-Newton techniques have the advantage of not reqmrmg a direct 

evaluation of the Hessian of the Lagrangian of the original problem, which in 

general a time consuming computation. Rather, at every iteration, they update 

estimates of the Hessian, which converge to the Hessian of the original problem. 

However, this updating scheme requires numerous Jacobian evaluations which for 

the optimal power flow problem tend to be also very time consuming. Recent 

work [21, 131] has demonstrated that, the optimal power flow problem IS more 

efficiently solved with Newton than with quasi-Newton techniques. This is due 

to the fact that a direct computation of the sparse Hessian matrix of the OPF 

problem is more efficient than a quasi-Newton updating, due to a substantial 

reduction in the number of the Jacobian evaluations to solve the problem. 

2.4.4. JLinear programming approach[19,30,59,130,159] 

2.4.4.1. Basic concepts of linear programming (JL.P.) 

A linear programmmg problem is a mathematical problem m which 

the objective function and the constraints including equality and inequality 

constraints are linear functions of the unknowns. Mathematically, it can be 

stated as: 

mm1m1se 

subject to 

and 

I = "L.\·=1 Cixi 

Lni=laiixi(::;, =,or ~)bi , i=1,2, ... ,m 

X·> 0 3 - , j=1,2, ... ,n 

(2.23) 

where Ci, ai.i and bi are known constants for all and J and xi are 

non-negative variables. 
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The constraints of the problem can be converted into equations by adding 

a (non-negative) slack variable Xn+i if the z-th inequality is of the type ::::; and 

substracting a (non-negative) surplus variable Xn+k if the kth inequality is of 

the type ~. Assuming that the augmentation of the slack and surplus variables 

will result in a total of p variables, the problem can be written in matrix form 

as: 

milllffilSe f =[C][X] 

subject to [A][X] = [b] (2.24) 

[X] ~ 0 

where 

[C] is a p-dimensional row vector 

[A] is an rnxp matrix 

[b] lS an m-dimensional column vector 

[X] is a p-dimensional column vector 

According to the fundamental theorem of linear programming the optimal 

solution of a linear programming problem, if finite, is always obtained at one 

of the basic feasible solutions. A linear programming algorithm improves the 

objective function in successive iterations from one basic feasible solution to an 

adjoining one, until the optimal solution is reached. At each iteration, one 

previously non-basic variables becomes basic in exchange with one of the basic 

variables which becomes non-basic. This is called variable exchange and is 

the main linear programming mechanism. The ways in which the exchanges 

are handled in various problem formulations are the important characterising 

features of the different solution methods. 
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2.4.4.2 The simplex method 

One of the best known methods for calculating the optimum solution of 

linear programming problems is the simplex method first published by Dantzig. 

It is a computation procedure for obtaining the optimal feasible solution to a 

linear programming problem. It proceeds from one basic feasible solution of 

the constraint set of a problem in standard form to another in such a way as 

to continually improve the objective function until a minimum is reached. 

Basic feasible solution 

A basic solution to [A][X] = [b] is obtained by setting some variables 

to zero and solving for the remaining variables. The variables of [X], set to 

zero, are called non-basic while the remaining variables of [X] are called basic. 

Rearranging the elements of [X] at any iterative stage so that [X] can be 

partitioned into [Xb] and [Xn] and using upper case letters to indicate matrices, 

equations (2.24) can be written as: 

or as 

([An] [Bb]) x ( \~:1) = ( [bj) 

[An][Xn] + [Abj[Xb] = [b] 

f = [Cn][Xn] + [Cbj[Xb] 

(2.25) 

(2.26) 

(2.27) 

where [Ab] is a square non-singular matrix defining the current basis and is 

known as the basis matrix. From (2.26): 

(2.28) 

(2.29) 

and must be positive. Substituting equation (2.28) into equation (2.27): 
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where 

f = [CnJlXn] + [Cb][Abr 1([b]- [An][Xn]) 

= [Cb][Abr 1 [b] + [C~][Xn] 

[ C~] = valuation coefficients 

Jrnitial basic feasable solution 

(2.30) 

If a slack variable appears in every constraint, it is a trivial task to 

find the initial feasible solution. Setting all original variables to zero results m 

[Ab] = [u] = unit matrix, and hence [Xb] = [b]. 

Jrmproving a basic feasible solution 

If one of the non-basic variables [XnJ, which have been set to zero, is 

now introduced (Xni > 0) and if the corresponding [C~] is negative, then f 

will decrease (see equation (2.30). The simplex method enables the variable 

Xni corresponding to the most negative [C~] (for maximum improvement) to 

be chosen and changed to a basic variable. The process is continued iteratively 

until all coefficients [ C~] are either positive or zero. 

Bringing variables in and out of the basis 

The simplex method of linear programming consists of finding an in'itial 

feasible solution and then changing the basis by interchanging, one at a time, 

a non-basic variable to a basic variable. Each variable entering the basis is 

chosen so that the substitution will decrease the objective function and the 

variable leaving the basis is chosen so that the new basis will remain feasible. 
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§election of the vali"iable to leave the basis 

Let Xni E [Xn] be a non-basic variable selected to enter the basis. 

Therefore, one of the existing variables Xbi E [Xb] in the basis must change to 

a non-basic variable (xbi = 0). From equation (2.28): 

smce only one non-basic variable Xni is to be changed from zero value. The 

above equation can be written as: 

or as 

where 

then 

m detail 

[P] = [Abr 1 [b] 

[Q] = [Abr 1 [Ani] 

Xbl = Pl- qlxni 

Xb 2 = p2 - q2 Xn i 

Xbi =.pi- qixni 

Xb k = pk - qk Xn i 

one of the existing variables (xb 1 , xb2 , ... ) must be zero, say xbi = 0, 

i- 1!!. 
Xn- q1 
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let 

Note JL Since Xni must be positive, i.e. Xni > 0, but xbi = 0 and pJ. > 0 then 

qi must be positive, i.e. qi > 0, therefore /; must be chosen from those 

lk for which qk > 0. 

Note 2 To ensure that all remaining variables in the basis are positive, 1; must 

be a minimum of 1 1 ,12 ,13 , ••• eg. 

Note 3 lk must be evaluated for all xb 

Steps of solution 

(1) Find initial basic solution 

(3) Find most negative c~i, Xni enters the basis, if c~i 2: 0, then stop 

(5) Calculate lk = ~ for all qk > 0 

( 6) Find min /;, Xb; leaves the basis 

(7) Find new [Abr 1 using Gauss Jordan elimination 
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(8) Update [P] from [P] = [Abr 1 [b] 

(9) Repeat from step (2) to (8). 

In our presentation of the simplex method we have used the slack variables 

as the starting basic solution. However, if the original constraint is an equation 

of the type (2::), we no longer have a ready starting basic feasible solution. 

In such cases it is necessary to use special methods such as the M-method to 

compute the first feasible solution. The M-method consists of augmenting the 

given constraints by the addition of artificial variables to obtain an identity 

matrix. The idea of using artificial variables is quite simple. It calls for adding 

a non-negative variable to the left hand side of each equation that has no 

obvious starting basic variables. The added variable will play the same role as 

that of a slack variable, in providing a starting basic variable. However, since 

such artificial variables have no physical meaning from the standpoint of the 

original problem (hence the name artificial), the procedure will be valid only 

if we force these variables to be zero when the optimum is reached. In other 

words, we use them only to start the solution and must subsequently force 

them to be zero in the final solution; otherwise, the resulting solution will be 

infeasible. The idea of the M-method is to penalise the artificial variables in the 

objective function by assigning them very large positive coefficients (M > 0) in 

the objective function. Since we are minimising, by assigning M to each artificial 

variable in the objective function, the optimisation process that is seeking the 

minimum value of f will eventually assign zero values to the artificial variables 

in the optimum solution. 

A drawback of the M-technique is the possible computational error which 

could result from assigning a very large value to the constant M. To overcome 

this, a two phase methods is used for practical computation. The two-phase 

method is designed to alleviate this difficulty. Although the artificial variables 

are added in the same manner as that employed in the M-thechnique, the use 

of the constant M is eliminated by solving the problem in two phases. These 

two phases are outlined as follows: 
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Phase I: 

Phse II: 

Augment the artificial variables as necessary to secure a starting solution. 

Form a new objective function which seeks the minimisation of the sum 

of the artificial variables subject to the constraints of the original problem 

modified by the artificial variables. If the minimum value of the new 

objective function is zero (meaning that all artificials are zero), the 

problem has a feasible solution space. Go to phase II. Otherwise, if the 

minimum is positive the problem has no feasible solution. 

Use the optimum basic solution of phase I as a starting solution for the 

original problem. 

2.4.4.3 The revised simplex method 

In the simplex method described above, the successive iterations are 

generated by using the Gauss-Jordan row operations. From the standpoint 

of automatic computations, this method may result in taxing the computer 

memory, since the entire tableau must be stored in the machine. The revised 

simplex method is designed to alleviate this problem. In addition, the new 

method can result in a reduction in the number of arithmetic operations needed 

to reach the optimum solution. The steps and basic theory of the revised 

simplex method are exactly the same as in the simplex method. The only 

difference occurs in the evaluation of the new basis. The use of the product 

form makes it convenient to compute the successive inverses without having to 

invert any basis directly from the raw data. As in the simplex method, the 

starting basis in the revised method is always an identity matrix I whose inverse 

is itself. Because only one variable is interchanged at a time, the new basis 

[A{] can be obtained from the previous one [Abr-l] using a transformation 

matrix [Tr] 

1 

1 
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Steps of solutions 

(1) Find intial basic feasible solution 

(2) Calculate [C'] = [V][Tr] ..... [T2 ][T1][Ao] 

where [V] - [1 0 ............ 0] for M-phase I 

[V] = [0 1 ............ 0] for M-phase II 

( 
[C']) ( [Ao]) = [A] 

(3) Find most negative C'i, Xni enters the basis. If C'i > 0 then stop. 

(6) Find min li = min~ for all qi > 0, xbi leaves the basis. 

(7) Find new transformation matrix [rr+l] 

(8) Repeat from step (2) to (7). 

2.4.4.4 Primal and dual approaches 

For every linear programming problem, there is a corresponding dual 

linear programming problem associated with it. The original problem is called 

primal problem. The dual problem is obtained from the primal by interchange 

of cost and constraint vectors, transposition of coefficient matrix, reversal of 

constraint inequalities and change of the objective function from minimisation 

to maximisation. The optimal values of the objective of the primal and dual 

problems, if finite, are identical. 
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The dual problem can be obtained from the primal problem very easily if 

the primal problem is written in canonical form. This means that all constraints 

are of the form ;:::: or ::;. In the canonical form, the right hand constants do not 

need to be all positive and any equality constraint is replaced by two relations. 

This can be illustrated mathematically as follows: 

Original problem 

Minimise 

subject to [Ai][Xj ;:::: [bi] 

[A2j[X] ::; [b2] 

[A3j[X] = [b3] 

[X] ;:::: 0 

Canonical form 

Minimise 

subject to 

f 

[At][X] ;:::: [b1] 

-[A2][X] ;:::: -[b2] 

[A3][X] ;:::: [b3] 

-[A3][X] ;:::: -[b3] 

[X] ;::::o 

which can be written as: 

Minimise [!] 

subject to [Aj[X] ;:::: [b] 

[X] ;:::: 0 
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where 

dual form: 

Maximise [g] 

subject to 

[ 

[A1] ) [ [bl] ) 
([A]) = -[A2] ' ( [b]) = -[b2] 

[A3] [b3] 
-[A3] -[b3] 

-- W][Y] 

~ [CJ 

2: [OJ 

In the standard, primal, linear programmmg approach, a basic solution 

which is required for starting the simplex procedure is found by use of the 

two-phase method or big M method using artificial variables. Then the linear 

programming algorithm proceeds from one basic feasible solution to another, 

until an optimal solution is reached. That is to say, the primal process always 

maintains feasibility and progresses towards optimality. 

In practice, it is more meaningful and convenient to apply a dual 

algorithm to the original problem. The dual algorithm starts with an optimal 

feasable solution to a subset of the problem constraints, and at each iteration 

introduces a new constraint into the subset while maintaining optimality and 

feasibility, until all violations have been removed. At this point the desired 

solution has been reached. 

- The dual starting point is more likely to be close to the final solution 

than is the arbitrary primal starting point. 

- The primal and dual bases are of the orders of the numbers of constraints 

nc and original variables nv respectively. Therefore it is often said that 

if nc > nv then the dual approach will be economical, and this has been 

used to justify the choice of the dual approach for the power system 

problem. 

- 58 -



2.4.4.5 JLinear programming techniques 

In this section, the simplex method is discussed in relation to special 

L.P. techniques that are available for the efficient solution of the power system 

problem. In order to do this, the L.P. problem is expressed as follows 

Minimise 

subject to [AE][X] = [LE] 
[Limin] ~ [AJJ[X] ~ [Limax] 

[Lvmin]~ [X] ~ [Lvmax] 

JLower bounding and upper bounding 

(2.31) 

(2.32) 

(2.33) 

(2.34) 

Applications of linear programming exist where, in addition to the regular 

constraints, some (or all) variables are bounded from above or below; that is 

l· < x· < u· 
~ - ' - ' 

Standard linear programming algorithms require zero-value lower bounds 

on problem variables. This can be accounted for by using substitution Xi = 
x' i + li where x' i 2:: 0. Thus, the new problem has x' i instead of Xi. When 

the problem is solved in terms of x'i, Xi = x'i + li can be calculated, and the 

problem remains feasible. 

Rather than manipulate the problem as above, it is more elegant and 

convenient to alter the L.P. rules, to permit negative values of the variables x 

and of the slack variables that convert inequality constraints into an equality. 

(2.35) 

where 
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{2.36) 

The upper bounding technique involves a small modification to the L.P. 

rules so that upper bounds are handled in the same way as lower bounds. 

Then the algorithm deals directly with the double-sided limits in (2.34) and 

(2.36), with the addition of no extra variables or constraints. The only problem 

constraints explicitly handled in the L.P. tableau are (2.32) and (2.35). 

2.4.4.6. Outside Relaxation and iterative constraint search 

A technique of frequent value for optimisation problems where few of a 

large number of inequality constraints become binding is relaxation. In this 

scheme, the size of the problem to be solved is reduced by considering only the 

most critical constraints and ignoring the rest. Applied to the power system 

problems[46,127,128] this idea has been called iterative constraint search[46]. 

At the initial system operating point, only the critical functional con­

straints are introduced into the linear programming problem. After rescheduling 

some additional lines may have become overloaded, in which case a new critical 

set is identified and the linear programming solution is repeated, and so on 

until all constraints are satisfied. 

2 .4.4.1. ][nside relaxation techniques 

Although some problem constraints must be regarded as hard limits, it 

IS apparent that others may be relaxed considerably in emergency conditions. 

It IS therefore possible to arrange the constraints in a hierarchy from hard to 

soft. In cases where the original linear programme does not have a feasible 

solution, it is very desirable to be able to relax any of the softer constraints 

which are inhibiting the problem solution. Usually, only a small number of 

such constraints will require relaxation to achieve feasibility. If the infeasibility 

is the result of an operator or system error in the definition of a constraint 

limit, it is also very useful to remove or 'mark off' the offending constraint. 
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Additional logic in the simplex method may be needed to reflect the 

above mentioned points. The dual revised simplex method used for this study 

has an inside constaint relaxation techniques. Those techniques are described 

later in chapter 5. 

2!.4.4.3 Successive Hnear programming methods 

In linear programming (L.P.) methods, the objective function is approxi­

mated by a linear or piecewise linear function and the constraints are linearised 

around a given operating point. The resulting linear programming problem IS 

then solved by dual or primal simplex LP algorithms. 

LP methods provide fast and reliable solutions with lower computer costs. 

The solutions are also accurate especially when the LP is implemented in the 

following form: 

(i) assume a value for the independent variable u. 

(ii) solve the loadfl.ow equations g(x, u) = 0 for x 

(iii) linearise the objective function and constraints around the current oper­

ating state (x,u) 

(iv) minimise the linearised versiOn of the objective function subject to the 

linear constraints (LP problem) 

(v) if converged, stop. Otherwise go to step (ii) 

The above implementation is sometimes referred to as the Successive 

Linear Programming (SLP) technique. 

LP methods perform extremely well when applied to the P - 0 problem 

[127, 128, 125, 92, 130] providing accurate solutions. When applied to the Q-V 

subproblem the LP techniques are not very successful. This is due to the fact 
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that in general, the linearised Q-V models do not retain practical accuracy for 

large perturbations of reactive variables, hence a logic for limiting the range of 

variation of the control variables has to be imposed [90, 141]. Therefore, the 

application of LP techniques to the Q-V subproblem has been limited. 

2l.4.4.9. Effect of linear programming techniques on the optimal 

power flow problem 

The main attractions of the linear programming are inherent compu­

tational reliability and, if the approach is algorithmically . well-adapted to the 

problem structure, speed. These requirements are most critical in real-time 

implementations. Linear programming, cannot however be recommended for 

on-line use in power systems with dynamic constraints, as required in hydro 

and nuclear plants. In power systems the number of constraints is much greater 

than the number of variables and therefore the dual approach is more useful 

in power system optimisation. 

2l.5. Defficiencies in optimal power flow 

General purpose optimal power flow programs have defficiencies that limit 

their practical value and scope of application. Three of these defficiencies are: 

- the use of equivalents causes errors 

- the methods for adjusting the discrete variables are suboptimal 

- the number of control actions 1s too large to be executed 

We will concentrate on the second defficiency concerning the effect of 

discretisation on the the overall solution of the problem. 

Some optimal power flow control variables are continuous (for example, 

generator real and reactive power outputs) and some are discrete (for example, 

transformer tap positions, and shunt capacitor and reactor statues). The 
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rigorous solution of non-linear mixed-integer programming problems may be 

order of magnitudes slower than that of non-linear programming problems. 

Hence, present optimal power flow solution methods treats all variables as 

continuous during the initial solution. Once the continuous solution is found, 

each discrete variable is moved to its nearest discrete setting. After this 

discretisation however, the setting of the remaining control variables may no 

longer be optimal, and further optimal power flow solutions may be required. 

Limited experimentation indicates that rounding to the nearest step is 

marginally acceptable for controls such as transformers whose steps are small 

and uniform in size. But the errors of rounding are quite large for controls 

whose steps are large and non-uniform. It is for the latter class of controls 

that a good solution of the discrete variable subproblem is needed. 

A rigorous solution for the exact optimum with discrete variables is 

desirable but not necessary. Any method that could obtain a feasible solution 

with a small increase in the minimum cost obtainable when using all continuous 

variables would be acceptable if it were fast enough. A method for handling 

the discrete variables which is implemented in this thesis includes the following: 

(i) solve the optimal power flow problem, with all variables considered 

continuously varying; 

(ii) check if there are any discrete variables strictly between limits. If not 

an optimal feasible solution has been found; 

(iii) choose one of the discrete variables which has non-discrete value in the 

optimal solution (make an arbitrary selection if there are more than 

one). Then solve the the optimal power flow problem twice, once with 

the discrete variable fixed at the lower limit, and another time where 

this discrete variable is fixed to the upper limit) while all other variables 

except those discrete variables who are already at their limits are allowed 

to vary continuously between limits. From the two solutions select the 

best in the sense of minimum objective functions and to go step (ii). 
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2.8. Optimal power flow for on-line operation 

The purpose of an optimal power flow is to find a power flow solution 

which optimises a performance function such as fuel costs, or network losses, 

while at the same time enforcing the loading limits imposed by the system 

equipment. However, it is clear that the optimal power flow is a network 

solution tool entirely different from any other presently operating in an energy 

management system setting. The extra capability possessed by the optimal 

power flow is its decision making ability. Given a number of choices, it will 

select the best choice based upon the optimisation criterion selected. 

Described below are three applications of optimal power flow which have 

been requested by utilities for their energy management system centres. 

Conventional optimal power flow (study tool) 

The optimal power flow can perform all of the usually required study 

functions needed with real-time. The objectives and constraints are those 

mentioned above in this chapter. 

Economic dispatch (decision tool) 

The use of the optimal power flow as a decision tool (economic dispatch) 

1s to provide the automatic generation control function with information to 

reschedule the generation among available generation units so that the total 

cost of supplying the energy to meet the load within recognised constraints 

is minimised. As an on-line function, the economic dispatch is performed 

every few minutes to track the system demand changes and almost invariably 

is the MW dispatch based on coordination equations which require that the 

incremental cost of delivered power to an arbitrary system load bus be the same 

for all units. The main limitation of this method is its inability to deal with 

the network constraints. Therefore, there is no guarantee that the schedule 

thus obtained will not cause branch overloads and it may be necessary for the 

operator to readjust the generation schedule so that the network constraints are 
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satisfied. These requirements represent a great burden on the operators and 

can be avoided by using more rigorous approaches, taking into account these 

constraints, including those techniques mentioned in this chapter. 

Voltage control (control tool) 

The use of the optimal power flow as a control tool (voltage control) 

determines the optimum voltages for a voltjvar dispatch by direct control of 

transformer taps, capacitors, reactors and generators. The main benifits which 

can be achieved are concentrated in the following areas: 

- voltage quality 

- increased security 

- improved system economy 

2. "! Conclusion 

In this chapter the optimal power flow problem has been reviewed. Firstly 

the problem is defined as a mathematical optimisation problem, then a brief 

description of the variables, constraints and objectives follows. The physically 

weak coupling in transmission networks between the active power flows and 

voltage angles , and the reactive power flows and voltage magnitudes has led 

to the possibility of deviding the problem into active and reactive subproblems 

which in turn led to a variety of approaches to solve the problem. These 

approaches are discussed in this chapter. The on-line implementation of the 

optimal power flow problemas well as its de:fficiencies are discussed. 

This problem can be solved using either non-linear or linear programming 

techniques. The main advantages of the nonlinear programming techniques are 

their ability to accomodate a variety of problem formulations and to rigorously 

handle different kinds of nonlinear objective functions and nonlinear constraints. 

The major limitations of these methods include the slowness of convergence, 
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long computation time and large computer storage requirements. In contrast, 

the linear programming techniques are well established, completely reliable, very 

fast and very little computer time and storage is needed. Those techniques were 

reviewed with greater emphasis on the linear programming techniques which 

will be used for the purpose of our research in this thesis. 

Having reviewed the general optimal power flow problem in this chapter, 

the next chapter will concentrate on the reactive power flow and voltage control 

problem. 
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CHAPTER 3 

REACTIVE POWER AND VOJLTAGE CONTROJL 

3.1 ][ntroduction 

This chapter concentrates on the reactive power flow and voltage control 

problem. The problem of operational planning and operation are addressed, 

then a brief review of some of the optimisation procedures adopted to solve 

the reactive power flow problem for system operation is undertaken. 

3.2 Var /Voltage Optimisation 

The overall var /voltage problem of the static optimisation of snapshots of 

the power network may be stated as two separate problems as far as objectives 

are concerned: 

3.2.1 Var dispatch (operational planning and operation) 

Given a load and generation pattern and a network configuration, de­

termine the output of generators and other var sources as well as other tap 

settings of transformers such that some performance specification of the system 

can be achieved. The important point is that neither devices nor facilities are 

added to the system. 

3.2.2 Var expansion (planning) 

Of course switching and control equipment should be planned and installed 

well ahead of time to make possible the control of Var/Voltage parameters. 

The problem here is to determine a set of facilities or devices to be added to 

the electric system in order to improve its performance. Devices or facilities 

- 67 -



are considered to be added to the system with the objective of minimising the 

cost of this expansion. 

As one can allocate unlimited resources in terms of devices and facilities 

to increase the ability of the power system to meet the load demand within 

given operational limits, the primary objective in system planning should be 

to minimise the cost of this installation while providing an acceptable limit of 

security. 

This chapter will deal with the operational planning and operation phases 

with more emphasis on the operation phase. 

As mentioned above, it is convenient to consider the operational timescale 

as comprising two main phases : 

- the scheduling/ operational planning phase 

- the control (operation) phase 

The operational planning phase is carried out at timescales down to the 

day ahead. This is the plant commitment stage when each study covers a 

considerable portion of a day's operation. The control phase is that of the 

minute to minute control of the system which is carried out with a time horizon 

of up to twelve hours. The decision making process for voltage control devides 

naturally into these two phases. 

3.2.3 Operational planning phase 

The short term operational planning phase IS a crucial part of reactive 

power management. Decisions must be made on: 

- reactive compensation to be m service 

- circuit configuration, including outages for voltage control 
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- generating plant to be on load 

- target voltage profile 

- planned contingency action which would restore off-nominal voltages fol­

lowing each fault. 

The decisions concern actions which are influenced by time related con­

straints. Such constraints may be, for example, notice to synchronise generating 

plant, or inflexibilities which prevent the switching of compensation plant until 

network loading permits. 

The outcome of the operational planning process must be a system which 

is controllable both in the normal pre-fault condition and following any credible 

contingency. 

3.2.4 Control phase 

The decisions made m the control phase concern the following: 

- the timing of circuit and reactor switching, and of plant synchronis­

ing/desynchronising events which influence voltage control; 

- the short term adjustment of individual generator HV target voltages to 

distribute generator reactive power reserve; 

- the implementation of planned contingency action or emergency action 

in the event of system incidents. 

Short term decisions for voltage control fall into two categories; those 

taken in the normal pre-fault state to track the local target voltage as conditions 

change over the load profile, and those taken following a system incident to 

re-establish voltage levels. 
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3.3 Security assessment 

Security assessment is the term applied to the comprehensive analysis of 

the actual or expected operating state of power system to ensure that it and 

the states which may occur following any credible contingency are viable. 

During outage cases, the purpose of the steady-state power system security 

analysis is to determine which contingencies cause component limit violations. 

It is common to consider violations of branch flow limits, bus voltage limits, 

and generator var limits. It is assumed that cases of voltage collapse can be 

recognised, either by predictions of unusually large bus voltage violations or by 

divergence of load flow cases. A direct approach to this problem would involve 

performing a full AC load flow for each contingency. However, it 1s necessary 

to develop a fast and sufficiently accurate approximations to the outage load 

flow so that a large number of contingency studies can be performed in a short 

time since this approach is time consuming. 

A more efficient approach is to perform a full AC load flow on only 

those cases which are most likely to cause limit violations. This approach 

called contingency selection, could involve one or more of many methods for 

estimating in advance which contingencies are likely to cause limit violations. 

Many automatic contingency selection methods have been proposed which 

rely on contingency ranking, that is listing contingencies in approximate order 

of severity. Contingencies are ranked based on the value of a scalar performance 

index (PI), which measures system stress in some manner. Many algorithms 

have been develped, but most of these techniques can only be applied to MW 

limit security problems [20,48,56,74,93,126,147]. On the other hand, voltage 

problems were also found to be a very important aspect of security assessment. 

This has become the target of many research projects [6,153,85,99,81,150,38,157]. 

The MVAR-voltage problem involves a much more complicated model than the 

MW-angle problem. For the voltage and reactive power problem, the scalar 

performance index can be viewed as a weighted distance in voltage space 

measuring the post contingency voltage profile against specified voltage limits. 
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A commonly used method for contingency analysis is based on distribution 

factors. This method is very fast in its execution time and for that reason is 

widely used in real time applications as well as planning studies. This technique 

is known to be particularly suited for the study of real power redistribution 

following an outage. It is assumed that the real power injections at all buses in 

the system remain unchanged following an outage, and that the constant power 

injections can be replaced by constant current injections and the principle of 

superposition can be applied to the contingency problem, where an outage of 

line pq can be thought of as a current source of lpq at node r and - lpq at node 

q. The change in nodal voltages and current flows due to these two sources 

only can be evaluated and then using the superposition principle we can find 

the state of the system after the outage. A brief description of this method 

is given in [72]. This technique is not as accurate in dealing with problems of 

reactive power flow redistribution and accompanying effects on bus voltages. 

Based on the idea of distribution factors mentioned above, Ilic '-Spong M. 

[72] have proposed to use the reactive components of the S-E graph model to 

represent the reactive power flow in a transmission line. In this representation, 

every transmission element connecting buses p and q can be represented as 

transmitted and lost power between buses p, q, and the reference. The 

motivation for this approach is to provide linearised models in which the power 

flows have the same properties as current flows in a conventional network 

model. The resulting linearised model can be used to obtain approximate 

outage solutions efficiently. This model has been implemented and incorporated 

in the dispatch program in order to optimise reactive power reserve as well as 

to minimise the active power losses during normal as well as outage cases. The 

results obtained were encouraging. A full description of this method, together 

its incorporation in the dispatch is given in chapter 7. 

3.4 Brief review of the existing optimisation methods 

Many articles have been published on this subject for planning and 

operation purposes. 
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In planning studies there is no pressure of time. The studies can 

therefore include more elaborate modelling and can use sophisticated analytic 

methodologies at the expense of c.p.u. time. For instance, state-of-the-art 

optimisation packages can be used and long simulation times may be allowed. 

Many researchers have dealt with the optimal planning of future reactive power 

requirements[52,62,69,83,92,102,107,115,159]. Our review will concentrate on the 

use of reactive power optimisation techniques for the operational phase. 

In the past, many approaches have emerged to solve this complex problem 

using either non-linear or linear programming techniques. 

Dopazo et al.[44] presented a method of minimising the production cost by 

coordinating real and reactive power allocations in the system. The procedure 

at first determines the real power dispatch based on the Lagrangian multipliers 

and then proceeds to optimise the reactive power allocation by a gradient 

approach. The objective function, which is system loss reduction, yields the 

required gradient vector. 

Peschon et al.[109] presented a method of minimising the system losses by 

judicious selection of reactive power injections into the system and transformer 

tap settings. The computational procedure used is based on the Newton Raphson 

method for solving the power flow equations and on the dual (Lagrangian) 

variables of the Kuhn-Tucker theorem. 

Dommel and Tinney[43] developed and presented a nonlinear optimisation 

technique to determine the optiimal power flow solution. They minimised a 

nonlinear objective function of production costs or losses using Kuhn-Tucker 

conditions. 

Hano et al.[60] presented a method of controlling the system voltage 

and reactive power distributions in the system. They determined the required 

sensitivity relationships between controlled and controllable variables, and loss 

sensitivity indices, and then employed a direct search technique to minimise the 

system losses. 
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Savulescu[116] presented an approach to determine loss sensitivity, reactive 

power transmittance and steady-state stability indices. Based on these indices, 

he employed a suitable search procedure to move towards the required system 

conditions. 

Fernandes et al. [51] discussed the possibilities for system loss reduction 

by means of voltage scheduling in a practical power system. They used the 

technique of reference[43] to coordinate transformer tap and generator voltage 

adjustments to minimise the system losses. 

Hobson [66] developed a method of finding the network constrained 

reactive power control. He used incremental transmission line and transformer 

models and linearised network equations. Then the problem was solved by a 

special L.P. technique by giving priorities to generators in the system. This 

method seems to maintain only soft limits on transformer taps, generator 

voltages, generator reactive powers, etc. 

Mamandur and Chenoweth [90] presented a mathematical formulation 

suitable for L.P. and developed a systematic formulation to minimise system 

losses and improve the voltage profile. This method uses a dual linear program­

ming technique to determine the optimal adjustments of the control variables, 

and simultaneously satisfy the constraints. 

In [31], Chamorel P.A. and Germond A.J. have used the decoupled 

approach and linear programming techniques to optimise the active and reactive 

current injections under bus voltage and branch flow constraints. Transformer 

tap adjustments are also included as decision variables. The objective function is 

designed to accomodate security improvement as well as economic optimisation, 

including active losses. 

In [119], Shoults R.R. and Sun D.T. have used the P-Q decomposition to 

solve the optimal power flow problem. Two objective functions are taken into 

account. The total production cost is minimised by controlling the generator 

real power outputs and tap settings on phase shifting transformers and the total 
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transmission real power losses is minimised by controlling generator terminal 

voltages, transformer tap settings and shunt capacitors/reactors. The linearised 

decoupled Newton-Raphson loadfl.ow model[117] has been used as a basis for 

the decomposition approach. A non linear optimising strategy based upon the 

gradient method employing the sequential unconstrained minimisation technique 

was developed[53]. An outside penalty function was chosen. The technique 

incorporates into the optimisation procedure the security problem of voltages, 

line flow and reactive power generation limits. An augmented objective function 

was defined as the sum of the objective function and the penalty function. 

Ramalyer et al. [113] presented an algorithm to minimise system losses 

and improve the voltage profile without incorporating power flow calculations in 

each iteration. The algorithm incorporates a method which avoids zigzagging 

of the solution around the optimal point. 

Franchi et al. [55] presented a method emphasizing on both security 

and economy aspects of reactive power scheduling. Two objective functions 

have been implemented; the first one, based on security, distributes the reactive 

power generation among the units proportional to their ratings. The second 

one minimises the active power losses expressed in terms of the reactive con­

trol variables. In both these optimisation problems the control variables are 

partitioned into two subsets, the terminal voltages at the generation buses and 

the L.T.C transformer tap settings. A two stage optimisation is performed by 

means of a scheme decoupling the two sets of control variables. The constraints 

on voltages in both generation and consumption buses are taken into account 

together with the operational limits of the reactive generation imposed by the 

capability charts. The optimisation algorithm imposed in both the problems 

was proposed by Hann and Powell, and it requires the recursive solution of 

quadratic problems. 

Palmer et al [104], presented an optimisation based-method to determine 

the scheduling of reactive equipment on an hourly basis for maximum steady­

state power system security during normal and post-contingency conditions. 

The method simultaneously deals with the effects of a number of contingencies, 

- 74 -



and includes all bus voltages as constraints. The intended application is to 

schedule existing capacitors during periods of light load to prevent abnormally 

high voltages from occurring during during normal and post-contingency condi­

tions. The optimisation method used to solve this problem is sequential linear 

programming. The power flow equations are linearised for each contingency 

case 

In [86], Lee K.Y., and Park Y.M. have used the gradient projection 

method to solve the decoupled problem. This approach allows the use of 

functional constraints without the need for penalty functions or Lagrange mul­

tipliers. In this approach, the fuel cost formula was developed for optimal 

real-and reactive-power dispatch for the economic operation of power systems. 

Both modules use the same fuel cost objective function resulting in an optimal 

power flow. Mathematical models are developed to represent the sensitivity 

relationships between dependent and control variables for both real and reactive 

power optimisation modules. 

Thukaram and Parthasarathy [141] have presented an algorithm for opti­

mal var allocation aiming at minimisation of losses. The problem is formulated 

by avoiding the inversion of a large matrices. The approach adopted is an 

iterative scheme with succesive power-flow analysis using a fast decoupled tech­

nique and formulation and solution of the linear programming problem with 

only upper-bound limits on the control variables. The model uses linearised 

sensitivity relationships to define the problem. The constaints are the linearised 

network performance equations relating the dependent and control variables and 

the limits on the control variables. The way in which this sensitivity matrix is 

evaluated is used in this thesis (see chapter 5). 

Monta-palomino and Quintana[96] used the reactive power model of the 

fast decoupled load flow method to compute reactive-power linear sensitivities. A 

mixed set of control variables is used, namely generator voltages, reactive power 

injections at shunt compensation devices and off-nominal turn ratio on control 

transformers. A suitable criterion is suggested to form a sparse sensitivity 

matrix. The sparse sensitivity matrix is in turn modelled as bipartite graph 
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which is used to define a constraint relaxation strategy to solve linearised 

reactive power dispatch problem. A complete linear programming reactive 

power dispatch algorithm is proposed based on the penalty function-linear 

programming technique presented in [95]. 

Tiranuchit and Thomas [145] proposed the use of the minimum singular 

value of the Jacobian of the load flow equations as a security index, then 

they discussed techniques for improving the system security with respect to 

this index. They present a continuaton technique that redistributes the system 

generation to the optimal generation condition with respect to the minimum 

singular value index. This technique will, at each step, increase the minimum 

singular value while make certain that the system remains in the allowable 

region. 

Obadina and Berg [101] proposed a method to determine the load limit 

and the critical state of a general multimachine power system. In the method, 

the search for the load limit is formulated as an optimisation problem using the 

sequential quadratic programming algorithm [58,158]. Modification of the basic 

formulation to allow consideration of load voltage characteristics is considered. 

A voltage stability margin is defined which may serve as a measure of the 

security of a given operating condition from voltage instability or collapse. 

Van Cutsem [146] proposed a method to compute the maximal reactive 

power load which can be consumed at a given set of buses, subject to a set of 

operating constraints, involving for instance generator reactive production and 

bus voltage limits. It can be used in particular to determine margins with respect 

to voltage collapse or, more generally, with respect to unsatisfactory operation. 

An efficient decoupling procedure allows solving a reactive power /voltage only 

problem. The optimisation is performed by means of the Newton method and 

fully exploit sparsity. 

Maya and Vargas [97] attempted to reschedule the active and reactive 

power for emergency conditions using linear programming techniques. The main 

objectives are reduction of overloads, improvement of reactive power balance 
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and voltage levels. The primary objective function is based on reactive power 

requirements in the emergency state, but oriented to obtaining coefficients for 

real power rescheduling. In this case the elements of the objective function 

become the line active power flows and the constraints are on the generation 

active power, the power balance equation, the active power flow in the lines and 

the change in active power flows. The secondary optimisation problem corrects 

network voltage levels by using generator voltages as control variables. The 

proposed control action would take place after all possible tap changing has 

occurred. The constraints are on the load and generator voltages and generator 

reactive powers. The second optimisation is only performed if the voltage levels 

need to be corrected. 

Ajjarapu, et al [5] presents a methodology to allocate reactive power 

devices in power systems which are subjected to a number of contingencies. 

This is achieved through the application of an active set analysis based linear 

programming technique. The procedure takes into consideration outages which 

causes voltage problems and also existing reactive power controller are fully 

utilised before new reactive power devices are added. Linearised sensitivity 

relationships of the power system are used to obtain an objective function 

for minimising the cost of installation. In this work, line and transformer 

outages are simulated by using the inverse matrix simulation technique. For 

generator outages, the PV bus corresponding to the generator which is out can 

be converted to a PQ bus. The constraints include the limits on dependent 

variables (reactive power of the generators, load bus voltages) and control 

variables (generator voltages, tap positions, switchable reactive power sources). 

3.5 Conclusion 

This chapter concentrated on the reactive power flow and voltage control 

problem. The problem of operational planning and operation were addressed, 

then a brief review of some of the optimisation procedures adopted to solve 

the reactive power flow problem for system operation was undertaken. 
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The next chapter will concentrate on the problem of voltage stability. 

Some of the existing approaches to solve the problem are reviewed, then a 

voltage collapse proximity indicator based on the optimal impedance solution 

of a two bus system is proposed for an actual network and the performance of 

this indicator is investigated. 
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CHAPTER 4 

'l'HE VOJL'l'AGE COJLJLAP§E PROBJLEM 

4.1 ][ntroduction 

With the increased loading and exploitation of the power transmission 

system and also due to improved optimised operation the problem of voltage 

stability and voltage collapse attracts more and more attention . A voltage 

collapse can take place in systems or subsystems and can appear quite abruptly. 

Continuous monitoring of the system state is therefore required. 

There are both static and dynamic aspects involved in voltage stabil­

ity[l35]. Static considerations relate voltage instability to the reaching of some 

maximal admissible load, beyond which no load flow solution exists any longer. 

As regards dynamic aspects, deeper investigations are still required into the 

dynamic mechanism and modelling of real systems. In addition, apart from 

simplified system modelling for which both approaches coincide, there is still 

a need to relate both static and dynamic counterparts. This chapter restricts 

itself to the static aspects only. 

Phenomena of voltage collapse on a transmission system, due to operation 

near the maximum possible power to be transmitted, are characterised by a fail­

in voltage which is at first gradual and then rapid. The latter is aggravated by 

certain control systems, in particular the transformer tap changers, becoming 

unstable. 

The theoretical relationship between power transferred across a system 

and the receiving end voltage follows an approximately parabolic shape [78]. 

A family of such curves can be drawn for a range of sending-end voltages 

and receiving-end power factors. The gradient of the curve becomes steeper 
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as the apogee of the parabola is approached and a small increase in power 

demand at the receiving-end can cause the receiving-end voltage to collapse to 

an unacceptably low level, rather than to continue to decline in a controlled and 

predictable manner. Normally, thermal rating constraints at the lower voltages 

prevent demands reaching the critical levels for voltage collapse. However where 

demands are high and there are large reactive power transfers, voltage collapse 

can occur at demand levels of the same order as, or lower than the transmission 

plant thermal ratings. 

A mam cause of voltage collapse is often the occurrence of a major 

incident or a large difference between forecast demand and actual load. 

Collapse of voltage can generally be avoided by taking into account the 

problem at the planning and operation stages. Studies must include a calculation 

of critical voltage, relevent to the different operating states considered, so as to 

provide means of maintaining voltage at a value higher then the critical value. 

The setting of a high voltage profile and supervision of reserves of reactive 

power of generating units may be complemented, in the event of an unusually 

severe situation, by back-up precautions such as the locking of transformer 

onload tap-changers and possibly, preventative load shedding. 

This chapter is concerned with the problem of voltage stability, the aim 

1s to attempt to investigate the voltage collapse problem at the load end of 

the power system. First some of the existing approaches to solve the problem 

are reviewed, then a voltage collapse proximity indicator based on the optimal 

impedance solution of a two bus system is proposed to an actual system and 

the performance of this new indicator is investigated. 

4.2 Approaches to the problem solution (brief historical review) 

It is of interest to determine the system critical state for normal as 

well as anticipated conditions. Knowing the critical state, an indication of the 

system security from voltage collapse is available[13]. 
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·In the literature the topic of the prediction of a voltage collapse or voltage 

instability has received little attention so far. The most commonly investigated 

phenomenon involves relating steady-state stability and voltage instability with 

neighbouring multiple equilibria [136,2,135]. 

In [148], Venikov, et.al. proposed the use of the convergence in the 

Newton-Raphson (NR) load flow calculations to estimate the stability limit. An 

initial stable operating condition is changed by increasing the demand (vector) 

in finite steps along a specified trajectory. At each step the system state is 

determined by the corresponding load flow solution. The process is continued 

up to the point where the NR method diverges . However, as the network 

comes close to the condition of voltage instability, divergence m the loadflow 

calculation may be caused either by numerical problems or or by the fact that 

the voltage instability condition has been reached. The method appears to be 

quite time consuming. 

Some approximate methods to determine the critical loading condition 

have been proposed [11,54] and some investigators have proposed the use of 

indices to estimate how far a given operating condition is from the stability 

limit. 

In [11], Barbier and Barret have proposed the use of a load voltage 

stability margin (Vi - Vi*), where Vi* is the voltage which corresponds to the 

maximum power that can be drawn from the source to the load. In [57], Jarjis et 

al. used the generalised eigenvalue approach to determine supporting hyperplanes 

of the feasible region. This method serves to indicate the stability margin of 

a given injection, however reactive limits on generators are not considered . 

In [14], Bertsen and others have used the voltage to load sensitivity ( %~'1 ) as 

an indicator of voltage stability. This indicator expresses the slope of a curve 

where the voltage is given as a non linear function of reactive power at the same 

bus. The number will increase to an infinite value when the voltage approaches 

the critical voltage. Due to the nonlinearity in the network behaviour, the 

sensitivity figure is valid only in the close vicinity of the actual voltage. In [29] 

Carpentier suggested the use of the generation to load sensitivity ( ~~i) as an 
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indicator of voltage instability, for a healthy system this index has a low value. 

This value rises sharply as load is increased near the level of maximum power 

delivery ( theoretically reaching infinity at the point of voltage collapse), which 

indicates that the corresponding curve relating reactive generation to load can 

have a sharp knee point and therefore this index does not predict a collapse 

proximity. In [17] Borremans and others have used the reactive power margins 

( Ql - Ql *) as an indicator which is stressed in several references as the best 

preventive criterion since it gives an explicit indication of the distance to voltage 

collapse in terms of the uncontrollable variables (the loads)[54,146,101]. In [79], 

Kessel and Glavitch developed a voltage stability index based on the feasibility 

of solution of the power flow equations at each node. In [139], Tiranuchit 

and Thomas proposed the use of the minimum singular value of the Jacobian 

matrix of the power flow equations as a global voltage stability index, this 

value is very sensitive to changes in load near the steady-state boundary. In 

[151], Winokur and Cory have proposed the extension of an indicator based 

on maximum power transfer (the critical angle across the line from generation 

to load) to an actual network using network reduction techniques. The aim 

is to define weak reactive balance areas, so control actions can be selected to 

avoid further deterioration and to return to normal operating conditions. The 

reduced network consists of all the buses with reactive generating capacity of 

the original network (constant voltage buses) plus a load bus A where it 1s 

wished to check for the margin from critical conditions, with all the other load 

buses eliminated. 

4.3 :Limitations of previous methods 

As regards the computational procedures used, the proposed methods 

suffer from one or several of the following drawbacks. 

Some methods directly use quantitative results of the two bus theory, 

which is a questionable modelling for multiple generators, each with their own 

active power and voltage control. Within this respect, the theory of Calvaer[24] 

made a step towards generalisation to multi-source multi-load systems. 
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Other methods do not take into account reactive power generation limits 

while this strongly contributes to precipitating voltage collapse. 

Some others involve repeated load flow runs. Beside being time con­

suming, this may be inadequate due to the potentially unreliable behaviour of 

loadflow algorithms in the vicinity of voltage collapse. This behaviour is linked 

to the singularity of the Jacobian matrix, a fact related to the existence of 

close multiple load:flow solutions[l35]. 

4.4 Determination of critical voltage and critical power 

4.4.1 Two bus system 

This evaluation will be limited to the study of the phenomena of volt­

age collapse associated with operation at a limit of maximum power to be 

transmitted. 

A simplified theory of voltage stability may be immediately derived from 

the optimal impedance solution of a two bus system as follows: 

Assuming a load, the impedance of which is Zl Lc/J fed by a constant 

voltage source V8 of internal impedance Z8 L{3 as shown in figure 4.1. 

Consider now the case which is most often encountered where only the 

modulus of the load impedance may be varied (Z1 varies while ¢= constant, 

i.e. constant load power factor). 

There is a value of load impedance which absorbs maximum power from 

the source. When load increases ( Z1 decreases), current I circulating in the 

system increases, leading to a voltage drop which is proportional to current; 

voltage Vi at the terminal of the load decreases, following the equations; 

(4.1) 
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Source 

Load 

Figure 4.1 Two bus system 

,..., &4,-



(4.2) 

z1 v~~ 
Vi= Zti = --r========'======= 

Za V(1 + (Zt/Z8 )
2 + 2(Zt/Z8 )cos(f3- </>) 

(4.3) 

Zticc 
{4.4) 

Where Icc = ~ short-circuit current at terminals of load. 

Pt = V, I cos</> (4.5) 

(4.6) 

Variations of current, voltage and active power at the terminals of the 

load, calculated from equations (4.1-4.6) have been plotted in figure 4.2 as a 

function of load admittance, for voltage V8 and phase </> constant values. 

Maximum power transferred to the load is obtained when; 

~~: = 0 which correspond to Zt/Z8 = 1. 

We then find 
D crit - v.,2 COS</> 
.q --

ZIJ 2(1 + cos(f3 - </>)) 

(4.7) 
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1 

Figure 4.2 

Source: 

2 

Load Fed Through a Two Terminal System 

Variations of electrical magnitudes at receiver 
end of the two-terminal system as a function of 
load admittance 

(Chosen example tan~= 10, tancp = 0.1) 

Barbier, C., and Barret, J.P., "An Analysis of 
Phenomena of Voltage Collapse on Transmis­
sion Systems", RGE, T. 89, No. 10, Oct 1980. 
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Vicrit _ Va 

l - J2(1 + cos(fJ- ¢)) 

- 2cos (.B-•Pl 
2 

v.., 
Icrit = Z

8 
J2(1 + cos(fJ - ¢)) 

2cos (.B-4>) 
2 

4.4.2 Generalisation to an actual network 

(4.8) 

(4.9) 

With the aid of Thevenin's theorem we can draw a general conclusion 

about the conditions for maximum power transfer. We know that any network 

of linear elements and energy sources ( and, approximately, any real generator 

and its associated circuitry) can be represented by a series combination of an 

ideal voltage V and an impedance Z. In the simplest case, these are open-circuit 

generator voltage V8 and the Thevenin's equivalent impedance of the network 

Z 8 • 

For a network with 'n' buses, the Thevenin's equivalent impedance looking 

into the port between bus i and ground is ZiiLf3i [37]. 

Therefore, at load bus i, the Thevenin's equivalent impedance is ZiiLf3i 

and therefore for permissible power transfer to load at bus i we must have; 

where, ZiiL.f3i = ~-th diagonal element of [ZJ = [Y]- 1
; 
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Zi L </>i = impedance of the load. 

4.5 Impedance ratio as a voltage collapse proximity indicator 

According to ( 4.4.2), collapse of the system at load bus i occurs when 

the impedance of the load is equal to the equivalent impedance looking into 

the port between bus i and ground; i.e. zi = zii 

For a secure system at bus we must have; 

z .. 
__:_: < 1 zi -

therefore, %-; can be taken as a measure of voltage stability at node i. 

The aim of the present work is to assess the valididity and robustness of this 

indicator over the operating range, for this reason the following studies have 

been undertaken. 

(i) A comparison between actual critical power and critical voltage (the last 

load flow solution before the loadflow program diverges), and the critical 

power and critical voltage predicted by the optimal impedance solution 

of an equivalent Thevenin network at the node of concern as the load 

at that node or the system load increases; 

(ii) an investigation of the behaviour of the voltage collapse proximity in­

dicator at the node(%-;) as the load at that node or the system load 

increases gradually, particularly in the region of the stability limit. 

4.6 Methodology 

In order to investigate the above points, the following approach has been 

adopted; 
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(i) Compute a load flow solution at the operating point to get the system 

power and voltage profile; 

(ii) linearise the system load and generator active and reactive powers, by 

representing them as shunt elements with appropriate signs; 

(iii) evaluate the admittance matrix [Y] and invert it to get the impedance 

matrix [Z]; 

(iv) determine the Thevenin impedance seen at node i (Zii); 

(v) determine the voltage collapse proximity indicator ( %-; ); 

(vi) evaluate the predicted critical power and critical voltage (equations 7 ,8); 

(vii) mcrease system loading, run the load flow program, if divergence occurs, 

then stop; otherwise go to step (ii). 

4.6.1 Load flow algorithm 

The algorithm is based on the Newton-Raphson process and uses a 

partitioned-matrix approach to the Jacobian equation. The algorithm is highly 

efficient for the solution of transmission networks but also has particular advan­

tages for lower-voltage networks, and for difficult or ill conditioned problems[77]. 

The algorithm applies a formulation proposed by Dodson [42] in which the ja­

cobian matrix is partitioned as a sparse array of 2x2 submatrices. This has 

the advantage that sparse indexing and optimal ordering overheads are greatly 

reduced. The penalty which is incurred in exchange for this benefit is a slight 

increase in the number of floating-point arithmetic operations. However, the 

properties of modern high-level langage compilers and computer architectures 

ensure a substantial overall reduction in execution time. It is also found that 

the partitioned-matrix algorithm has greater numerical stability. 
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Numerical method 

Details of the Newton-Raphson algorithm for load-flow computation are 

widely available in the literature. The major numerical task is the solution of 

the Jacobian equation. 

( J ) X ( ~ ) - ( ~~ ) 

where 

J = jacobian matrix 

f:}.() vector of incremental changes m nodal-voltage phase angles 

t1 V vector of incremental changes m nodal-voltage magnitudes 

V = vector of nodal-voltage magnitudes 

t1P vector of active-power mismatch terms 

L1Q vector of reactive-power mismatch terms 

The Jacobian matrix can be expressed as 

( J) = ( ~ ~) 

where 

H - matrix of order {2.NPQ+NPV)x(NPQ+NPV) 

N matrix of order (NPQ+NPV)x(NPQ) 
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J matrix of order (NPQ)x(NPQ+NPV) 

L matrix of order (NPQ)x(NPQ) 

NPQ = number of nodes with specified active- and reactive-power injection 

(PQ nodes) 

NPV = number of nodes with specified active-power injection and voltage 

magnitudes (PV nodes) 

Further details of the formulation of the load flow problem and the 

solution algorithm used are given in reference [77] 

4.6.2 JLinearised model 

Due to nonlinearities of the system caused by the existence of non­

linear elements (generators,loads), Thevenin's theorem can not hold exactly. To 

overcome this problem, the system has to be linearised at the operating point. 

This has been achieved as follows: 

(i) Run a load flow program to obtain the system power and voltage profiles; 

(ii) represent the loads and the generators in the system as admittances with 

appropriate signs as follows: 

Therefore; 
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(4.10) 

Where L</Ji = tan- 1 ~ 

4.1!3.2.1 Determination of the Thevenin impedance and no load volt-

age 

As stated in (4.4.2), looking into the port between bus i and ground, 

the whole system can be represented as a load impedance Zi in series with the 

Thevenin's equivalent impedance (Zii) fed from a voltage source equal to the 

no load voltage at node i (Voi)· 

Determination of Zii 

In order to evaluate Zii the following algorithm has been adopted: 

(i) Evaluate the admittance matrix [Y] for the linearised model ( the load 

at node i has to be excluded); 

(ii) invert the admittance matrix Y to obtain the impedance matrix Z; the 

Thevenin impedance (Zii) is the t"th diagonal element of [Z]. 

Determination of Voi 

To obtain the no load voltage at node i of the linearised system, we 

have to extract the load at that node and run the load flow program taking 

into account that all the buses in the system with the exception of the slack 

bus are represented as PQ buses (with P=O and Q=O) with additional shunt 

elements(from the linearised model) representing the loads and generators. 

It is important to mention that V oi and Zii vary with system loading 

and generator status, the reason for this is the dependency of V oi and Zii 

on the shunt elements representing the load and generator active and reactive 

- 92 -



powers in the system. Consequently, there is a need to calculate the no load 

voltage and Thevenin impedance at each stage (whenever there is an mcrease 

in load). To assess these variations, two separate tests have been conducted at 

nodes 4 and 30 of the IEEE 30 bus system without limitations on the reactive 

power output of the generators. In the first test the load at node 4 has been 

increased gradually at a constant power factor, while other loads in the system 

remain unchanged. In the second test the total system load is changed and 

every load is changed by an amount proportional to its fraction of the total 

system load. 

Results of the first test show that for an increase of active power from 

0.076 to 4.516 p.u. at node 4 the no load voltage rises from 1.0181 to 1.4710 

p.u., and the Thevenin impedance rises from 0.0876 to 0.11384 p.u.. This is 

a result of excessive reactive injection in the system when the load at node 4 

is hypothetically disconnected. Figure 4.3 shows this variation as the load at 

node 4 is gradually increased. 

As far as the second test is concerned, results show that for an increase 

of active power from 0.106 to 0.2931 p.u. at node 30, the no load voltage 

decreases from 0.9647 to 0.8304 p.u., and the Thevenin impedance decreases 

from 0.781 to 0.7120 p.u .. In this case the general increase in demand depresses 

the voltage profile. Figure 4.4 shows the variation of parameters at node 30 

when the system load increases gradually. 

4.7 Results 

A computer program implementing the present work has been tested on 

a two bus system and the IEEE 30 bus system. The aim is to investigate the 

validity of the voltage collapse proximity indicator and its implications. 

At the node of concern, the following electrical quantities were examined 

(i) Actual active power; 
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TITLE: Variation of electr. quantities with load 

FIGURE: Electr. quantities (node 4, single load change) 
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TITLE: Variation of electr. quantities with load 

FIGURE: Electr. quantities (node 30, sys. load change) 
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(ii) actual voltage; 

(iii) predicted critical active power; 

(iv) predicted critical voltage; 

( v) no load voltage; 

(vi) generator voltage behaviour. 

4.7.1 Two bus system 

To investigate the above points, a test has been conducted on a two 

bus system, involving the gradual increase of load at a constant power factor 

up to the point at which the load flow diverges. The motivation for this test 

is that the two bus system exactly satisfies the assumptions needed by the 

optimal impedance solution, irrespective of the load increase at the receiving 

node; these assumptions are: 

(i) Constant voltage source (the voltage of the slack bus, bus 1); 

(ii) constant Thevenin impedance ( the impedance of the transmission line 

linking node 1 to node 2). 

Therefore the critical power and critical voltage predicted from the optimal 

·impedance solution are always the same irrespective of the load level. 

Figure 4.5 shows the relationship between the voltage collapse proximity 

indicator and the above mentioned parameters. It is clear that the results 

obtained are very accurate, the predicted critical power and critical voltage are 

6.0515 and 0.6105 p.u. respectively and the last load flow solution for active 

power and voltage are 6.0510 and 0.61509 p.u. respectively and the voltage 

collapse proximity· indicator (-%{) is 0.98501. The small difference between the 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 2, two bus system) 
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predicted and actual critical powers is within the incremental step .of 0.001 p.u. 

which was applied to the load. 

4.1.2 ][E:E:E 30 bus system 

Two similar tests have been conducted on the IEEE 30 bus system, each 

under three different conditions. The first test involves the gradual increase 

of load at constant power factor at a particular node , keeping other loads 

m the system unchanged. The second test involves the gradual increase of 

system load, every load 1s changed by an amount proportional to its fraction 

of the total load in the system. The conditions under which these tests were 

conducted are: 

(i) without limitations on the reactive power output of the generators; 

(ii) with limitations on the reactive power output of the generators; 

(iii) with limitations on the reactive power output of the generators and with 

artificially increased line charging and var sources. 

Switching var sources of 0.05 p.u. are allocated at nodes 10, 12, 15, 17, 

20, 21, 23 and 29 and the limits imposed on the generator reactive powers are 

-0.40 :::; Qg2 :::; 0.50 p.u. 

-0.20 ::=; Qg3 :::; 0.59 p.u. 

-0.20 :::; Qg4 :::; 0.70 p.u. 

-0.06 :::; Qg5 :::; 0.24 p.u. 

-0.06 :::; Qg6 :::; 0.50 p.u. 

Conditions (ii) and (iii) have been defined in order to examine the behaviour of 

the predicted critical power and critical voltage when generator reactive outputs 

are constrained and when significant line charging is included in the system. 

These conditions are more typical of high voltage transmission networks. 
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4.7.2.1 Single load change 

Five different nodes have been chosen for the test, reflecting the range 

of loads that can be maintained at the nodes of the system, these are nodes 

4, 7, 24, 26 and 30. 

Unlimited generator reactive powers 

Nodes 4, 7, 24, 26, 30 were tested. Figures 4.6-4.10 show the relationship 

between the voltage collapse proximity indicator(%;-) and the first five of the 

above mentioned electrical qantities((i)-(v)) when loads at these nodes increase 

gradually. It is clear that when load increases the admittance of the load 

increases according to equation (4.10). At light load the voltage drop at 

the node is small when the load is increased, and therefore the variation of 

the load admittance (and consequently the voltage collapse proximity indicator 

~ )~ith the load is nearly linear. When the load becomes heavier, a very 

small increase in power at the node leads to a large voltage drop in the system 

and consequently to a big increase in the admittance of the load. This also 

leads to a significant increase in the voltage collapse proximity indicator near 

the critical point. Figures 4.6-4.10 show that at loads up to half the critical 

power the variation of voltage collapse proximity indicator with the load is 

nearly linear. At higher loads the nonlinearity starts to appear more clearly, 

especially near the critical point. It is also very clear that collapse occurs when 

the voltage collapse proximity indicator ( %;-) is close to unity. It should be 

mentioned that divergence of the loadflow for extreme loads at nodes 4 and 7 

is due to an inability to find a no load voltage solution. 

Figures 4.6-4.10 also show the relationship between the predicted critical 

power, critical voltage, the no load voltage at these nodes and the voltage 

collapse proximity indicator when the load at these nodes increases gradually. 

As far as the predicted critical power and critical voltage is concerned, 

figures 4.6-4.10 show an increase of these quantities when the load increases and 

that the predicted critical power and critical voltage are in the vicinity of the 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 4, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 7, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 24, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change) 
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the actual critical power and critical voltage at the critical point, i.e. the last 

loadflow solution before divergence. This is due to the fact that the predicted 

critical power and critical voltage are evaluated for the linearised system at the 

operating point and therefore may underestimate the ability of the generators 

to provide increased reactive power injection. Bearing in mind that the voltage 

collapse problem is usually a reactive problem, injecting more reactive power 

into the system leads to a higher voltage profile and consequently more active 

power can be drawn at the node leading to a higher critical power and critical 

voltage. Tables 4.1 and 4.2 show a comparison of the predicted critical power 

and critical voltage with the the actual critical power and critical voltage (for 

the last loadflow solution before the system collapses) at 25%, SO%, 75% and 

100% the actual critical power. 

Figures 4.6-4.10 show an increase in the no load voltage when the load 

IS increased, which is expected due to the reasons mentioned previously. 

To assess the relationship between the voltage collapse proximity indicator 

and the electrical quantities for load levels below and beyond the critical point, 

a similar test has been conducted at nodes 26 and 30 of the system, with 

the results shown in figures 4.11 and 4.12. The results also show that for 

lower critical reactive powers, a higher accuracy of predicted critical power IS 

observed. At nodes 26 and 30 (nodes with low critical reactive power) the 

accuracy of the predicted critical power over the whole region is above 90% 

and is very close to 100% at collapse, while nodes 4, 7 and 24 show a poor 

prediction at light load which improves as the load is increased (see table 4.1 

and figure 4.13). 

It can be seen that the accuracy of the critical voltage prediction is above 

90% over the whole region and for all the nodes, and the accuracy increases as 

the load increases (see table 4.2). The results show that the predicted critical 

voltage increases as the load increases and that if the system collapses at or 

after the predicted critical point, the actual voltage curve and the predicted 

critical voltage curve intercept at this point (see figures 4.8, 4.10), otherwise 

the two curves are tending towards intersecting at this point (see figures 4.6, 
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Table 4.1 

Single load change (unlimited generator reactive powers) 

Predicted critical power (Pcrit (pred)) as a fraction of actual critical power (Pcrit) 

Load condition (fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 0.5819 0.4851 0.7567 0.9319 0.9198 

0.50 0.6425 0.5718 0.7972 0.9435 0.9315 

0.75 0.7608 - 0.8568 0.9593 0.9485 

1.00 - - 1.0055 0.9942 0.9878 

Table 4.2 

Single load change (unlimited generator reactive powers) 

Predicted critical voltage (Vcrit (pred)) as a fraction of actual critical voltage (Vcrit) 

Load condition (fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 0.8917 0.9448 0.9486 0.9495 0.9820 

0.50 0.9685 1.2095 0.9783 0.9554 0.9883 

0.75 1.1172 - 1.0213 0.9634 0.9970 

1.00 - - 1.1230 0.9812 1.0161 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change) 
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Figure 4.12 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Predicted reactive power behaviour 
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4.7, 4.9). It should be noted that the predicted critical point could not be 

computed due to loadfl.ow convergence difficulties as a result of the extreme 

voltage sensitivity around this point. 

JLimited generator :reactive powers 

The same nodes were tested for the system but with reactive power 

limitations on the generators. The same results were observed as for the 

unlimited case where generators did not reach their reactive limits. When a 

generator reaches its reactive power limit, it can provide no more assistance 

when the load is increased . Further load increases in this case lead to a 

lower voltage profile for the limited generators, leading to a lower voltage 

profile in the system which will in turn affect the linearised system resulting 

in a lower predicted critical power and critical voltage. Figures 4.14-4.18 show 

the relationship between the voltage collapse proximity indicator and the usual 

electrical quantities ( (i)-(v) ) when the load at these nodes increases gradually 

over the stable region. Figures 4.19-4.23 show the voltage behaviour of the 

generators over the same interval. 

A similar test has been conducted to assess the relationship between the 

voltage collapse proximity indicator and the same electrical quantities over the 

whole region (below and above the critical point) at nodes 26 and 30 of the 

system, with the results shown in figures 4.24 and 4.25. A similar conclusion 

as for the unlimited case can be drawn concerning the behaviour of the voltage 

collapse proximity indicator ( ~) when the load increases. 

It is very clear that collapse occurs at a lower load than for the unlimited 

case and this is expected due to the limitation imposed on the reactive power 

delivered by the generators.Tables 4.3 and 4.4 show a comparison of predicted 

critical power and critical voltage with the the actual critical power and voltage 

(for the last loadflow solution before the system collapses) at 25%, 50%,75% 

and 100% of the actual critical power. As far as the critical power is concerned, 

results show that applying the limitation on the reactive power of generators 

improves the accuracy of prediction over the whole region, this can be seen very 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 4, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 7, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi} 

FIGURE: Electr. quantities (node 24, single load change} 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 4, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 7, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 24, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 26, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 30, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change) 
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Table 41.3 

Single load change (limited generator reactive powers) 

Predicted critical power (Pcrit (pred)) as a fraction of actual critical power (Pcrit) 

Load condition {fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 1.0408 0.9164 0.9267 0.9355 0.9245 

0.50 1.0668 0.9720 0.9611 0.9470 0.9358 

0.75 1.0735 0.9947 1.0038 0.9628 0.9523 

1.00 1.0265 0.9970 1.0062 0.9939 0.9880 

Table 41.41 

Single load change (limited generator reactive powers) 

Predicted critical voltage (Vcrit(pred)) as a fraction of actual critical voltage (Vcrit) 

Load condition (fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 0.8767 0.9094 0.8641 0.9438 0.9485 

0.50 0.8980 0.9520 0.8828 0.9497 0.9543 

0.75 0.9641 0.9677 0.9051 0.9578 0.9628 

1.00 0.8748 0.9709 0.9003 0.9735 0.9782 
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clearly at all the nodes studied where the accuracy of the predicted power is 

above 90% over the region from a quarter of the actual critical power onward 

and is very close to 100% at the critical point (see table 4.3 and figure 4.26). 

It can also be seen that the critical voltage prediction accuracy at nodes 26 

and 30 is above 90% over the whole region, while it is above 80% for the other 

nodes (see table 4.4) and increases or decreases as the load increases, depending 

on whether the generators reach their limits or not. 

The same conclusion as for the unlimited case can be drawn concerning 

the interception of the predicted critical voltage curve and the actual voltage 

curve at the predicted critical point (figures 4.14- 4.18). 

Limited generator reactive powers with significant charging and 

var sources 

The same nodes were tested for the system but with reactive power 

limitations on the generators, five times the existing line charging and var 

sources of 0.05p.u. each at nodes 10, 12, 15, 17, 20, 21, 23 and 29 ; similar 

results were observed as for the limited case but with higher critical power and 

critical voltage. This is expected because in this case more reactive power is 

available leading to a stronger system and therefore more reactive power and 

therefore active power can be drawn by the load. Figures 4.27- 4.31 show 

the relationship between the voltage collapse proximity indicator and the above 

mentioned electrical quantities ( (i)-(v) ) when the load at these nodes increases 

gradually over the sub-critical region, while figures 4.32-4.36 show the voltage 

behaviour of the generators over the same period. Tables 4.5 and 4.6 show a 

comparison of predicted critical power and critical voltage with the the actual 

critical power and critical voltage (the last loadfl.ow solution before the system 

collapses) at 25%, 50%, 75% and 100% of the actual critical power. 

To assess the relationship between the voltage collapse proximity indicator 

and the electrical quantities ( (i)-(v) ) over the whole region ( below and above 

the critical point ) , the same test has been conducted at nodes 26 and 30 of 

the system. Figures 4.37 and 4.38 show these relationships for the two nodes. 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Predicted reactive power behaviour 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 4, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 7, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 24, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change} 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 4, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 7, single load change) 
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TITLE: Change of node type ~t~-=g'--e_n_e_r_a_t_i_o_n __ n_o_d_e_s _____________ -1 

FIGURE: Load vs gen. volt. (node 24, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 26, single load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 30, single load change) 

---------- Gen 2 · · ·- · · · Gen 4 
---- Gen 3 ------- G;~;t .5 

Generator voltages (p.u.) 
1.100-

.............. G:.:zrl 6 

! 
i 
~ 
I 
i 
! 
! 

I 
~ 
: 

I 
! 
! 

l 
1. oso- -·------- ---- ·--- ·-·· ··-·---··--- -·-·-····-··--···· .......... -··-l-·· ·-- ---- !------- -··- ---· t·- -····-····- ·--

i ! i 

1. 025-

1.000 

0 

l ~ j 
! 

I 
i 
f 
! 
i 
! 
! --------------- ----r---r---t ---

~ i I 
I I 
I I 

0.11 0.23 0.34 0.45 

Load active power (p.u.) 

Figure 4.36 

- 135 -

I 



'!'able 41.5 

Single load change {limited generator reactive powers with significant line charging and var sources ) 

Predicted critical power (Pcrit(pred)) as a fraction of actual critical power (Pcrit) 

Load condition (fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 0.9649 0.8396 0.8306 0.9265 0.9132 

0.50 1.0052 0.8986 0.8706 0.9387 0.9259 

0.75 1.0442 0.9603 0.9235 0.9561 0.9443 

1.00 1.0199 0.9965 0.9947 0.9929 0.9871 

'!'able 4.6 

Single load change (limited generator reactive powers with significant line charging and var sources) 

Predicted critical voltage (Vcrit (pred)) as a fraction of actual critical voltage (Vcrit) 

Load condition {fraction of Pcrit) Node 4 Node 7 Node 24 Node 26 Node 30 

0.25 0.8367 0.8498 0.8612 0.9507 0.9787 

0.50 0.8667 0.8941 0.8861 0.9572 0.9853 

0.75 0.8982 0.9394 0.9171 0.9660 0.9950 

1.00 0.8858 0.9650 0.9548 0.9855 1.0163 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 26, single load change) 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, single load change) 

----··- I>.ctual voltage · · · · · · · Vcrit (pred) -··-·-·-nolca<i. voltage 
---- 1\_ctual oow~r --···--· P~~it fnr~~d) 

Electr. quantities (p.u.) 
1. 080-:- -·----·- -·· .. - ... j __ i i i J l 

0.810-

0.540-

0.270-

---- 1 rr r --· -. -- -~-- ··- -· 1 

=,. ., ',• '.• ! 
\ 
\ 

\ 

_,. 

I 
I 
I 
I 
I 
I 

\ 
\ 

1\ 
'/-

I 

i ~ i I i 
1 1 1 1 I 

....... 1..1 .. 1 .... 1. I i i ! : . . . . . . . . . . . • . . •. . . . . . . . . i 
~ i 1 1 1 

\ ·-- ---,,'---~L .. iL-.,~:: -- ··' '" ------ -- --- ...... --- ... -- --- --
~ ! I I i I 
I"~ i I i i I 

... ~ I i ! I 
-·- i 

: I • I 1--- -~ -r-- • 
; ' ! ' r-.___ .__,- ! 
i i i ; I~.~ - T- 1.1 I : I i r--t--L__ 1._ 

o.ooo~-~~--~~---•---L--+-~~--~~--~~--~~---~-+--L--L--~~~~~-TJc-_~-~~~:~~~---'1__J 
I 

0 3 6 9 12 

Zii/Zi 

Figure 4.38 

- 138 -



Results show that the critical power prediction is acceptable but less 

accurate than for the previous case ( see table 4.5 and figure 4.39 ). This is 

because the reactive power sources are distributed in the system. The system 

therefore reacts more efficiently to the load when it is increased. The underes­

timation of the assistance given by the reactive power resources (generators and 

other sources) is therefore higher and consequently the critical power prediction 

is less accurate. 

The critical voltage results which were obtained are similar to the previous 

case (see table 4.6 and figures 4.27-4.31). 

4.7.2.2. System load change 

It has been observed that system collapse in this case was due to collapse 

at node 30, and therefore node 30 has been chosen for the test in this case. 

Unlimited generator reactive powers 

Figure 4.40 shows the the relationship between the voltage collapse 

proximity indicator(~) and the first five of the above mentioned electrical 

qantities ( (i)-(v) ) when the system load is increased gradually. 

As far as the predicted critical power and critical voltage is concerned, 

figure 4.40 shows a decrease of these quantities when the system load increases 

and that the predicted critical power and critical voltage closely correspond to 

the actual critical power and critical voltage at the critical point. Tables 4. 7 

and 4.8 show a comparison of predicted critical power and critical voltage with 

the the actual critical power and voltage at 50%, 75% and 100% of the actual 

critical power. 

A similar conclusion as for the single load change can be drawn concerning 

the behaviour of the voltage collapse proximity indicator ( ¥,) when the load 
' 

increases but it is more sensitive over the operating range. Results show that , 

the critical power predicted (as a fraction of actual critical power) ranges from 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Predicted critical reactive power behaviour 
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TITLE: Voltage collapse proximity indicator (Zii/Zi} 

FIGURE: Electr. quantities (node 30, sys. load change) 
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'JI'able 4. 'l 

System load change (unlimited generator reactive powers) 

Predicted critical power (Pcrit (pred)) as a fraction of actual critical power (Pcrit) 

Load condition (fraction of Pcrit) Node 30 

0.50 1.2678 

0.75 1.1785 

1.00 1.0073 

Table 4.8 

System load change (unlimited generator reactive powers) 

Predicted critical voltage (Vcrit (pred}) as a fraction of actual critical voltage (Vcrit) 

Load condition (fraction of Pcrit) Node 30 

0.50 1.0485 

0.75 1.0009 

1.00 0.8962 
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1.2678 at half of maximum load to 1.0073 just before collapse, while the critical 

voltage predicted (as a fraction of actual critical voltage) ranges from 1.0485 to 

0.8962 over the same interval (see tables 4.7 and 4.8). Similar observations as 

those for the single load change can be made concerning the interception of the 

predicted critical voltage curve and the actual voltage curve at the predicted 

critical point (see figure 4.40). 

Limited generator reactive powers 

The same node was tested but with reactive power limitations on the 

generators. The same results were observed as for the unlimited case while 

the generators remained within their reactive limits. When the generators 

attained their reactive limits, further load increases lead to a severe decay 

of generator voltages which will in turn affect the linearised system resulting 

in lower predicted critical power and critical voltage. Figure 4.41 shows the 

relationship between the voltage collapse proximity indicator and the electrical 

quantities ( (i)-(v) ) when the load at these nodes increases gradually, while 

figure 4.42 shows the voltage behaviour of the generators when the system load 

increases. 

A similar conclusion as in the previous case can be drawn concerning 

the behaviour of the voltage collapse proximity indicator (%;) when the load 

increases but it has been found to be more sensitive over the operating range. 

It is very clear that collapse occurs at a lower load than for the unlimited 

case which is expected due to the limitation imposed on the reactive power 

delivered by the generators.Tables 4.9 and 4.10 show a comparison of predicted 

critical power and critical voltage with the the actual critical power and critical 

voltage (the last loadflow solution before the system collapses) at loads of 50%, 

75% and 100% of the actual critical power. 

Results shows that from half way to collapse onward the critical power 

predicted (as a fraction of actual critical power) ranges from 1. 7617 to 1.1639 

just before collapse, while critical voltage predicted ranges from 1.0485 to 0.8962 
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TITLE: Voltage collapse proximity indicator (Zii/Zi) 

FIGURE: Electr. quantities (node 30, sys. load change) 
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.~~~ ... ·-···-__ .. 

TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 30, sys. load change) 
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'Jrable 4.9 

System load change (limited generator reactive powers) 

Predicted critical power (Pcrit (pred)) as a fraction of actual critical power (Pcrit) 

Load condition {fraction of Pcrit) Node 30 

0.50 1.7617 

0.75 1.6778 

1.00 1.1639 

Table 4.10 

System load change {limited generator reactive powers) 

Predicted critical voltage (Vcrit (pred)) as a fraction of actual critical voltage (Vcrit) 

Load condition (fraction of Pcrit) Node 30 

0.50 0.9581 

0.75 0.9294 

1.00 0.7522 
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(as a fraction of actual critical voltage) over the same period (see tables 4.9 

and 4.10) .Similar conclusions can also be drawn concerning the intercept of the 

actual voltage curve with the predicted critical voltage curve at the predicted 

critical point (see figure 4.41). 

JLimited generator reactive powers with significant charging and 

var sources 

The same node was tested for the system but with reactive power 

limitations on the generators, five times the existing line charging and var 

sources of 0.05p.u. each at nodes 10, 12, 15, 17, 20, 21, 23 and 29 ; similar 

results were observed as for the limited case but with higher critical power and 

critical voltage which is expected for the same reasons as stated for the single 

load change case study. Figure 4.43 shows the relationship between the voltage 

collapse proximity indicator and the above electrical quantities when the system 

load increases gradually, while figure 4.44 shows the voltage behaviour of the 

generators over the same interval. Tables 4.11 and 4.12 show a comparison of 

predicted critical power and critical voltage with the actual critical power and 

critical voltage at 50%, 75% and 100% of the actual critical power. 

4.7.3. Conclusion 

From the above results, it 1s possible to conclude the following 

(i) At light load the voltage collapse proximity indicator ( ~) behaves nearly 

linearly with the load, as the load increases non-linearity starts to appear. 

The reason for this is at light load the voltage drop at the node is small 

when the load is increased, and therefore the variation of the load 

admittance ( an4 consequently the voltage collapse proximity indicator 

~)with the load is nearly linear. When the load becomes heavier, a 

very small increase in power at the node leads to a severe voltage drop 

in the system and consequently to a large increase in the admittance of 

the load which also results in a significant increase of the voltage collapse 

proximity indicator especially near the critical point. 
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TITLE: Voltage collapse proximity indicator (Zii/Zi} 

FIGURE: Electr. quantities (node 30, sys·. load change) 
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TITLE: Change of node type at generation nodes 

FIGURE: Load vs gen. volt. (node 30, sys. load change) 
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Table 4.11· 
. 

System load change {limited generator reactive powers with significant line charging and var sources) 

Predicted ctiticalpower (Pcrit(pred)) as afraction of actual critical power (Pc~it) 

Load condition (fraction of Pcrit) Node 30 

0.50 1.6682 

0.75 1.5877 

1.00 1.2121 

Table 4.12 

System load change (limited generator reactive powers with significant line charging and var sources) 

Predicted critical voltage (Vcrit (pred)) as a fraction of actual critical voltage {Vcrit} 

Load condition (fraction of Pcrit) Node 30 

0.50 0.8882 

0.75 0.8606 

1.00 0.7328 

- 1 ~/J -



Table 4.H 

System load change (limited generator reactive powers with significant Hne charging and var sources) 

Predicted critical power (Pcrit (pred)) as a fraction of actual critical power (Pcrit) 

Load condition (fraction of Pcrit) Node 30 

0.50 1.6682 

0.75 1.5877 

1.00 1.2121 

Table 4.12 

System load change (limited generator reactive powers with significant line charging and var sources) 

Predicted critical voltage (Vcrit (pred)) as a fraction of actual critical voltage (Vcrit) 

Load condition (fraction of Pcrit) Node 30 

0.50 0.8882 

0.75 0.8606 

1.00 0.7328 

0 
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(ii) The actual voltage curve and the predicted critical voltage curve intercept 

each other or tend towards interception at the predicted critical point. 

(iii) The critical power and critical voltage evaluated via the optimal impedance 

solution of the Thevenin equivalent circuit provide an indication of how 

much additional load can be tolerated before collapse. That is to say a 

value of 0.5 of ( %{) does not imply that we are half way to collapse, 

but the value of the predicted critical power and critical voltage at that 

point can give a true indication of how far we are from collapse. 

(iv) The critical power predicted by using this indicator is encouraging. The 

prediction is acceptable and very accurate for a single load change, and 

is an approximation acceptable for system load change. Some separate 

conclusions for the case of single load changes and system wide load 

changes are given below. 

Single load change 

(i) The voltage collapse proximity indicator ( %{) can give a good indication 

about the critical power a system can maintain before collapse over the 

whole region and for all the studied cases, it is also clear that this 

indicator tends towards 1 near the critical region. 

(ii) The accuracy of the predicted critical power improves as the load increases 

and the prediction is very accurate in the vicinity of the critical power. 

(iii) Additional reactive resources lead to a higher critical power and critical 

voltage. 

(iv) The indicator provides increasingly accurate predictions as reactive re­

serves become exhausted. 

(v) The critical power predicted by using this indicator is very good for 

electrically remote nodes (over 90% accurate over the whole region and 
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very close to 100% accurate at collapse for nodes 26 and 30). 

(vi) The predicted critical power is more accurate for loads which have a 

relatively low critical power (table 4.1 and figure 4.13). 

(vii) Limitation on the reactive power of generators leads to a more accurate 

prediction (over 90% accurate for all the nodes studied over most of the 

region and very close to 100% accurate at collapse (see tables 4.3 and 

4.5, figures 4.26 and 4.39). 

System load change 

(i) The voltage collapse proximity indicator ( ~) can give a good indication 

about the critical power a system can maintain before collapse over the 

whole region for the unlimited case study and an acceptable indication 

otherwise. The reason is that the critical power is evaluated for the 

linearised system and therefore does not take into account the increase 

of demand in the whole system. Therefore the more reactive power that 

can be injected to the system to overcome the reactive power of the load, 

the better the prediction becomes. The unlimited reactive power case 

therefore gives a better prediction over the whole range for this form of 

load change (see tables 4.7, 4.9 and 4.11 ). 

(ii) The critical power predicted is less accurate than for the single load 

change and the voltage collapse proximity indicator is more sensitive over 

the operating region. 

In this chapter a voltage collapse proximity indicator based on the optimal 

impedance solution of a two bus system was applied to an actual system and 

the performance of this indicator was investigated. In the next two chapters, a 

linear reactive power dispatch will be implemented where the proposed indicator 

will be incorporated to try to prevent a voltage collapse in the system. 
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41.8 Comparison of the method proposed by Winokur and Cory 

with the present work 

Winokur and Cory[151] have proposed the extension of an indicator based 

on maximum power transfer (the critical angle across the line from generation to 

load) to an actual network using network reduction techniques. Their aim was 

to define weak reactive balance areas, so that control actions can be selected to 

avoid further deterioration and to return to normal operating conditions. The 

reduced network consists of all the buses with reactive generating capacity of 

the original network (constant voltage buses) plus a load bus A where it is 

desired to check for the margin from critical conditions, with all the other load 

buses eliminated. 

The power flow into the equivalent load impedance at bus A is: 

where ZeqLr/>eq IS the equivalent load impedance at bus A. 

Peq can be obtained by a simple load flow solution since all the values 

at the generating stations are known and all the impedances are obtained from 

the network reduction. 

As in the two-terminal case, the equivalent power transfer reaches a 

maximum value Peq max when the equivalent load impedance at node A equals 

the short circuit impedance of the system seen from node A. Consequently, 

Peq max and the critical angles between each generator and the load bus A 

(8siAcrit) can be obtained from a load flow where the equivalent load has been 

set equal to the short circuit impedance. 

Voltage collapse conditions can be obtained as follows: 

Since low voltages are associated with lack of reactive support, it is 

useful to identify a weak reactive power balance area (WAQ) associated with a 
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load bus A if this bus is closer than the desired margin to the critical point. 

The WAQ consists of all the buses in the shortest route from node A to source 

nodes (PV nodes) Si which have reactive power reserve such that: 

where 0.0 < k < 1.0 

The shortest route IS meant m the electrical sense, i.e. the path with 

lowest impedance. 

In our work, the whole system was represented as a constant voltage 

source, equal to the no load voltage at the load of concern in series with the 

thevenin impedance seen by the load in series with the load. Winokur and 

Cory have represented the system as consisting of all the buses with reactive 

generating capacity of the original network (constant voltage sources) plus the 

load bus of concern. 

The behaviour of ~, critical power and critical voltage predicted by 

the indicator proposed here have been investigated over the whole range, to 

examine whether it is a good indicator or not (that is to say if this indicator 

is in the vicinity of 1 or gearter than 1, the system is unsafe) and also to see 

whether the critical power and critical voltage predicted using this indicator at 

any point on the operating range are close to the actual critical power and 

critical voltage. In the Winokur and Cory work, although they started from the 

same principle (the short circuit impedance equal to the load impedance), they 

have used different indicator (critical electrical angle between a source bus and 

the load) and their aim was only to use it to identify a reactive power balance 

weak area associated with the load bus of concern. It worth mentioning that 

the indicator proposed and investigated in the present work has been developed 

independently from the Winokur and Cory work, and that the present author 

discovered that paper after completing this study. 
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CHAP '.lrER 5 

JL][NEAR][§ED OP'.lrJIMAJL REACTIVE POWER JFJLOW 

5.1 Jintroduction 

In the last twenty years considerable attention has been paid to optimal 

reactive power dispatch by the reallocation of reactive power generation, by 

adjusting transformer taps, changing generator voltages and by switching VAR 

sources. The objectiv~ has been to ~chieve the following goals: 

- to Improve the voltage profiles; 

- to minimise the transmission losses; 

- to provide sufficient reactive power reserve during normal conditions; 

- to use mm1mum adjustment of voltage regulation devices during emer­

gency conditions. 

Since the problem of reactive power optimisation is non-linear in nature, 

non-linear programming methods have been used to solve it. These methods 

work quite well for small power systems but may develop convergence problems 

as system size increases. Linear programming techniques with iterative schemes 

are certainly the most promising tools for solving these types of problems. 

This chapter will be concentrated upon providing an algorithm able to 

optimise some of the performances listed above. The control on V AR sources 

(capacitors or inductors), transformer taps and generator terminal voltages are 

utilised to achieve this objective. The constraints on the control variables, load 
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bus voltages and reactive power outputs of generators are considered m the 

problem formulation. 

This problem is formulated as a linear programming problem and solved 

using sparse dual revised simplex method[76]. The power flow equations are 

linearised about the operating point and the sensitivities of load bus voltage 

magnitudes and reactive power of the generator voltages with respect to the 

control variables are used to form the linearised objective function and con­

straints[141]. The discrete nature of some of the controls such as capacitor or 

reactor switching are explicitly modelled[91]. 

5.2 Description and formulation of the problem 

5.2.]. System variables 

State variables 

They are: 

- the reactive power outputs of the generators ( Q); 

- the voltage magnitudes of the buses other than the generator buses (V). 

Control variables 

These are those variables on which a control centre operator may directly 

influence. They are: 

- transformer tap settings (T); 

- the generator excitation settings (V); 

- the switchable VAR compensator (SVc) settings ( Q). 
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We will consider a system where n represents the number of total buses, 

g the number of generator buses, t the number of transformers, s the number 

of SVc buses, and r = n- (g + s), the number of the remaining buses. 

It is assumed that 1, 2, ... , g are the generator buses, g + 1, g + 2, ... , g + s 

are the SV c buses and g + s + 1, g + s + 2, ... n are the remaining buses. 

Therefore the control variable vector may be defined as: 

and the state or dependent variable vector as 

5.2.2 Constraints 

Inequality constraints on the state or dependent variables 

Adjustments to the control variables have the effect of changing the 

voltages of load buses and the reactive power output of the generators. The 

load bus voltages and the generator reactive powers, hereafter referred to as 

dependent variables, have their upper and lower permissible operating limits. 

(5.1) 

where [xt1.in and [x]m.ax are the mm1mum and maximum values of the 

dependent variable vector respectively. 
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][nequality constraints on the control variables 

The control variables have their upper and lower limits 

(5.2) 

Where [u]min and [urnax are the minimum and maximum values of the 

control variable vector. 

Power flow constraints 

The power flows have their upper and lower limits 

(5.3) 

where Qr8 r and Qrs 8 are the reactive power flow at the sending and 

receiving ends of the line r-s respectively 

5.2.3 Objective functions 

The objective functions taken into account in this algorithm for the 

purpose of this research are; 

- Loss minimisation; 

- Maximisation of reactive reserve margms of the generators; 

M . . t• f "" Z· - ax1m1za lOll 0 uiEJ ~z .. j .. 
- Maximization of EiEJ %{Vi; 
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- Maximization of l:ieJ Vi; 

- Maximization of l:ieJ Zi. 

The last four objectives were used as an attempt to prevent a voltage 

collapse in the system; a comparison test has been conducted to see which is 

preferable. Details of this study are included in chapter 6. 

5.3 Solution methodology 

To solve this problem the following iterative scheme IS proposed: 

(i) Perform a load flow solution by the Newton Raphson method[77]; 

(ii) advance counter; 

(iii) linearise the problem constraints and the objective function about the 

system operating state; 

(iv) evaluate the sensitivity matrix relating dependent and independent van­

ables[141]; 

(v) formulate the linear programming problem; 

(vi) solve the linear programming problem using the sparse dual revised 

simplex method [76] to evaluate the required adjustments to the control 

variables. Modify the settings for these control variables; 

(vii) perform the loadflow by the Newton Raphson method; 

(viii) check for satisfactory limits on the dependent variables. If no, go to 

step 2; 
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(ix) check for the significant change m the objective function. If yes, go to 

step 2; 

(x) stop 

A number of available controls, namely switching capacitors, take discrete 

(on/ off) values. The incorporation of the discrete control variables in the 

optimisation problem requires the extension of constraints so that the constraints 

for switchable quantities are imposed. 

Ui = 0 or u/nax, i = g + t + 1, ... , g + t + s 

These constraints convert the problem to a discrete optimisation problem. 

Discrete optimisation problems are computationally unattractive because of the 

following problems. Assume that there are m discrete control variables. Solution 

of the problem with complete enumeration requires 2m linear program solutions. 

Standard integer programming methods (branch and bound, cutting plane, etc) 

yield algorithms that are in the worst case non-polynomial. Thus in a pure 

complexity theoretic sense neither is an improvement or a worsening over total 

enumeration. A very fast suboptimal solution is obtained using a partial 

enumeration of linear programming relaxations of the discrete optimisation 

problem. The number of linear program solutions required is at most two 

times the number of discrete control actions required (i.e. 2m). It is obvious 

that this number is very small. The proposed procedure involves the following 

steps[91]: 

(a) solve an initial linear programming problem, with all variables considered 

continuously varying; 

(b) check if there are any discrete variables in the basis of the optimal 

solution (i.e. strictly between limits). If not an optimal feasible solution 

has been found, go to (vii); 
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(c) choose one of the discrete variablesui (ie g + t + l, .. ,g + t + s) 

which has non-zero non-discrete value in the optimal solution (make an 

arbitrary selection if there are more than one). Then solve the following 

two problems: (i) let ui = 0 arid solve the reduced LP in which all 

other variables except ( ui and those discrete variables who are already 

at their limits) are allowed to vary continuously between limits; (ii) let 

Ui = Uivnax and solve the reduced LP. From the two solutions select the 

best in the sense of minimum objective functions and to go step (b). 

A flowchart which shows all the steps described above is shown in figure 

5.1. 

5.3.1. Sparse Dual Revised Simplex Method 

The static dispatch problem described in the previous section may be 

solved efficiently by the sparse dual revised simplex method. The linear program 

is initialised with an optimal solution of a subset of the problem constraints, 

and proceeds to an optimal feasible solution of the overall problem by successive 

introduction of overloaded constraints. The advantages of the dual approach for 

the dispatch problem are well known (see chapter 2). Initialisation is performed 

by setting each control variable to its lower or upper limit depending on whether 

its coefficient in the objective function may lead to an optimum solution for 

the subset of the control variables. Very large number of constr-aints may be 

handled without any increase in the dimensionality of the basis matrix, and 

constraints which have both upper and lower limits may be handled efficiently. 

The application of the dual revised simplex algorithm [128,88] for economic 

dispatch may be summarised as: 

(i) Initialise the process at an optimal solution u with respect to the control 

variables only. Assemble the appropriate active constraints coefficient 

rows into basis matrix B and the currently active limits into vector L. 

Factorise B. 
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(ii) Select the most overloaded constraint based on the current state u. This 

constraint will enter the basis. If no constraints are overloaded, the 

optimal feasible solution has been obtained. 

(iii) Compute the incremental cost vector ,\ and the sensitivity vector A 

where C vector of cost coefficients 

where e = the coefficient row of the entering constraint. The vectors A 

and ,\ should be computed by repeat solutions- using the factors of B. 

(iv) Select a constraint to leave the basis. A constraint k is eligible if either 

(a) it and the entering constraint are both upper or both lower limits 

and Ak is positive, or (b) they are on opposite limits and Ak is negative. 

If no constraints are eligible, there is no feasable solution. Otherwise 

the constraint to leave the basis is selected as the eligible constraint for which 

11: I is a minimum. 

(v) Update the factors of B and the vector L to allow for replacement of 

the leaving constraint by the entering constraint. 

(vi) Compute the new current state of u as 

(vii) Repeat from (ii). 

In order to take full advantage of sparsity in the linear programme, an 

algorithm is required which minimises the 'fill in' of nonzeros in the basis matrix 

factors when they are modified in step (v). It is now well established[12] that 

the 'elimination' form of basis factorisation has better sparsity preservation than 
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the more conventional 'product' form. Reid[114] has introduced ah algo­

rithm for the elimination form, which also applies a series of ingenious row and 

column permutations to give enhanced sparsity retention. An implementation 

of this basis handling mechanism is widely available as routine LA05A in the 

Harwell subroutine library. To achieve overall computational efficiency, it is also 

necessary to take full advantage of sparsity and special structure in the dual 

revised Simplex algorithm and the economic dispatch formulation. For example, 

only the constraint upper and lower limits, and indexing information for group 

constraints must be stored; the simplicity of the constraint coefficients allow 

these to be dealt with implicitly. 

5.3.2. Hierarchical constraint relaxation 

Although some problem constraints must be regarded as hard limits, it 

Is apparent that others may be relaxed considerably in emergency conditions. 

It IS therefore possible to arrange the constraints in a hierarchy from hard to 

soft. In cases where the original linear programme does not have a feasible 

solution, it is very desirable to be able to relax any of the softer constraints 

which are inhibiting the problem solution. Usualy, only a small number of such 

constraints will require relaxation to achieve feasibility. If the infeasibility is 

the result of an operator or system error in the definition of a constraint limit, 

it is also very useful to remove or the offending constraint. 

A modification to the dual revised simplex method which has the above 

properties may be described by ~ncluding the following additional logic after 

step (iv). 

(iv)a If step (iv) has indicated infeasibility, examine all constraints in the basis 

and designate any which are sensitive to the entering constraint (i.e. 

IAk I > 0) as eligible for relaxation. 

(iv)b Find the softest of the constraints which is eligible for relaxation. If 

there is a tie, select the constraint which is presently least relaxed. 
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(iv)c Compare the selected basis constraint with the entering constraint . If 

the entering constraint is softer, increase its stage of relaxation by 1 and 

and proceed to step (ii). If the basic constraint is softer, increase its 

stage of relaxation by 1 and remove it from the basis by performing step 

(v). 

In the practical implementation of this relaxation strategy, three hierar­

chical levels of constraints have been considered and relaxation has been allowed 

in three progressive stages. 

5.3.3. JLinearisation 

A linearised model of the power system is obtained from the first order 

approximations of the Taylor's series expansion of the power flow equations, 

constraints and objective function around the system operating point. 

5.3.3.1 Voltage - Reactive Power Model 

The complex power at node i can be expressed as: 

si =pi+ i(Qi + Ekei Cjk;vi'.l) =Vii/ 

= ViLOi[(Ekei Yik *(ViL - Oi - VkL - Ok)) 

+(Eiei Yii*Tii(TiiViL - Oi - V,·L - Oi)) 

+(Evei Yi1/(ViL- Oi- TivVvL- Ov))] 

= Vi[(Ekei Yik *(Vi- VkLOik)) 

+(Ejei Yi/1ii(TiiVi - ViLOii)) 

+(Evei Yiv *(Vi - 1iv VvLOiv))] 

= Vi[(Ekei(gik - ibik)(Vi - Vkcos8ik - J'Vksin8ik)) 

+ Eiei(gii- ibii)1ii(TijVi - V,·cos8ij- J'Vjsin8ii)) 

+ Epei(giv- ibiv)(Vi - Tiv(Vvcos8ip + J'Vvsin8iv)))] 

Therefore: 
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Figure 5.2 
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Pi = Vi[Ekei(gik(Vi - VkcosOik)- bik VksinOik) 

+ EiEi ni(gi;(TiiVi - V,·cos8iJ.) - biiV,·sinOii) 

+ Evei (giv(V& - Tip VpcosOip) - bivTiv VpsinOiv)J 

Qi = Vi[Ekei(-gikVksinOik + bik(VkcosO..:k- Vi)- c;~c;vi) 

+ EiEi Tii( -gi3.V3·sin0ii + bi3{V;cos0ii - niVi)) 

+ Evei(-givnvVvsinOiv + bip(TivVvcosOiv- Vi))] 

which 1s the net reactive power injected at node 1. 

(5.5) 

(5.6) 

Linearising the reactive power flow about the operating point and taking 

into account that the reactive power injection at a bus does not change for a 

small change in the phase angle of the bus voltage, the relation between the 

net reactive power change at node i due to a change in the transformer tap 

settings and the voltage magnitudes can be written as: 

A Q 2..9..i. AV: " 2..9..i. Av; " !!Sb.. AV u i = av: u i + L.JkEi av: u k + L.JiEi av; u i 

where 

+ 2:pEi ~e: 1:1 vp + EiEi :~~ ATii + EpEi :~~ l:l.Jip 

~$: = ~- Vi[Ekei bik + EiEi Tilbii + Evei bip + ~] 
~e~ = vi[-giksinOik + bikcosoik] 

!!.!:l.i - V:·,.,.,· ·[-g· ·sinO·· + b·-·cosO· ·] &V· - ,.J.,3 '3 '3 13 '3 
. ' 
~e; = ViTip[-gipsinOip + bipcosOip] 

p 

:~: = Vi[Vi( -giisinOii + biicos8ii) - 2TiiV&bii] 

:~~ = Vi Vv[ -gipsinOiv + bipcosOiv] 

(5.7) 

All these values are obtained at (V0 ; T0 ; Q0 ), the point about which 

linearisation is made. In matrix form this can be written: 

( 
f:l.Qg) ( Al A2 
l:l.QB = A5 A6 

l:l.Qr A9 AlO 

(5.8) 

where 
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(~Qg) = (~Ql .... ~Qg)t 

(~Qs) = (~Qg+l .... ~Qg+s)t 

(~Q,.) = (~Qg+s+l· ... ~Qn)t 

(1:\Tt) = (~Tl····~Tt)t 

(~Vu) = (~Vi .... ~Vg)t 

(~ Vs) = (~ Vu+l .. ··~ Vu+_,)t 

(~V,.) = (~Vg+.,+l .... ~Vn)t 

and the submatrices A1 to A 12 are the corresponding terms of the partial 

d . . !}_gj_ d !!.9..i envat1ves aT' an av . 

5_.3.3.1.1 Inequal~ty constraints on the system_ variables 

][nequality constraints on the state or dependent variables 

As we discussed in (5.2.2.1), adjustments to the control variables have the 

effect of changing the voltages of load buses and the reactive power output of 

generators. The load bus voltages and the generator reactive powers - hereafter 

referred to as dependent variables - have their upper and lower limits. Hence, it 

is important to observe the simultaneous effects of the adjustments to the control 

variables on all the dependent variables. The linearised sensitivity relationships 

linking dependent and control variables can be obtained by transferring all the 

control variables of equation (1.8) to the right-hand side and the dependent 

variables to the right-hand side and rearranging(5). 

(5.9) 

or 

(5.10) 
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or 

(~X) = ( S) X ( ~U) (5.11) 

where 

( C3 ) = ( As Aa ) 
Ag A10 
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(I) is an identity matrix (s x s) Size. 

Now the limit constraints on the dependent variables can be expressed 

by the inequality constraints. 

(5.12) 

where 

where xi'nin, Xi max, Xi 0 are the minimum, maximum and the actual 

value of the ith element of the dependent variable vector. 

Jrnequality constraints on the control variables 

The control variables have their upper and lower permissible limits. 

(5.13) 

where 

fl. Ui min = Ui min _ Ui o 
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where U .min 
?. ' 

u/nax, Ui 0 are the minimum, maximum and the actual 

value of the ith element of the control variable vector. 

5.3.3.1.2 Inequality constraints on the reactive power flows 

Upper and lower limits on the linearised reactive power flow at the 

sending and receiving ends of each branch 

[L\.Q~in] :s; [L\.Qrsr] :s; [L\.Q~~ax] 

[L\.Q~in] :s; [L\.Qrs DJ :s; [L\.Q~ax] 

(5.14) 

Full details for handling of these constraints are given later in chapter 7. 

5.3.3.1.3 Objective functions 

Full details for handling the objective functions are given m chapters 6, 

and 7. 

5 .4 Conclusion 

This chapter has concentrated upon providing an algorithm able to 

optimise some of the performances that are strongly related to the reactive power 

and voltage problem. The control on VAR sources (capacitors or inductors), 

transformer taps and generator terminal voltages were utilised to achieve this 

objective. The constraints on the control variables, load bus voltages and reactive 

power outputs of generators were considered in the problem formulation. 

This problem was formulated as a linear programming problem and 

solved using sparse dual revised simplex method[76]. The power flow equations 

were linearised about the operating point and the sensitivities of load bus 
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voltage magnitudes and reactive power of the generator voltages with respect 

to the control variables were used to form the linearised objective function and 

constraints[141]. The discrete nature of some of the controls such as capacitor 

or reactor switching were explicitly modelled[91]. 

In the next chapter, the voltage collapse proximity proposed and inves­

tigated in chapter 4 will be incorporated in the dispatch to try to prevent a 

voltage collapse in the system. 
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CHAPTER tB 

REACT][VE POWER D][§P ATCH ][NCJLUD][NG VOJLTAGE ST.AB][JL][TY 

6.1 ][ntroductiqn 

In this chapter , the voltage collapse proximity indicator investigated in 

chapter 4 is incorporated in the reactive power dispatch to attempt to prevent 

a voltage collapse in the system. Four different objectives aimed at optimising 

the system voltage profile were- tested and used for compari~on. Attention has 

been focused on three issues: 

- The voltage collapse proximity indicators for load nodes of concern; 

the voltage profile m the system; 

- the computer time needed to execute the program. 

6.2 Present work 

As discussed in chapter 4, collapse of the system at load bus i occurs 

when the impedance of the load is equal to the equivalent impedance looking 

into the port between bus i and ground; i.e zi = zii 

For a secure system at bus 1 we must have; 

therefore, ~ can be taken as a measure of voltage stability at node i. 
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Based on this criteria four objective functions will be investigated. 

In the present work we will assume that the reactive power at the load 

buses is given, and having the system load we will try to optimise the voltage 

profile in the system. 

6.2.1 Problem formulation· 

Chapter 5 provides a detailed discussions of the system variables and 

constraints taken into account, the linearised model adopted to define a rela­

tionship between dependent and control variables and the methodology used to 

find an optimal solution for a certain objective function. Here, only a brief 

review of tlie problem fo-rmulation will be given. 

6.2.1.1 System variable~ 

Dependent variables. 

The system state or dependent variables include: 

- the reactive power output of the generators (Qg)i 

- the voltage magnitudes of the buses other than the generator buses (V). 

Control variables. 

These are those variables which may be adjusted by control centre 

operator . They are: 

- transformer tap settings (T); 

- the generator excitation settings (Vg)i 

- the switchable VAR compensator settings (Q 8 ). 
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8.2.1.2 Constraints 

- Upper and lower limits on the dependen:t variables; 

- upper and lower limits on the control variables. 

6.2.1.3 Objective functions 

In order to prevent a voltage collapse in the system, four objective 

functions will be adopted and will be discussed later in this chapter; they are: 

- maximization of LiE J ~Vi; 

- maximization of LiEJ Vi; 

- maximization of LiE J zi. 

Where J 1s the set of loads in the system 

6.2.2 Solution methodology 

To solve this problem the following iterative scheme is proposed: 

(i) Perform a load flow solution by the Newton Raphson method[77]; 

(ii) advance counter; 

(iii) linearise the problem constraints and the objective function about the 

system operating state; 

(iv) evaluate the sensitivity matrix relating dependent and independent van­

ables[141]; 
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(v) formulate the linear programming problem; 

(vi) solve the linear programmmg problem usmg the sparse dual revised 

simplex method (76] to evaluate the requited adjustments to the control 

variables. Modify the settings for these control variables; 

(vii) perform the loadflow by the Newton Raphson method; 

(viii) check for satisfactory limits on the dependent variables. If no, go to 

step 2; 

(ix) check for a significant change m the objective function. If yes, go to 

step 2; 

(x) stop 

16.2.3 Linearised model 

The linearised sensitivity model relating dependent and independent vari­

ables can be obtained by linearising the power flow equations around the 

operating state, and then expressing the dependent variables as a function of 

the control variables (see chapter 5 for more details); by doing so, we obtain; 

[D.xj = [Sj[D.uj 

where [S],[U] and [X] are the sensitivity matrix, the control variable 

vector and the dependent variable vector respectively. 

6.2.3.1 Constraints 

They are: 
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- Upper and lower limits on the linearised control variables; 

- upper and lower limits on the linearised dependent variables 

6.2.3.2 Objective functions 

6.2.3.2.]. Maximization of LiEJ ~· 
- . .. 

The aim here is to optimise the voltage profile by maximising the sum 
1te.c.\flrom\s;;, ~ 

of theAindividual voltage collapse proximity indicators at the load nodes in the 

system; 

i) Zii is the ith element of the matrix impedance [Z] and IS taken as a 

constant value evaluated from the previous iteration. 

ii) 
V.· zi = _.:. 
li 

_ V,lcos</>i 

VJiCOScPi 

_ Vlcos</>i 
pi 

= !(Vi), smce Pi and </>i are constant. 

2Vi;sc/Ji [Si][~u] 
~ 
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where, [Si] is the ~-th row of the sensitivity matrix [S]. 

Therefore the linearized objective function becomes; 

6.2.3.2.2 Max:i:mization of LieJ ~Vi. 

In this case the a1m 1s t()~ optimif>e _t~he lo~ad_ voltages considered, each 

one is penalised by its voltage collapse proximity indicator ( ~) 

evaluated from the previous iteration. The reason for the use of the penalty 

factor is that a lower voltage collapse proximity indicator indicates a higher 

risk of voltage collapse at that node, and therefore a higher priority should be 

given to that particular node. 

Therefore the linearised objective function becomes 

6.2.3.2.3 Maximization of LieJ l/i. 

In this case the aim is to optimise the sum of the load voltages considered. 

Therefore the linearised objective function becomes 
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= l:[Si][~u] 
iEJ 

6.2.3.2.4 Maximization of I:iEJ zi. 

In this case the aim is to optimise the voltage profile by maximising the 

sum of the load impedances considered. 

Therefore, similarly to (6.2.3.2.1) the linearised objective function becomes 

6.2.4. Assumptions 

- Due to nonlinearities of the system caused by the existence of non-linear 

loads, Thevenin's theorem cannot hold exactly, to overcome this problem 

(while evaluating Zii), all the loads in the system are represented as load 

impedances and the generators as negative resistors, capacitors and/or 

inductors as follows; 

at every bus in the system we have 

- Linearization 1s performed every time a loadflow is computed 

- Usually, linearisation of the power flow equations is valid over a small 

region around the operating point. Thus, the sensitivity matrix relating 
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dependent and independent variables is valid over a small range around 

the operating point. To overcome this problem, the following procedure 

is adopted. 

For the first iteration of the VAR control problem, the original limits 

on the control variables are observed. This normally yields a feasible, but 

non-optimal solution. Starting the iteration process from this feasible point 

permits narrow ranges for the control variables to be used. 

In the present work the following restrictions on the control variable 

limits are taken; 

- Transformer tap settings; 

-0.025 ::; flT ::; 0.025(p.u) 

- Generator voltages; 

-0.025::; flVg ::; 0.025(p.u) 

- Switching Var sources; 

-0.01 ::S llQ 8 ::S O.Ol(p.u) 

6.2.5. Test system (30 bu:s system) 

A computer program implementing the present work was tested on the 

30-bus system . The aim is to optimise the voltage profile at buses 16, 17, 19, 

21-24, 27, 30. 
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The following control variables were considered: 

- tap settings of four transformers connected between buses 18-207 18-7, 

17-8, and 29-28 

- voltages of generators at buses 1 to 6 

- vars of shunt capacitors at buses 7 to 15. 

6.2.8 Results 

In order to prevent a voltage collapse in the overall system. The four 

oojective functions mentioned above- will be optimised to overcome this problem 

on the 30 bus system. For this reason, the following two tests has been 

conducted: 

- Node 30 of the system is heavily loaded 

- The system is heavily loaded. 

6.2.6.1 Node 30 is heavily loaded {the system is on the verge of collapse) 

Maximization of LiE J -=-zz.· . • .. 
This test was carried out on the 30 bus system, the aim is to maximise 

the distance from collapse at buses 16,17,19,21-24,27,30 and to retain all the 

system variables within the specified limits. 

At the end of the second iteration, the system variables are all within 

the specified limits and the sum of individual distances from collapse has been 

increased from 838'. 7067 to 890.9778, representing an 6.2323 % increase in the 

proposed distances. This system required 9.24 seconds total computer time 

on a DEC VAX 8600 to obtain the final results. Tables 6.1-6.3 shows the 

results of the load flow solution arid the value~ of the objective functions at 
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Table I!U. 

Branchfl.ow (Base case). Node 3p,heavily loaded 

'Branch From To ,P(MW) q(MVAr) P L(JSS(MW) ~Q Loss(MVAr) Tap(pu) 

1 1 2 86;4190 Q9.9523 1.3132 1:0496 l.POOO 

2 1 16 54.8991 7.5067 1.2662 3.0117 1.0000 . 
·,.o-- .. 

3 2 17 40.5764 6.2841 0.8956 0.8001 1.0000 

4 16 17 51.2329 3.2950 0.3376 0.5396 1.0000 

5 2 3 51.2675 4.7531 1.1621 2.6860 1.0000 

6 2 18 51:5618 6.4380 1.4579 2.4739 1.0000 

7 17 18 48.4145 -0;0517 0.2747 0.5014 1.0000 

8 3 19 5.9054 8.7295 0.0543 -0.8899 1.0000 

9 __ 18 .1.9 17.0263 _ __ 0.6694 +· 0.077.4_ ... -0.6ll2 .. 1.0000-

10 18 4 16,5722 -23.8609 0.0996 -0.1069 1.0000 

11 4 29 6.4726 9.4840 0.0958 -1.8282 1.0000 

12 18 29 31.8137 19.3935 0.2358 0.1941 1.0000 

13 20 5 -20.0000 -22.1562 0.0000 1.8438 1.0000 

14 20 7 38.9023 28.8070 0.0000 2.5647 1.0000 

15 8 6 -20.0000 -28.7986 0.0000 1.6882 1.0000 

16 8 21 9.7318 3.8535 0.1323 0.2750 1.0000 

17 8 9 24.0538 13.5565 0.4950 0;9751 1.0000 

18 8 22 9.5760 7.5466 0.13.78 0.2897 1.0000 

19 21 9 3.3996 1.9785 0.0350 0:0316 1.0000 

20 22 10 5.9382 5.4568 0.0551 0.1287 1.0000 

21 9 2~ 6.6531 3.3461 0.0622 0.1270 1.0000 

22 23 24 3,3909 2.3190 0.0117 0.0236 1.0000 

23 24 11 -6.1207 -1.1045 0.0144 0.0287 1.0000 

24 7 11 8.4091 1.9986 0.0740 0.1653 1.0000 

25 7 10 3.1203 0.4807 0.0034 0.0089 1.0000 

26 7 12 23.0924 13.5240 0;2639 0.5679 1.0000 

27 7 25 12.409.6 6.8119 0.1543 0.3181 1.0000 

28 12 25 5.3285 1.7561 0.0040 0.0082 1.0000 
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Table_ 5.Jl. (continued) 

JBranch flow (Base case)~ Node 30, heavily loaded 

I Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 
.-

29 9· 13 12.0702 8.6822 0.2318 0.4681 1.0000 

30 25 14 17.5798 8.2417 0.4782 0.7443 1.0000 

31 13 14 8.6384 6.6141 0.1744 0.3567 1.0000 

32 26 27 3.5639 2.3954 0.0639 0.0954 1.0000 

33 26 28 12.5505 3.3472 0.2512 0.4796 1.0000 

34 28 15 21.3886 9.8006 1.7528 3.3119 1.0000 

35 28 30 28.8653 13.0758 4.6324 8.7195 1.0000 

36 15 30 17.2358 5.5887 1.4686 2.7751 1.0000 

37 - --- 18 20 18.9023 - 7.4819 - .0.0000_ _0,8310- 1.0150 
-- ~- -

38 18 7 13.9291 -0.2729 0.0000 1.1542 0.9650 

39 17 8 34.5616 6.6910 0.0000 3.0330 1.0150 

40 29 28 37.9546 30.5116 o.oooo 10.5028 0.9600 

41 14 26 .16.8657 7.0548 0.7513 1.3121 1.0000 

Total power lc:)SS = 18.518 MW 

Table 6.2 

Nodal quantities (Base case). Node 30, heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 141.3180 -2.4456 1.0500 0.0000 

2 58.3000 28.4770 1.0400 ~0.0470 

3 -44.2000 6.6624 1.0100 -0.1413 

4 -10.0000 33.2380 1.0100 -0.1399 

5 20.0000 24.0000 1.0493 -0.1292 

6 20.0000 30.4868 1.0500 -0.1697 

7 -5.8000 -2.0000 0.9718 ~0.2127 

8 -11.2000 -7;5000 1.0097 -0.1961 
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'!'able 8.~ (continued) 

~dal quantities (:Base case)~ Node 30, heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

9 -8.2000 -2.5000 0.9767 -0.2188 

10 -9.0000 -5.8000 0.9704 .-0.2153 

11 -2.2000 -0.7000 0.9596 -0.2295 

12 -17.5000 -11.2000 . 0.9532 -0.2263 

13 -3.2000 -1.6000 0.9465 -0.2358 

14 -8.7000 -6.7000 0.9157 -0.2527 

15 -2.4000 -0.9000 0.7323 -0.4486 

16 -2.4000 -1.2000 i.0154 -0.0918 

. 11 - - ~7.6000 ,-1.6000 - .1.0076 . -0.1104_ - -
. 

18 0.0000 0.0000 1.0020 -0.1302 

19 -22.8000 -10.9000 0.9967 -0.1439 

20 0.0000 0.0000 1.0025 -0.1688 

21 -6.2000 -1.6000 0.9883 -0;2163 

22 -3.5000 -1.8000 0.9860 -0.2081 

23 -3.2000 -0.9000 0.9620 -0.2305 

24 -9.5000 -3.4000 0.9566 -0.2337 

25 0.0000 0.0000 0.9521 -0.2274 

26 0.0000 0.0000 0.8569 -0.3065 

27 -3.5000 -2.3000 ,0.8357 -0.3169 

28 0.0000 0.0000 0.8331 -0.3381 

29 0.0000 o.oooo 0.9~50 -0.1461 

30 -40.0000 -7.1700 0.6473 -0.5856 

Table 8.3 

Objective function values (Base case). Node SO, heavily loaded 

2:1EJ Z1/Zn l:iEJ (Zu/Zi)VI l:IEJVI :EIEJ Z1 

838.'106'1 0.6588 8.3958 149.99'18 
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the beginning , while tables 6.4-6.6 shows the results of applying the proposed 

technique on the 30 bus system at the last iteration. 

Maximization of'EiEJ ~Vi. 

The aim is to prevent a voltage collapse in the system by maximising the 

sum of the voltages at the loads under consideration, every voltage is penalised 

by its measure which is evaluated at the previous iteration and 

kept constant for the actual calculations. 

At the end of the second iteration, the system variables are all within 

the specified limits and the sum of individual distances from collapse has been 
- - - - - ---- ---- - - - -

increased from 838.7067 to 900.-s-476, resulting in a 7.3736 % increase in the 

proposed distances. This system required 9.22 seconds total computer time 

to obtain the final results. Tables 6. 7-6.9 show the results of applying the 

proposed technique on the 30 bus system at the last iteration. 

Maximization of 'EiEJ vi. 

Another way to prevent a voltage collapse in the system is to maximise 

the sum of the voltages at the loads under consideration. 

At the end of the second iteration, the system variables are all within 

the specified limits and the sum of the individual distances from collapse has 

been increased from 838.7067 to 899.5928, resulting in an 7.26 % increase in 

the proposed distances. This system required 2.6 seconds total computer time 

to obtain the final results. Tables 6.10-6.12 shows the results of applying the 

proposed technique on the 30 bus system at the last iteration. 

Maximization of 'EiEJ zi. 

Another way to prevent a voltage collapse in the system is to maximise 

the sum of the impedances at the loads under consideration. 
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Table 18.41 
. ~ 

Obje<;tive: M~i:r:rif~ation of LIEJ Z1/Z!1 
.. 

Branch flo~ (2nd iteration), Node SO heavily loaded 

[BrancH From 
' ... . . . 

To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu·) 

1 1 2 81:6776 -8.0502 1.1707 0:6271 1.0000 

2 1 ·16 53.5531 -11.8700 1.2245 2.7694 1.0000 
-

3 2 <17 37.8756 -18.1641 0.9130 0.7754 1.0000 .. 
. . 

4 16 17 49.9286 -15~8394 0.3276 0.4779 1.0000 

5 2 3 51.7247 -23.3997 1.3864 3.5140 1.0000 

6 2 18 49.2066. -19.8135 1.4932 2.4950 1.0000 

7 17 18 51.6375 -9.8843 0.2981 0.5422 1.0000 

8 3 19 6.1383 13.08_()_3. QJ!J)J~. .. -_0.9051 . -- 1.0000 __ 
- - . ---

--· --

9 18 19 16.8245 -3.8033 0.0716 -0.7119 1.0000 

10 18 4 17.3767 -30.6290 0.1339 -0.0301 1.0000 

11 4 29 7.2428 9.4011 0.0936 -2.0462 1.0000 

12 18 29 34.9168 14.7,556 0.2229 0.0860 1.0000 

13 20 5 -20.0000 -22.2690 0.0000 1.7310 1.0000 

14 20 7 35.5284 -9.4938 0.0000 1.3819 1.0000 

15 8 6 -20.0000 -29.5488 0.0000 1.6189 1.0000 

16 8 21 8.0370 -0.2525 0.0723 0.1503 1.0000 

17 8 9 20.4963 -3.2731 0.2590 0.5103 1.0000 

18 8 22 7.5928 -0.3593 0.0496 0.1043 1.0000 

19 21 9 1.7647 -2.0028 0.0145 0.0131 1.0000 

20 22 10 4.0432 -2.2636 0.0163 0.0379 1.0000 

21 9 23 5.6009 0.0958 0.0310 0~0633 1.0000 

22 23 24 2.3699 -0.8675 0.0038 0.0077 1.0000 

23 24 11 -7.1339 -4.2752 0.0220 0.0440 1.0000 

24 7 11 9.4317 0.1884 0.0758 0;1693 1.0000 

25 7 10 4.9833 3.1281 0.0102 0.0~66 1.0000 

26 7 12 19.6352 2.5437 0.1241 0.26J2 1.0000 

27 7 25 10.0846 0.4806 0.0674 0.1390 1.0000 

28 12 25 2.0110 -3.9235 0.0021 0.0042 1.0000 
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Table 8.41 (continued) 

Objective: Maximisation of EtEJ Zt/Zu 

Branch flow (2nd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) PLoss(MW) Q Loss(MVAr) Tap(pu) 

29 9 13 8.1866 u3.3950 0.0725 0.1465 ·1.oooo 

30 25 .14 12.0262 ~3.5862 0.1672 0.2603 1.0000 

31 13. 14 4.9141 -0.1415 0.0295 0.0604 1.0000 
" . --

32 26 27 3.5428 2.3640 0.0428 0.0640 r.oooo 
33 26 28 4.3283 -8:4133 0.0908 0.1733 1.0000 

34 28 15 19.7507 2.8527 0.7929 1.4982 1.0000 

35 28 3d 26.3299. 7.1561 2.1595 4.0648 1.0000 

-· 36 15 30 16,5577 5.4545 - ~·- -0.7281 -·- 1.3758 1.0000 

37 18 20 15.5284 -29.3476 0.0000 2.4152 0.9300 

38 18 7 14.4064 16.2893 0.0000 2.0727 1.0750 

39 17 8 27.3261 -26.9724 0.0000 3.9613 0.9300 

40 29 28 41.8431 26.1170 0.0000 7.5215 1.0950 

41 14 26 8.0435 -5.7483 0.1724 0.3010 1.0000 

Total power loss = U.4308 MW 

Table 6.5 -

Objective: Maximisation of EtEJ Zt/Zu 

Nodal quantities (2nd iteration) Node 30 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 135.2306 -19.9201 1.0494 0.0000 

2 58.3000 -52.7000 1.0391 -0.0442 

3 -44.2000 40.0000 1.0637 -:0,1467 

4 -10.0000 40.0000 1.0580 -0.1440 

5 20.0000 24.0000 1.0829 -0.1290 

6 20.0000 31.1677 1.0890 -0.1575 

7 -5.8000 3.0000 1.0483 -0.2020 

8 -11.2000 -2.5000 1.0493 -0.1820 
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'!'able 13.5 (continued) 

Objective: Maximisation -of EtEJ Zt/Zu 

Nodal quantities (2nd iteration). Node 30-heavily lo~ded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) · Theta(rad) 

9 -8.2000 2.5000 1.0408 -0.2084 

10 -9.0000- -0.8000 1.0442 -0.2049 

11 -2.2000 4.3000 1.0397 -0.2199 

12 -17.5000 -6.2000 1.0400 -0.2147 

13 -3.2000 3.4000 1.0397 -0.2268 

14 -8.7000 -1.7000 1.0339 -0.2394 

15 -2.4000 4.1000 1.0007 -0.3630 

16 -2.4000 -1.2000 ___ 1.0500 _:-O,_Q~4t3 --
~ 

17 -7.6000 -1.6000 1.0495 -0.1136 

18 0.0000 0.0000 1.0477 -0.1341 

19 -22.8000 -10.9000 1.0461 -0.1475 

20 0.0000 0.0000 1.0376 -0.1660 

21 -6.2000 -1.6000 1.0406 -0.2011 

22 -3.5000 -1.8000 1.0432 -0.1961 

23 -3.2000 -0.9000 1.0349 -0.2197 

24 -9.5000 -3.4000 1.0345 -0.2231 

25 0.0000 0.0000 1.0407 -0.2155 

26 0.0000 0.0000 1.0381 -0.2741 

27 -3.5000 -2.3000 1.0208 -0.2812 

28 0.0000 0.0000 1.0506 -0.2908 

29 0.0000 0.0000 1.0336 -0.1510 

30 -40.0000 -7.1700 0.9383 -0.4290 

Table 13.13 

Maximisation of EiEJ Zi/Zu. Node SO, heavily loaded 
.-

Objective function Vs distance from collapse (2nd iteration) 

EiEJ ZI/Zu EiEJ Zt/Zu 

890.9'i78 890.9'178 
-
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Table 15. '1 

·Branch From 'To P(MW) 9(MVArj P'L~ss(MW) Q Loss(MVA'r) 1'ap(pu) 
. . ' - . 

1 1 2 ,,8L9748 -14.4562 1.1776 0.5805 t.oopo 

2 1 16 52.8705 -5.2382 1.1317 2.3700 1.0000 

3 2 17 38.0098 -7~ 1.705 0.7661 0.3087 1.0000 

4 16 17 49.3388 -8.8082 0.3011 0.4039 1.0000 

5 2 3 51.7766 -19.5655 1.2854 3.0460 1.0000 

6 2 18 49.3109 -12.1991 1.3394 2.0003 1.0000 

7 17 18 50.3667 -20.6291 0.3213 0.6246 1.0000 

8 ... 3. - ·t9· 6;2911 16.0563 0.1272 . . --0;8239 - 1.0000- . 
. ,. ' .-

9 18 19 16.7133 -6.6775 0.0772 -0.6974 1.0000 

10 18 4 17.3109 -30.6914 0.1339 -0:0305 1.0000 

11 4 29 7.1770 9.3391 0.0923 -2.0534 1.0000 

12 18 29 34.6605 14.4981 0.2187 0.0704 1.0000 

13 20 5 -20.0000 -22.2685 0.0000 1.7315 1.0000 

14 20 7 35.1617 -9.1648 0.0000 1.3495 1.0000 

15 8 6 -20.0000 -3.5301 0.0000 0.5248 1.0000 

16 8 21 8.1464 -0.2818 0.0743 0.1545 1.0000 

17 8 9 20.9388 -3.3143 0.2704 0.5326 1.0000 

18 8 22 8.0295 -0.5013 0.0556 0.1169 1.0000 

19 21 9 1.8721 -2.0364 0.0156 0.0141 1.0000 

20 22 10 4.4739 -2.4182 0.0196 0.0457 1.0000 

21 9 23 5.8265 -0.0166 0.0336 0.0686 1.0000 

22 23 24 2.5930 -0.9851 0.0046 0.0093 1.0000 

23 24 11 -6.9116 -4.3944 0.0213 0.0427 1.0000 

24 7 11 9.2053 0.2~86 0.0723 Oi1615 l.OQQO 

25 7 10 4.5550 3.2882 0.0093 0.0243 1.0000 

26 7 12 19.6661 2.7258 0;2689 1.0000 

27 7 25 10.1058 0.5993 0;0679 0.1399 LOOOO 

28 12 -25 2.0411 -3.7432 0.0020 0.0040 1.0000 
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Table 15.'1 (continued) 

Objective: Maximisation of l:IEJ(Zu/Zi)V, 

Branch flow (znd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MV Ar) Tap(pu) 

29 9 13 ,8.4982 -3.3809 . . 0.0773 0.1562 1.0000 

30 25 14 12.0771 -3.2877 0.1666 0.2593 1.0000 

31 13 14 5.2209 -0.1371 0.0334 0.0682 1.0000 
. 

32 26 27 3.5431 2.3643 0.0431 0.0643 1.0000 

33 26 28 4.6778 -8.1262 0.0896 0.1712 1.0000 

34 28 15 19.7657 2.8789 0.8001 1.5118 1.0000 

35 28 30 26.3489 7.1941 2.1795 4.1024 1.0000 

36 ~ 15 ' 30 16.5656 5.4671 0.7350 . 1.3888 · ·t;OOOO 
.. .. · . - . 

37 18 20 15.1617 -29.0794 0.0000 2.3539 0.9300 

38 18 7 14.1703 16.4971 0.0000 2;0709 1.0750 

39 17 8 28.3147 1.7378 0.0000 1.8655 1.0050 

40 29 28 41.5265 25.8202 0.0000 7.4499 1.0900 

41 14 26 8.3981 -5.4523 0.1772 0.3095 1.0000 

Total power loss = 12.0453. MW 

Table 6.8 

Objective: Maximisation of l:lEJ (ZH/Zi)V 1 

Nodal quantities (2nd iteration) Node 30 heavily loaded 

.Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 134.8453 -19.6945 1.0598 0.0000 

2 58.3000 -24.4983 1.0530 -0.0445 

3 -44.2000 38.6677 1.0697 -0.1435 

4 -10.0000 40.0000 1.0585 -0.1391 

5 20.0000 24.0000 1.0828 -0.1234 

6 20.0000 4.0549 1.0540 -0.1485 

7 -5.8000 3.0000 1.0478 -0.1960 

8 -11.2000 -7.5000 1.0489 -0.1738 
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Table 8.8 (continued) 

Objective: Maximisation of EtEJ (Zu/Zi)Vt 

Nodal quantities (2nd iteration) Node 30 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

9 -8.2000 2.5000 1.0402 -0.2008 

10 -9.0000 -0.8000 1.0437 -0.1985 

11 -2.2000 4.3000 1.0391 -0.2134 

12 -17.5000 -6.2000 1.0394 -0.2087 

13 -3.2000 3.4000 1.0388 -0.2198 

14 -8.7000 -1.7000 1.0326 -0.2332 

15 -2.4000 4.1000 0.9966 -0.3585 

16 -2.4000 -1.2000 1.0486 -0.0899 

17 -7.6000 -1.6000 1.0457 -0.1080 

18 0.0000 0.0000 1.0482 -0.1292 

19 -22.8000 -10.9000 1.0489 -0.1432 

20 0.0000 0.0000 1.0374 -0.1604 

21 -6.2000 -1.6000 1.0402 -0.1932 

22 -3.5000 -1.8000 1.0428 -0.1888 

23 -3.2000 -0.9000 1.0343 -0.2127 

24 -9.5000 -3.4000 1.0340 -0.2164 

25 0.0000 0.0000 1.0400 -0.2095 

26 0.0000 0.0000 1.0353 -0.2686 

27 -3.5000 -2.3000 1.0180 -0.2757 

28 0.0000 0.0000 1.0469 -0.2858 

29 0.0000 0.0000 1.0343 -0.1461 

30 -40.0000 -7.1700 0.9340 -0.4251 

Table 8.9 

Objective: Maximisation of EtEJ(Zu/Zt)Vt. Node 30, heavily loaded 

Objective function Vs distance from collapse (2nd iteration) 

EtEJ (Zu/Zt)V 1 EtEJ Zt/Zu 

0.5220 900.54'16 
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Table 6.Jl.O 

Objective: Maximisation of L;eJ Vt 

Branch flow (2nd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

1 1 2 81.8896 -13.1104 1.1738 0.5820 1.0000 

2 1 16 52.9931 -6.7707 1.1471 2.4356 1.0000 

3 2 17 37.9454 -10.1297 0.7869 0.3744 1.0000 

4 16 17 49.4460 -10.4063 0.3055 0.4157 1.0000 

5 2 3 51.8118 -20.9625 1.3164 3.1819 1.0000 

6 2 18 49.2586 -13.9938 1.3664 2.0864 1.0000 

7 17 18 50.6544 -18.5007 0.3147 0.6008 1.0000 

8 3 19 6.2954 15.8556 0.1246 -0.8310 1.0000 

9 18 19 16.7057 -6.4868 0.0766 -0.7002 1.0000 

10 18 4 17.3547 -30.6202 0.1335 -0.0324 1.0000 

11 4 29 7.2212 9.4122 0.0935 -2.0512 1.0000 

12 18 29 34.8290 14.8029 0.2217 0.0806 1.0000 

13 20 5 -20.0000 -22.2710 0.0000 1.7290 1.0000 

14 20 7 35.1687 -9.3787 0.0000 1.3520 1.0000 

15 8 6 -20.0000 -9.6284 0.0000 0.6260 1.0000 

16 8 21 8.1085 -0.3006 0.0735 0.1529 1.0000 

17 8 9 20.8064 -3.4107 0.2671 0.5260 1.0000 

18 8 22 7.9297 -0.5063 0.0541 0.1138 1.0000 

19 21 9 1.8350 -2.0535 0.0155 0.0140 1.0000 

20 22 10 4.3756 -2.4202 0.0189 0.0441 1.0000 

21 9 23 5.7800 0.0033 0.0330 0.0673 1.0000 

22 23 24 2.5470 -0.9640 0.0044 0.0089 1.0000 

23 24 11 -6.9574 -4.3730 0.0214 0.0429 1.0000 

24 7 11 9.2517 0.2786 0.0729 0.1628 1.0000 

25 7 10 4.6529 3.2892 0.0096 0.0249 1.0000 

26 7 12 19.5855 2.5540 0.1234 0.2656 1.0000 

27 7 25 10.0522 0.4879 0.0669 0.1380 1.0000 

28 12 25 1.9621 -3.9116 0.0021 0.0042 1.0000 
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'!'able 8.].0 (continued) 

Objective: Maximisation of 2:iEJ Vi 

Branch flow (2nd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

29 9 13 8.3789 -3.5075 0.0761 0.1537 1.0000 

30 25 14 11.9453 -3.5659 0.1648 0.2566 1.0000 

31 13 14 5.1028 -0.2613 0.0318 0.0651 1.0000 

32 26 27 3.5428 2.3639 0.0428 0.0639 1.0000 

33 26 28 4.4314 -8.5224 0.0934 0.1784 1.0000 

34 28 15 19.7473 2.8468 0.7913 1.4952 1.0000 

35 28 30 26.3257 7.1477 2.1551 4.0564 1.0000 

36 15 30 16.5560 5.4516 0.7266 1.3729 1.0000 

37 18 20 15.1687 -29.2727 0.0000 2.3770 0.9300 

38 18 7 14.1736 16.3952 0.0000 2.0548 1.0750 

39 17 8 28.0447 -4.4254 0.0000 1.9207 0.9900 

40 29 28 41.7351 26.1857 0.0000 7.4904 1.0950 

41 14 26 8.1514 -5.8489 0.1773 0.3096 1.0000 

Total power loss = 12.082'1 MW 

'!'able 6.U 

Objective: Maximisation of I:iEJ Vt 

Nodal quantities (2nd iteration) Node 30 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 134.8827 -19.8811 1.0578 0.0000 

2 58.3000 -31.3936 1.0503 -0.0444 

3 -44.2000 40.0000 1.0698 -0.1443 

4 -10.0000 40.0000 1.0589 -0.1400 

5 20.0000 24.0000 1.0836 -0.1244 

6 20.0000 10.2544 1.0629 -0.1500 

7 -5.8000 3.0000 1.0488 -0.1969 

8 -11.2000 -7.5000 1.0498 -0.1751 
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Table 6 . .U. (continued) 

Objective: Maximisation of I:tEJ V1 

Nodal quantities (2"d iteration). Node 30 heavily 1 ,...lor! 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

9 -8.2000 2.5000 1.0412 -0.2020 

10 -9.0000 -0.8000 1.0447 -0.1995 

11 -2.2000 4.3000 1.0402 -0.2144 

12 -17.5000 -6.2000 1.0406 -0.2095 

13 -3.2000 3.4000 1.0402 0 0.2209 

14 -8.7000 -1.7000 1.0345 -0.2340 

15 -2.4000 4.1000 1.0016 -0.3582 

16 -2.4000 -1.2000 1.0494 -0.0908 

17 -7.6000 -1.6000 1.0470 -0.1091 

18 0.0000 0.0000 1.0487 -0.1302 

19 -22.8000 -10.9000 1.0493 -0.1441 

20 0.0000 0.0000 1.0382 -0.1614 

21 -6.2000 -1.6000 1.0412 -0.1945 

22 -3.5000 -1.8000 1.0437 -0.1900 

23 -3.2000 -0.9000 1.0354 -0.2137 

24 -9.5000 -3.4000 1.0350 -0.2174 

25 0.0000 0.0000 1.0413 -0.2104 

26 0.0000 0.0000 1.0389 -0.2693 

27 -3.5000 -2.3000 1.0216 -0.2763 

28 0.0000 0.0000 1.0515 -0.2863 

29 0.0000 0.0000 1.0346 -0.1471 

30 -40.0000 -7.1700 0.9393 -0.4242 

Table 6.12 

Maximisation of l::tEJ V1.Node 30, heavily loaded 

Objective function Vs distance from collapse (2"d iteration) 

I:tEJ Vt l::tEJ ZI/Zu 

9.261'1 899.5928 
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At the end of the second iteration, the system variables are all within 

the specified limits and the sum of individual distances from collapse has been 

increased from 838.7067 to 894.5834, resulting in a 6.6623 % increase in the sum 

of the proposed distances. This system required 2.61 seconds total computer 

time to obtain the final results. Tables 6.13-6.15 shows the results of applying 

the proposed technique on the 30 bus system at the last iteration. 

Discussion 

On the basis of the results obtained above, a companson between the 4 

different objectives considered is possible . We will concentrate on three issues. 

- The voltage collapse proximity indicators at the nodes of concern; 

- the voltage profile in the system; 

- the computer time needed to execute the program. 

It is very clear from the results, that the voltage profile at the loads are 

nearly the same, at most there are differences in the third decimal digit. 

It is obvious that objectives (6.2.3.2.1) and (6.2.3.2.2) are more time 

consummg. The reason for this is the need to evaluate the Thevenin's equivalent 

impedance at every load taken into consideration, and consequently the need to 

invert the system admittance matrix for every load, every time the system loads 

and generators are linearised. Therefore the number of times the admittance 

matrix needs to be inverted is equal to the product of the number of loads 

taken into consideration and the number of iterations needed for the program 

to converge. The difference in the sum of distances from collapse, or the 

individual distances at the load node considered are less than 2% which has 

negligeable effect on the voltage profile. Therefore, among the four objectives 

studied, it is obvious that objectives (6.2.3.2.3) or (6.2.3.2.4) are more reliable, 

since there is no need to use the inverted admittance matrix, also objective 

(6.2.3.2.3) is preferable, because it takes into account the real system status 
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Table 6.Jl.3 

Objective: Maximisation of LJEJ Z1 

Branch flow {2nd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

1 1 2 81.7982 -10.6951 1.1727 0.6074 1.0000 

2 1 16 53.2263 -8.7098 1.1776 2.5725 1.0000 

3 2 17 37.9303 -13.3527 0.8314 0.5222 1.0000 

4 16 17 49.6487 -12.4824 0.3141 0.4411 1.0000 

5 2 3 51.7718 -21.9625 1.3473 3.3327 1.0000 

6 2 18 49.2234 -16.4072 1.4165 2.2532 1.0000 

7 17 18 50.9055 -15.4174 0.3065 0.5732 1.0000 

8 3 19 6.2245 14.7048 0.1102 -0.8604 1.0000 

9 18 19 16.7600 -5.3688 0.0743 -0.7035 1.0000 

10 18 4 17.3515 -30.6384 0.1341 -0.0290 1.0000 

11 4 29 7.2175 9.3906 0.0934 -2.0442 1.0000 

12 18 29 34.8160 14.7055 0.2218 0.0831 1.0000 

13 20 5 -20.0000 -22.2682 0.0000 1.7318 1.0000 

14 20 7 35.2530 -9.6484 0.0000 1.3657 1.0000 

15 8 6 -20.0000 -14.2569 0.0000 0.7656 1.0000 

16 8 21 8.1099 -0.2296 0.0734 0.1527 1.0000 

17 8 9 20.7602 -3.1370 0.2645 0.5211 1.0000 

18 8 22 7.8580 -0.2132 0.0529 0.1113 1.0000 

19 21 9 1.8364 -1.9823 0.0149 0.0134 1.0000 

20 22 10 4.3051 -2.1245 0.0174 0.0407 1.0000 

21 9 23 5.7503 0.1657 0.0326 0.0667 1.0000 

22 23 24 2.5177 -0.8010 0.0042 0.0084 1.0000 

23 24 11 -6.9865 -4.2094 0.0211 0.0423 1.0000 

24 7 11 9.2810 0.1155 0.0734 0.1639 1.0000 

25 7 10 4.7216 2.9892 0.0092 0.0240 1.0000 

26 7 12 19.6086 2.5271 0.1238 0.2665 1.0000 

27 7 25 10.0672 0.4701 0.0672 0.1386 1.0000 

28 12 25 1.9848 -3.9394 0.0021 0.0042 1.0000 
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'.fable 8.13 (continued) 

Objective: Maximisation of EteJ zi 
Branch flow (2nd iteration). Node 30 heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

29 9 13 8.3669 -3.3195 0.0747 0.1509 1.0000 

30 25 14 11.9827 -3.6121 0.1663 0.2589 1.0000 

31 13 14 5.0922 -0.0703 0.0316 0.0647 1.0000 

32 26 27 3.5428 2.3640 0.0428 0.0640 1.0000 

33 26 28 4.4587 -8.3763 0.0914 0.1745 1.0000 

34 28 15 19.7528 2.8565 0.7940 1.5002 1.0000 

35 28 30 26.3327 7.1617 2.1624 4.0702 1.0000 

36 15 30 16.5589 5.4563 0.7291 1.3777 1.0000 

37 18 20 15.2530 -29.4977 0.0000 2.4189 0.9300 

38 18 7 14.2254 16.1483 0.0000 2.0324 1.0750 

39 17 8 27.9280 -12.9809 0.0000 2.3558 0.9700 

40 29 28 41.7182 26.0573 0.0000 7.4883 1.0950 

41 14 26 8.1769 -5.7061 0.1753 0.3062 1.0000 

Total power loss = H.2245 MW 

Table IB.JIA\ 

Objective: Maximisation of EteJ Zt 

Nodal quantities (2nd iteration). Node 30 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 135.0245 -19.4050 1.0533 0.0000 

2 58.3000 -40.4198 1.0445 -0.0444 

3 -44.2000 40.0000 1.0661 -0.1456 

4 -10.0000 40.0000 1.0573 -0.1419 

5 20.0000 24.0000 1.0827 -0.1264 

6 20.0000 15.0225 1.0697 -0.1533 

7 -5.8000 3.0000 1.0482 -0.1991 

8 -11.2000 -2.5000 1.0503 -0.1782 
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'Jl'able 5.14 (continued) 

Objective: Maximisation of LtEJ z, 
Nodal quantities (2"d iteration). Node 30 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

9 -8.2000 2.5000 1.0415 -0.2049 

10 -9.0000 -0.8000 1.0443 -0.2019 

11 -2.2000 4.3000 1.0398 -0.2168 

12 -17.5000 -6.2000 1.0400 -0.2118 

13 -3.2000 3.4000 1.0401 -0.2236 

14 -8.7000 -1.7000 1.0339 -0.2364 

15 -2.4000 4.1000 1.0001 -0.3607 

16 -2.4000 -1.2000 1.0483 -0.0925 

17 -7.6000 -1.6000 1.0466 -0.1111 

18 0.0000 0.0000 1.0471 -0.1320 

19 -22.8000 -10.9000 1.0467 -0.1458 

20 0.0000 0.0000 1.0373 -0.1634 

21 -6.2000 -1.6000 1.0416 -0.1975 

22 -3.5000 -1.8000 1.0438 -0.1927 

23 -3.2000 -0.9000 1.0353 -0.2164 

24 -9.5000 -3.4000 1.0348 -0.2199 

25 0.0000 0.0000 1.0406 -0.2126 

26 0.0000 0.0000 1.0378 -0.2715 

27 -3.5000 -2.3000 1.0205 -0.2786 

28 0.0000 0.0000 1.0501 -0.2885 

29 0.0000 0.0000 1.0330 -0.1489 

30 -40.0000 -7.1700 0.9377 -0.4268 

'Jl'able 6.].5 

Maximisation of LtEJ z,. Node SO, heavily loaded 

Objective function Vs distance from collapse (2"t iteration) 

LtEJZI LiEJ ZJ/Zu 

1'13.9036 894\.5834. 
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(system voltages), while objective (6.2.3.2.4) is based on the linearisation of 

system loads ( Zi = J; ). Tables 6.16-6.22 shows the comparison between the 

four methods. 

16.2.16.2 §ystem is heavily loaded (the system is on the verge of collapse) 

In order to see the effect of these techniques on the system when the 

system is heavily loaded, the system has been subjected to a heavy load 

conditions. These tests lead to similar conclusions as those above. Tables 6.23 

and 6.24 shows the result of the loadflow solution at the beginning, while tables 

6.25-6.31 shows a comparison between the four methods in terms of the most 

signifant factors. 

16.3 Conclusion 

In this chapter , the voltage collapse proximity indicator investigated in 

chapter 4 is incorporated in the reactive power dispatch to attempt to prevent 

a voltage collapse in the system. 

Four different objectives aimed at optimising the system voltage profile 

were tested and used for comparison. Those objectives are 

- Maximization of l:ieJ -=-zz_-_; 
II 

- maximization of l:ieJ ~Vi; 

- maximization of l::ieJ Vi; 

- maximization of l:iEJ Zi. 

Attention has been focused on three issues: 

- The voltage collapse proximity indicators for load nodes of concern; 
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'JL'able 18.115 

Comparison of individual load voltage collapse proximity indicators (Zi/Ziii E J) 

Node 30, heavily loaded 

Objective function Base case I:tEJ Z;fZu I:tEJ (Zii/Zt)Vi I:tEJ VI I:IEJ Z; 

Node 16 416.0601 431.4394 435.5895 435.0435 432.5448 

Node 17 150.6619 155.8801 157.6961 157.4323 156.4260 

Node 19 27.4595 29.0913 29.4177 29.3830 29.1939 

Node 21 40.5171 43.6139 44.4199 44.3259 44.0699 

Node 22 80.2204 86.4977 87.8542 87.7071 87.2222 

Node 23 77.2597 85.4410 86.3945 86.3404 85.9699 

Node 24 25.2198 28.0974 28.3569 28.3502 28.2364 

Node 27 19.9720 28.2881 28.2064 28.3719 28.2929 

Node 30 1.3361 2.6287 2.6125 2.6384 2.6273 

Table 6.1'7 

Comparison of load voltages 

Node 30, heavily loaded 

Objective function Base case I:tEJ ZI/Zu I:IEJ (Zu/ZI)V 1 I:iEJ VI I:tEJ zi 
Node 16 1.0154 1.0500 1.0486 1.0494 1.0483 

Node 17 1.0076 1.0495 1.0457 1.0470 1.0466 

Node 19 0.9967 1.0461 1.0489 1.0493 1.0467 

Node 21 0.9883 1.0406 1.0402 1.0412 1.0416 

Node 22 0.9860 1.0432 1.0428 1.0437 1.0438 

Node 23 0.9620 1.0349 1.0343 1.0354 1.0353 

Node 24 0.9566 1.0345 1.0340 1.0350 1.0348 

Node 27 0.8357 1.0208 1.0180 1.0216 1.0205 

Node 30 0.6473 0.9383 0.9340 0.9393 0.9377 
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Table 8.Jl.8 

Comparison of percentage increase of CL:teJ Zt/Zn) 

Node 30, heavily loaded 

Objective function l:teJ Zt/Zu 2:1 lnJ (Zu/Zt)V, EteJ vi l:teJ Zt 

Xncrease of (l:teJ Z;/Zu) 6.2323% 7.3736% 7.2600% 6.6623% 

Execution time (sec) 9.24 9.22 2.60 2.61 

Table 6.:H.9 

Comparison of generator voltages 

Node 30, heavily loaded 

Objective function Base case :l:teJ Zt/Zu EteJ (Zu/Zt)Vi LteJ Vt L:IEJ Zt 

Node 1 1.0500 1.0494 1.0598 1.0578 1.0533 

Node 2 1.0400 1.0391 1.0530 1.0503 1.0445 

Node 3 1.0100 1.0637 1.0697 1.0698 1.0661 

Node 4 1.0100 1.0580 1.0585 1.0589 1.0573 

Node 5 1.0493 1.0829 1.0828 1.0836 1.0827 

Node 6 1.0500 1.0890 1.0540 1.0629 1.0697 

Table 6.20 

Comparison of net reactive power injection at the generator buses 

Node 30, heavily loaded 

Objective function Base case LteJ Zt/Zn EteJ (Zn/Zt)V 1 E1eJ V1 I:iEJ Z; 

Node 1 -2.4456 -19.9201 -19.6945 -19.8811 -19.405C 

Node 2 28.4770 -52.7000 -24.4983 -31.3936 -40.4198 

Node 3 6.6624 40.0000 38.6677 40.0000 40.0000 

Node 4 33.2380 40.0000 40.0000 40.0000 40.0000 

Node 5 24.0000 24.0000 24.0000 24.0000 24.0000 

Node 6 30.4868 31.1677 4.0549 10.2544 15.0225 
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Table IB.:u 

Comparison of net reactive power injection at the SVC sources 

Node 30, heavily loaded 

Objective function JBase case :Z::teJ Zt/Zu l:teJ (Zu/Zi)Vt :Z::teJ Vt L:teJ Z1 

Node 7 -2.0000 3.0000 3.0000 3.0000 3.0000 

Node 8 -7.5000 -2.5000 -7.5000 -7.5000 -2.5000 

Node 9 -2.5000 2.5000 2.5000 2.5000 2.5000 

Node 10 -5.8000 -0.8000 -0.8000 -0.8000 -0.8000 

Node 11 -0.7000 4.3000 4.3000 4.3000 4.3000 

Node 12 -11.2000 -6.2000 -6.2000 -6.2000 -6.2000 

Node 13 -1.6000 3.4000 3.4000 3.4000 3.4000 

Node 14 -6.7000 -1.7000 -1.7000 -1.7000 -1.7000 

Node 15 -0.9000 4.1000 4.1000 4.1000 4.1000 

Table 6.22 

Comparison of transformer taps 

Node 30, heavily loaded 

Objective function Base case l:ieJ Zl/Zu l:teJ (Zii/Z;}Vt :Z::teJ Yt L:ieJ Z1 

Branch 37 1.0150 0.9300 0.9300 0.9300 0.9300 

Branch 38 0.9650 1.0750 1.0750 1.0750 1.0750 

Branch 39 1.0150 0.9300 1.0050 0.9900 0.9700 

Branch 40 0.9600 1.0950 1.0900 1.0900 1.0950 

-202-



Table 18.23 

Branch flow (base case). System, heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

1 1 2 167.4642 33.5456 5.0972 12.4797 1.0000 

2 1 16 95.5540 42.2013 4.5129 16.4566 1.0000 

3 2 17 66.7286 26.7569 2.9522 7.2847 1.0000 

4 16 17 86.2411 23.3447 1.1827 3.0293 1.0000 

5 2 3 72.6492 3.0241 2.4799 8.3785 1.0000 

6 2 18 81.2892 28.5848 4.3126 11.3635 1.0000 

7 17 18 62.0920 4.7897 0.5415 1.5041 1.0000 

8 3 19 25.9693 34.6456 0.9291 1.4315 1.0000 

9 18 19 20.7378 -11.5806 0.1779 -0.1665 1.0000 

10 18 4 16.3996 -30.0187 0.1666 0.2027 1.0000 

11 4 29 6.2330 9.7786 0.1138 -1.4207 1.0000 

12 18 29 30.6995 15.3428 0.2402 0.3180 1.0000 

13 20 5 -20.0000 -21.5739 0.0000 2.4261 1.0000 

14 20 7 63.5049 46.4135 0.0000 9.1726 1.0000 

15 8 6 -20.0000 -45.4642 0.0000 4.5358 1.0000 

16 8 21 16.8126 7.4814 0.5474 1.1380 1.0000 

17 8 9 37.8408 23.3373 1.7184 3.3849 1.0000 

18 8 22 14.4894 13.5826 0.4895 1.0293 1.0000 

19 21 9 3.8651 3.1434 0.0800 0.0723 1.0000 

20 22 10 6.9999 8.9534 0.1559 0.3639 1.0000 

21 9 23 12.3019 6.8549 0.3235 0.6605 1.0000 

22 23 24 5.5784 4.3944 0.0536 0.1083 1.0000 

23 24 11 -13.4751 -2.5139 0.1095 0.2191 1.0000 

24 7 11 18.5194 5.3271 0.5348 1.1941 1.0000 

25 7 10 11.2239 3.1875 0.0679 0.1770 1.0000 

26 7 12 33.1605 22.2981 0.8550 1.8402 1.0000 

27 7 25 16.1866 10.4445 0.4151 0.8559 1.0000 

28 12 25 -2.6945 -1.9421 0.0022 0.0044 1.0000 
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Table 8.23 (continued) 

Branch flow (base case). System, heavily loaded 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) Tap(pu) 

29 9 13 11.2056 11.1686 0.3815 0.7707 1.0000 

30 25 14 13.0749 7.6422 0.4420 0.6880 1.0000 

31 13 14 4.4240 7.1979 0.1596 0.3264 1.0000 

32 26 27 7.3827 5.1717 0.3827 0.5717 1.0000 

33 26 28 -7.8869 -4.7487 0.1715 0.3275 1.0000 

34 28 15 13.2416 4.9886 0.7614 1.4386 1.0000 

35 28 30 15.2784 5.3624 1.4524 2.7338 1.0000 

36 15 30 7.6802 1.7500 0.3063 0.5787 1.0000 

37 18 20 43.5049 31.8751 0.0000 7.0355 1.0150 

38 18 7 27.1855 14.8884 0.0000 6.8720 0.9650 

39 17 8 71.5428 31.7980 0.0000 17.8609 1.0150 

40 29 28 36.5785 26.2240 0.0000 10.7968 0.9600 

41 14 26 -0.5027 0.4256 0.0015 0.0026 1.0000 

Total power loss = 32.1182 MW 

Table 8.24 

Nodal quantities (base case). System, heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 263.0182 75.7469 1.0500 0.0000 

2 58.3000 37.3000 1.0038 -0.0851 

3 -44.2000 40.0000 0.9720 -0.2313 

4 -10.0000 40.0000 0.9253 -0.2355 

5 20.0000 24.0000 0.9147 -0.2838 

6 20.0000 50.0000 0.9461 -0.3852 

7 -11.6000 -4.0000 0.8062 -0.4374 

8 -22.4000 -15.0000 0.8726 -0.4191 
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Table 8.2~ (continued) 

Nodal quantities (base case) 

System9 heavily loaded 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

9 -16.4000 -5.0000 0.8100 -0.4671 

10 -18.0000 -11.6000 0.7984 -0.4505 

11 -4.4000 -1.4000 0.7720 -0.4916 

12 -35.0000 -22.4000 0.7715 -0.4648 

13 -6.4000 -3.2000 0.7684 -0.4855 

14 -17.4000 -13.4000 0.7355 -0.4899 

15 -4.8000 -1.8000 0.6972 -0.5483 

16 -4.8000 -2.4000 0.9444 -0.1594 

17 -15.2000 -3.2000 0.9235 -0.1933 

18 0.0000 0.0000 0.9136 -0.2231 

19 -45.6000 -21.8000 0.9179 -0.2469 

20 0.0000 0.0000 0.8614 -0.3366 

21 -12.4000 -3.2000 0.8279 -0.4660 

22 -7.0000 -3.6000 0.8262 -0.4413 

23 -6.4000 -1.8000 0.7756 -0.4982 

24 -19.0000 -6.8000 0.7637 -0.5057 

25 0.0000 0.0000 0.7725 -0.4641 

26 0.0000 0.0000 0.7349 -0.4853 

27 -7.0000 -4.6000 0.6829 -0.5150 

28 0.0000 0.0000 0.7603 -0.4652 

29 0.0000 0.0000 0.8979 -0.2423 

30 -21.2000 -3.8000 0.6608 -0.6148 

EiEJ ~ = 363.3103 
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Table 18.25 

Comparison of individual load voltage collapse proximity indicators (Zi/Ziii E J) 

I §ystem, heavily loaded 

Objective function Base «:ase LiEJ Zt/Z;; LIEJ (Zu/Zi)V 1 LIEJVI LIEJZI 

Node 16 189.9657 224.7414 225.1183 224.1239 224.1235 

Node 17 68.5515 81.2984 81.4323 81.0687 81.0685 

Node 19 11.8893 14.5438 14.5678 14.4845 14.4845 

Node 21 15.1386 21.7250 21.6897 21.7386 21.7383 

Node 22 31.0439 43.9848 43.9444 43.9860 43.9855 

Node 23 28.3362 42.4811 42.4467 42.4701 42.4697 

Node 24 8.8715 13.7062 13.6993 13.6983 13.6981 

Node 27 6.7579 13.2311 13.2394 13.2341 13.2340 

Node 30 2.7557 5.7537 5.7604 5.7568 5.7568 

Table 6.26 

Comparison of load voltages 

System, heavily loaded 

Objective function Base case LiEJ Z;/Zii LiEJ(Zii/Zi)Vi LtEJ V1 LiEJzl 

Node 16 0.9444 1.0498 1.0509 1.0471 1.0471 

Node 17 0.9235 1.0400 1.0412 1.0367 1.0367 

Node 19 0.9179 1.0308 1.0317 1.0278 1.0278 

Node 21 0.8279 1.0253 1.0244 1.0251 1.0251 

Node 22 0.8262 1.0307 1.0301 1.0304 1.0304 

Node 23 0.7756 1.0048 1.0042 1.0045 1.0044 

Node 24 0.7637 1.0013 1.0008 1.0009 1.0009 

Node 27 0.6829 0.9841 0.9844 0.9844 0.9844 

Node 30 0.6608 0.9950 0.9955 0.9956 0.9956 
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Table 6.21 

Comparison of percentage increase of (L:IEJ ZI/Zu) 

System, heavily loaded 

Objective function L:1eJ ZJ/Zu E1 lnJ(Zn/Zi)VI EIEJ Vt L:lEJ Zt 

JI:ncrease of (L:iEJ Z1/Zu) 27.0170% 27.1370% 26.7679% 26.7674% 

Execution time (sec) 9.31 9.24 2.56 2.69 

Table 6.28 

Comparison of generator voltages 

System, heavily loaded 

Objective function Base case L:tEJ ZI/Zu L:IEJ (Zu/Zi)V, L:tEJ V1 EiEJZI 

Node 1 1.0500 1.0993 1.1000 1.1000 1.1000 

Node 2 1.0038 1.0836 1.0844 1.0825 1.0825 

Node 3 0.9720 1.0712 1.0720 1.0689 1.0689 

Node 4 0.9253 1.0433 1.0442 1.0393 1.0393 

Node 5 0.9147 1.0732 1.0727 1.0724 1.0724 

Node 6 0.9461 1.1000 1.1000 1.0959 1.1000 

Table 6.29 

Comparison of net reactive power injection at the generator buses 

System, heavily loaded 

Objective function Base case L:IEJ ZI/Zu L:IEJ (Zu/Zi)Vt L:iEJ VI L:IEJ Z1 

Node 1 75.7469 -6.0762 -6.5737 -0.8807 -0.8786 

Node 2 37.3000 37.3000 37.3000 37.3000 37.3000 

Node 3 40.0000 40.0000 40.0000 40.0000 40.0000 

Node 4 40.0000 40.0000 40.0000 38.1584 38.1620 

Node 5 24.0000 12.3642 12.0907 11.9775 11.9789 

Node 6 50.0000 39.4992 40.3582 36.3003 39.6380 
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Table 18.30 

Comparison of net reactive power injection at the SVC sources 

System, heavily loaded 

Objective function Base case _EiEJ ZI/Zu LtEJ (Zu/Zt)V, LiEJ v, L:IEJ Zt 

Node 7 -4.0000 1.0000 1.0000 1.0000 1.0000 

Node 8 -15.0000 -10.0000 -10.0000 -10.0000 -13.0654 

Node 9 -5.0000 0.0000 0.0000 0.0000 0.0000 

Node 10 -11.6000 -6.6000 -6.6000 -6.6000 -6.6000 

Node 11 -1.4000 3.6000 3.6000 3.6000 3.6000 

Node 12 -22.4000 -17.4000 -17.4000 -17.4000 -17.4000 

Node 13 -3.2000 1.8000 1.8000 1.8000 1.8000 

Node 14 -13.4000 -8.4000 -8.4000 -8.4000 -8.4000 

Node 15 -1.8000 3.2000 3.2000 3.2000 3.2000 

Table 18.31 

Comparison of transformer taps 

System, heavily loaded 

Objective function Base case LiEJ Zt/Zu LtEJ(Z11 /Zt)V1 LtEJ v, LiEJzi 

Branch 37 1.0150 1.0300 1.0300 1.0350 1.0350 

Branch 38 0.9650 1.1000 1.1000 1.1000 1.1000 

Branch 39 1.0150 0.9900 0.9850 1.0000 1.0000 

Branch 40 0.9600 1.0800 1.0800 1.0850 1.0850 
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- the voltage profile m the system; 

- the computer time needed to execute the program. 

Results show that, the voltage profile at the loads are nearly the same, at 

most there are differences in the third decimal digit, when the four mentioned 

objectives were tested on the IEEE 30 node system. Objectives I:iE J ft and 

I:iE J %;-Vi are time consuming, because there is a need to invert the [Y] matrix 

a number of times equal to the number of iterations the problem needs to 

converge multiplied by the number of loads in the system. Therefore objectives 

I:iEJ Vi and I:iEJ zi are preferable. Among the last two objectives, objective 

I:iEJ Vi is preferable because it takes into account the real system status (system 

voltages), while objective l:iE J Zi is based on the linearisation of system loads 

Z . - YL) 
'- I; • 

In the next chapter a new method for N - 1 security dispatch is 

implemented. The redistribution of reactive power after an outage is based 

on the Complex power-Complex voltage (S-E) proposed by Illic-Spong and 

Phadke[72]. 
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CHAP'I'EJR 1 

SECUJR]['I'Y CONS'I'JRA][NED REAC'I'][VE POWER D][SPA'I'CH 

"l.Jl.. Introduction 

During the steady-state operation of power systems, equipment failure 

(such as the outage of transmission lines, transformers and generators, etc.) 

may drive the system to an emergency state of operation at which some nodal 

voltage magnitudes and/ or circuit loading limits are violated. In such cases a 

set of control actions must be taken in a very short time to avoid a partial 

or even total collapse in the system. This has led to the concept of system 

security, and to the view that the objective of system operation is to keep the 

system in a normal state during the relatively long periods between disturbances 

and to ensure that, on the occurrence of a major disturbance, the system does 

not depart from the normal state. 

A precise definition of security, as pointed out by Carpentier , is that a 

system is n secure if it continues to operate satisfactorily when all its n elements 

are intact. The system is n-k secure if the system continues to operate after 

k elements have been lost. 

The security-constrained dispatch is usually implemented by adding other 

constraints, known as security constraints, to the dispatch problem. These 

constraints impose additional limits on branch flows and nodal voltages for the 

post-disturbance configurations resulting from a given set of contingencies. 

The objective of the present work is to present a procedure to allocate 

reactive power for normal operation as well as for contingencies which cause 

voltage and power flow problems. Two objectives have been considered, the first 

include the maximisation of reactive power margins and having them distributed 
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among the generators, the second includes the minimisation of active power 

losses in the system. From each contingency case we have considered the 

violated constraints and applied them in the dispatch. The reactive power flow 

redistribution on the network following an outage is based on the S-E graph 

model adopted by Ilic-Spong and Phadke[72]. 

7.2. Complex power-complex voltage S-E graph 

7.2.1. Motivation 

The development of the S-E graph and Q-V graph models are described 

m detail in reference 72. In outline, the motivation for this approach is to 

provide linearised models in which the power flows have the same properties as 

current flows in a conventional network model. The resulting linearised model 

can be used to obtain approximate outage solutions efficiently. 

7 .2.2. Power flow model 

Every transmission element (line or transformer) connecting buses p and q 

can be represented as transmitted power and lost power between buses p, q and 

the reference. The 'lf- subgraph of the S-E graph representing a transmission 

line between buses p and q consists of three branches, one corresponding to 

transmitted power between these nodes, Spq T and and two shunt branches 

representing reactive power losses Spo L and SqoL (figure 7.1). 

It has been shown in developing the S-E graph m [73,152] that 

The branch complex powers are g1ven by 

Spq T = (Ep + Eq)(Ep- Eq)* ~*q (7.1) 

Y* Y. 
S L = IE - E 12 __E!L - IE 12 po po p q 2 p 2 (7.2) 

S L = IE - E 12 YP*'l - IE 12 Ypo qo P q 2 q 2 (7.3) 
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where Ypq is the admittance of line p-q, Ypo its charging admittance and 

* represents the complex conjugate of a variable. 

The S-E graph may be specialised to form a Q-V graph relation(Re 

Ypq=O) (figure 7.2) for the transmitted reactive power between buses p and q 

lS 

Q T = ImS T = -(V2- V2)Bpq pq pq p q 2 

and the actual reactive loss in this line 

Q L (V2 y2 v. v: 0 ) Bpq v2 Bpo 
po = - p + q - 2 p qCOS pq 2 - p 2 

Q L (V2 v2 V: V: O ) Bpq V 2 Bpo 
qo = - q + P - 2 q pCOS pq 2 - q 2 

(7.4) 

(7.5) 

(7.6) 

The reactive power flow at the sending and receiving ends of the line 

p-q are 

Q q_Q T Q L pq - pq - qo 

'4.2.3. Outage in the S-E Model 

'4.2.3.1. Assumptions 

The following assumptions have been made: 

- Generators have sufficient power capacity bV0 =0; 

- Reactive power loads remam constant; 

(7.7) 

(7.8) 

- An outage of line p-q can be thought of as a superposition of the outages 

of four reactive power sources, Qpo L, Qqo L, Qpq and -Qpq· 
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@) 

Figure 7. i The n -Section S-E Subgraph 

@) 

Figure 7.2 The n -Section Q-V Subgraph 
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1'.:2.3.:2. Outage representation (incremental model) 

The objective is to determine the effect of the outage of a line connecting 

buses p and q on bus voltages and reactive power injections at nodes r and s 

connected by line r-s as well as the redistribution of reactive power flows after 

the outage of line p-q. 

:2.3.:2.].. Post-outage nodal voltages 

Under the assumption that generators have sufficient power capacity 

8Vg=O, the decoupled linearised loadfl.ow equations for all loads are 

8Q = 8Ql8v; 
l 8Vi l 

(7.9) 

where matrix Q1 represent load injections at the nodes. 

Matrix [ ~S:] Is evaluated for the preoutage condition; 

(7.10) 

Next, an outage of line p-q can be thought of as a superposition of outages of 

four reactive power sources, Qpo L, Qqo L, Qpq and -Qpq· This is considered 

in two steps: step 1 considers transmitted reactive power and step 2 considers 

the reactive power losses. 

Step ]. 

8Q1 is the vector of reactive power injections which has non-zero entities 

Qpq T and - Qpq T in locations p and q. A typical set of equations resulting 

from equation (7.10) is 

(7.11) 

(7.12) 

Xiia stands for the elements of Xu after the outage, and IS evaluated in 

Appendix 1. 
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Resultant voltages at buses r and s due to the outage are given by 

(7.13) 

(7.14) 

Step 2 

The bus reactive power vector is defined with non-zero entities Qpo L in 

location p and Qqo L in location q. The voltage magnitude changes at buses r 

and s due to bQz from equation (7.10) is 

(7.15) 

(7.16) 

with the new resulting voltages (by superposition) 

Vr a = Vr + 6Vr = v: + 6Vr L (7.17) 

(7.18) 

Similarly for VB a (r +-+ s) 

Therefore, the voltage magnitudes at nodes r and s after the outage of 

line p-q are obtained. 

Electrical quantities at the end of the disconnected line 

Changes in reactive power injections and voltages at the ends of the line, 

subject to an outage, may be computed either using the standard approach 

as suggested in [72], or a modified approach in which the two ends of the 

disconnected line are dealt with in the same manner as any other load node in 

the system. Changes in reactive power generations still need to be computed 

as in the standard approach but approaches to evaluate the load voltages will 

be investigated. 
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§tandard approach 

Changes in reactive power injections and voltages at the ends of the line, 

subject to an outage, need to be computed in a special manner since they are 

the only two buses which "see" the change in the network structure due to the 

line outage p-q. For these two buses the injected reactive power into the node 

lS 

Qi = Vi 2 
Bii -Vi L V;BijCOSOij 

i~j 

8Qi 2 
-- = V.· - V.·V·cosO· · 8Bii ~ ~ 3 1.3 

i = p, q; j = p, q; i =f j 

(7.19) 

(7.20) 

Different combinations are possible depending upon whether p and q are 

load or generator buses 

(i) p and q are PV buses 

If both p and q are PV buses, hVp and hVq are zero and changes at 

these two nodes are: 

(7.21) 

therefore 

(7.22) 

Similarly for Qq a and (p +-t q) 
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and 

(ii) p is a JPV bus and q is a PQ lbus 

From (24) we can obtain 

SVq = (Vq 
2 

- Vq VvcosOvq)Bvq 
2VqBqq - Li:;tq ViBiqCOSOiq 

SQv = -BvqVv(Vv + (-Vq + SVq)cosOvq) 

(iii) p and q are PQ buses 

BQq BQq BQq 
oQq = 0 = av. SVv + av. SVq - BB Bvq 

p q pq 

Solving for SVv and oVq we obtain 
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(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

(7.30) 

(7 .31) 

(7.32) 

(7.33) 



(7.34) 

(7.35) 

similarly for VP (p ~ q) 

1.2.3.2.2. Post-outage reactive power flows 

The changes of reactive power flow at the sending and receiving ends of 

line r-s due to the outage of line p-q are 

where 

and 

f>QroL = -Br8 ((Vr- V8 COS0r 8 + VrBBro)f>Vr + (Vs- Vrcos0r8 )f>Vs) 
rs 

Similarly for f>Qw L (r ~ s) 

Therefore 

f>Qrsr = -Br 8 ((Vr(2 + !ro) -V8 COS0rs)f>Vr - Vrcos0r 8 f>V,) 
rs 

f>Qr/ = -Br..,((-V8 (2 + BBro) + Vrcos0r8 )f>V, + VscosOr,f>Vr) 
rs 

(7.36) 

(7.37) 

(7.38) 

(7.39) 

(7.40) 

(7.41) 

(7.42) 

(7.43) 

where f>Vr and f>V8 are the values of the nodal voltage changes at the 

ends of line r-s due to the outage of line p-q. 
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7 .3. Security reactive power dispatch 

The security dispatch is implemented by adding security constraints to the 

dispatch problem. Having evaluated the changes in the system variables due to 

an outage, the aim of the security dispatch is to optimise a certain performance 

while keeping the system secure in both normal and outage conditions. Therfore 

additional constraints have to be added to the intact constraints to represent 

the state of the system after the outage in finding an optimal solution to the 

system. 

Matrix ~St -l is already needed for the L.P. algorithm while evaluating 

the sensitivity matrix and therefore there will be no extra time consumption 

for its evaluation. 

7 .3.1. System variables 

Dependent variables. 

The system state or dependent variables include: 

- the reactive power output of the generators (Q 0 ); 

- the voltage magnitudes of the buses other than the generator buses (V). 

Control variables. 

These are: 

- the generator excitation settings (V0 ); 

- the switchable VAR compensator settings ( Q 11 ). 
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'1 .3.2. Constraints 

- Upper and lower limits on the dependent variables; 

- upper and lower limits on the control variables. 

- upper and lower limits on the reactive power flows. 

- security constraints. 

'1.3.3. Objective functions 

Maximisation of reactive power reserve margins 

This objective anns to maximise the reactive power margins and have 

them distributed among the generators proportional to ratings. This objective 

can be obtained by minimising the following function: 

g Q .2 

F = L Q·/nax 
i=l 3 

(7.44) 

Active power loss minimisation 

The objective is to minimise the real power losses, PL, in the system by 

the control of generator voltages and Var sources. 

7 .3.4. Solution methodology 

To solve this problem the following steps are proposed: 

(i) Perform a load flow solution by the Newton Raphson method[77]; 

(ii) perform outage case studies usmg the S-E model mentioned above 
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(iii) include the violated and nearly violated constraints (90% of the existing 

limit and above) 

{iv) advance counter; 

(v) linearise the problem constraints and the objective function about the 

system operating state; 

(vi) evaluate the sensitivity matrix relating dependent and independent van­

ables[141]; 

(vii) formulate the linear programming problem; 

(viii) solve the linear programming problem usmg the sparse dual revised 

simplex method [76] to evaluate the required adjustments to the control 

variables. Modify the settings for these control variables; 

(ix) perform the loadflow by the Newton Raphson method; 

(x) check for satisfactory limits on the dependent variables. If no, go to 

step (ii); 

(xi) check for a significant change m the objective function. If yes, go to 

step (ii); 

(xii) stop 

'7.3.5. JLinearised model 

The linearised sensitivity model relating dependent and independent vari­

ables can be obtained by linearising the power flow equations around the 

operating state, and then expressing the dependent variables as a function of 

the control variables( see chapter 5 for more details); by doing so, we obtain; 

- 221 -



[ .0.X] = [S][ .6.U] (7.45) 

where [S],[U] and [X] are the sensitivity matrix, the control variable 

vector and the dependent variable vector respectively. 

1.3.5.1. Objective functions 

Maximisation of reactive power reserve margins 

Linearising equation (7.44) around the current operating state we obtain 

g Q; 
.0.F = 2 L Q .max .6.Q3 

j=l 3 

(7.46) 

Active power loss minimisation 

The objective is to minimise the real power losses, PL, in the system by 

the control of generator voltages and Var sources (potentially, the loss function 

is also able to take into account the effect of transformer tap changes). Since 

this procedure uses a linearised formulation, the approach minimises .0.PL, the 

changes in system power losses. The power loss .0.PL is related to the state 

variables as follws: 

where 

~~~ 1s the loss sensitivity vector with respect to the genarator voltages 

aPr. 1s the loss sensitivity vector with respect to the Var sources. 
8Qe 
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These power loss sensitivities are determined using the load flow sensitivity 

matrix. The details are included in appendix 2. 

1.3.5.2l. Constraints 

3.5.2.1. Jintact constraints 

They are: 

- Upper and lower limits on the linearised control variables; 

(7.47) 

- upper and lower limits on the linearised dependent variables 

(7.48) 

- upper and lower limits on the linearised reactive power flow at the 

sending and receiving ends of each branch 

Where 

[~Q~in] ~ [~Qr,r] ~ [~Q~ax] 

[~Q~in] ~ [~Qrs s] ~ [~Q;;ax] 

~Qr8 r = -Br..,((Vr(2 + BBro)- V..,cos0r8 )~Vr- VrcosOrll~V..,) 
r11 

~Qr11 8 = -Br..,((-V8 (2 + !ro) + Vrcos0r8 )~V.., + V8 cos0r..,.6.Vr) 
r11 
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'L3.5.Ll.Ll. Security constraints 

From each contingency 

- Violated and nearly violated post-outage load voltage and generator 

reactive power constraints; 

- Violated and nearly violated post-outage line flow constraints. 

7.3.5.Ll.Ll.1. JLoad voltage constraints 

As shown in equation (7.18), the voltage at a node load r in the system 

IS 

(7.53) 

linearising about the current operating state we obtain 

(7.54) 

Where Qpq T, Qpo L, and Qqo L are given by equations (7.4), (7.5) and 

(6) respectively. 

Similarly for V8 (r +-+ s) 

Electrical quantities at nodes p and q 

(i) p and q are PV buses 

(7.55) 

- 224 -



where 8Qp is given by equation (7.21) 

Linearising about the current operating state we obtain 

(7.56) 

{7.57) 

where 

Similarly for node q (p +-+ q) 

(ii) p is a JPV bus and q is a JPQ bus 

(7.58) 

where 8Qv is given by equation (7.28) 

linearising about the current operating state we obtain 

D..Qp a = D..Qp - D..(oQp) (7.59) 

= t:..Q _ (a(oQv) t:..v. + a(oQv) t:..v. + a(oQv) t:..(ov: )) (7.60) 
v avv v avq q a(oVq) q 

where 

'4.3.5.2.2.2. Power flow constraints 

The reactive power flow constraints for line rs are 
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hQrn r, hQrs" are given in equations (7.40) and (7.41) 

linearising about the current operating state we obtain 

(7.61) 

(7.62) 

D.Qrs ra = D.Qrs r + L.\(hQrs r) (7.63) 

= D.Q r + (8(8Qrsr) D.V. + 8(8Qrsr) L.\V. + 8(8Qrar) D.(t5V.) + 8(8Qrsr) D.(oV )) 
rs 8Vr r 8V, 8 8(8Vr) r 8(8V,) " 

(7.64) 

where 

8(8Qrsr) 
avB = Br,cosOr,hVr 

= -Brs(Vr(2 + ~ro)- V..,cosOrs) 
rs 

D.Qrs sa = D.Qrs 3 + D.(6Qr8 ") (7.65) 

= D.Q 11 + (8(6Qr 8 
8

) D.V. + 8(6Qr/) f).V, + 8(8Qr8 
8

) D.(hV.) + 8(8Qra
8

) D.(hV. )) 
rs 8Vr r 8Va 8 8(6Vr) r 8(hV8 ) 

8 

(7.66) 

where 
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B(8Qr/) 
88Vr = - Brs Vs cosOrs 

= -Br8 (-(2 + ~ro)V8 + VrcosOrs) 
rs 

7 .3.6. Results 

7 .3.6.1. Power flow model 

A companson test has been conducted on the IEEE 30 node system to 

assess the validity of the linearised S-E graph model for post-outage evaluation, 

the aim is to see how accurate are the electrical quantities evaluated from 

the S-E graph model compared to the actual power flow solution after the 

occurrence of the outage. In [72] the authors have suggested that it may be 

more convenient to have a special treatment for the electrical quantities at the 

two ends of the disconnected line, for this reason a comparison test has also 

been conducted to see whether special treatment of the electrical quantities 

(voltages) is more convenient than the modified approach in which no special 

treatment is given. 

Electrical quantities at nodes p and q (the two ends of the disconnected 

line 

A . comparison test between the electrical quantities at the two ends of 

the disconnected line has been conducted. The aim is to see whether a special 

treatment for calculating the change in electrical quantities is justified. 

Tables 7.1-7.6 show that the standard method as suggested by [72] gives 

an inaccurate result compared to the modified approach applied to the other 

load nodes in the system , and that the results given by the existing approach 

and the exact solution given by the load flow solution after the outage are 

close. 
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Tables 7.1-7.3 show the change in the electrical quantities at the two 

ends of lines 2-17, 20-7 and 17-8 when they are disconnected, one at a time. 

Table 7.1 shows that the change of reactive power at node 2 when line 2-17 

is disconnected is -8.9483 Mvars. The standard method gives -11.3798 Mvars 

while the modified method gives -9.3488 Mvars. Similarly, the voltage change 

at node 17 is -0.0057 p.u., while the standard method gives -0.0018 p.u. and 

the modified method gives -0.0052 p.u. 

The difference in the voltage changes as evaluated using the two methods 

can be found very clearly in table 7.2 when line 20-7 has been disconnected, 

while exact changes are 0.0210 and -0.0438 p.u. at nodes 20 and 7 respectively, 

the stand&rd methods giy_es 0.0102, -0.0023 and the modified method gives 

0.0209 , -0.0395 p.u. respectively, similar conclusions are obtained when line 

17-8 was disconnected. 

As far as the changes in reactive power flows are concerned, tables 7.4-7.6 

show that the same conclusions can be drawn as for voltage changes discussed 

above, the difference can be seen very clearly in table 7.5 where the inaccuracy 

of the standard method is very high, while the modified method gives a solution 

which is close to the exact solution. 

Comparison of electrical quantities in the whole system 

Having selected the method needed to treat the electrical quantities at 

the two ends of the disconnected line, the next step is to make a comparison 

test between the exact solution obtained through the load flow solution after 

the outage and the proposed technique explained above, for the remainder of 

the network. 

JLoad voltages 

Tables 7.7-7.9 show comparison tests between the exact solution and the 

proposed technique to evaluate the change in load voltages after the outages of 

lines 2-17, 20-7 and 17-8 respectively( one at a time), it is very clear that these 
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Table 'l'.JL 

Electrical quantities changes at the two end of the disconnected line (line 2-11') 

Exact Approximate 

Standard method Modified method 

Q2(Mvars) V17(p.u.) 8Q2(Mvars) 8V17(p.u.) 8Q2(Mvars) 6V11 (p. u.) 6Q2(Mvars) 5Vt7(p.u.) 

19.1691 1.0203 -8.9483 -0.0057 -11.3798 -0.0018 -9.3488 -0.0052 

Table 7.2 

Electrical quantities changes at the two end of the disconnected line (line 20-7) 

Exact Approximate 

Standard method Modified method 

V2o(p.u.) V7(p.u.) 6V2o(p.u.) 6V7(p.u.) 6V2o(p.u.) 6V7(p.u.) 6V2o(p.u.) 6V1(p.u.) 

1.0094 0.9869 0.0210 -0.0438 0.0102 -0.0023 0.0209 -0.0395 

Table 7'.3 

Electrical quantities changes at the two end of the disconnected line (line 17-8) 

Exact Approximate 

Standard method Modified method 

V11(p.u.) Vs(p.u.) 6V11 (p. u.) 5Vs(p.u.) 5Vt7(p.u.) 5Vs(p.u.) 6V11(p.u.) 5Vs(p.u.) 

1.0203 1.0095 0.0012 -0.0044 0.0007 -0.0012 0.0018 -0.0034 
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Table "/.41 

Electrical quantities changes at the two end of the disconnected line 

Reactive power flow changes caused by line outage 2-1'6 (Mvars) 

Exact Approximate 

Standard method Modified method 

Liner-s Q,. Q., SQ,. SQ., SQ,. SQ., SQ,. SQ., 

16-17 8.6359 8.5623 0.7038 0.3377 -6.9058 -6.8449 2.2954 2.2748 

17-18 13.058( 12.9492 -6.875E -6.4396 0.4011 0.3954 -8.0402 -7.9350 

17- 8 2.5841 1.1010 -1.4666 -1.3272 -0.0179 -0.0128 -1.3910 -1.3523 

Table '1.5 

Electrical quantities changes at the two end of the disconnected line 

Reactive power flow changes caused by line outage 20-'1 (Mvars) 

Exact Approximate 

Standard method Modified method 

Line r-f Q .. Qsr SQ .. SQ .. SQ,. SQ., SQ,. SQ .. 

20- 5 -17.3839 -18.8058 10.0410 10.5806 4.6757 5.0607 9.6159 10.4077 

7-11 1.6122 1.4355 -3.0332 -2.9057 14.0086 13.8686 -3.5104 -3.4630 

7-10 1.2266 1.1999 -4.8172 -4.8062 37.4768 37.3635 -5.6886 -5.6697 

7-12 10.0487 9.7734 -2.5017 -2.3835 45.9732 45.1620 -3.0859 -3.0257 

7-25 4.7916 4.6632 -1.6336 -1.5596 22.5019 22.1221 -2.0018 -1.9652 

18- 7 4.0583 3.2763 7.7037 4.4171 0.3333 0.3174 7.0480 6.7031 
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Table '1.8 

Electrical quantities changes at the two end of the disconnected line 

Reactive power flow changes caused by line outage :n.'l-8 (Mvars) 

Exact Approximate 

Standard method Modified method 

Line r-s Q •• Q •• SQ .. SQ •• SQ •• SQ •• SQ •• SQ .. 

2-17 8.4331 8.6798 -0.6235 -0.3863 -0.4402 -0.4232 -1.0756 -1.0341 

16-17 8.6359 8.5623 -0.361 -0.3235 2.0714 2.0531 -0.8019 -0.7947 

17-18 13.0580 12.9492 1.8743 1.0903 0.4669 0.4609 3.1029 3.0623 

8- 6 -27.0210 -28.5651 -3.0472 -3.3004 -0.7968 -0.8630 -2.3632 -2.5593 

8-21 3.7005 3.5107 0.1820 0.2720 0.7593 0.7430 -0.1432 -0.1395 

8- 9 10.2690 9.7224 0.7068 1.0220 1.2865 1.2484 -0.4920 -0.4760 

8-22 6.6525 6.4675 1.0573 1.0942 0.6495 0.6310 -0.5165 -0.5019 
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Table'!.'! 

!Voltage changes caused by line outage 2-:ll.'! 

Exact Approximate 

Node numbe1 V(p.u.) 5V(p.u.) 5V(p.u.) 

7 0.9869 -0.0018 -0.0015 

8 1.0095 -0.0019 -0.0017 

9 0.9942 -0.0019 -0.0017 

10 0.9854 -0.0018 -0.0015 

11 0.9818 -0.0019 -0.0016 

12 0.9781 -0.0018 -0.0015 

13 0.9822 -0.0019 -0.0016 

14 0.9715 -0.0019 -0.0016 

15 0.9678 -0.0019 -0.0015 

16 1.0248 -0.0050 -0.0043 

17 1.0203 -0.0057 -0.0052 

18 1.0136 -0.0023 -0.0019 

19 1.0061 -0.0013 -0.0011 

20 1.0094 -0.0014 -0.0012 

21 0.9983 -0.0019 -0.0017 

22 0.9951 -0.0019 -0.0016 

23 0.9847 -0.0018 -0.0016 

24 0.9808 -0.0018 -0.0016 

25 0.9785 -0.0018 -0.0015 

26 0.9714 -0.0019 ·-0.0015 

27 0.9608 -0.0019 -0.0016 

28 0.9772 -0.0019 -0.0015 

29 1.0094 -0.0018 -0.0015 

30 0.9634 -0.0019 -0.0015 
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Table 7.8 

~oltage changes caused by line outage 20-1' 

Exact Approximate 

Node numbe1 V(p.u.) 5V(p.u.) 5V(p.u.) 

7 0.9869 -0.0438 -0.0395 

8 1.0095 -0.0142 -0.0114 

9 0.9942 -0.0210 -0.0174 

10 0.9854 -0.0389 -0.0347 

11 0.9818 -0.0365 -0.0323 

12 0.9781 -0.0419 -0.0375 

13 0.9822 -0.0261 -0.0220 

14 0.9715 -0.0325 -0.0281 

15 0.9678 -0.0174 -0.0130 

16 1.0248 -0.0021 -0.0011 

17 1.0203 -0.0025 -0.0014 

18 1.0136 -0.0013 -0.0004 

19 1.0061 -0.0007 -0.0002 

20 1.0094 0.0210 0.0209 

21 0.9983 -0.0181 -0.0148 

22 0.9951 -0.0271 -0.0233 

23 0.9847 -0.0293 -0.0252 

24 0.9808 -0.0341 -0.0299 

25 0.9785 -0.0412 -0.0368 

26 0.9714 -0.0235 -0.0189 

27 0.9608 -0.0237 -0.0190 

28 0.9772 -0.0172 -0.0130 

29 1.0094 -0.0029 -0.0017 

30 0.9634 -0.0175 -0.0130 
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Table 7.9 

tyoltage changes camJed by line outage 1'1-8 

Exact Approximate 

Node number V(p.u.) oV(p.u.) oV(p.u.) 

7 0.9869 -0.0041 -0.0011 

8 1.0095 -0.0044 -0.0034 

9 0.9942 -0.0043 -0.0029 

10 0.9854 -0.0043 -0.0015 

11 0.9818 -0.0046 -0.0017 

12 0.9781 -0.0042 -0.0011 

13 0.9822 -0.0043 -0.0023 

14 0.9715 -0.0043 -0.0014 

15 0.9678 -0.0034 -0.0004 

16 1.0248 0.0011 0.0015 

17 1.0203 0.0012 0.0018 

18 1.0136 -0.0003 0.0005 

19 1.0061 -0.0001 0.0004 

20 1.0094 -0.0026 -0.0004 

21 0.9983 -0.0043 -0.0031 

22 0.9951 -0.0044 -0.0025 

23 0.9847 -0.0044 -0.0022 

24 0.9808 -0.0045 -0.0019 

25 0.9785 -0.0042 -0.0012 

26 0.9714 -0.0039 -0.0008 

27 0.9608 -0.0039 -0.0008 

28 0.9772 -0.0034 -0.0004 

29 1.0094 -0.0007 0.0003 

30 0.9634 -0.0034 -0.0004 
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results are very close to each other, at most there are differences in the third 

digit, and therefore as far as the load voltages are concerned results show that 

the proposed technique can be used to assess the outage effect in the system. 

Reactive power flows 

Tables 7.10-7.12 show that a similar conclusion can be drawn for reactive 

power flows , but with a lower accuracy compared to that obtained for load 

voltages. 

7 .3.6.2. Security dispatch 

The chosen outage technique has been implemented m the security dis­

patch and the results obtained will be presented. 

The load flow study was performed for the base case system state, then 

the chosen outage technique was used to represent the state of the system after 

the outage. 

Maximisation of the generator reactive power reserve margins 

Results show that initially 83 constraints have violated their limits. The 

proposed method has been applied to maximise the reactive power margins 

and to alleviate the violations on the constraints. The procedure required 6 

iterations to improve the system performance to acceptable operating conditions, 

the CPU time needed is 7.39 sees. The new system conditions are described 

in tables 7.15-7.17. 

Loss minimisation 

Results show that initially 83 constraints have violated their limits. The 

proposed method has been applied to maximise the reactive power margins 

and to alleviate the violations on the constraints. The procedure required 5 

iterations to improve the system performance to acceptable operating conditions, 

- 235 -



'I'able 7.Jl.O 

Reactive power changes caused by line outage :1:-17' 

Exact Approximate 

Liner-s Qrs(Mvars) Q.r(Mvars) 5Qrs(Mvars) cQ.r(Mvars) 5Qr.(Mvars) cQ.r(Mvars) 

1- 2 11.9447 13.0591 0.8337 1.4239 0.0000 0.0000 

1-16 10.4630 9.8359 2.5817 0.7038 2.4219 2.3070 

16-17 8.6359 8.5623 0.7038 0.3377 2.2954 2.2748 

2- 3 11.9176 10.1709 -0.0749 -1.1400 0.0000 0.0000 

2-18 11.8776 11.0877 0.9845 -1.1343 1.1305 1.0737 

17-18 13.0580 12.9492 -6.8756 -6.4396 -8.0402 -7.9350 

3-19 2.8458 3.8695 0.5450 0.4992 0.9827 0.9741 

18-19 6.6236 7.0305 -0.6945 -0.4992 -0.9947 -0.9818 

18- 4 7.1670 7.5464 -5.4631 -5.4439 -4.6494 -4.6177 

4-29 -0.9644 1.2095 0.8857 0.8794 0.7480 0.7438 

18-29 5.3100 5.8242 -0.8673 -0.8685 -0.7554 -0.7511 

20- 5 -17.3839 -18.8058 -0.6828 -0.7361 -0.5608 -0.6070 

20- 7 17.9158 16.4029 0.2103 0.1524 0.2088 0.2012 

8- 6 -27.0210 -28.5651 -1.3236 -1.4299 -1.1948 -1.2939 

8-21 3.7005 3.5107 -0.0021 0.0029 -0.0191 -0.0184 

8- 9 10.2690 9.7224 -0.0047 0.0164 -0.0630 -0.0605 

8-22 6.6525 6.4675 0.0031 0.0170 -0.0665 -0.0647 

21- 9 1.9107 1.8979 0.0029 0.0037 -0.0163 -0.0162 

22-10 4.6675 4.6001 0.0170 0.0235 -0.0636 -0.0624 

9-23 3.7273 3.6169 0.0067 0.0142 -0.0385 -0.0377 
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I Table 'l.lO(continued) I 
Reactive power changes caused by line outage 2-l'l 

Exact Approximate 

Liner-s Qr.(Mvars) Q.r(Mvars) 5Qrs(Mvars) 5Q.r(Mvars) 5Qr.(Mvars) 5Q.r(Mvars) 

23-24 2.7169 2.6967 0.0142 0.0162 -0.0366 -0.0364 

24-11 -0.7033 -0.7355 0.0162 0.0131 -0.0334 -0.0334 

7-11 1.6122 1.4355 -0.0004 -0.0131 0.0327 0.0328 

7-10 1.2266 1.1999 -0.0180 -0.0235 0.0600 0.0598 

7-12 10.0487 9.7734 0.0101 0.0072 0.0127 0.0126 

7-25 4.7916 4.6632 0.0063 0.0046 0.0091 0.0091 

12-25 -1.4266 -1.4277 0.0072 0.0073 0.0176 0.0176 

9-13 5.3931 5.2756 0.0133 0.0199 -0.0354 -0.0346 

25-14 3.2355 3.1425 0.0119 0.0085 0.0266 0.0263 

13-14 3.6756 3.6253 0.0199 0.0230 -0.0336 -0.0330 

26-27 2.3722 2.3000 0.0003 0.0000 -0.0011 -0.0010 

26-28 -2.3048 -2.3491 0.0305 0.0267 -0.0031 -0.0031 

28-15 1.6777 1.5043 0.0010 0.0003 -0.0025 -0.0021 

28-30 1.6872 1.3627 0.0012 -0.0001 -0.0030 -0.0021 

15-30 0.6043 0.5373 0.0003 0.0001 -0.0014 -0.0012 

18-20 0.8780 0.5319 -0.4373 -0.4725 -0.3538 -0.3499 

18- 7 4.0583 3.2763 -0.1118 -0.1545 -0.0944 -0.0877 

17- 8 2.5841 1.1010 -1.4665 -1.3272 -1.3910 -1.3523 

29-28 7.0337 5.7140 0.0110 -0.0245 -0.0050 -0.0023 

14-26 0.0678 0.0674 0.0315 0.0308 -0.0042 -0.0042 
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Table 'r.U 

Reactive power changes caused by line outage :20-'.f 

Exact Approximate 

Liner-s Qr.(Mvars) Q.r(Mvars) 5Qr.(Mvars) 5Q.r(Mvars) 5Qr.(Mvars) 5Q sr (Mvars) 

1- 2 11.9447 13.0591 0.0199 0.0362 0.0000 0.0000 

1-16 10.4630 9.8359 1.1571 0.9564 0.6607 0.6293 

2-17 8.4331 8.6798 1.4236 1.2138 0.8399 0.8075 

16-17 8.6359 8.5623 0.9564 0.9164 0.6262 0.6205 

2- 3 11.9176 10.1709 0.0099 0.0966 0.0000 0.0000 

2-18 11.8776 11.0877 0.7579 0.8843 0.2312 0.2196 

17-18 13.0580 12.9492 -2.1923 -1.8935 -2.5162 -2.4833 

3-19 2.8458 3.8695 0.6786 0.6717 0.2010 0.1992 

18-19 6.6236 7.0305 -0.6564 -0.6717 -0.2034 -0.2008 

18- 4 7.1670 7.5464 -3.0292 -3.0271 -0.9510 -0.9445 

4-29 -0.9644 1.2095 1.3181 1.2964 0.8170 0.8124 

18-29 5.3100 5.8242 2.3113 2.1959 2.0702 2.0520 

20- 5 -17.3839 -18.8058 10.0410 10.5806 9.6159 10.4077 

8- 6 -27.0210 -28.5651 -9.7348 -10.6516 -7.8134 -8.4619 

8-21 3.7005 3.5107 1.3343 1.2315 1.2746 1.2489 

8- 9 10.2690 9.7224 4.6102 4.1579 4.4678 4.3384 

8-22 6.6525 6.4675 5.7320 5.1850 5.8886 5.7209 

21- 9 1.9107 1.8979 1.2315 1.2032 1.2636 1.2530 

22-10 4.6675 4.6001 5.1850 4.8062 5.7249 5.6122 

9-23 3.7273 3.6169 3.2444 2.9832 3.4584 3.3943 
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Table ?'.Jl.l!.(continued) 

Reactive power changes caused by line outage 20-?' 

Exact Approximate 

Liner-s Qrs(Mvars) Q.r(Mvars) 6Qr.(Mvars) oQ.r(Mvars) 6Qr.(Mvars) 6Q sr (Mvars) 

23-24 2.7169 2.6967 2.9832 2.8806 3.4044 3.3771 

24-11 -0.7033 -0.7355 2.8806 2.9057 3.4327 3.4413 

7-11 1.6122 1.4355 -3.0332 -2.9057 -3.5104 -3.4630 

7-10 1.2266 1.1999 -4.8172 -4.8062 -5.6886 -5.6697 

7-12 10.0487 9.7734 -2.5017 -2.3835 -3.0859 -3.0257 

7d25 4.7916 4.6632 -1.6336 -1.5596 -2.0018 -1.9652 

12-25 -1.4266 -1.4277 -2.3835 -2.3964 -2.8989 -2.9012 

9-13 5.3931 5.2756 2.1166 1.9964 2.1430 2.0907 

25-14 3.2355 3.1425 -3.9560 -3.8682 -4.8595 -4.7877 

13-14 3.6756 3.6253 1.9964 1.8997 2.1007 2.0536 

26-27 2.3722 2.3000 0.0037 0.0000 -0.0136 -0.0127 

26-28 -2.3048 -2.3491 -2.1172 -2.3265 -2.6728 -2.7045 

28-15 1.6777 1.5043 0.0094 0.0029 -0.0215 -0.0177 

28-30 1.6872 1.3627 0.0116 -0.0005 -0.0254 -0.0178 

15-30 0.6043 0.5373 0.0029 0.0005 -0.0116 -0.0099 

18-20 0.8780 0.5319 -7.3386 -7.8748 -10.2415 -10.1649 

18- 7 4.0583 3.2763 7.7037 4.4171 7.0480 6.7031 

17- 8 2.5841 1.1010 4.3225 1.9416 3.9230 3.8579 

29-28 7.0337 5.7140 3.4923 2.3475 2.8458 2.6788 

14-26 0.0678 0.0674 -1.9685 -2.1135 -2.6844 -2.6837 
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Table 'l.JI.2 

Reactive power changes caused by line outage 1'l~8 

Exact Approximate 

Liner-s Qrs(Mvars) Q.r(Mvars) 6Qr.(Mvars) 6Q.r(Mvars) 6Qrs(Mvars) 6Q.r(Mvars) 

1- 2 11.9447 13.0591 -0.1235 -0.2274 0.0000 0.0000 

1-16 10.4630 9.8359 -0.5534 -0.3611 -0.8461 -0.8059 

2-17 8.4331 8.6798 -0.6235 -0.3863 -1.0756 -1.0341 

16-17 8.6359 8.5623 -0.3611 -0.3235 -0.8019 -0.7947 

2- 3 11.9176 10.1709 -0.0206 -0.2216 0.0000 0.0000 

2-18 11.8776 11.0877 0.0285 -0.3388 -0.3247 -0.3084 

17-18 13.0580 12.9492 1.8743 1.0903 3.1029 3.0623 

3-19 2.8458 3.8695 -0.0210 -0.0224 -0.2822 -0.2797 

18-19 6.6236 7.0305 -0.0204 0.0224 0.2856 0.2820 

18- 4 7.1670 7.5464 -0.5936 -0.5995 1.3352 1.3261 

4-29 -0.9644 1.2095 0.2411 0.2307 -0.1703 -0.1694 

18-29 5.3100 5.8242 0.4097 0.3331 0.3660 0.3635 

20- 5 -17.3839 -18.8058 -1.2138 -1.3100 -0.1805 -0.1954 

20- 7 17.9158 16.4029 0.5795 -0.5400 0.6312 0.6042 

8- 6 -27.0210 -28.5651 -3.0472 -3.3004 -2.3632 -2.5593 

8-21 3.7005 3.5107 0.1820 0.2720 -0.1432 -0.1395 

8- 9 10.2690 9.7224 0.7068 1.0220 -0.4920 -0.4760 

8-22 6.6525 6.4675 1.0573 1.0942 -0.5165 -0.5019 

21- 9 1.9107 1.8979 0.2720 0.2719 -0.1355 -0.1344 

22-10 4.6675 4.6001 1.0942 0.9864 -0.4994 -0.4899 
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Table 'I . .n(continued) 

Reactive power changes caused by line outage J!.?'-8 

Exact Approximate 

Liner-s Qr.(Mvars) Q.r(Mvars) h'Qr.(Mvars) h'Q.r(Mvars) h'Qr.(Mvars) h'Q.r(Mvars) 

9-23 3.7273 3.6169 0.6310 0.6989 -0.2872 -0.2816 

23-24 2.7169 2.6967 0.6989 0.6877 -0.2798 -0.2776 

24-11 -0.7033 -0.7355 0.6877 0.6007 -0.2741 -0.2745 

7-11 1.6122 1.4355 -0.2744 -0.6007 0.2769 0.2745 

7-10 1.2266 1.1999 -0.7736 -0.9864 0.4887 0.4872 

7-12 10.0487 9.7734 -0.0737 -0.1131 0.0723 0.0712 

7-25 4.7916 4.6632 -0.0521 -0.0772 0.0480 0.0473 

12-25 -1.4266 -1.4277 -0.1131 -0.1126 0.0749 0.0750 

9-13 5.3931 5.2756 0.6628 0.6993 -0.3172 -0.3097 

25-14 3.2355 3.1425 -0.1898 -0.2570 0.1221 0.1204 

13-14 3.6756 3.6253 0.6993 0.6299 -0.3079 -0.3014 

26-27 2.3722 2.3000 0.0006 0.0000 -0.0006 -0.0005 

26-28 -2.3048 -2.3491 0.2893 0.1685 -0.1782 -0.1803 

28-15 1.6777 1.5043 0.0018 0.0005 -0.0007 -0.0006 

28-30 1.6872 1.3627 0.0022 -0.0001 -0.0008 -0.0006 

15-30 0.6043 0.5373 0.0005 0.0001 -0.0004 -0.0003 

18-20 0.8780 0.5319 0.3854 -0.6343 0.4586 0.4548 

18- 7 4.0583 3.2763 0.5704 -0.6340 0.3007 0.2854 

29-28 7.0337 5.7140 0.5638 -0.1645 0.1922 0.1802 

14-26 0.0678 0.0674 0.3730 0.2899 -0.1786 -0.1786 
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Table 'r.:n.3 

Branch flow (JBase case) 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

1 1 2 56.6703 11.9447 0.1769 -1.1144 

2 1 16 39.3223 10.4630 0.2823 0.6271 

3 2 17 31.1999 8.4331 0.1706 -0.2467 

4 16 17 36.6400 8.6359 0.0513 0.0736 

5 2 3 44.5013 11.9176 0.3943 1.7466 

6 2 18 39.0923 11.8776 0.2762 0.7899 

7 17 18 35.5967 13.0580 0.0574 0.1088 

8 3 19 -0.0930 2.8458 0.0013 -1.0236 

9 18 19 22.9403 6.6236 0.0460 -0.4070 

10 18 4 11.9938 7.1670 0.0081 -0.3795 

11 4 29 1.9856 -0.9644 0.0008 -2.1739 

12 18 29 15.0608 5.3100 0.0151 -0.5141 

13 20 5 -19.8578 -17.3839 0.1422 1.4219 

14 20 7 32.8695 17.9158 0.1513 1.5129 

15 8 6 -19.8456 -27.0210 0.1544 1.5441 

16 8 21 7.8677 3.7005 0.0190 0.1898 

17 8 9 17.9362 10.2690 0.0547 0.5466 

18 8 22 7.1148 6.6525 0.0185 0.1850 

19 21 9 1.6487 1.9107 0.0013 0.0128 

20 22 10 3.5963 4.6675 0.0067 0.0674 

21 9 23 6.0022 3.7273 0.0110 0.1104 

22 23 24 2.7912 2.7169 0.0020 0.0202 

23 24 11 -6.7108 -0.7033 0.0032 0.0322 

24 7 11 8.9317 1.6122 0.0177 0.1768 

25 7 10 5.4131 1.2266 0.0027 0.0267 

26 7 12 16.0330 10.0487 0.0275 0.2753 

27 7 25 7.7764 4.7916 0.0128 0.1284 

28 12 25 -1.4946 -1.4266 0.0001 0.0011 

-242-



Table '1.].3 (continued) 

Branch flow (Base case) 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

29 9 13 5.3267 5.3931 0.0117 0.1174 

30 25 14 6.2689 3.2355 0.0093 0.0930 

31 13 14 2.1150 3.6756 0.0050 0.0503 

32 26 27 3.5072 2.3722 0.0072 0.0722 

33 26 28 -3.8377 -2.3048 0.0044 0.0443 

34 28 15 6.0875 1.6777 0.0173 0.1734 

35 28 30 6.9690 1.6872 0.0325 0.3245 

36 15 30 3.6702 0.6043 0.0067 0.0670 

37 18 20 13.0463 0.8780 0.0346 0.3462 

38 18 7 11.3142 4.0583 0.0782 0.7820 

39 17 8 24.4214 2.5841 0.1483 1.4831 

40 29 28 17.0306 7.0337 0.1320 1.3196 

41 14 26 -0.3305 0.0678 0.0000 0.0004 

2: Q~::..:% = 45.2502 Mvars 

Total power loss = 2.592'1 MW 
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Table '4.]Al 

Nodal quantities (Base case) 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 95.9927 22.4077 1.0500 0.0000 

2 58.3000 19.1691 1.0400 -0.0291 

3 -44.2000 -7.3251 1.0100 -0.1108 

4 -10.0000 -8.5108 1.0100 -0.0970 

5 20.0000 18.8058 1.0500 -0.0832 

6 20.0000 28.5651 1.0500 -0.1161 

7 -5.8000 -2.0000 0.9869 -0.1531 

8 -11.2000 -7.5000 1.0095 -0.1388 

9 -8.2000 -2.5000 0.9942 -0.1608 

10 -9.0000 -5.8000 0.9854 -0.1577 

11 -2.2000 -0.7000 0.9818 -0.1720 

12 -17.5000 -11.2000 0.9781 -0.1647 

13 -3.2000 -1.6000 0.9822 -0.1707 

14 -8.7000 -6.7000 0.9715 -0.1756 

15 -2.4000 -0.9000 0.9678 -0.1925 

16 -2.4000 -1.2000 1.0248 -0.0657 

17 -7.6000 -1.6000 1.0203 -0.0787 

18 0.0000 0.0000 1.0136 -0.0924 

19 -22.8000 -10.9000 1.0061 -0.1103 

20 0.0000 0.0000 1.0094 -0.1188 

21 -6.2000 -1.6000 0.9983 -0.1578 

22 -3.5000 -1.8000 0.9951 -0.1515 

23 -3.2000 -0.9000 0.9847 -0.1733 

24 -9.5000 -3.4000 0.9808 -0.1767 

25 0.0000 0.0000 0.9785 -0.1644 

26 0.0000 0.0000 0.9714 -0.1744 

27 -3.5000 -2.3000 0.9608 -0.1877 

28 0.0000 0.0000 0.9772 -0.1665 

29 0.0000 0.0000 1.0094 -0.1009 

30 -10.6000 -1.9000 0.9634 -0.2100 
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Table '.f.15 

Maximisation of reactive power reserve margins of generators 

Branch .flow (6th iteration) 

I Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

1 1 2 56A484 2.2868 0.1665 -1.2408 

2 1 16 39.1760 5.6168 0.2647 0.4274 

3 2 17 31.1632 5.4623 0.1606 -0.3819 

4 16 17 36.5113 3.9894 0.0478 0.0295 

5 2 3 44.3276 12.0449 0.3871 1.6462 

6 2 18 39.0912 7.7916 0.2584 -- 0.5728 

7 17 18 35.6781 8.2701 0.0523 0.0458 

8 3 19 -0.2595 -0.8602 0.0000 -1.0544 

9 18 19 23.1101 10.3228 0.0505 -0.3830 

10 18 4 11.9899 5.9483 0.0072 -0.4011 

11 4 29 1.9826 -2.2204 0.0010 -2.2394 

12 18 29 15.0627 0.3484 0.0129 -0.5561 

13 20 5 -19.9159 -5.5235 0.0841 0.8406 

14 20 7 32.8524 3.6801 0.1137 1.1373 

15 8 6 -19.9402 -7.3110 0.0598 0.5976 

16 8 21 7.8295 0.7967 0.0150 0.1500 

17 8 9 17.8735 0.1452 0.0394 0.3942 

18 8 22 7.0846 2.3969 0.0105 0.1052 

19 21 9 1.6145 -0.9533 0.0007 0.0067 

20 22 10 3.5741 0.4917 0.0024 0.0240 

21 9 23 5.9596 1.6208 0.0079 0.0792 

22 23 24 2.7517 0.6416 0.0010 0.0099 

23 24 11 -6.7493 -2.7683 0.0035 0.0348 

24 7 11 8.9692 -1.3321 0.0165 0.1648 

25 7 10 5.4307 0.3562 0.0024 0.0240 

26 7 12 16.0235 4.3357 0.0198 0.1979 

27 7 25 7.7735 1.8377 0.0092 0.0917 

28 12 25 -1.4963 -2.0622 0.0001 0.0015 
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Table 7.15 (continued) 

Maximisation of reactive power reserve margins of generators 

Branch .flow (6th iteration)) 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

29 9 13 5.2883 -0.3298 0.0054 0.0539 

30 25 14 6.2678 -0.3177 0.0068 0.0681 

31 13 14 2.0830 3.0163 0.0035 0.0345 

32 26 27 3.5066 2.3661 0.0066 0.0661 

33 26 28 -3.8664 -1.4730 0.0035 0.0347 

34 28 15 6.1133 -1.9249 0.0165 0.1646 

35 28 30 6.9388 0.2464 0.0280 0.2803 

36 15 30 3.6969 2.0105 0.0077 0.0766 

37 18 20 12.9701 -1.5075 0.0336 0.3360 

38 18 7 11.3259 0.3312 0.0676 0.6764 

39 17 8 24.1880 -0.0660 0.1406 1.4061 

40 29 28 17.0314 0.9235 0.1094 1.0943 

41 14 26 -0.3595 0.8961 0.0003 0.0030 

2: Q~yn: .. = 22. '1631 Mvars 
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Table 'r.ll.6 

Maximisation of reactive power reserve margins of generators 

Nodal quantities (6th iteration)) 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 95.6245 7.9036 1.0514 0.0000 

2 58.3000 21.7712 1.0467 -0.0293 

3 -44.2000 -11.2589 1.0166 -0.1095 

4 -10.0000 -8.5697 1.0243 -0.0965 

5 20.0000 6.3641 1.0440 -0.0803 

6 20.0000 7.9086 . 1.0410 -0.1117 

7 -5.8000 3.0000 1.0212 -0.1519 

8 -11.2000 -2.5000 1.0280 -0.1368 

9 -8.2000 2.5000 1.0258 -0.1589 

10 -9.0000 -0.8000 1.0205 -0.1562 

11 -2.2000 4.3000 1.0223 -0.1701 

12 -17.5000 -6.2000 1.0169 -0.1631 

13 -3.2000 3.4000 1.0254 -0.1691 

14 -8.7000 -1.7000 1.0170 -0.1737 

15 -2.4000 4.1000 1.0237 -0.1899 

16 -2.4000 -1.2000 1.0349 -0.0656 

17 -7.6000 -1.6000 1.0321 -0.0784 

18 0.0000 0.0000 1.0273 -0.0920 

19 -22.8000 -10.9000 1.0170 -0.1093 

20 0.0000 0.0000 1.0281 -0.1178 

21 -6.2000 -1.6000 1.0242 -0.1556 

22 -3.5000 -1.8000 1.0221 -0.1497 

23 -3.2000 -0.9000 1.0211 -0.1710 

24 -9.5000 -3.4000 1.0200 -0.1743 

25 0.0000 0.0000 1.0174 -0.1628 

26 0.0000 0.0000 1.0142 -0.1723 

27 -3.5000 -2.3000 1.0041 -0.1845 

28 0.0000 0.0000 1.0180 -0.1648 

29 0.0000 0.0000 1.0261 -0.1005 

30 -10.6000 -1.9000 1.0133 -0.2052 
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Table '<f.U 

Maximisation of reactive power reserve margins of generators 

Generators reactive powers (6th iteration) 

Base case Security dispatch 

Gen. numbex Q
0 

min(Mvars) Q
0 
max(Mvars) Q0 (Mvars) Q0 (Mvars) 

1 -20 100 22.4077 7.9036 

2 -20 100 31.8691 34.4712 

3 -15 80 11.6749 7.7411 

4 -15 60 21.4892 21.4303 

5 -10 50 18.8058 6.3642 

6 -15 60 28.5651 7.9086 
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the CPU time needed is 12.72 sees. The new system conditions are described 

in tables 7.18 and 7.19. 

1.4 Conclusion 

In this chapter a new method for N - 1 security dispatch has been 

implemented. The aim was to allocate reactive power for normal operation 

as well as for contingencies which cause voltage and power flow problems. 

Two objectives have been considered, the first included the maximisation of 

reactive power margins and having them distributed among the generators, the 

second included the minimisation of active power losses in the system. From 

each contingency case we have considered the violated constraints and applied 

them in the dispatch. The reactive power flow redistribution on the network 

following an outage IS based on the S-E graph model adopted by Ilic-Spong 

and Phadke[72]. 

In [72] the authors have suggested that it may be more convenient to 

have a special treatment for the electrical quantities at the two ends of the 

disconnected line, for this reason a comparison test has been conducted to 

see whether special treatment of the electrical quantities (voltages) is more 

convenient than the modified approach in which no special treatment is given. 

Results show that the standard method as suggested by [72] gives an inaccurate 

result compared to the modified approach applied to the other load nodes in 

the system , and that the results given by the modified approach and the exact 

solution given by the load flow solution after the outage are close. 

The reactive power flow and load voltages for post-outage condition are 

evaluated as a function of the pre-outage system control variables and then 

linearised about the pre-outage current operating state of the system. The 

constraints taken into account are 

- Upper and lower limits on the dependent variables; 

- upper and lower limits on the control variables; 
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'!'able 1.11.8 

Minimisation of active power losses 

Branch flow (5th iteration) 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

1 1 2 56.4448 5.7872 0.1727 -1.1010 

2 1 16 39.2141 -0.1463 0.2643 0.4573 

3 2 17 30.9058 -3.0710 0.1566 -0.3916 

4 16 17 36.5498 -1.8036 0.0476 0.0293 

5 2 3 44.8098 -15.8476 0.4146 1.8701 

6 2- 18 ~8.8565 -3.9296 0.2515 0.5239 

7 17 18 35.5512 -5.7709 0.0504 0.0248 

8 3 19 0.1952 16.8542 0.0316 -0.7988 

9 18 19 22.6795 -7.2307 0.0431 -0.4777 

10 18 4 12.0083 -3.5813 0.0061 -0.4186 

11 4 29 2.0022 -0.6091 0.0008 -2.2728 

12 18 29 15.0905 -0.8792 0.0128 -0.5640 

13 20 5 -19.9201 -3.1879 0.0799 0.7995 

14 20 7 32.8593 3.3102 0.1133 1.1331 

15 8 6 -19.9411 -6.8417 0.0589 0.5889 

16 8 21 7.8168 0.6989 0.0149 0.1492 

17 8 9 17.8313 -0.1956 0.0392 0.3924 

18 8 22 7.0533 2.0987 0.0102 0.1018 

19 21 9 1.6019 -1.0502 0.0007 0.0070 

20 22 10 3.5432 0.1969 0.0023 0.0232 

21 9 23 5.9397 1.4662 0.0078 0.0777 

22 23 24 2.7319 0.4885 0.0010 0.0095 

23 24 11 -6.7690 -2.9210 0.0035 0.0355 

24 7 11 8.9890 -1.1793 0.0164 0.1643 

25 7 10 5.4616 0.6507 0.0024 0.0244 

26 7 12 16.0149 4.2420 0.0197 0.1966 

27 7 25 7.7680 1.7763 0.0091 0.0910 

28 12 25 -1.5048 -2.1546 0.0002 0.0016 

-250-



'!'able '1.Jl8 (continued) 

Minimisation of adive power losses 

Branch flow (5th iteration)) 

Branch From To P(MW) Q(MVAr) P Loss(MW) Q Loss(MVAr) 

29 9 13 5.2536 -0.6115 0.0054 0.0537 

30 25 14 6.2540 -0.4710 0.0068 0.0678 

31 13 14 2.0482 2.7349 0.0030 0.0299 

32 26 27 3.5066 2.3657 0.0066 0.0657 

33 26 28 -3.9143 -1.9008 0.0038 0.0382 

34 28 15 6.1129 -1.9267 0.0163 0.1633 

35 28 30 6.9388 0.2442 0.0278 0.2782 

36 15 30 3.6966 2.0099 0.0076 0.0760 

37 18 20 12.9722 0.4513 0.0329 0.3289 

38 18 7 11.3553 0.9906 0.0678 0.6780 

39 17 8 24.1002 -0.3414 0.1398 1.3983 

40 29 28 17.0791 1.3485 0.1092 1.0920 

41 14 26 -0.4076 0.4662 0.0001 0.0012 

Total power loss = 2.2589 MW 
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Table '6.19 

Minimisation of active power losses 

Nodal quantities (5th iteration)) 

Node Name Pinj(MW) Qinj(MVAr) V(pu) Theta(rad) 

1 95.6589 5.6409 1.0383 0.0000 

2 58.3000 -29.7363 1.0317 -0.0299 

3 -44.2000 34.5718 1.0551 -0.1143 

4 -10.0000 2.5536 1.0331 -0.0996 

5 20.0000 3.9873 1.0402 -0.0820 

6 20.0000 7.4306 1.0403 -0.1138 

7 -5.8000 3.0000 1.0225 -0.1541 

8 -11.2000 -2.5000 1.0279 -0.1391 

9 -8.2000 2.5000 1.0262 -0.1611 

10 -9.0000 -0.8000 1.0216 -0.1585 

11 -2.2000 4.3000 1.0233 -0.1723 

12 .:.17.5000 -6.2000 1.0183 -0.1653 

13 -3.2000 3.4000 1.0264 -0.1713 

14 -8.7000 -1.7000 1.0187 -0.1759 

15 -2.4000 4.1000 1.0277 -0.1919 

16 -2.4000 -1.2000 1.0320 -0.0677 

17 -7.6000 -1.6000 1.0313 -0.0807 

18 0.0000 0.0000 1.0322 -0.0948 

19 -22.8000 -10.9000 1.0359 -0.1127 

20 0.0000 0.0000 1.0290 -0.1201 

21 -6.2000 -1.6000 1.0244 -0.1579 

22 -3.5000 -1.8000 1.0226 -0.1520 

23 -3.2000 -0.9000 1.0218 -0.1732 

24 -9.5000 -3.4000 1.0209 -0.1765 

25 0.0000 0.0000 1.0189 -0.1650 

26 0.0000 0.0000 1.0173 -0.1745 

27 -3.5000 -2.3000 1.0072 -0.1866 

28 0.0000 0.0000 1.0220 -0.1670 

29 0.0000 0.0000 1.0317 -0.1033 

30 -10.6000 -1.9000 1.0173 -0.2071 
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- upper and lower limits on the reactive power flows. 

- Security constraints. Security constraints include, from each contingency: 

- violated and nearly violated post-outage load voltage and generator re­

active power constraints; 

- violated and nearly violated post-outage line flow constraints. By nearly 

violated constraints we mean those constraints who exceeds 90% of the 

existing limit and above. 

Results show that the algorithm employed provides a very efficient and yet 

sufficiently accurate model for dealing with reactive power security constraints. 
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CHAPTER 8 

ON JL][NE ACTIVE-REACTIVE D][§JP ATCH 

3.1 ][ntroduction 

The computer control of electrical power systems generation, transmission 

and distribution is a complex task, which involves sophisticated data processing 

and a high degree of control software interaction. 

The operational control of electrical power systems (O.C.E.PS.) project 

at Durham was designed as an integrated package of software programs for the 

control of electric power systems[112,122]. Monitoring and control functions are 

coordinated in a real time package and the software is verified using a real time 

simulator. The software is mainly written in FORTRAN 77. Several different 

computers are used to simulate and control an electrical power system. The 

power system simulation is carried out on an array processor hosted by Perkin 

Elmer 3230 minicomputer and the control software 1s run on a VAX 8600. 

Figure 8.1 shows the computer facilities used for the O.C.E.P.S. project. 

An overview of the major functional elements of the analysis and control 

package and their relationship with the simulation facilities is shown in figure 

8.2. The dynamic simulator creates telemetery data which are communicated 

to a global data area within the analysis and control computer. The data 

validation and state estimation function eliminates gross measurement errors, 

reduces the effect of measurement noise, and produces estimates for unmeasured 

quantities. The estimated network conditions are then used in conjunction with 

physical system data by most other functional elements. 

Security analysis and fault study programs allow operator initiated and 

automatic "what-if' analysis, to determine the validity of the power system under 
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various hypothetical contingencies. If the network is in an insecure state the 

emergency rescheduling and load shedding functions may be activated. Based on 

the estimated consumer load values a historical log of total power consumption 

is maintained and used to construct a predicted future load variation. The 

load predictions are needed by unit commitment in order to specify an optimal 

schedule of generators start-ups and shut-downs, and by economic dispatch to 

define optimal generator output targets. The load frequency control function 

modifies the generator targets according tro system frequency deviations and 

passes controls via a communication system to the simulation computer. 

In the present work, a reactive power control system IS incorporated 

into the control package to improve the quality of service and system security 

by optimally controlling the generator voltages (potentially the reactive control 

system is abble to control transformers, switchable capacitors and reactors). A 

load voltage control function (similar to the load frequency control function) is 

used to modify the reactive power targets and pass them via the communication 

system to the simulator. The reactive power dispatch function is executed based 

on an active power target set by a separate active power dispatch algorithm. 

The objective of the present investigation is to compare the electrical 

quantities in the dispatch subsystem with those in the simulator subsystem and 

to examine whether the difference between them is significant. Theoretically 

they should be the same but due to many factors, such as difference in load 

and generator modelling on the dispatch and the simulator side, the difference 

between the load prediction and the actual load, there may be a mismatch. 

The level of this mismatch is being investigated. 

8.2 System Simulation 

The power system simulation software has been designed to provide a 

simplified representation for generators, loads, and network elements, so that 

execution speed is compatible with real time operation for medium sized system. 

The major aim has been to provide a "test-bed" for the development, testing 

and verification of algorithms for power system control. A secondary benifit 
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which has been obtained is that the system can be used as a basis for operator 

training. 

The simulator is designed to model power system behaviour over time 

scales ranging from approximately one second to one day. The mathematical 

models available and the numerical solution techniques adopted have been fully 

described in reference [112]. In what follows we will therefore emphasise those 

aspects of the simulator which are of particular relevance to the present study. 

8.3 Consumer loads 

Loads are mo<!elled as static non-linear eleJ!lents, with active and reactive 

power demands varying according to voltage and frequency. Constant power, 

constant current, constant impedance loads, and combinations of these are 

represented. 

8.4 Generator models 

In order to present a realistic response to load frequency control action 

and other control inputs, generators are simulated indiviually. They are all 

based on the same type of units but with slightly different characteristics, along 

with different output limitations. Presently the simulation does not provide 

models for non-thermal units, for instance pumped storage or gas-turbine. Each 

unit is provided with an automatic voltage regulator designed to maintain the 

terminal voltage magnitude of the generator close to a set value by varying 

the excitation level. The governor is used to control the electrical power 

output of the generator by varying the mechanical power input. This controller 

is responsible for the very short term control (less than one second) of the 

turbine-generator unit. The boiler model used is a low-order model of a drum 

type boiler with an integral boiler-turbine control system. Turbine models are 

used to represent the prime mover of the units. These are of the three stage 

single re-heat type. 
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8.5 Measurement system 

To allow for the effect of transducer and data communication errors, 

random noise is added to the numerical values obtained in the simulation. 

Both static and dynamically varying errors are modelled. Gross errors resulting 

from miscalibration or component failures can also be added. 

8.8 Protection equipment 

Some protection equipment is represented to guard against generator 

over-speed, under frequency and line overloading. 

8. '4 Network topology 

The network topology or connectivity of a system changes with time. To 

simulate the system it is necessary to supply the numerical solution algorithms 

with topological information. This includes lists of network elements which are 

energised, information on nodes (connected sections or bus bars), and details of 

network islands (connected groups of nodes). 

8.8 Numerical solution algorithm 

The simulator uses non-linear algebric models of the network in con­

junction with a set of low-order differential equations which represent generator 

dynamics to produce telemetery information. To obtain stable numerical inte­

gration at the high solution speeds required, the implicit trapezoidal technique 

is used with sparse Newton-Raphson techniques. Full details of the simulation 

models and solution techniques are provided in reference [112]. 

8.9 Scenario generation 

In addition to the usual manual input of control commands to the 

simulator a facility is provided for automatic operation of simulator controls. 

The scenario generation function allows a pre-defined sequence of events to be 
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imposed on the simulation at specified times. A repeatable sequence of events 

is vital for software testing. The scenario generation can be driven interactively 

or from a file of instructions. Facilities which are available include opening or 

closing circuit breakers, attempting to synchronise power system elements, etc. 

8.110 Unit commitment 

The aim of the unit commitment is to decide which of the available 

generators should start-up and shut-down over a given time horizon in such 

a manner that the demand and spinning reserve requirement is satisfied and 

·the overall fuel cost is minimum. Since the load varies continuously with time 

the optimum combination of units may alter duri~g any period. In practice, 

however, one hour is the smallest time period that need be considered as the 

start-up and shut-down time for generating units is relatively long and the 

overall time horizon is twenty four hours. 

8.11 JLoad prediction 

The necessity for estimating the power system load expected at some 

time in the future is apparent when it is remembered that generating plant 

capacity must be available to balance exactly any network load at whatever 

time it occurs. In the long-term the installation of new plant and network 

expansion is dependent upon an estimate of the future peak consumer demand 

up to several years ahead. In the short-term the variation of the system load 

must be known m order that prior warning of output requirements may be 

given to power stations, enabling limitations on boiler fuel feed rates, and 

generator rate of change of output constraints, to be observed. Furthemore, 

the economic schedule for the start-up and shut-down of plant is dependent 

on an estimate of the network load so that the cost of providing spinning 

spare capacity for system security can be minimised. In a power system under 

automatic computer control it is this short-term projected load that is used to 

calculate a generator dispatch for which all operating limits are satisfied and 

the generation cost a minimum. 
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8.12 Economic dispatch 

The economic dispatch function is concerned with the allocation of target 

output powers for generators to satisfy the predicted consumer load at a 

minimum cost within recognised constraints. This control function is basically 

a predictive one in which targets are required on a time scale of five minutes 

and upwards. The unit commitment function provides the dispatch with a 

list of those generators which are in service, times for running up or shutting 

down any particular generator. The look ahead capability for the dispatch is 15 

minutes. Each generator is allocated a target output value by Dispatch which is 

calculated based on the most recent load prediction and economic configuration 

of the generators to satisfy the consumer demand. The target output of each 

generator is calculated along with a target time for this output to be reached. 

8.13 JLoad frequency control function 

The L.F.C. function has been designed to be one part of the integrated 

control function of the O.C.E.P.S. control package. The positioning of the 

program in the control hierarchy is such that it is the last function before 

any values are available to control the system. The variables it calculates are 

directly applicable to the system and are sent directly to control the power 

set points of the generators. The control function consists of a main section 

along with four subsections which are used in turn to carry out their individual 

functions. The main program is concerned with the set up and initialisation of 

the start..:up conditions. Once this has been achieved, the Area Supplementary 

Control for each island can be calculated and finally the power set points 

required to satisfy the ordered control action are derived. The interaction 

between the Dispatch function and and L.F .C. is important as the Dispatch 

calculated generator set points are altered by the L.F.C. function. The output 

from the program is placed in a common block as the appropriate control action 

is implemented onto the simulator. 

The first subsection is concerned with the filtering and validation of 

the tie-line powers and frequency readings which are measured throughout the 
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network. 

The second subsection calculates the value to which the power set points 

should be ramped in order to meet the target output and the time set by 

Dispatch. 

The third subsection is concerned with the allocation of the excess power, 

in addition to the Dispatch targets, which is required to satisfy the A.C.E. and 

hence keep the frequency within the previously defined limits. 

The fourth subsection is used in conjunction with the Rescheduling 

function which resolves any emergency conditions and hence is given priority 

over the control of frequency at the discretion of the operator. 

8.141: JL.F .C. and Economic Dispatch 

The targets that are calculated by the Dispatch are altered by L.F .C. 

to take into account the change in the system frequency and the tie-line power 

interchange. The ramp schedules calculated by Dispatch define the power output 

of each unit for the end of the Dispatch period. This schedule is used by 

L.F.C. for the start point of the power allocation to each generator. The power 

to be allocated is split amongst the participating generator units and this is 

used to alter the Dispatch set values at each L.F.C. time interval. At the end 

of the Dispatch period, a new set of targets are calculated based on the L.F .C. 

controlled targets. Thus the interaction between the two control functions must 

be well defined to enable the smooth transfer of valid data between the two 

functions and ensure that the interface is robust. 

8.15 System coordination 

The control and simulation software is coordinated into an integrated 

system in the manner illustrated in figure 8.3. The configuration of the over­

all scheme highlights similarity with conventional automatic control systems. 

Information is monitored via the telemetery system, load-monitoring, topology 
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Figure 8.3 

COORDINATION OF SUBSYSTEMS 

- 263 -



determination and state-estimation subsystems. Feedback control is achieved 

using load frequency control, generation rescheduling and load shedding. Feed­

forward control is implemented by the use of load-prediction, security analysis, 

economic dispatch and unit commitment functions. 

This system is modular in structure which enables each task to commu­

nicate with others through shared memory areas with specified access privileges. 

The timing of the task execution is achieved by flags set by each individual 

task in shared data areas. Every task is capable of being started and shutdown 

without affecting the operation of the other functions, or the integrity of the 

control system as a whole. 

8.16 Generation ramping 

The calculation for the ramping of each generator is based on the Dispatch 

generation targets. This enables each generator to be ramped progressively from 

its previously set Dispatch target to the next Dispatch target, in the specified 

time. The target output and time is stored in the common blocks and accessed 

as required by the L.F.C. function. The active power ramp rate required of 

each generator is calculated and checked against the active power ramp rate 

limit of each machine. Also the output of the machine is checked against 

the upper and lower output limit values to ensure that none of the control 

commands violate the machine limits. At each period of calculation the new 

target power set point is calculated with the consideration of the long term 

Dispatch targets. 

8.17 Power set points 

The new power set points for each generator are sent as a control 

signal to the common areas of the computer memory and are transferred to 

the simulator by the communications program. This ensures that the correct 

protocol is followed and the most recent values available. It also ensures that 

variables cannot be changed while they are being accessed by some other control 

functions. 

- 264 -



8.18 Present work 

In the present work, a reactive power control facility is incorporated 

in the control package to maximise the reactive power reserve margin of the 

generators. A load voltage control function is proposed to smooth the variations 

of the reactive control signals towards their targets. The aim is to assess the 

effect of implementing these techniques on the performance of the actual system. 

8.18.1 Reactive dispatch objective function 

Maximisation of reactive power :reserve margins 

This objective a1ms to maximise the reactive power margms and have 

them distributed among the generators proportional to their ratings. This 

objective can be obtained by minimising the following function: 

- g Q/ 
F- L Q·max 

i=l 3 

Where g 1s the total numbers of generators in the system. 

8.18.2 Reactive power dispatch 

The Reactive power dispatch function is concerned with the allocation 

of target voltages for generators, tap positions and Var sources to satisfy the 

predicted consumer load and at the same time maximising the reactive power 

reserve margins for the generators within recognised constraints. This control 

function is basically a predictive one in which targets are required on a time 

scale of five minutes and upwards (at the same time as the economic dispatch 

of active power in this work). The dispatch will also run whenever there is a 

topology change (line, generation or load switching), significant load variation 

or unit commitment scheduling. The look ahead capability is taken as fifteen 

minutes. Each of the control elements mentioned is allocated a target output 

value by Dispatch, based on the most recent load prediction to satisfy the 
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consumer demand. The target output of each control element is calculated 

along with a target time for this output to be reached. 

8.].8.3 Generation voltage :ramping 

The calculation for the ramping of each generator voltage is based on the 

Dispatch targets. This enables each generator to be ramped progressively from 

its previously set Dispatch target to the next Dispatch target, in the specified 

time. The target output and time is stored in the common blocks and accessed 

as required by the L.V.C. function. The voltage ramp rate of each generator 

is calculated and checked against the generator voltage ramp rate limit of each 

machine. Also the generator voltage is checked against the upper and lower 

limit values to ensure that none of the control commands violate the machine 

operating limits. At each period of calculation the new target set point is 

calculated with consideration of the long term Dispatch targets. 

8.].8.4 Voltage set points 

The new voltage set points for each generator are sent as a control 

signal to the common areas of the computer memory and are transferred to 

the simulator by the communications program. This ensures that the correct 

protocol is followed and the most recent values available. It also ensures that 

variables cannot be changed while they are being accessed by some other control 

functions. 

8.].8.5 Area of investigation 

Attention has been paid to the following electrical quantities 

- Voltage magnitudes. 

- Reactive power generations. 

- Reactive power flows. 
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8.].8.8 Simulated network 

The test system used is an extended versiOn of the 30 node IEEE 

standard test network(112]. Each of the nodes in the test system consists of 

a number of busbars which are connected via links. Each of these links can 

have one or more circuit breakers, and represents the coupling circuits between 

busbars or other connection points. The test system used in the simulation is 

shown in figure 8.4. A substation may contain more than one node, with the 

number of nodes of each substation depending on the operating conditions. 

The system includes six generators, the largest capable of producing 200 

MW an_d 100 Mvars, with an absorptJon capability of 100 Mvars, _ tl_!e smaller 

ones have a maximum of 100 MW and 24 Mvars, with an absorption capability 

of 6 Mvars. The consumer demand is designed to follow a load curve which is 

based on actual C.E.G.B. data (from 1985) scaled to an appropriate level for 

the network. 

8.].8. 7 Scenario of events 

The simulation load data used was from 7 a.m., 8 Feb. 1985 onwards. 

After a period of approximately 3 minutes the control package was activated, 

and the dispatch initiated. At 7:06 a.m., generator 6 was disconnected, 3 

minutes later, generator 6 was put back in service. At 7:12 a.m., load 10 was 

disconnected, 3 minutes later, load 10 was put back in service. 

8.].9 Results 

Two tests have been conducted, usmg the scenario mentioned above, on 

the modified IEEE 30 node system to assess the validity and accuracy of the 

dispatch output in comparison with the response obtained on the simulator side. 

The first test includes activating the active dispatch only and then sending the 

generator active powers to the simulator via the L.F.C. function. The second 

test includes activating the separate active-reactive dispatch and then sending 

the generator voltage signals to the simulator via the L.V.C. function. The aim 
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of conducting these two tests is to assess how much improvement, the separate 

active-reactive dispatch can achieve in terms of the specified objective function 

and in terms of keeping the system variables that are reactive power dependent 

within the specified limits. 

8.19.1 Reacive power objective 

Figure 8.5 shows the behaviour on the simulator side of the reactive 

power objective , first when only an active dispatch is performed, then when a 

separate active-reactive dispatch is performed. The third curve represents the 

reactive power objective targets set by the reactive dispatch which should be 

achieved in theory. 

It is clear from figure 8.5, that the reactive power objective is heading 

towards the updated dispatch target. It can also be seen clearly from this figure 

and from table 8.1 that the reactive power objective is close to its target at 

the end of the dispatch target time. The value of the reactive power objective 

was 1.9862 p.u. at the end of the dispatch target time when only an active 

dispatch was activated. This objective was improved to 1.5474 p.u. when a 

separate active-reactive dispatch was implemented. The dispatch target was 

1.2297 p.u. 

It should be noted that, the dispatch target is based on the load 

prediction at the dispatch target time and that on the simulation side the 

actual load is obtained from the loader. The loads on both sides are therefore 

slightly different at the dispatch target time and on the simulator side the load 

is always changing. Figure 8.6 and table 8.2 show the same reactive power 

objective as a fraction of the total reactive load in the system (on the simulator 

side, it is a fraction of the total reactive load obtained from the loader, while 

on the control side, it is a fraction of the total load obtained from the load 

prediction). The value of the reactive power objective as a fraction of total 

reactive load was 1.1353 at the end of the dispatch period when only an active 

dispatch was activated. This objective was improved to 0.8635 when a separate 

active-reactive dispatch was implemented. The dispatch target was 0.7222 which 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power reserve objective 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power reserve objective per unit load 
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shows that the reactive power objective as a fraction of total load is closer to 

its target than the reactive power objective itself. 

One possible reason for the mismatch between dispatched target and what 

can be actually achieved is that the reactive dispatch sets its target according 

to a load profile set up by the load prediction 15 minutes ahead, while on 

the simulator side, the simulator obtains its load profile from the loader which 

changes every ten seconds and which may be different from the predicted load 

at the dispatch target time. The actual total load on the system at the dispatch 

target time is 1.7920 p.u., while the predicted power obtained from the load 

predictor and used by the dispatch is 1.7027 which is about 5% lower than the 

actual load. Another possible reason is that on the dispatch side, loads are 

considered constant while on the simulator side loads are voltage dependent. 

8.19.2 Generation reactive powers 

Figures (8.7-8.12) show the behaviour of the generator reactive powers 

on the simulator side, first when only an active dispatch is performed, then 

when an active dispatch followed by a reactive dispatch is performed. The 

third curve represents the generator reactive power targets set by the reactive 

dispatch which should be achieved theoretically, the fourth curve represents the 

reactive power limit for the generator. 

It is clear from these figures, that generator reactive powers are always 

heading towards the updated dispatch target. It can also be seen clearly from 

these figures and table 8.3 that they are close to their target at the end of the 

dispatch target time. It is also apparent that the reactive powers produced at 

generators 5 and 6 which have low capacity (24 Mvars upper limits) are close 

to their targets but still above the limit. The reason for this is that on the 

simulator side there is no limit on the reactive power generation. 

Possible reasons for this mismatch are those stated above when assessing 

the behaviour of the reactive power objective. 
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Table 8.1 

Comparison of electrical quantities at the dispatch target time 

Reactive power reserve objective (p.u.) 

Act.disp.actua React.disp.actua React.disp.target 

1.9862 1.5474 1.2297 

Table 8.2 

Comparison of electrical quantities at the dispatch target time 

Reactive power reserve objective as a fraction of tatal load 

Act.disp.actua React.disp.actua React.disp.target 

1.1353 0.8635 0.7222 

Table 8.3 

Comparison of electrical quantities at the dispatch target time 

Reactive power generations (p.u.) 

Generator number Act.disp.actua React.disp.actua React.disp.target 

1 0.2503 0.4308 0.4959 

2 0.2833 0.3439 0.3020 

3 0.3392 0.3494 0.2920 

4 0.3106 0.3477 0.3403 

5 0.3764 0.2577 0.2029 

6 0.4103 0.2693 0.2020 
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TITLE: Comparison of electrical quantities 

FIGURE: Generator reactive power outputs (gen. 1) 
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TITLE: Comparison of electrical quantities 

FIGURE: Generator reactive power outputs (gen. 2) 
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TITLE: Comparison of electrical quantities 

FIGURE: Generator reactive power outputs (gen. 3) 
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TITLE: Comparison of electrical quantities 

FIGURE: Generator reactive power outputs (gen. ~) 
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TITLE: Comparison of electrical quantit~es 

FIGURE: Generator reactive power outputs (gen. 5) 
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TITLE: Comparison of e~ectrical quantities 

FIGURE: Generator reactive power outputs (gen. 6) 
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8.19.3 Bus voltage magnitudes 

Figures 8.13-8.24 show the behaviour of the bus voltages at selected 

buses on the simulator side, first when only an active dispatch is performed, 

then when an active dispatch followed by reactive dispatch is performed. The 

third curve represents the voltage magnitude set by the reactive dispatch which 

should be achieved theoretically. 

It is clear from these figures, that voltages are always heading towards 

the updated dispatch target. It can also be seen clearly from these figures 

and table 8.4 that generator voltages (buses 1, 2-3, 7-9, 17-24, 36 and 39) are 

very close to their target at the end of the dispatch target time, the mismatch 

ranges from 0.0065 p.u. at generator 3 to 0.0106 p.u. at generator 4. The 

load voltages are also close to their targets at the end of the dispatch period, 

with the exception of buses 64-68 and 69-73 which are short of their targets, 

although it can be seen clearly from figures 8.23-8.24 that they are heading in 

the right direction towards their targets. It should be noted that these buses 

are electrically remote, and therefore a 5% increase in loading on the simulation 

side may result in a heavy drop in the voltage magnitude. 

Possible reasons for this mismatch are those stated above when assessing 

the behaviour of the reactive power objective. 

8.19.4 Reactive power flows 

The results obtained for reactive power flows followed a similar pattern 

to those previously obtained for bus voltages. This can be seen clearly from 

figures 8.25-8.41 at selected transmission lines of the system. Also in table 8.5 

which shows the actual value of the power flows together with their dispatch 

target in all the transmission lines in the system. 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 1, gen. 1) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 4) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 25) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (buses 26-35) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 36, gen. 5) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (buses 37 and 38} 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus ~6) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 48) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (bus 55) 
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TITLE: Comparison of e1ectrical quantities 

FIGURE: Bus voltage magnitudes (bus 63) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (busss 6~-68) 
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TITLE: Comparison of electrical quantities 

FIGURE: Bus voltage magnitudes (buses 69-73) 
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Table 8.41 

Comparison of electrical quantities at the dispatch target timE 

Bus voltage magnitudes (p.u.) 

Bus nurnbei Act.disp.actua React.disp.actua React.disp.target 

1 1.0593 1.0920 1.1000 

2-3 1.0425 1.0697 1.0762 

4 1.0232 1.0438 1.0507 

5-6 1.0155 1.0336 1.0408 

7-9 1.0038 1.0249 1.0333 

10-15 1.0067 1.0234 1.0322 

16 0.9936 1.0119 1.0214 

17-24 1.0027 1.0201 1.0307 

25 1.0123 1.0096 1.0146 

26-35 0.9836 0.9822 0.9906 

36 1.0802 1.0555 1.0499 

37-38 1.0167 1.0097 1.0112 

39 1.0692 1.0443 1.0376 

40 0.9927 0.9867 0.9908 

41-44 0.9843 0.9789 0.9846 

45 0.9924 0.9878 0.9932 

46 0.9787 0.9763 0.9845 

47 0.9670 0.9631 0.9711 

48 0.9612 0.9582 0.9672 

49 0.9657 0.9631 0.9720 

50 0.9658 0.9644 0.9747 

51 0.9664 0.9650 0.9753 

52 0.9637 0.9601 0.9693 

53-54 0.9481 0.9468 0.9599 

55 0.9532 0.9642 0.9688 

56 0.9301 0.9408 0.9479 

57-62 0.9647 0.9775 0.9848 

63 0.9994 1.0158 1.0251 

64-68 0.9201 0.9324 0.9614 

69-73 0.8850 0.8970 0.9497 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 1) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 2) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 4) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 5) 
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TITLE: Compar~~on of electrical quantities 

FIGURE: Reactive power flows (line 7) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 9) 
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TITLE: Comparison of e1ectrica1 quantities 

FIGURE: Reactive power flows (line 11) 
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TITLE: Comparison of electrica1 quantities 

FIGURE: Reactive power flows (1ine 13) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 15) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 20) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 23) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 25) 

Act. disp. actual 0 0 0 0 0 0 0 React. disp. target 
1 

Reactiv~ower (p.u.) o.ooo-- I ~~T-~~~---.-----,:i----.-----~---.-----.----.-----.----
, 

! i 

I i,
0

° 

:oi i ! j 
-0.015-t- j l 

i io 

i 
~ ~ 

I l\~t I 
' ''~ I 

-0. 029-t------rl--..J--=:-c::--. l ,- ......... r::-----r---_! 00 

I ; .. I -t---:-:.....-00 

""t---i ! -..... i 0° 0 

-0. o.u --

-0.058-
I 

08/02/1985 
06:59:50 

I I " ,,~+--
! oloo I ·~-

~ 
i 

I 
: 

I 
: 
! 

! 
~ 

; I 
I 

08/02/1985 
07:08:13 

I 1· I 
: t : 

I I I 
I 
I 

08/02/1985 
07:16:37 

08/02/1985 
07:25:00 

Figure 8.36 

- 305 -

I 
I 

08/02/1985 
07:33:24 

Time 



TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 27) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 32) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 35) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line 36) 
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TITLE: Comparison of electrical quantities 

FIGURE: Reactive power flows (line ~1) 

Act.disp.actual · · · · · · · React.disp.target 
- - - -React . disP actual 

Reactive power 
0.000 l 

~ 

. (p.u.J 

: 

'•: .. ~.. i i 
! i 

-o.o28+ ! I 
: : 
~ : 

I I 
I I 

-0.055-f-- I 1. 
! 

____ I -!-----!~ ~L_, __r-f'--t"--t--l----l--j~ - ~ - ,-, ~:1 ~ 
-0.083-- I ---~---: ---

'· i 
: :'· 
i.'·.. • •• . .... ·I 

! ~,:· 
i 

-0.110- l ! 
~----------~'~----------~~-------------+------------~· 

08l02/1985 08/02/1985 08/02f1985 08/02/1985 08/02/19e5 
06:59:50 07:08:13 01:16;37 07:25:00 07:33:24 

Time 

Figure 8.41 

- 310 -



Table 8.5 

Comparison of electrical quantities at the dispatch target time 

Reactive power flows (p.u.) 

Branch number Act.disp.actua React.disp.actua React.disp.target 

1 -0.1352 -0.2406 -0.2878 

2 -0.1152 ~0.1905 -0.2081 

3 -0.0612 -0.1198 -0.1282 

4 -0.0951 -0.1681 -0.1758 

5 -0.0860 -0.1180 -0.1226 

6 -0.0929 -0.1580 -0.1620 

7 -0.1360 -0.1667 -0.1505 

8 -0.1182 -0.1489 -0.1311 

9 -0.0305 -0.0069 -0.0159 

10 -0.1004 -0.0832 -0.0518 

11 0.0274 -0.0680 -0.0874 

12 -0.0446 -0.0784 -0.0795 

13 0.3062 0.1977 0.1479 

14 -0.2786 -0.2648 -0.2338 

15 -0.0019 -0.1016 -0.1257 

16 0.3720 0.2393 0.1844 

17 -0.0433 -0.0395 -0.0357 

18 -0.1310 -0.1171 -0.1022 

19 -0.0797 -0.0659 -0.0579 

20 -0.0176 -0.0143 -0.0124 

21 -0.0518 -0.0386 -0.0326 

22 -0.0401 -0.0329 -0.0302 

23 -0.0266 -0.0195 -0.0179 

24 0.0179 0.0246 0.0229 

25 -0.0311 -0.0378 -0.0365 

26 -0.0278 -0.0406 -0.0402 

27 -0.1335 -0.1334 -0.1179 

28 -0.0615 -0.0617 -0.0533 
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Table 8.5 (continued) 

Comparison of electrical quantities at the dispatch target time 

Reactive power flows (p.u.) 

Branch number Act.disp.actua React.disp.actua React.disp.target 

29 0.0176 0.0170 0.0215 

30 -0.0646 -0.0554 -0.0461 

31 -0.0415 -0.0422 -0.0298 

32 -0.0417 -0.0329 -0.0248 

33 0.0040 0.0118 0.0270 

34 -0.0291 -0.0298 -0.0270 

35 0.0333 0.0419 0.0543 

36 -0.0953 -0.1062 -0.1109 

37 -0.0528 -0.0541 -0.0201 

38 0.0101 0.0104 -0.0182 

39 -0.0366 -0.0375 -0.0048 

40 0.0093 0.0046 -0.0012 

41 -0.0788 -0.0840 -0.0821 
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8.20 Conclusion 

In this chapter, a reactive power control system has been incorporated 

m the control package to maximise the reactive power reserve margins of 

the generators by optimally controlling the generator voltages (potentially the 

reactive control system is also able to control transformers, switchable capacitors 

and reactors). A load voltage control function has beeri introduced to modify 

the reactive power targets and pass them via the communication system to 

the simulator. The reactive power dispatch algorithm is executed based on the 

active power targets set by the separate active dispatch software. 

The objective has been to compare the electrical quantities on the dispatch 

side with those on the simulator side and to see wether the difference between 

them is significant. Theoretically they should be the same but due to many 

factors such as difference in load and generator modelling there may be a 

mismatch. The level of this mismatch has been investigated. Results show that 

implementing an L.V.C. function can permit smooth variation of the control 

and system variables towards their targets. Results show that the electrical 

quantities investigated are all heading in the right direction towards their 

dispatch target. The reason for not reaching the dispatch target exactly at 

the dispatch target time is possibly due to the 5% difference in system loading 

between the simulator and control side, or to the fact that on the simulator side 

loads are voltage dependent, while on the simulator side they are considered 

constant. 
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CJHLAJPTER 9 

CONCJLU§][ON 

With the increased loading and exploitation of the power transmission 

system and also due to improved optimised operation, the problem of voltage 

stability and voltage collapse attracts more and more attention . A voltage 

collapse can take place in systems or subsystems and can appear quite abruptly. 

Continuous monitoring of the system state is therefore required. 

The cause of the 1977 New York black out has been proved to be 

the reactive power problem. The 1987 Tokyo black out was believed to be 

due to reactive power shortage and to a voltage collapse at summer peak load. 

These facts have strongly indicated that reactive power planning and dispatching 

play an important role in the security of modern power systems. A proper 

compensation of system voltage profiles will enhance the system securities in 

the operation and will reduce system losses. 

Throughout this thesis, the reactive power and voltage control problem 

has been investigated. The a1m is to improve system security and voltage 

profile in the system. The research involved the investigation of a voltage 

collapse proximity indicator and then went further to implement a reactive 

power dispatch algorithm in which this indicator was used for the first time 

to attempt to prevent a voltage collapse in the system. A new method for 

N-1 security dispatch has been implemented aiming at maximising the reactive 

power reserve margin for the generators as well as minimising active power losses 

during normal as well as outage conditions (single line outage) . The dispatch 

(N-1 security excluded) has been incorporated on-line in the OCEPS control 

package to improve the quality of service and system security by optimally 

controlling the generators. The dispatch program also includes facilities for 

controlling transformers, switchable capacitors and reactors. A new technique 
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called Load Voltage Control (LVC), similar to the Load Frequency Control 

(LFC) function is used to modify the reactive power targets and pass them 

via the communication system to the simulator. The proposed algorithms and 

techniques have been tested using the IEEE 30 nodes system. 

The following paragraphs present the major points proposed or investi­

gated throughout this thesis. 

Firstly, a voltage collapse proximity indicator based on the optimal 

impedance solution of a two bus system ( %;- :::; 1) has been proposed and 

generalised to apply to an actual system and the performance of this indicator 

is investigated. A linearised model for system load and generator active and 

reactive powers, is used to conduct this study. The aim is to assess the 

valididity and robustness of this indicator over the operating range, when the 

system load or the load at a particular node increases gradually. For this 

reason the following studies have been undertaken. 

A comparison between actual critical power and critical voltage , and the 

critical power and critical voltage predicted by the optimal impedance 

solution of an equivalent Thevenin network at the node of concern as 

the load at that node or the system load increases; 

- an investigation of the behaviour of the voltage collapse proximity indi­

cator at the node as the load at that node or the system load mcreases 

gradually, particularly in the region of the stability limit. 

Results obtained show that prediction is acceptable and very accurate 

for a single load change, and is an acceptable approximation for system wide 

load change. Some separate conclusions for the case of single load changes and 

system wide load changes are given below. 

The conclusions that may be drawn regarding the effect of varying a 

single load are: 
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- The voltage collapse proximity indicator can give a good indication about 

the critical power a system can maintain before collapse, over the whole 

region and for all the cases studied, it is also clear that this indicator 

tends towards 1 near the critical region. 

- The accuracy of the predicted critical power improves as the load increases 

and the prediction is very accurate in the vicinity of the critical power. 

- Additional reactive resources lead to a higher critical power and critical 

voltage. 

- The indicator provides increasingly accurate predictions as reactive re­

serves become exhausted. 

The critical power predicted by usmg this indicator 1s very good for 

electrically remote nodes (over 90% accurate over the whole region and 

very close to 100% accurate at collapse for electrically remote nodes). 

The predicted critical power is more accurate for loads which have a 

relatively low critical power. 

- Limitation on the reactive power of generators leads to a more accurate 

prediction (over 90% accurate for all the nodes studied over most of the 

region and very close to 100% accurate at collapse. 

Conclusions that may be drawn regarding a system wide load chage are: 

The voltage collapse proximity indicator can g1ve a good indication 

about the critical power a system can maintain before collapse over the 

whole region for the unlimited reactive generation case and an acceptable 

indication otherwise. The reason is that the critical power is evaluated 

for the linearised system and therefore does not take into account the 

increase of demand in the whole system. Therefore the more reactive 

power that can be injected to the system to overcome the reactive power 
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of the load, the better the prediction becomes. The unlimited reactive 

power case therefore gives a better prediction over the whole range for 

this form of load change. 

- The critical power predicted is less accurate than for the single load 

change and the voltage collapse proximity indicator is more sensitive over 

the operating region. 

Secondly, a reactive power dispatch is implemeted in which this indicator 

was used for the first time to attempt to prevent a voltage collapse in the 

system. This reactive dispatch is formulated as a linear programming problem 

and solved using the sparse dual revised simplex method. The power flow 

equations are linearised about the operating point and the sensitivities of load 

bus voltage magnitudes and the reactive power of the generators with respect 

to the control variables (generator voltages, SVC sources and transformer tap 

positions) are used to form the linearised objective function and constraints. 

Four different objectives aimed at optimising the system voltage profile 

were tested and used for comparison. Those objectives are 

- Maximization of 'Eie 1 -=-zz .. _ ; 
II 

- maximization of 'Eie 1 ~Vii 

- maximization of 'Eie 1 vi j 

- maximization of 'EiE1 zi. 

Attention has been focused on three Issues: 

- The voltage collapse proximity indicators for load nodes of concern; 

- the voltage profile m the system; 
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- the computer time needed to execute the program. 

Results show that, the voltage profile at the loads are nearly the same, 

at most there are differences in the third decimal digit when the four objectives 

were tested on the IEEE 30 node system. Objectives L:iEJ -=-zz ... and LiEJ &z·.· Vi 
II l 

are time consuming, because there is a need to invert the [Y] matrix a number 

of times equal to the number of iterations the problem needs to converge 

multiplied by the number of loads in the system. Therefore objectives L:ieJ Vi 

and LiEJ zi are preferable. Between the last two objectives, objective L:iEJ vi 
is preferable, because it takes into account the real system status (system 

voltages), while objective L:iEJ Zi is based on the linearisation of system loads 

( zi = 1; ). 

It may be unw1se to draw a general conclusion based on these findings 

and we think, more tests may be needed for other systems, especially for larger 

networks. 

Thirdly, a new method for N - 1 security dispatch is implemented. 

The aim is to allocate reactive power for normal operation as well as for 

contingencies which cause voltage and power flow problems. Two objectives 

have been considered, the first includes the maximisation of reactive power 

margins and their distribution among the generators, the second includes the 

minimisation of active power losses in the system. From each contingency case 

we have considered the violated and nearly violated constraints and applied 

them in the dispatch. The reactive power flow redistribution on the network 

following an outage is based on the S-E graph model introduced by Ilic-Spong 

and Phadke[72]. 

In refernce [72] the authors have suggested that it may be more convenient 

to have a special treatment for the electrical quantities at the two ends of the 

disconnected line. For this reason a comparison test has been conducted to 

see whether special treatment of the electrical quantities (voltages) is more 

convenient than the modified approach in which no special treatment is given. 

Results show that the standard method as suggested by [72] gives an inaccurate 
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result compared to the modified approach. and that the results given by the 

modified approach and the exact solution given by the load flow solution after 

the outage are close. 

The reactive power flow and load voltages for the post-outage condition 

are evaluated as a function of the pre-outage system control variables and then 

linearised about the pre-outage current operating state of the system. The 

constraints taken into account are: 

- upper and lower limits on the dependent variables; 

- upper and lower limits on the control variables; 

- upper and lower limits on the reactive power flows; 

- security constraints. 

Security constraints include, from each contingency: 

- Violated and nearly violated post-outage load voltage and generator 

reactive power constraints; 

- Violated and nearly violated post-outage line flow constraints. By nearly 

violated constraints we mean those constraints which exceed 90% of the 

limit and above. 

Results show that the algorithm employed provides a very efficient and yet 

sufficiently accurate model for dealing with reactive power security constraints. 

Fourthly, a reactive power control tool is incorporated in the control 

package to maximise the reactive power reserve margins of the generators by 

systematically controlling the generators, transformers, switchable capacitors and 

reactors. A new technique called Load Voltage Control (similar to the Load 

Frequency Control function) is implemented to modify the reactive power targets 
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and pass them via the communication system to the simulator. The reactive 

power dispatch tool is executed based on an active power target set by the 

Economic Active Power Dispatch. 

A comparison has been made between the electrical quantities in the 

dispatch computer with those on the simulator side to examine whether the 

difference between them is significant. Theoretically they should be the same 

but due to many factors such as difference in load and generator modelling 

on the dispatch and the simulator side there may be a mismatch. The level 

of this mismatch has been investigated. Results show that implementing the 

new technique {L.V.C. function) can smooth the behaviour of the control and 

system variables while driving them towards their targets. Results show that the 
--

electrical quantities investigated are all heading in the right direction towards 

their dispatch target. The reason for not exactly reaching the dispatch target 

at the dispatch target time is possibly due to the 5% difference in system 

loading between the simulator and control sides or to the fact that on the 

simulator side loads are voltage dependent, while on the simulator side they 

are considered constant. 

9.1 Some proposals for future work: 

It has been shown that the voltage collapse proximity indicator proposed 

m this thesis can be useful especially for electrically remote nodes. This 

indicator requires a matrix inversion of the admittance matrix of the whole 

system to evaluate the impedance seen by the load under investigation. This 

is a time consuming process, especially for large systems. It would be useful 

to attempt to use sparsity techniques to speed up the process, and further to 

this it may be possible to use special techniques to try to find the inverse of 

the [Y] matrix from its predecessor, if the indicator is to be implemented on 

line. This could be achieved by considering the present [Y] matrix as equal to 

its predecessor plus an increment caused by load variation in the system. This 

increment will only appear in the diagonal part of the [YJ matrix. 
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It has been shown that for security at node i we reqmre ~ 2: 1. .. 
Security was then enforced by maximising the sum of such terms over load 

nodes. The maximisation of a sum does not guarantee that every term is large. 

It would be quite possible for a single term to be less than 1 even though the 

average was much greater. It would therefore be interesting to investigate the 

maximisation of the smallest term, i.e. 

maximise (miniEJ ff~.) .. 
By concentrating wholly on the smallest term, the above objective may 

discard opportunities to maximise other terms. There may be a case for using 

an objective of say 0.9 times the maxmin plus 0.1 times the sum. There is 

scope for experimentation in this area. 

Results obtained using the new technique for N - 1 security dispatch 

on the IEEE 30 Node system show that this is an efficient technique both in 

terms of accuracy and time consumption. It would be useful to test larger 

systems, and to apply this technique to a fully combined active and reactive 

dispatch. Since the new technique is not a time consuming process, it may be 

advantageous to implement this technique on line. 

In this thesis we have decomposed the system variables into dependent 

and control variables, then we have defined a relationship between dependent 

and control variables using a sensitivity approach. This has reduced the number 

of variables used in the L.P. to the number of control variables only. Although 

reduction of the number of variables in the L.P. is good computationally, the 

sensitivity matrix relating dependent and control variables is non-sparse. Since 

the Jacobian matrix is sparse, it may be useful to attempt to solve the problem 

by considering all the system variables in the L.P. and express their relationship 

via sparse equations. It may be useful to attempt to use this approach as an 

alternative to the sensitivity approach which also requires a matrix inversion of 

that part of the Jacobian matrix relating all the load nodes. 
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It may be useful to investigate and compare the implementation of a 

fully combined active-reactive dispatch with the iterative decoupled approach. 

Areas of interrest for these investigations would include: 

Although it seems that the use of an iterative decoupled approach 

improves computational efficiency, especially for large systems (by reducing 

the size of each subproblem to half the size of the original problem), the 

computation time gained due to the decoupled approach may be lost in 

the re-iteration process between active and reactive subproblems. The 

gain in computational efficiency may not be sufficient to compensate for 

any loss of accuracy resulting from the decoupling. 

A combined active-reactive dispatch may be needed to eliminate the 

control conflict which may exist between active and reactive subproblems 

(especially during heavy load conditions), which in turn may not lead to 

convergence of the problem. 

The use of a fully coupled active and reactive dispatch will allow better 

handling of constraints which depend on both active and reactive effects 

such as line flows and generator capability chart limitations. It will also 

allow the effects of the real power dispatch on voltage security to be 

considered. 

The disadvantages of using the fully combined active-reactive dispatch is 

that more computational resources may be required. 

A new function called Load Voltage Control has been introduced to allow 

smooth variation of the control signals towards their targets. This has been 

shown to be successful when applying it to the IEEE 30 Node system, because 

it resulted in a consistent variation of all the electrical quantities in the system 

in the right direction to their targets. It would be useful to test the proposed 

technique on a large system to assess the practical performance of the method. 
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Appendix].. 

Computing elements of the matrix (~~i )_ 1a ((Xua) in terms of its 

elements for basic configuration and parameters of a faulted line 

New elements of matrix Xua are computed using the matrix inversion 

lemma as 

(1) 

(2) 

(3) 

(4) 

Al - 1 



Appendix 2l 

Power loss sensitivities 

A method of finding the sensitivities of the system losses with respect 

to the control variables is presented in this appendix. The procedure starts by 

calculating the sensitivities of the losses with respect to the real and reactive 

power injections at all the buses except the slack bus. The equation dealing 

with the development of these variables are developed in [61]. In matrix 

notation, this relation is 

(1) 

Where [J] is the Jacobian matrix of the Newton-Raphson load flow. The 

elements of the vectors 8Jor: and B[vr: can be determined using the following 

procedure. The system loss is 

(2) 

where n IS the total number of buses m the system. 

Therefore 

(Eft) 8Pr; 
av ( 

!.t.fr ) ( !l.EA ) ( !lE:n. ) ~{I + 1!1 + • • • + afvn (3) 

JLoss sensitivity with respect to transformer taps ( 8~J/') 

Let us consider a transformer connecting buses i and j with tap on 

bus i. Let the bus power injections into buses i and j be Pi,Qi,Pi, and Qi 

respectively, as shown in figure A2.1. 

A2 - 1 



Calculation of the sensitivity index with respect to transformer tap 

depends on the approximation that these power injections into buses i and j 

do not change with the transformer tap. 

A small change, b.Tij, m the tap of the transformer i - i results in 

an incremental power flow in this line thereby changing the power injections 

into end buses figure A2.2. But these power injection changes are to be 

eliminated by suitably injecting incremental powers of opposite sign. These 

suitably modified power injections help us to determine the required sensitivity 

index. 

bus power injection errors at bus are 

b.P. = P.- - P·(calc) = P· - P· - apii b.T: · = - apii b.T:· · (4) 
' ' ' -a. ' 8T: · ' 3 81:· · -a.3 

1.3 1.3 

and 

BQ·· aQ .. 
b.Q· = Q·- Q·(calc) = Q·- Q·- --a.

3 b.T:· · = __ -a._
3 b.T:· · (5) 

-a. , -a. -a. -a. 8Tii '3 8Tii '3 

Similarly 

(6) 

and 

8Q·· 
b.Q . = - _3_' ~1:·. 

3 8Tii '3 
(7) 
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Pi ,Oi 
(Scheduled) 

1 :t ij 

1----<>::j ~ 

Busi Busj 

pj ,Qj 
(Scheduled) 

Figure A2.1 Representation of a transformer 

i·(t·· + 6t .. ) · I J I J 

Busi 

Figure A2.2 Representation of a transformer with 
incremental power injection errors 
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Therefore 

a~ a~ a~ a~ 
!:J.PL = -l:J.P· + -!:J.Q· -1- -l:J.P· + -flQ · ap. ~ aQ· ~ ap. 3 aQ · 3 

~ \ 3 3 

(8) 

or 

P - (apL ( apii) apL ( aQii) apL ( apji) apL ( aQii)) AT ( ) fl L- ----- +-- --- -!--- --- -1------ u ij 9 
ap. ar.. aQ· ar.. ap. ar.. aQ · aT·· \ ~ ~ ~ 3 ~ 3 ~ 

but 

(10) 

Therefore 

The values of &Pr. &Pr. &Pr. &Pr. are avilable from equation (1). Expres-
BP; ' BQ; 'BP;' BQ; 

sions for Pii and Qi.i are written in terms of bus voltages Vi, V,·, Transformer 

tap ratio Tt.i and the admittance Yii· 

JLoss sensitivity with respect to generator terminal voltages ( ~~& ) 
g 

Changing the terminal voltage at a generator bus results in the modified 

Var injection at that bus. Hence, the loss sensitivity with respect to the 

generator bus voltage i can be given by 

apL aQ, ----
aQ,aVi 

(12) 
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JLoss sensitivity with respect to the terminal voltage of the slack 

generator 

Any changes to the terminal voltage of the slack generator results in 

modified reactive power injections at all the other generators and in reactive 

power injection errors at all the load buses connected to this bus. Thus 

where a is the set of all the load buses connected to the slack bus, IS 

the set of all generator buses with the exception of the slack bus. 

:-A2 - 5 




