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Abstract

Financial operators have today access to an extremely large amount of data,
both quantitative and qualitative, real-time or historical and can use this informa-

tion to support their decision-making process.

Quantitative data are largely processed by automatic computer programs, often
based on artificial intelligence techniques, that produce quantitative analysis, such
as historical price analysis or technical analysis of price behaviour. Differently, little
pfogress has been made in the processing of qualitative data, which maihly consiéts
of financial news articles from financial newspapers or on-line news providers. As
a result the ﬁnanc’iai market players are overloaded with qualitative information

which is potentially extremely useful but, due to the lack of time, is often ignored.

‘The goal of this work is to reduce the qualitative data-overload of the financial
operators. The research involves the identification of the information in the source
financial articles Wh{ch is relevant for thg financial opérators’ investment decision
making process and to implement the associated templates in the LOLITA system.

The system should process a large number of source articles and extract specific

templates according to the relevant information located in the source articles.

The project also iﬁvolves the design and implementation in LOLITA of a user-
definable template interface for allowing the users to easily design new templates
usiﬁg sentences in natural language. This allows user-defined information extrac-
tion from source texts. This differs from most of existing information extraction

systems which require the developers to code the templates directly in the system.

The results of the research -have shown that the system performed well in the
extraction of ﬁnancial templates from -source articles which would allow the finan-
cial operator to reduce his qualitative data-overload. The results have also shown
that the user-definable template interface is a viable approach to user-defined in-
formation extréction. A trade-off has been identified bétween the ease of use of the
user-definable template interface and the loss of performance compared to hand- |

coded templates.
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Chapt‘er 1

Methodological Introduction

1.1 Introduction

The gbal of information extraction is to extract specific kinds of information from
a source document [Riloff and Lehnert, 1994]. In other words, the input to the
system is a document (e.g. a newspaper article), while the output consists of a
summary of the contents of the document. For example, the source article could

consist of the following text:

BELL ATLANTIC announced it will acqﬁire Tele-Communications Inc with 18
billion dollars. The deal will radically change the US communications industry. It
will also be one of the country’s biggest ever takeovers. The deal - which is bound
to face strong regulatory scrutiny - would be the first full merger between a US
telephone company and a cable business at a time when the two industries are con-
verging to create a single, multi-media-inter-active entertainment and information

business.

An information extraction system will try to produce a template of the original
text according to a specification of the information defined during the design of the

system. For example, a sensible summary of the article shown above could be:
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Template: TAKEOVER
COMPANY_TARGET: Tele-Communications Inc.
COMPANY_PREDATOR: BELL ATLANTIC
TYPE_TAKEOVER: FRIENDLY
VALUE: 18 billion dollars.
ATTRIBUTION: BELL ATLANTIC

The summary presented above is called a template which is a structure with a
predefined number of slots, where the slots are filled with the information extracted

from the source article.

Players in the financial market have today access to an extremely large amount
of data, both quantitative and qualitative, real-time or historical and can use this

information to support their decision-making process.

Quantitative data, such as historical price databases or real-time price informa-
tion are largely processed by automatic computer programs, often based on artificial
intelligence techniques, that produce quantitative analysis, such as historical price

analysis, price forecasts or technical analysis of price behaviour.

Differently, little progress has been made in the processing of qualitative data,
which mainly consists of financial news articles either from financial newspapers,
such as The Financial Times or from on-line news services, such as Dow Jones or
Bloomberg. As aresult, financial market players are overloaded with qualitative
information which is potentially extremely useful but, due to the lack of time,
.is often ignored. In fact, the.time needed for reading a financial article (e.g. the
article shown in figure 1.1) is quite significant and the operator is often unable to

assimilate the relevant information before an investment decision has to be taken.

The goal of this work is to reduce the qualitative data-overload of the financial
operators by extracting the relevant information from a large collection of source

financial documents. In particular, the work has two main aims.

e Aim 1: implementation of templates for extracting relevant infor-
mation from financial articles The first goal of the research is to imple-

“ment a set of financial templates in the LOLITA System. The system should
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The Argentine government is stepping up pressure on the nation’s Congress to approve

key economic legislation early in the new year. Legislators failed to vote on two important -

measures in extraordinary sessions held this week. Debate on the measures - a presidential
request for additional taxing and budget-trimming powers and a bill to advance reform of
federal-provincial government relations - was again suspended late on Thursday evening
after opposition members of the lower house of Congress withdrew from the chamber.
Their walk-out denied the chamber a quorum and pushed consideration of the bills into
January. The government is now insisting that extraordinary congressional sessions be
extended as far as February to win approval of the measures it argues are critical to
repairing the nation’s finances in 1996. Argentina’s Congress normally takes a long
southern summer recess over the months of December, January and February. The
measure considered to be the most important is President Carlos Menem’s request for
extraordinary powers to cut expenditure and raise taxes without congressional approval.
The government argues that the proposed ’superpowers’ are necessary to ensure that the
1996 budget is balanced and International Monetary Fund fiscal targets are met. The
second major measure, the ambitiously titled Reform of the State legislation, aims to
streamline financial relations between the national government in Buenos Aires and the
country’s 23 provinces.. The federal government argues that elimination of duplication
of services in the two tiers of government could save up to Dollars 1.5bn a year but
is reluctant to confirm that efficiency measures may see the loss of up to 20,000 state
sector jobs. The congressional backlog was cleared somewhat earlier this week when
the upper house of Congfess, the Senate, approved the 1996 budget law and a hotly
debated measure to increase taxes on tobacco products. Argentine financial markets
have maintained a firm tone in thin holiday-season trade this week, and investors appear
. content to give Congress some additional leeway to approve the government-sponsored
measures. Economist Raul Buonuome of ING Barings said the markets were willing to
accept that the Senate might not sign-off on the measures until March but had expected
lower house approval this week.

Figure 1.1: An article from The Financial Times.
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process a large number of source articles and extract a number of templates
~ with the relevant information for the financial operator identified in the source

texts and e}iminate the non-relevant information. . |

e Aim 2: design and implementation of a user-definable template
interface. The second aim of this research is to design and implement a
user-definable template interface for allowing the end-user of the system to
easily .extract additional information from the source articles by designing
new templates. The user-definable template interface should allow the user
to easily define new templates using natural language sentences. The system
should be able to process a large number of source articles and extract a num-
ber of templates containing the information corresponding to the definitions

provided by the user.

This chapter discusses some important background methodological issues, fo-
cusing on the methodology chosen for this work: Natural Language Engineering

(NLE).

1.2 Traditional Natural Language Processing Ap-

;proaches

Natural Language Processing (NLP) has been influenced by many disciplines con-
cerned with the automatic processing of natural language by computers. This
section will briefly outline the main three disciplines in which researchers in this

field tend to belong.

1.2.1 Cognitive Science

The aim of cognitive scientists is generally to emulate the processes of the brain
into a computational model. The target of the researchers in cognitive science

specialising in natural language processing is therefore to try to model the brain’s
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communication processes. The work in this area is normally founded on psycho-
logical and sometimes physiological experiments on how humans process language,
normally performed on children or on people with language disabilities. Differently
from other methodologies, the goal of cognitive scientists specialising in natural
language processing is therefore not only to design systems which have the same
characteristics as humans do, but also to model the processes that govern this be-
haviours. This research does not always result in a computer program but, often,
only in a computational model which could potentially be implemented. However,
even if these models were implemented, they may be able to work only in very

restricted areas and domains.

1.2.2 Artificial Intelligence

The aim of researchers with a background in artificial intelligence is to simulate
human behaviour, without the restriction that the processes that lead to this be-
haviour have to be the same as those of the human brain. Researchers in artificial
intelligence use therefore whatever means to produce human-like behaviour. Dif-
ferently from cognitive scientists, researchers in artificial intelligence tend to cover
a wider scope than ‘the isolated processes studied by cognitive scientists. Artifi-
cial intelligence is the background approach adopted in the work presented in this

thesis.

1.2.3 Computational Linguis.tics

The term computational linguistics was originally “concerned with the application
of a computational paradigm to the scientific study of human language” [Ballard
and Jones, 1990]. The advent of computers provided a tool for linguistics to test
and then develop linguistic theories. More recently, computational linguistics has
expanded to include “engineering of systems that process or analyse written or
spoken language” [Ballard and Jones, 1990]. In practice, the terms computational

linguistics is now used by a various number of researchers working on different
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aspects of linguistics.

1.3 Natural Language Engineering

As mentioned above, this work is concerned with the automatic extraction of in-
formation from financial articles. The methodology chosen for this work is Natural

Language Engineering (NLE).

Natural Language Engineering is a recent endeavour which applies ideas and
practices of other engineering disciplines to the field of NLP. The EEC LRE pro-

Igr'arnme [Ire, 1992] defines Linguistic Engineering as follows:

“Linguistic Engineering (LE) is an engineering endeavour, which is to combine
scientific and technological knowledge in a n_um?ier of relevant domains (descriptive
and computational linguistics, lezicology and terminology, formal l@nguages, com-
ﬁuteri science, software engineering techniques etc.). LE can be seen as a rather
pragmatic approach to computerised language ?rocessing, given the current inade-

quacies of theoretical Computational Linguistics.”

1.3.1 The General Philosophy of Natural Language Engi-

neering

The goal of traditional apprdaches to Natural Language Processing, including cog-
nitive science, computational linguistics and artificial intelligence, has been to for-
mulate universal theories able to cover all aspects of language or to develop very

restricted theories and prototype to be used in extremely limited domains.
/

The implementation of systems covering larger domains based on these ideas

has been proved a difficult task. ,

The main idea behind Natural Language Engineering (NLE) is therefore to
adopt a set of engineering criteria in the field of Natural Language Processing.

Natural Language Engineering concerns with the utilisation of existing technology
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in order to produce useful systems. As new technologies and theories become
available from more traditional sciences, they can be implemented into a natural

language engineering system.

The following subsections will detail important aspects of Natural Language

Engineering.

1.3.2 Scale

The size of NLE systems must be sufficient for realistic large-scale applications
[Smith, 1996]. For the design of a financial application, this aspect is crucial.
Financial operators, in fact, must be sure that the system is able to process any
sort of input data. Skipping some data, in fact, can lead to a loss of extremely
important information, which is essential for the decision-making process. The
size of the system must be thefefore enough to allow the processing of any sort of
financial article. Properties such as the vocabulary size, grammar coverage and the

number of word senses are critical.

For an information extraction system, scale also concerns the information re-
sulting from the extraction process which is supplied to the user. This information
must be sufficient in scale for representing all the relevant information in the source

data. Properties such as the number of templates and slots are therefore essential.

1.3.3 Robustness

\

The success of a financial NLP application is directly dependent on robustness. The
application must carry on and try its best to produce some sort of output of the
input or, at least, inform the user of the failure. For a real-time use of the financial
application; in fact, crashes or failures of the system must be avoided. In case of
crashes, the operator would probably waste a considerable amount of time trying to
find what and where went wrong. In case the system carries on without informing
the user, the operator could loose information which is extremely relevant for the

trading decision-making process without realizing it.
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1.3.4 Maintainability

Maintainability is a measure of how useful the system is over a loﬁg period of tiﬁe.
From a financial point of view, (thé‘ application must be usable over a sufficiently
long f)eriod of time to justify the large amount of money which would be needed
for the development of a complete application. The system should allow the user
to qhange and ﬁpdate the configuration - i.e. adding new templétes fo the existing
ones, or adding domain specific-knowledge (new terms, new meanings of existing

ones or domain-specific rules).

1.3.5 Flexibility

Flex_ibility or portability is a measure of the ability to fnodify the system for differ-
ent tasks in different domains [Smith, 1996]. For a complete financial application
based on NLP, flexibility measures the ability of the system to perfofm tasks which
are not necessarily restricted to one particular operator (e.g. broker), but is able to
process different kinds of data and produce different kin(is of output information

a,céording to the type of user. '

1.3.6 Integration

There are two related aspects of integration :-

e System components should not make uﬁreasonable assumptions about other
components. Similarly, components should only perform tasks for which they
have specifically been designed [Smith, 1996]. In the development of a finan-
cial information extraction system, the template-extraction module should be
kept separated from the NLP core system. This separation would allow easier
upgrades of the financial application by modifying the different modules of

the system.

e System components.should be designed and built to assist other components.

For example, the financial information extraction module should allow hyper-
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Abstract

Financial operators have today access to an extremely large amount of data,
both quantitative and qualitative, real-time or historical and can use this informa-

tion to support their decision-making process.

Quantit@tive data are largely processed by automatic computer programs, often
based on artificial intelligence techniques, that produce quantitative analysis, such
as historical price analysis or technical analysis of price behaviour. Differently, little
progress has been made in the processing of qua,lité,tive data, which mainly consists
of financial news articles from financial newspapers or on-line news providers. As

a result the financial market players are overloaded with qualitative information

which is potentially extréemely useful but, due to the lack of time, is often ignored.

The goal of this work is to reduce the qualitative data-overload of the financial
6perator'é. The research involves the identiﬁcatioﬁ of the information in the source
financial articles which is relevant for the financial operators’ investment decision
making process and to implement the associated templates in the LOLITA system.
The ‘sysfem should process a large number of source articles and extract specific

templates according to the relevant information located in the source articles.

The project also involves the design and implementation in LOLITA of a user-
definable template interface for allowing the users to easily design new templates
using sentences in natural language. This allows user-defined information extrac-
tion from source texts. This differs from most of existing information extraction

systems which require the developers to code the templates directly in the system.

The results of the research have shown that the system performed well in the
extraction of financial templates from source articles which would allow the finan-
cial operator to reduce his qualitative data-overload. The results have also shown
that the user-definable template interface is a viable approach to user-defined in-
formation extraction. A trade-off has been identified between the ease of use of the
user-definable template interface and the loss of performance compared to hand-

coded templates.
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Chapter 1

Methodological Introduction

!

1.1 Introduction

The goal of information extraction is to extract specific kinds of information from
a source document [Riloff and Lehnert, 1994]. In other words, the input to the
system is a document (e.g. a newspaper article), while the output consists of a
summary of the contents of the document. For example, the source article could

consist of the following text:

BELL ATLANTIC announced it will acquire Tele-Communications Inc with 18
billion dollars. The deal will radically change the US communications industry. It
will also be one of the country’s biggest ever takeovers. The deal - which is bound
to face strong regulatory scrutiny - would be the first full merger between a US
telephone company and a cable business at a time when the two industries are con-
verging to create a single, multi-media inter-active entertainmlent and information

-business.

An information extraction system will try to produce a template of the original
text according to a speciﬁcatioh of the information defined during the design of the

system. For example, a sensible summary of the article shown above could be:
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Template: TAKEOVER
COMPANY_TARGET: Tele-Communications Inc.
COMPANY_PREDATOR: BELL ATLANTIC
TYPE_TAKEOVER: FRIENDLY
VALUE: 18 billion dollars.
ATTRIBUTION: BELL ATLANTIC

The summary presented above is called a template which is a structure with a
predefined number of slots, where the slots are filled with the information extracted

from the source article.

Players in the financial market have today access to an extremely large amount
of data, both quantitative and qualitative, real-time or historical and can use this

information to support their decision-making process.

Quantitative data, such as historical price databases or real-time price informa-
tion are largely processed by automatic computer programs, often based on artificial
intelligence techniques, that produce quantitative analysis, such as historical price

analysis, price forecasts or technical analysis of price behaviour.

Differently, little progress has been made in the processing of qualitative data,
which mainly consists of financial news articles either from financial newspapers,
such as The Financial Times or from on-line news services, such as Dow Jones or
Bloomberg. As a result, financial market players are overloaded with qualitative
information which is potentially extremely useful but, due to the lack of time,
is often ignored. In fact, the time needed for reading a financial article (e.g. the
article shown in figure 1.1) is quite significant and the operator is often unable to

assimilate the relevant information before an investment decision has to be taken.

The goal of this work is to reduce the qualitative data-overload of the financial
operators by extracting the relevant information from a large collection of source

financial documents. In particular, the work has two main aims.

e Aim 1: implementation of templates for extracting relevant infor-
mation from financial articles The first goal of the research is to imple-

ment a set of financial templates in the LOLITA System. The system should
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The Argentine government is stepping up pressure on the nation’s Congress to approve
key economic législation early in the new year. Legislators failed to vote on two important
measures in extraordinary sessions held this week. Debate on the measures - a presidential
request for additional taxing and budget-trimming powers and a bill to advance reform of.
federal-provincial government relations - was again suspended late on Thursday evening
after opposition members of the lower house of Congress withdrew from the chamber.
Their walk-out denied the chamber a quorum and pushed consideration of the bills into
January. The government is now insisting that extraordinary congressional sessions be
extended as far as February to win approval of the measures it argues are critical to
repairing the nation’s finances in 1996. Argentina’s Congress normally takes a long
southern summer recess over the months of December, January and February. The
measure considered to be the most important is President Carlos Menem’s request for
extraordinary powers to cut expenditure and raise taxes without congressional approval.
The government argues that the proposed ’superpowers’ are necessary to ensure that the’
1996 budget is balanced and International Monetary Fund fiscal targets are met. The
second major measure, the ambitiously titled Reform of the State legislation, aims to
streamline financial relations between the national government in Buenos Aires and the
country’s 23 provinces. The federal government argues that elimination of duplication
of services in the two tiers of government could save up to Dollars 1.5bn a year but
is reluctant to confirm that efficiency measures may see the loss of up to 20,000 state
sector jobs. The congressional backlog was cleared somewhat earlier this week when
the upper house of Congress, the Senate, approved the 1996 budget law and a hotly
debated measure to increase taxes on tobacco products. Argentine financial markets
have maintained a firm tone in thin holiday-season trade this week, and investors appear
content to give Congress some additional leeway to approve the government-sponsored
measures. Economist Raul Buonuome of ING Barings said the markets were willing to
~ accept that the Senate might not sign-off on the measures until March but had expected
lower house approval this week.

Figure 1.1: An article from The Financial Times.
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process a large number of source articles and extract a number of templates
with the relevant 1nformat10n for the financial operator identified in the source

texts and eliminate the non-relevant information.

e Aim 2: design and implementation of a uéer-deﬁnable template
interface. The second aim of this research is to design and implement a
user-definable template interface for allowing the end-user of the system to
easily extract additional information from the source articles by designing
new templates. The user-definable template interface should allow the user
to easily define new templates using natural language sentences. The system
should be able.to process a large number of source articles and extract a num-
ber of templates containing the information corresponding to the definitions

provided by the user.

This chapter discusses some important background methodological issues, fo-
cusing on the methodology chosen for this work: Natural Language Engineering

(NLE).

1.2 Traditional Natural Language Processing Ap-

proaches

Natural Language Processing (NLP) has been influenced by many disciplines con-
cerned with the automatic processing of natural language by computers. This
section will briefly outline the main three disciplines in which researchers in this

field tend to belong.

1.2.1 Cognitive Science

The aim of cognitive scientists is generally to emulate the processes of the brain
ix_lto'a computational model. The target of the researchers in cognitive science

specialising in natural language processing is therefore to try to model the brain’s
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communication processes. The work in this area is normally founded on psycho-
logical and sometimes physiological experiments on how humans process language,
normally performed on children or on people with language disabilities. Differently
from other methodologies, the goal of cognitive scientists specialising in natural
language processing is therefore not only to design systems which have the same
characteristics as humans do, but also to model the processes that govern this be-
haviours. This research does not always result in a computer program but, often,
only in a computational model which could potentially be implemented. However,
even if these models were implemented, they may be able to work only in very

restricted areas and domains.

1.2.2 Artificial Intelligence

The aim of researchers with a background in artificial intelligence is to simulate
human behaviour, without the restriction that the processes that lead to this be-
haviour have to be the same as those of the human brain. Researchers in artificial
intelligence use therefore whatever means to produce human-like behaviour. Dif-
ferently from cognitive scientists, researchers in artificial intelligence tend to cover
a wider scopé than the isolated processes studied by cognitive scientists. Artifi-
cial intelligence is the background approach adopted in the work presented in this

thesis.

1.2.3 Computational Linguistics

The term computatiohal linguistics was originally “concerned with the application
of a computational paradigm to the scientific study of human language” [Ballard
and Jones, 1990]. The advent of computers provided a tool for linguistics to test

and then develop linguistic theories. More recently, computational linguistics has

expanded to include “engineering of systems that process or analyse written or

spoken language” [Ballard and Jones, 1990]. In practice, the terms computational

linguistics is now used by a various number of researchers working on different



Chapter 1: Methodological Introduction 6

aspects of linguistics.

1.3 Natural Language Engineering

As mentioned above, this work is concerned with the automatic extraction of in-
formation from financial articles. The methodology chosen for this work is Natural

Language Engineering (NLE). |

Natural Language Engineering is a recent endeavour which applies ideas and
practices of other engineering disciplines to the field of NLP. The EEC LRE pro-

gramme [lre, 1992] defines Linguistic Engineering as follows:

“Linguistic Engineering (LE) is an engineering endeavour, which is to combine
scientific and technological knowledge in a number of relevant domains (descriptive
and computational linjuistics, lexicology and terminology, .formal languages, com-
puter scieﬁce, software engineering techniques etc.). LE can be seen as a rather
pragmatic approach to computerised language processing, given the current inadel-

quacies of theoretical Computational Linguistics.”

1.3.1 The General Philosbphy of Natural Language Engi-

neering .

The goal of traditional approaches to Natural Language Processing, including cog-
nitive science, computational lingﬁistics and artificial intelligence, has been to for-
miulate universal theories able to cover all aspects of language or to develop very

restricted theories and prototype to be used in extremely limited domains.

. The implementation of systems covering larger domains based on these ideas

has been proved a difficult task.

The main idea behind Natural Language Engineering (NLE) is therefore to
adopt a set of engineering criteria in the field of Natural Language Processing.

Natural Language Engineering concerns with the utilisation of existing technology
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in order to produce useful systems. As new technologies and theories become
available from more traditional sciences, they can be implemented into a natural

language engineering system.

- The following subsections will detail important aspects of Natural Language

Engineering.

1.3.2 Scale

The size of NLE systerﬁs must be sufficient for realistic large-scale af)plications
[Smith, 1996]. For the design of a financial application, this aspect is crucial.
Financial operators, in fact, must be sure that the system is able to process any.
sort of input data. Skipping some data, in fact, can lead to a loss of extremely
important information, which is essential for the decision-making process. The
size of the system must be therefore enough to allow the processing of any sort of
financial article. Properties such as the vocabulary size, grammar coverage and the

number of word senses are critical.

For an information extraction system, scale also concerns the information re-
sulting from the extraction process which is supplied to the user. This information
must be sufficient in scale for representing all the relevant information in the source

data. Properties such as the number of templates and slots are therefore essential.

1.3.3 Robustness

-The success of a financial NLP application is directly dependent on robustness. The
application must carry on and try its best to produce some sort of output of the
input or, at least, inform the user of the failure. For a real-time use of the financial
application, in fact, crashes or failures of the system must be avoided. In case of
crashes, the operafor would probably waste a considerable amount of time trying to
find what and where went wrong. In case the system carries on without informing
the user, the operator could loose information which is extremely relevant for the

trading decision-making process without realizing it.
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1.3.4 Maintainability

Maintainability is a measure of how useful the system is over a long period of time.
From a financial point of view, the application must be usable over a sufficiently
long period of time to justify the large amount of money which would be needed
for the development of a complete application. The system should allow the user
to change and update the configuration - i.e. adding new templates to the existing
ones, or adding domain speciﬁc—knoWlédge (new tefms, new meanings of existing

ones or domain-specific rules).

1.3.5 Flexibility -

Flexibility or portability is a measure of the ability to modify the system for differ-
ent tasks in different domains [Smith, 1996]. For a complete financial application
based Oﬁ NLP, flexibility measures the ability of the system to perform tasks which
are not necessarily restricted to one particular operator (e.g. broker), but is able to
process different kinds of data and produce different kinds of output information

according to the type of user.

1.3.6 Integration

There are two related aspects of integration :-

e System components should not make uhreasonable assumptions about other
éoml;onents. Similarly, components should only perform tasks for which they
have specifically been designed [Smith, 1996]. In the development of a finan-
cial information extraction system, the template-‘e:z:tmbtion- module should be
kept separated from the NLP core system. This separation would allow easier

upgrades of the financial application by modifying the different modules of

the system.

o System components should be designed and built to assist other components.

For example, the financial information extraction module should allow hyper-
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links to other soutces of information even if, initially, no information is linked.

1.3.7 Feasibility

This aspect concerns ensuring that constraints on the running of the system are
acceptable [Smith, 1996]). Parameters such as hardware requirements should be
taken into account. For real applications (e.g. a financial applicé,tion), this aspect’
is crucial: the application must be able to run on an ezisting and affordable machine. '
Feasibility comprises also efficiency. A financial application must be efficient in the
sense that the execution-time must be acceptable for the operator’s need. In the
development of a financial information extraction system this aspect is crucial: the
application must be able to run on an ezisting machine at a acceptable speed to

be useful to the financial operator.

1.3.8 Usability

The system must satisfy z;need - i.e. there must be a set of users in the mar-
ket who can benefit from using the system [Garigliano, 1995]. For a real financial
application this aspect is largely the Iﬁost important. Most of the existing infor-
mation extraction tools that have been developed and tested within government
agencies and scieﬁtiﬁc environments, in fact, lack of usability, in the sense that
they would not be particularly useful for the financial operator. For example, the
tasks of the MUC-5.[DAR, 1993] and MUC-6 [DAR, 1995] competitions would be

not immediately applicable in a financial application.

The design of a financial épplication must therefore take into consideration
first of all the reaction of the potential customers and how the innovation will be
accepted. The technology behind NLP systems, in fact, is toda,y‘ not yet completely
understood within the financial community and’operators are not prepared to deal
with it.” Even a simple- concept as “template” can be obscure. Therefore, the
key-point must be to design a product which can first of all be understood by the

potential customers and to find a relevant market sector that needs it. The danger
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would otherwise be to produce an extremely sophisticated tool which, however,
does not satisfy a user need. As a obvious consideration, the systems should be

user-friendly.

1.3.9 The use of a full range of techniques

NL engineered systems should use a full range of Al techniques [Smith, 1996]. The
designers of the financial application should therefore use any ﬁechr'lique available -

which can improve the system’s performance.

1.3.10 Cost-Benefit Anafysis

The designer of a financial tool based on Natural Language Processing should
reach a balance between two or more aspects of Natural Language Engineering. If,
for example, a simple algorithm might not lead to the same robustness of a more
complicated one but will improve the feasibility of the application (for example in

terms of speed), then the first one can be chosen.

1.3.11 Motivation for Adopting the NLE Approach in fi-

nance

The' Natural Language Engineering approach has been studied for the design of
large NLP systems [Garigliano, 1995]. In our view, however, the NLE principles
can be used for a successful design of a real financial application based on natural
language processing. Principles such as usability, feasibility, scale and robustness
are essential not only for a NLP system, but for any financial application which
must be designed to work in real situations and can be successfully used as gen-
eral support, explanatory or forecasting financial tool. The design of the LOLITA
financial information_extractioh system follows these principles which have been

employed in the design of the system as well as in its implementation.
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1.4 Methodological criteria for success

The goal of this work is to provide evidence for or against the following tasks:

.o'implement a set of templates which represent relevant information for the

financial operator in the LOLITA System.

o design and implement an user-definable template interface for allbwing the
end-user of the system to easily define and extract additional information

from the source articles in the form of templates.

Three main criteria will be employed to evaluate the success of the work de-

scribed in this thesis:

e the performance of the system in the extraction of the pre-defined and user-
defined templates will be evaluated using the MUC-6 standard eva,lua,tion"
measures [Chinchor and Dungca, 1995] precision, recall and ’F’ measure. In
partiéular, the performance of the templétes defined using the user-definable
template interface will be compared with the performance of the pre-defined
templates. The performance of the system in extracting prfa-deﬁned templates
from a relevant number of financial articles should be reasonably high to be
useful for the financial operator, while the drop in performance of user-defined

templates compared to pre-defined templates should be low.

e the ease of use of the user-definable template interface will be evaluated
using specific measures giving an indication of the difficulties encountered
by potential users in defining new templates and the time taken for entering
new templates definitions. The potential users should be able to enter new
templates definitions in a very limited time and with a very limited amount

of errors in the templates definitions.

e the identification of the relationship between the ease of use of the user-
definable templates and the possible loss of performance compared to hand-

coded templates definitions.
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1.5 Context of this Work: the LOLITA project

The work will be carried out as part of the LOLITA (Large-Scale Object-Oriented
Interactor, Translator and Analyser) System. LOLITA is a large-scale Natural
Language Processing System which has been under development at the University
of Durham for the past 9 years. The LOLITA System will be described in detail

in chapter 4.

1.6 Logical Progression of the Thesis

* This thesis is organised according to the following plan:

Chapter 1: methodological introduction. (this chapter), provides important
methodological information about the work presented in the thesis. This
chapter describes in detail the problem and aims of the thesis. It also ex-
plains in detail the Natural Language Engineering methodology adopted and

provides the criteria for success for these methods;

Chapter 2: finance and financial tools. This chapter analyses the most im-
. portant financial tools and techniques currently used in finance, based on

conventional techniques or artificial intelligence;

Chapter 3: information retrieval and information extraction. This chap-
ter discusses the most important techniques, systems and evaluation tech-
niques in the field of information retrieval and information extraction in re-
lation to this work. In particular, the chapter focuses on the TREC (infor-

mation retrieval) and MUC (information extraction) competitions;

Chapter 4: the LOLITA System. This chapter analyses in more detail the
LOLITA System, outlining the main techniques, modules and applications

available in the system;

Chapter 5: information extraction in the LOLITA System. This chapter anal-

yses in detail the way in which the information extraction tasks are currently
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handled in the LOLITA System:;

- Chapter 6: definition of the financial templates. This chapter presents the
solution for the problem aim 1. The relevant financial information in the
source financial articles are identified and represented in specific financial

“templates;

Chapter 7: implementation of the financial templates in the LOLITA System.
- This chapter presents the implementation issues of the pre-defined templates

defined in chaf;ter 6;

Chapter 8 design of the user-definable template interface. This chapter presents
the solution for the problem aim 2 and presents the design of the user-

definable template interface;

Chapter 9: implemeﬁtation of the user-definable template interface. This
chapter presents the implementation of the user-definable interface described

in chapter 8;

Chapter 10: results and evaluation. This chapter reports the results of the

evaluation of this work referring to the project aims 1 and 2;

Chapter 11: ‘conclusions. This chapter presents the final conclusions for the

project aims and discusses the project.forthcomings and directions for future

research.



Chapter 2

Finance and Financial Tools

2.1 Introducfion

Finance is an extremely broad discipline, including many different areas: personal
finance, public finance, financial economics, corporate finance, trading, interna-
tional finance etc. Finance is present at any level of our society. Drawing its exact

borders is therefore extremely difficult.

In the context of this work, we will only concentrate on one extremely important
area of finance, the financial market, which consists of the capital market and the

money market.

The Capital Market is the market for financial assets other than money or near-
monies [Polakoff and Durkin, 1981]. Such a market is often called an “exchange”,
for the essential function of fa,cilitéting the purchase and sale or exchange of long-
term claims or securities. Since exchange presupposes some specialization and
standardization, the capital market, in fact, consists of many separate, but interre-
lated, markets of varying ‘degrees of organization, such as the Stock Exchange and
the over-the-counter market (which is not, in fact, an organized exchange). It is
‘customary to consider the Money Market quite separate from the Capital Market.
The Money Market could be named the “near-money mérket”, since is the market

for near-money financial assets or claims. It is also usual to draw the line between
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Capital and Money markets at a maturity of one year for the securities [Polakoff
and Durkin, 1981]'. The bulk of trading in the capital market is in outstanding
securities, the so-called secondary market. The secondary market is the market for
securities that have been previously issued, and the securities traded in the sec-
ondary market have been already sold once. The primary market, instead, consists
of new issues of securities. The secondary market is much more important than the
primary market for two reasons: firstly because ongoing markets are indispensable
for the effective marketing of new issues; secondly, trading in outstanding securities
is important in its own right because the ease with which an asset can be sold fa-
cilitates wealth-holders’ constant efforts to optimiize the satisfactions derived from

their portfolio [Kaufman, 1989] and, therefore, supply and demand can be equated.

Although the financial market comprises numerous different markets, we will
only focus on the secondary market and, more precisely, on securities issued by
companies: equities, or share and company bonds. We are therefore not interested
in securities issued by governments (bonds) or the currency market. This choice
has been made because most of financial tools, as we will explain later in this

chapter, are aimed at these kinds of securities.

Equities are, in some respects, the most important kind of securities that are
dealt in the stock exchange, mainly because they form the basis of the capitalist
society. The owners of ordinary shares are entitled to receive dividends when they
are declared, and to be paid a proportion of the company’s assets after payment of

the creditors if the company-is-wound up [Dine, 1994].

The price movements of the shares quoted at the Stock exchanges can be ex-
plained in different ways, according to observation time period: long-term market
moves are affected by fundamental factors like economics; in the medium term
technical supply and demand factors can be decisive; while investor psychology
can be the most powerful short-term influence. In all cases, the share price re-

flects the perception that the market has of the company. The price of equities will

1The trading of shares is therefore performed in the capital market, since shares do not have
a fixed expiry date.
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therefore be affected by the firm’s own fortunes, but also by numerous other kind of
information, such as the forecasts for an increase or a decrease in the interest rates
and, in general, by all sorts of relevant economic news. Therefore, the important ‘
component is not the news itsel‘f, but how the news and data are perceived by the

market.

The decision-making -process that leads to investment decisions is the crucial
aspect for the investors who need to support their decision with the largest possi-
ble amount of relevant information. This data can be either quantitative, such as
historical price data, 'prices of raw materials, data on inflation, currency exchanges,
or qualitative, for example a news report stating that “there are fears of an increase
in the German interest rates”. Another distinction.is between real-time informa-
tion and historical information, with the former extremely important for real-time

- decision-making processes.

It is important to point out that we here consider a situation in which the
market is not perfect. In case of a perfect market situation? the opéra,tors would
have free and complete access to the information needed which would allow them

to perform correct decisions.

Investors have nowadays access to a huge and vast amount of information,
provided by agency press news providers, historical archives, government agencies
and private organizations which collect, organize, process and distribute different
types of data. Investors are usually connected in real-time to the news providers,
drastically reducing the lag between when news happens and when it is assimilated
by the operator. The cost of this information is decreasing rapidly, making it more

accessible to small or private investors.

This “information revolution”, as in many other “information-based” sectors

started in the late 70s, with the development of the first commercial fast computer

2Tn a perfect market operators have a perfect and costless knowledge of the market and are
able to perform optimum decisions. In reality, this situation does not exist, since operators do
not have access to all possible information. Moreover, the information is not freely available.
The operators therefore base their decisions on imperfect knowledge which can lead to partial or
Incorrect solutions.
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networks and continued in the 80s. The first target was to provide as much infor-
mation as possible in real-time. Quantity was the target at that time. The quantity
of the services and information available has been growing exponentially, leading -
to the current paradoxical situation, where financial operators suffer of “data over-
load”. Operators have access to information, some of which irrelevant, which they
cannot profitable use because of the time they have to spend in selecting and un-
“derstanding the appropriate data for their needs. Operators try to select the most
important information, leaving for further and deeper analysis the less important,
for example analysis of price behaviour. In the 90s, therefore, the emphasis has

shifted from the guantity of the information provided to the quality.

Quality can be improved by providing analysis and automatic selection of this
large amount of information. The financial operator, by using this new quality
information, can drastically reduce the time he needs to select the appropriate

data and “summarize” it.

Financial tools are instruments used to perform such tasks and to produce new
inferred data. We can define a “financial tool” as a tool that can be used to
support the decision-making process of the investors, by summarizing, selecting
or producing some analysis of the original source data or suggest some operative
decisions. Financial tools are therefore instruments used to perform economical

analysis of the stock market.

Many different kinds of financial tools have been developed. In the context of
this work, we only concentrate on tools used in decision-making processes dealing
with the trading of securities issued by companies and quoted in the stock exchange.
We will not therefore consider tools regarding forecast analysis of other kinds of

prices, profit predictions, economic forecasts etc.

Financial tools can be classified according to three different criteria:

o the kind of technique on which the tool is based;
e the kind of input/output of the system:;

e the kind of task that the tool performs for the financial operator.
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s

Depending on the kind of technique on which it is based, financial tools can
be grouped into conventional tools and inhovative tools [Costantino et al., 1996¢].
Conventional tools are based on mathématical, statiétical and probébilistic algo-
rithms. These techniques are extremely ;zvell-known, highly optimized and effective
on particular sets of data and have been experimented for a long time. Conven-
tional tools can be further classified in: systems based on statistics, systems based

on econometrics and systems based on heuristics [Fornasini and Bertotti, 1989).

Systems based on statistics perform analysis and calculations on data consist-
ing of historical time series of share prices. They can be either descriptive
if they provide a simple and effective répresentation of the phenomena ob-

. served or interpretative, if they try to identify the variables able to explain the
phenomena or the link between the ex;;licative Var_iables‘and the phenomena

analysed.

Systems based on heuristics try to explain the economical and financial events
without an underlying economical / econometrical or mathematical relation,
but basing on “heuristics” and knowledge available within the financial com-

munity.

Systems based on econometrics try to identify the mathematical / economical
relations and models which are able to interpretate and explain the evolution
of the economical phenomena [Fornasini and Bertotti, 1989]. This kind of

analysis is called fundamentalistic analysis.

Innovative tools (or tools based on Al techniques) have been introduced in
the last 20 years and are mainly based on techniques borrowed from Artificial

Intelligence, such as Neural Networks and Ezpert systems.

According to the input and output of the system financial tools can be classified
as quantitative or qualitative tools [Costantino et al., 1996¢|. Quantitative tools a,re.
* tools used to produced quantitative.or qualitative information from quantitative
data. Differently, qudlitative tools are tools which process qualitative data and

produce qualitative or quantitative information.
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- Figure 2.1: The kind of input and output of a quantitative tool

Finally, we can distinguish between explanatory tools, (e.g. historical price
‘ana,lysis)', forecasting too-ls, (e.g. linear prediction, falls in the category of the
tools based on conventional techniques, and neural networks for prediction of ﬁl‘ices,
which falls into the Al category) and general support tools. Ezplanatory tools
can be defined as financial tools which are used for explaining the movements of
shares. However, they cannot normally be used fqr the prediction of future prices.
Forecasting tools are, on the contrétry, tools used to predict futufe prices of the
stock. Finally, general support tools are tools which are used as support for the
analysis of the financial operator or to pre-process the information, but cannot be

used for explaining movements of share prices or for predictions.

2.2 Quantitative tools

We can define quantitative tools as the tools that are used to produc:e quantitative
or qualitative information from quantitative data (ﬁgure 2.1). For example, a
quantitative tool can process the price-history of a,'pa,rticular share, taking into
account any selected variable tHat is relevant and shows the main periodical cycles

and trends. Other tools can be used to predict the future prices of the same shares

or to suggest to the financial operator when is the best time to sell/buy a particular

share.
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Exrplanatory Forecasting

Moving average Linear and n.l. Predictions
Conventional | MACD / divergence indicator | Applied Logic Regression

Stochastic Index - - MA - MACD

Trading Bands Trading Bands

Expert Systems- Expert Systems
Innovative Neural Networks

Figure 2.2: Different kinds of quantitative tools.

Quantitative tools have been historically based on conventional techniques.
More recently, tools based on innovative techniques have been introduced. For
example Neural Networks are mostly used in finance as quaﬁtitative tools (pre-
diction of shares). Fzpert Systems, instead, have been instead applied for both

quantitative and qualitative problems. Figure 2.2 shows tools based on different

techniques.

One of the drawbacks of quantitative tools is that the information produced
consists of “numbers” and has to be interpreted by the financial operators thus
slowing-down their investment decision-making process. Even most of the tools
based on the latest Artificial Intelligence techniques present similar problems. For
example, the input and output of neural networks is strictly numeric [Walczak,
1995]. The output of such systems is often difficult or impossible to understand
for humans. Therefore,‘before a tool can be used, the real world data must be
translated into a numeric quantitative form and re-translated after the elaboration
into a qualitative form. Such tasks are extremely time-consuming and, in most

cases, cannot be automated.

2.2.1 Statistical and probabilistic techniques

In this section we will discuss some of the main conventional tools based on mathe-
matics, statistics and probabilistic techniques, adapted and enhanced for the use in
finance. The mathematical disciplines have been studied for hundreds of centuries

and therefore some techniques and algorithms are extremely well known and easily
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applicable in the financial domain. Mathematics and more specificly st@tisfgics are
extremely wide-spread in the financial domain and nowadays, they are still the

most used tools within the financial community.

One 4of the main disadvantages .of most of the indexes and techniques is that
they do not take into a,ccoun\t any “intelligent” mechanism for analyzing data - they
use only stétistics and mathematics. Thérefore, they fail when the facts are un-
predictable or “illogical”. Differently, financial tools based on artificial intelligence
have been designed following th—e assumption that prices in the stock exchange are
not originated by mathematical or statistical equations. They are determined by
how the people involved in the buying and selling process think in a particular mo-
ment and how they are influenced by facts. Therefore, trying to explain people’s
behaviour, which reflects into trading decisions using statistical and mathematical

indexes can, often, lead to wrong analysis.

However, some of the quantitative indexes based on conventional techniques,
such as the moving average or the average of the quotation of a share in a certain
amount of time are extremely important for the operators’ decision-making pro-
cess and they are still among the most frequeritly used techniques in the financial

community.

MA, MACD, stochastic index and trading bands

In this section we will briefly cover some of the most frequently used indexes in the
financial community: the moving average, the moving average convergence/divergence
.(MA CD) indicator, the stochastic index and the trading bands. These indexes are
used 1;0 identify trend reversals - changes in the current global direction (upward
or downward) of the price of a share. Knowing the exact time in which the trend
changes is extremely important to maximize the value of the investment since it
is usually the_ time in which an operator decides whether to buy or sell a partic-
ular share. We can therefore consider them to belong to the group of forecasting
indexes. However, the basic moving average index is also often used as,support

for other techniques and, therefore, it might also be included in the category of



Chapter 2: Finance and Financial Tools 22

explanatory tools.

Trends are typically generated by institutional investors, which represent about
70 per cent of the total trading of a stock [Brown and Bentley, 1995]. Theoreti-
cally, pncé a trend-direction is in place, it is not easily changeable in the opposite
direction. The trénd therefore continues in the same direction until there is either
an over-bought situation - where buyers dry up, creating a downward correction for
the trend, or an over-sold situation - for a downward trend, in which sellers dry up

and an upward trend is taken.

Moving average and MACD are two techniques that help identify the point

in which the trend is likely to change direction.

Moving average (MA) is one of the basic statistical indexes and is often the
basis of other indexes. Basically, it is used to smooth out the fluctuations in the
stock prices (over a significance number of observances), obtaining the underlying
trend, The result is normally plotted on a graph, with intervals usually of 30 days.
The way in which the MA is computed is very straightforward. Basically, to obtain
a simple .30-day moving average, the total closing price of a stock over of 30 days
is, computed and divided by 30. Once the main average has been obtained, to
compute the subsequent points is only necessary to add the most recent closing
price to the total closing price of the stock, removing the oldest and divide it by
30.

From the operator"s point of view, when a stock breaks consistently through its
30-day moving average (either upwards or downwards) the probability of a changeA
in the trend is more likely and the operator must decide whether to buy or sell a

particular share.

One of the main problems of the basic moving average is the fact that the
indication can be misleading suggesting changes in trend which are only temporary
or totally random. An improvement of the basic MA index is the moving average

convergence/divergence indicator (MACD).
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Changes in directions of the trend are signaled by the convergence and diver-
gence of these indexes. When the indexes converge going downwards, a “negative
breakthrough” is signaled, and the operator should sell his stocks, while a “positive

breakthrough” occurs when the indexes converge by an upwards direction.

More in detail, the MACD graph can be interpréted as follows:

e A buy signal is suggested when the market is in an over-sold situation and,
thus, the MACD line crosses above the signal line. This event is called a

positive breakthrough.

o -A sell signal is suggested when the market is in an over-bought condition
and, thus, the MACD line crosses the signal line downwards. This event is

called a negative breakthrough.

" In the lower part of figure 2.3 the MACD histogram is shown. The histogram
is another way of representing the MACD indicator and buy/sell signals are given

when the histogram' crosses the zero line.

Stochastic index

The stochastic index is not as widespread as the moving average or the MACD
and can be defined as the percentage of the difference between the low and high
quotations of a stock. Similarly to the other two indexes, it is rnainly used for
identifying situations in which a particular stock is over-sold or over-bought and,

~ therefore, the trend will be soon reversed.

Trading bands

Trading bands are often used to support indications given by the MACD index
and are also considered to be a “forecasting” tool. It is in fact used mainly to
support the indications coming from the MACD index. The technique is based

'on the assumption that a stock will flotate within a predictable range around its
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moving average. T'wo additional bands are thus drawn on the graph perfectly
symmetrically and at a fixed and equivalent distance, in opposite directions, from
the moving average. When the price of a stock breaks through the upper or lower

band then, probably, there will be a change in the current trend direction.

Many other tools and technical indicators which are not described here can be
used for making decisions regarding trends or in support of them - i.e. trend-setters,

resistance and support lines, basing period break-out, etc.

Linear and non-linear prediction

Linear prediction, as the name suggests, is a tool which is used to predict future
prices of a stock given a history of prices over a certain amount of time (time-
serie). The term “linear” emphasize the fact that thg equations used are linear
[Hatamian, 1995]. The next price is calculated using a linear equation containing
a certain number of variables (often called memory) corresponding to the most

recent observations, thus:
trn +1) = BN y_ b * yi.

The historical price data (time-serie) is used in the training of the system to ob-
tain the best-matching equation which identifies (fit) the weights of the coefficients
applied to the specific variables. The coefficients are determined using the least-
squares method, thus finding the minimum of all possible sums (according to the
different parameters) of the squares of the difference between the real observations

and the predicted ones.

The chosen model will be the best-matched explanatory model of the past data

and will be used to produce forecasts.

The accuracy of the predictions drastically decreases moving from the next-day
prediction to the following ones. At a certain stage, determined by the number

of variables taken into consideration in the process (memory), the new predicted
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observations will only depend on the observations already forecasted and the pos-

sibility of error will be extremely high.

Linear-predictions are therefore mainly used to predict “next-day” price move-
ments, rather than long term predictions for which, different kind of tools can be
used. Linear prediction is also often used to predict values which are not directly

related to stocks - i.e. commodity prices, inflation etc.

Diﬁ%rently from linear-prediction, non-linear prediction is based on non-linear

‘equations which can include more variables. The equation of the model is:
tr(n + ].) = EfiN_nbi * Y: + 2%+N—nc(i.f) % y(,) * y(])

The introduction of a new set of parameters will lead to an increase in the
number of variables to be fitted to match the historical data (time serie) and,
consequently, in the time and complexity of the calculations. The predictions
produced by this model are much better than the sim}ﬂe linear model since it is able
to capture some complex and more irregular components of the trend. However, the
intrinéic statistical nature of the technique makes it impossible to predict a totally
unexpected change in the behaviour of a particular stock.’ In fact, as we already
pointed out earlier, the behaviour of the price of a particular stock is influenced
by the decisions made by the operators who do not necessarily follow a particular

statistical or mathematical reasoning for performing their decision-making process.

2.2.2 Artificial Intelligence techniques

The decision—mal;ing environment for businesses is becoming more and more com-
plex on a daily basis. This is partly caused by the exponential increase of the
global marketplace, which leads to a even greater increase of information to be
processed by the financial operators [Walczak, 1995]). Financial companies like
Fidelity, Bloomberg, Dow Jones and Dreyfus are offering a.ll kinds of data and ser-
vices, such as stock‘ quotes (historical and real-time),‘ electronic trading, research

reports and analysis of companies, prices etc. These data are available on cheap
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and efficient networks such as, for example, the internet.

Financial operators must therefore process a larger amount of information in a
shorter period of time. Decision making in this complex and global environment

requires therefore a high-quality and appropriate knowledge.

As we have already seen in the previous'sections, statistical.and probabilistic
techniques are relatively simple and efficient methods for analyzing and forecasting
quantitative data. However, these techniques are unable to work in a highly com-
plex and “irregular” market where decisions are taken not on the basis of previously
observed patterns or cycles, but are mainly guided by emotive and psychological

factors.

Towards the end of the 70s, the first financial tools based on new techniques
borrowed from artificial intelligence were introduced. These techniques offered
the possibility of explaining and predicting data which did not necessarily follow
a certain pattern or cycle. They were able to infer knowledge from a collection
of input data. Nowadays, most of actual Al financial tools are based on neural
networks, which are -ezample-based tools and expert systems which, instead are

rule-based tools [Walczak, 1995].

Over the past 15 years, the financial community and financial institutions
have become the primary driver of artificial intelligence and its longest-term user
[Newquist, 1995]. This situation was not what the researchers expected when
the first artificial intelligence techniques were studied. When the first companies
specializing in Al systems appeared on the market, they were directly related to
university labs and they were working for and within that environment. The sec-
ond generation of Al companies (around 1985) understood that one of the biggest
potential sectors was constituted by the financial community and they started

studying specific applications and techniques.

Nowadays, the financial indusﬁry is the primary commercial adapter of arti-
ficial intelligence techniques worldwide. The financial companies are the first to
try the use in real situations of new Al techniques and the quickest to substitute

conventional techniques to the new ones. Several reasons can be thought but the



Chapter 2: Finance and Financial Tools 28

two most obvious are: access to cash and direct and immediate impact of the
new technologies on the results [Newquiét, 1995]. Financial institutions, in fact,
are extremely keen on investing and testing new Al techniques that can poten-
tially result in an exponential and immediate increase in the profits. Using Al
techniques, financial operdtors can quickly get bétter information from data which
they already own and improvements can be quickly measured in terms of mone-
~tary returns. Given the fact that a financial tool will normally be used to support
the decision-making process for buying/selling decisions’, the performance of these
decisions can be measured within a short period of time, if not in real-time. In
comparison, an industrial company is not able to obtain such a clear overview of
‘the impact of the new technology. This is because the introduction of the new
technique and the results are not directly related but have to be related to the
ifnpact in the production, quality-control or dia,gnosés, faster customer services,
predictive maintenance and, in general, the “stage” at which the new technology
is introduced. The ﬁnéncial community is therefore one of the biggest real-user
of Artificial Intelligence techniques, corﬁpared to other sectors, which are likely to

make use of more known -and conventional technologies.

The first artificial intelligence technique to be introduced in the financial market
has been ezpert systems. Later, systems based on neural networks started to be
used and nowﬁdays new systems are introduced continuously, while others begin
to be analyzed and tested, such as natural language processing; the subject of this

thesis.

Expert Systems

An-expert system can be defined as a “knowledge-based system that emulates expert
thought to solve significant problems in a particular domain of expertise” [Sell,

1986].

The main characteristics of expert systems compared to neural networks is that
they are rule-based. This means that the expert system contains a predefined

set of knowledge which is used for all decisions. The system uses the predefined
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Input Data

Knowledge Inference
Base Engine

Output Information

Figure 2.4: The main components of an expert system.

rules to produce results by using inference rules which are coded into the system.
Depending on the kind of input and' the rules used, expert systems can either be

used as quantitative or qualitative tool.

A ge}leric expert system will consists of two main modules: the knowledge base

and the inference engine.

The knowledge base contains knowledge of the system regarding the specific
domain or area for which it is designed to solve problems or make recommendatioﬁs.
For example, if the system has to work in the financial domain (domain knowledge),
the knowledge base will include thé specific rules that the system contains - i.e:
decisions concerning shares. The knowledge base is coded into the system according

to a specific notation which is usually found in the following forms:

e Rules
e Predicates

e Semantic nets ~
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o Irames

e Objects

The inference engine processes and combines the facts related to the particular
problem, case and question, using the part of the knowledge-base which is relevant.
The selection of the appropriate data in the knowledge base is performed according
to searching criteria. The way in which inference rules are written and applied to
the information in the knowledge base vary greatly from system to system and
can follow different paths. Among the others, two methods of reasoning are often

employed forward chaining and backward chaining [Luconi et al., 1994].

Several other modules are usually present in an expert system (e.g. meta-

knowledge)®.

The most important step for the development of financial tools based on ex-
pert systems is the acqﬁisition of the domain specific knowledge, consisting of the
methods that would be used by a domain expert for making appropriate decisions
[Walczak, 1995]. This knowledge will normally consist of heuristics which, unfor-
tunately, are extremely difficult to verbalize and the interview process to identify

and collect these heuristics can last for weeks.

We will not describe in further detail the architecture of expert systems?, but we
will here concentrate on their applications in finance. Unfortunately, information
about such systems is generally limited, since disclosure of successful approaches
by the financial operators could lead to the loss of competitive advantage and
large sums of money. As a general point, financial operators today tend to prefer
neural-networks for real-time forecasting, while expert systems now tend to be
used more in other financial fields, where the outcome of the system must be a
clear decision - i.e. validating user’s credit-card accesses. Expert systems are used
in accounting [O’Keefe et al., 1993], auditing [McCarthy et al., 1992], decisions

in insurance companies [Wright and Rowe, 1993), etc. In general, piesent expert

3For additional details on expert systems in general see [Walczak, 1995]
4Additional information can be found in [Zahedi, 1993], [Watkins and Eliot, 1993] or [Sell,

1986]
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Figure 2.5: The basic structure of a neural network.

systems in finance are normally used to support the operator’s decision, rather

than as decision makers [Gilbert, 1995)].

Neural Networks

Today neural networks 'ére the most common system for the prediction of share
prices excluding conventional techniques. Although few expert systems are still
in use, neural networks have proven to be effective tools for supporting financial
operator’s trading decision, once they have been correctly trained. Neural networks
. are therefore forecastiﬁg tools, rather than ezplaniatory tools. Neural Networks in
finance are mostly used to produce quantitative information (e.g. expected prices

of shares). However, they can be potentially used for qualitative analysis.

Neural networks have been created with the purpose of duplicating and simu-
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‘lating the components and functionalities of the brain.

The main component of a neural network is an element modeled after a neuron
and called neural, processing element or just element. Neurons are connected to
one another with a network of paths which carry the output of a neuron to the
next one (figure 2.5). The fact that the communication on a single path is uni-
directional does not prevent the creation of a two-way connection, since it is possible
to create an additional link from the destination to the source neuron. Each neuron,
although connected to many other neurons, produces a single output impulse each

time, which is sent to other neurons (figure 2.5).

The most important parameter of the neural network is the strength or weight
with which the neurons are linked. If two neurons, 7 and j are connected with
two uni-directional links, the links will both have two separated weights w;; and
wj;. The weights are extremely important, since they are the elements where the
domain-knowledge is stored and represent the way in which the neural-network is
able to learn new knowledge (through the training of the network). Associated to
each neuron is also a state which is usually implemented as an extra weight and

must therefore also be estimated [Refenes, 1996].

The neurons are connected using two different types of connection [Zahedi,

1993):

e excitatory: in which the output of a neuron increases the potential action

of the neuron connected;

- o inhibitory: in which the connected node will reduce its activity by receiving

the output of the source neuron.

In most neural networks, however, all connections are ezcitatory. The neurons
are then grouped into layers or slabs which are inter connected. Each layer performs
a specific operation - i.e. a input layer will consist of neurons which receive input

from the external environment.

We will not further discuss the analytic representation and structure of a neural
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+ network, since it is not relevant in the context of this work®. The important aspect
to notice here is that the neural-network, to be of any use, must learn from the
external world and this process.is called‘ training. The knowledge, as we already
observed, will be stored as weights given to the links between the neurons. The
learning method is the most relevant distinguishing factor among neural networks
and, in case of financial neural-networks, represents the most important aspect. -
The;‘ learning method can be‘supervised, if the output of the net is compared with
results which are already known during the training of the net, or unsupervised.
More important, it can be off-line or oh-line: In the former xcase, the neural network
is trained as a separate.process and cannot be updated during its use. Vice-versa, an
on-line neural-network can learn while it is being used and, in the case of financial
tools, this possibility is extremely important. Training can be a long and expensive
process and is a time-consuming operation. In case of financial forecasting, the
operator will be usually required to input a relevant number of items (usually
consisting of price of stocks) in the system and to periodically update the network,

before this can be used in real-time prediction.

Two different sets of information are needed to perform'the training iorocess of
the network. First, the designers need to acquire knowledge regarding the aspects
of the domain (e.g. the share price of a particular company) that can influence
the outcome of the decision-making process [Walczak‘, 1995]. Second, the designer
must collect a huge amount of data that will be used to train the network according
to the criteria idéntiﬁed in. the first set of information. This data will typically
consist of histbrical price databases regarding price shares c;)nnected to the specific
criteria identiﬁed. An important point to notice is that the data to be collected
must be free of noise or errors which would otherwise cause the production of non
accurate solutions/forecasts. The training process can last from hours to weeks,
depending on the amount of data that is used for the training. The training of
neural networks is becoming a very important issue in the financial community

and various techniques for improving the process are being studied °.

5 Additional information can be found in many sources, for example [Zahedi, 1993].
For example: [Klimasauskas, 1995]
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Trading systems based on neural-networks are nowadays extremely widespread.
Neural Networks are commonly used for the prediction of shares prices. They have
also been applied to currency price forecasts, future forecasts etc. [Azoff, 1994).
The performance of the system in terms of predictions compares well with those -

provided by conventional methods, for example regression [Refenes et al., 1994].

Any financial institution has at least one system working in real-time which

supports the decision—mz;,king process of the operators.

Neural Networks and expert systems can be integrated to overcome the lim-
itations of each technique. Although most of the best systems developed by big
financial operatérs\are not publicly available, an enormous quantity of neural-
networks systems are available even to the small investor. Many small Al firms
specialize iﬁ Neural Network systems which are sold to end-users’”. Neural Net-
works have been used for other purposes in finance including forecasting foreign
exchange rates [Steurer, 1994], [Levitt, 1994], bonds prices forecasting [Kingdon,
1994] and for the.prediction of corporate mergers [Sen and Oliver, 1994].

2.3 Integrating conventional and intelligent Sys-
tems

As we have seen in the previous section, Artificial Intelligence is widely used in
finance and is incr;aa,singly substituting conventional statistical and probabilistic
techniques in many fields of application. Although in the future it might happen
that tools based on AI techniques will substitute most'of conventional techniques,
many of the well-known and efficient conventional techniques will survive and,
probably, be integrated with the new technologies. For example, the Moviﬁg Av-

erage indicator, described in section 2.2.1 will continue to be used as a basis for

subsequent analysis.

A brief list of AI companies specialising in Neural Networks products can be found in [Azoff,
1994].
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An important issue, therefore, is studying how to integrate the two different

worlds and the different kinds of artificial intelligence techniques.

We will here briefly analyze some potential points of interest. First of all, Ex-
pert Systems (and potentially Neural Networks) can be integrated with databases
[Zahedi, 1993]. Expert systems, in fact, can help recognise patterns and errors that

would be impossible to recognize for a conventional database and would be left as

a task for the user.

Another possibility is to integrate expert systems and neural networks with
statistic and probabilistic techniques. For example, we can imagine a tool that,
given a particular set of input data (e.g. a historical price database of a share),
will first process the data using conventional (and fast) techniques and, if the user
is then interested, process the data using Expert Systems and Neural Networks for
obtaining additional results, reporting the differences in the forecasts. Moreover,
statistical and probabilistic techniques can be used in particular situations where
Al techniques fail to produce a sensible result but an answer must be produced
anyway. Statistical and probabilistic techniques can also be used to pre-process
the data given as input to the Expert System / Neural Network. For example, the
seasonal component of a stock’s price time-serie can be eliminated using conven-
tional techniques before further processing using a forecasting tool based on Neural

Network.

Finally, Expert Systems and Neural Networks can be integrated between them-
selves using one or another according to specific situations. The two techniques, in
fact, present advantages and disadvantages according to the particular situation in

which they are used.

2.4 Qualitative tools

We can define qualitative tools as tools which process qualitative data and produce

qualitative or quantitative information (figure 2.6) [Costantino et al., 1996d).
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While guantitative data is easily identifiable in prices of stocks, historical time-
series of share, bonds, inflation, interest rate and all sort of relevant numerical data
Qualitaiive data is more difficult to define. Quantitative data can be easily used in

mathematical or statistical equations, which does not normally apply to qualitative

data.

Qualitative data, instead, is difficult to express in a numeric format. For exam-
ple, data regarding rumors, fears, broker’s recommendations, takeovers etc. are all

qualitative data. A sentence such as:

“there are rumors of a possible takeover of Apple, the troubled computer man-

ufacturer”

represents an information which is extremely relevant to the financial opera-
tors, since it will probably immediately cause a marked movement in the quotation
of Apple’s shares as well as those of the possible buyers. However, taking it into
é,ccount in a mathematical/statistical equation would be extremely difficult. These
kinds of news are extremely important because they affect the expectations of the
operators regarding a particular share. The way in which the operators are influ-
enced depends on how an operator perceives the information. Even if, in theory,
it could be possible to produce a complete econometric model which takes into ac-
count all possible variables and expected behaviors of the players, the complexity
of the financial world makes it impossible to produce such a model which would

anyway be extremely expensive in terms of the necessary computing-power.

A similar situation can be found in macro-economics. The advanced econo-
metric macroeconomics models employed by the central banks often fail to predict
the development of the economical cycles, crisis and expansions. Only very few
macroeconomic relations (e.g. interest-rate/investments) are actually widely used

and effects of a change in one of the variable is easily predictable.

Qualitative data is much more difficult to process than quantitative. Therefore,
while all sorts of quantitative financial tools are nowadays available on the market,
very little progress has been done in the processing of qualitative information,

which is usually left to the financial operators.
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In the financial community, news, rumors and facts are among the most im-
portant factors that determine the operators behavior. Operators, in fact, are
much more influenced by news than by analysts forecasts or historical price anal-
ysis of shares. When a news such as “the inflation rate is ezpected to increase
next morith” arrives, the consequences are immediately visible and operators base
their decisions on their personal experience and on other’s. people behavior, rather
than on expensive and complex forecasts produced by complicated neural-networks
financial forecasting systems. Quantitative methods work fine and help the opera-
tors’ decision-making process By suggesting a “normal” path of the prices but, in

the end, what is important is the news and people’s reaction to it.

The finanpial operators and information providers understood the importance of
qualitative data as the key—point in the trading decision-making process long time
ago.. Therefore, the emphasis has been on providing as much relevant qualitative
information as possible. Financial operators receive in real-time news regarding
companies (announcements, rumors, profit forecasts €tc.), macroeconomics (move-
ments of inflation rate, unemployment etc.), politics (changes in general macro
economic policy of the government, tax policies etc.). They also have access to

huge quantities of past information.

The ideal situation would be a system which is able to process the qualitative
information, take into account any possible factor and produce a response such
as “buy/sell”. Unfortunately, excluding conventional mathematical.‘and statistical
techniques which aré likely to be impossible to be used for such analysis, current
artificial intelligence techniques are not sophisticated enough to produce such an

output and, therefore, the decisions are still mainly taken by the operators.

Current development of qualitative tools is therefore concerned wi;ch “reducing”,
suﬁmarizing or partitioning the news according to specific criteria, rather than
inferring decisions from them. This is equivalent to performing simple anal.ysisi
on quantitative data (e.g. the Moving-Average index), rather than prodﬁcing a
clear operativé decision. Explanafory or forecasting qualitative tools have yet to

be developed.
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Expert Systems have already been analysed as quantitative tools in section
2.2.2. However, they can be successfully used for using qualitative input and qual-
itative output, s;ch as suggesting‘buy/sell decisions. In the same way, Neural
Networks can be used as qualitative tools. For example, they could be used to

“produce a direct buy/sell suggestions rather than expected prices of stocks.

One technique that can be considered strictly qualitative is natural language

procéssing, which will be discussed in detail in the following chapter.



Chapter 3

Tnformation retrieval and

information extraction

3.1 Introductioh

In this chapter we introduce the field of information extraction and the most rele-
vant techniques, approaches and systems. Many of the statistical and probabilistic
techniques used in information extraction are borrowed from information retrieval.
We will therefore briefly analyse information retrieval focusing on the most impor-
tant techniques which are applied to information extraction. We will later focus on
information extraction and the most important systems that have been developed

so far (specifically those developed for the MUC-5 and MUC-6 competitions).

3.2 Information Retrieval

Information retrieval is the extraction of relevant information from a large col-
lection of texts. Typically, information retrieval techniques are used to retrieve
relevant documents from a large collection of various kinds of documents (news-
paper articles, legal documents etc.). The relevant documents can be identified

according to specific criteria supplied by the user. These criteria are generally
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called a query which repfesents the user’s requirements for the selection of the rel-
evant documents. This first kind of information retrieval is sometimes called adhoc
information retrieval (e.g. in the TREC conferences [Harman, 1994c]). Another
aspect of information retrieval is the routing of a stream of incoming documents,
which are discriminated between relevant and non-relevant documents given spe-
cific criteria. Some authors [Lewis and Jones, 1996] consider information retrieval
as a global term covering any sort of extraction or identification of data in source
article and document retrieval (DR) as the identification of relevant documents in a
collection. We here prefer to consider information retrieval as the process used for
the identification of relevant documents among a collection of documents, rather

than as a global term.

An important aspect of the information retrieval area is efficiency and effective-
ness. Efficiency is usually quantified in terms of the computer resources used by

the program, such as memory and CPU time.

Efficiency is very difficult to measure as a. machine-independent value. More-
over, it should be measured taking into consideration the effectiveness of obtaining

the information requested.

Effectiveness is usually measured in terms of preci’sion (accuracy) and recall
(completeness). Precision can be thought of as the ratio of the number of relevant

documents retrieved to the total number of documents retrieved.

number of relevant items retrieved
total number of items retrieved

Precision =

Recall is the ratio between the number of relevant documents retrieved and the
total number of relevant documents (both retrieved and not retrieved) [Rijsbergen,

1979):

i _ number of relevant items retrieved
. Recall . total number of relevant items in the collection

Another measure, sometimes used, is fallout, which is defined as the ratio be-
tween the number of non relevant items retrieved and the total number of non

relevant items in the collection [Harman, 1994c]:
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_ number of nonrelevant items retricved
Fallout = total number of nonrelevant items in the collection

The techniques that are available for extracting relevant information from a
text are numerous. It is useful to classify them into the statistical and probabilistic

approach, the linguistic approach and the combination of the two approaches.

While the statistical and probabilistic approach makes wide use of these tech-
niques to find the relevant information in the text, with the linguistic approach the
goal is to perform a deeper analysis of the source text involving the analysis of the
meaning of the sentences in order to select the information that is needed. The
third approach combines the two approaches, the techniques based on statistics

and probabilistic and the linguistic.

3.2.1 Statistical and Probabilistic approaches to the Infor-

mation Retrieval

The first approaches to information retrieval use keyword searches and statistical
techniques in order to retrieve the relevant documents. These approaches achieve
good results in terms of speed, but has many disadvantages mainly related to the
fact that the meaning of the text is not understood by the information retrieval

application.

The Boolean retrieval

,

A very simple retrieval method, that also forms the basis of many commercial
retrieval services is the Boolean retrieval. This method, unfortunately, provides low
performance in terms of precision and recall. The term “Boolean” is used because
the query specifications are expresse('i as words or phrases combined using operators
coming from the Boolean logic. In the Boolean method the documents retrieved are
those which are able to match exactly the terms that form the query and thus, there
is no distinction among the documents retrieved. The main problem of this method-

is that it does not allow any ranking of the documents of the collection. In fact, it
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is quite unlikely that every document will be relevant in the same way as all the
others. Moreover, excluding documents from those retrieved because they do not
exactly matqh the query can be reductive. Boolean retrieval is an ezact-matching
retrieval method, thus it only allows retrieval of documents that match éxa,ctly the
query. This is different from best matching methods that retrieve documents that

match the query in the best Way.

The Vector-model

Another approach is based on the frequency of a word in a document and, thus,
on the identification of key-terms in the document (this process is known as “in-
dexing”) which can be matched with the queries supplied by the user. In fact,
a term appearing often in the text may be more import‘ant for the identification
of relev?,nt information than a term appearing rarely. On the other hand, if the
same ‘tefm occurs in many documents, it will probably be irrelevant for finding
the relevant information. Therefore, the specificity of a given term as applied to a
given document can be measured by a combination of its frequency of occurrence
inside that particular document (the term frequency or ¢f) and an inverse function
of the numbeir of documents in the colle‘ction to which if is assigned (the inverse
document frequency or idf). The idf factor can be computed as 1 divided by the

document frequency. A possible weighting function for a generic term ¢ appearing

in the document j can be [Salton, 1986]:
Wiy = tfij . de,

The second factor shown in the formula above, the inverse document frequency
of a term, can be obtained in advance from a collection analysis, while the term

frequencies can be computed from the individual documents, as needed.

Using the weighting formula, the documents of the collection can be ranked in
' connection with the query of the user. The first documents will be those where

the specific terms occur frequently in the document, and very rarely in the rest of
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the collection. Such terms will in fact distinguish the relevant documents from the

non-relevant ones.

- The rﬁain disadvantage of the simple word—l;ased approach (sometimes also
called vector method [Croft and Turtle, 1992] considered above is that singie words
are rarely specific enough for accurately discriminéting documents, and their group-
ing is often accidental [Strzalkowski, 1994]. A better method is to identify groups
of words that create meaniﬁgful phrases, thus considering not just words to look

 for relevant information inside a document but phrases. A good example [Strza-
lkowski, 1994] is the phrase “Joint Venture” that can be much more important in
a financial article than either “Joint” or “Venture”. In large databases comprising
hundreds of thousan‘ds of documents, the use of phrasal terms is not just desirable,
but it be(;omes necessary. The terms that will be used for extracting information
from a text are usually pre-processed through four main techniques: removal of
hzgh frequeﬁcg words, suffiz stripping, detecting equivalent stems and addition 'of
synonyms. High frequency words are eliminated because they are supposed to be
too common and, thus, not significant for the identification of relevant informa-
tion in a document. This phase is normally implemented by comparing the input
text with a “stop list” of words that are supposed to be common. Common words
c;n be, for example, about, into, cannot, our, etc.. ;I‘he advantages of the process
are not only that non-significant words are removed and will not intérfere with
thé searching process, but also that the size of the original text will be reduced
consistently [Rijsbergen, 1979].. The second process, suffiz stripping, is more com-
plicated. The words involved in the searching process are checked and common
suﬁi-x are removed from the Wordl, obtaining the stem. For example, verbs are
reduced to their stem (e.g. “moved” is reduced to “mov™). A standard approach.
to do this is to have a complete list of suffixes and to remove the longest possible
one. Unfortunately, suffix-stripping can lead to errors in the searching process,
and the suffix must be removed taking into account the context. Unfortunately,
~ many words, even if they look equivalent are not and special algorithms must be
- used, as well as lists of irregular words. Moreover, the suffix-stripping algorithms

are often different from one language to another. The most important advantage




Chapter 3: Information retrieval and information extraction 45

of the suffix-stripping algorithms consists in the fact that words sharing the same
stems should represent the same concept and, thus, the number of words to be

used in the search process can be reduced.

Another process that can be useful to improve the recall performance of in-
formation retriéval applications is to add to the query synonyms of the original
terms or broader terms. The last step that can be useful in order to reach a better
performance in the searching process is normalisation. This process is normally lez-
icon based and, thus, a dictionary is needed in order to construct the proper word.
For example, the word “retrieval” is reduced to “retriev” by the word-stripping

algorithm and reconducted to “retrieve” by the normalisation algorithm.

Techniques such as suffix removal, addition of synonyms, addition of related
or broader terms can be seen as recall - enhancing strategies but, unfortunately
the use of these techniqueé can also lead to a loss of precision. In fact, it is often
possible to notice a trade-off between recall and precision and every operation that
causes a broadening of the terms to search will generally lead to an increase of
recall, while a narrowing of the terms will lead to an improvement of the precision.
In fact it usually happens that the harder a system tries to extract all the relevant
information (i.e., the more aggressively configured it is), the more likely it is to

extract erroneous information [Sundheim, 1993].

The probabilistic approach

Another approach to information retrieval is based on the use of probability and,
fthus, the model is called the probabilistic retrieval model. Probabilistic informa-
| tion retr’ieval models are based on the Probability Ranking Principle [Belkin and
Croft, 1992]). This states that a way to discriminate between the documents of a
collection is to rank the documents in the order of their probability to match a
certain query. Clearly, the ranking process takes into consideration the limited in-
formaﬁion available at the time it is made. The probability ranking principle, thus,
assumes that it is possible to calculate the Preevance/document and, also, to estimate

it accurately. The problem that arises trying to calculate the probability above is
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that the percentage of the relevant documents among all the others is unknown
and, therefore, must be estimated. Following the Probabilistic Retrieval model,
the most valuable documents for retrieval purposes are those whose probability of
relevance to a query is largest [Salton, 1986] and, in this, the approach differs quite
a lot from the simple Word—métching search: The .relevance property of a document
is estimated by taking into consideration the relevance of the individual terms in
the docurﬁent. Various different probabilistic formulations have been proposed and
they differ mainly in the way in which they estimate the probability of relevance

of a document. A possible relevance weighting function can be:

tr; = log (==2£) + constants

N-—n;
ng

where N is the collection size and n; represents the number of documents in the

collection with term ¢ [Salton, 1986].

The Term-Discrimination approach

A different approach to information retrieval is the Term-Discrimination Model.
This model assumes that the most useful terms for finding relevant information
in the collection of documents are those which can distinguish the documents of
a collection from each other. Thus, the value of a term should be measured by
calculating the decreasle in the “density” of the document collection that results
when a given term is assigned to the collection [Salton, 1986]. The “density” of the
documents will be high when they are indexed by many of the same terms. With
the Term-Discrimination approach the terms that occur often in all the documents
of the collection will become the less useful to search for relevant information,
while the terms that make it possible to distinguish between the documents will be
preferred. In other words, the best words to be used should be those which appear
neither too often in the documents, nor too rarely. The Term-Discrimination
Model, thus, is based on the assumption that terms that are able to distinguish a
document among the others document of the collection are those which are enough

"specz'ﬁc but not tdo much to be rare.
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Other non linguistic approaches to information retrieval

In recent years, researchers moved towards new directions in information retrieval.
The common thought is that better performance in information retrieval tasks can
be obtained if the algorithms are able to “understand” in some way the meaning of
the text in order to extract the relevant embedded information. In this view [Croft
and Turtle, 1992], information retrieval is an inference or evidential TEAsoning pro-
cess in which the goal is to estimate the probability that the information needed by
the user is available given a document as “evidence”. The Retrieval Method based
on Inference Networks follows this approach [Croft and Turtle, 1992] and it is based
on Bayesian inference networks [Belkin and Croft, 1992] which are directed, acyclic
dependency graphs in which nodes represent prepositional variables or constants
and edges represent dependence relations between propositions. The basic docu-
ment retrieval inference network consists of two component networks: a document
network and a query network. The document network represents the collection of
the documents through a variety of representation schemes. The document net-
work is built at the beginning for a particular document callection, and it does not
change while the search procesé takes place. While the document network consists
of many nodes, the query network consists of a sihgle node, which represents the
query supplied by the user, (that is the information needed). Moreover, while the
document network is built when a particular collection of documents is given, the
query network is built each time the user supplies a query and is modified during
the search processing as existing queries are redefined or new queries are added to
perform better search. A complete description of the algorithms can be found in
[Croft and Turtle, 1992). However, at the moment the inference networks method

does not seem to be largely used in information retrieval applications.

3.2.2 The Linguistic approach to information retrieval

The Linguistic approach to information retrieval is based on the assumption that
the statistical and probabilistic techniques are limited in the sense that they are

not able to understand the meaning of the text. Other authors [Jones, 1992] refer
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to the linguistic approach as a meaning-oriented approach. The linguistic approach
is based on the idea that a technique that ;:ould deeply understand the text could
be much bettér than statistical arfd probabilistic techniques. Once the meaning
the text would have been understood, the user could retrieve information by sim-
ply- provi'ding 'queries. in natural language to the system, obtaining the information
needed in the desired form. In other words [Stanfill, 1992], an information retrieval
app:lication l?ased on the Linguistic Approach should be able to process the col-
lection of documents by a natural-language understanding system, and to extract
the meaning of the documents. The user’s requests should be processed by the
same natural-language understanding system and the information could be easily

identified since the system has already understood the meaning of the text.

Unfortunately, the -systems that have been built until now are still not able
to cope with the free-text of a general domain and, usually, work only in limited
domain. In addition, linguistic approaches tend fp be slower than systems based on

“statistics and probability and require very high computing power. Current research
in information retrieval is therefore oriented towards the improvement of techniques
based on statistics and probability through the use of linguistics methodologies and

these approaches are usually called knowledge-based approaches.

3.2.3 Knowledge-based approaches (weak methods)

Knowledge—based approaches make use of natural langua,gelprocessing techniqueé
to improve the performance of statistical or probabilistic methods in information
' retrie{IaI. In, the group of these techniques it is also useful to include the weak
methods [Jacobs, 1992], since they make use of NLP techniques but not in order
‘to completely understand the meaning of the text. Many of the advanced ap-
proaches to information retrieval can be included in this group. For example some
of the applications used for TREC (tfle second Text REtrieval Conference) (see sec-
tion 3.3) are based on statistical and probabilistic techniques supported by NLP

methodologies.

‘The use of natural language processing techniques combined with methods
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based on-statistics and probality can follow different paths. One possibility is
[Hobbs et al., 1992] to ignore certain information that is present in the text, fo-
cusing only on part of the information. In the development of TACITUS [Hobbs
et al., 1992 the choice was to use a statistical keyword filter to firstly select the
* information that would be later processed. In this ‘way, it should be possible to
reach a good level of speed, without incurring in the typical problems of parsers.
Normal approaches to Information Retrieval are able to convert natural language

“queries into a generic query like, for example:

I’'m interested in algorithms for parallel computers.

into

f(z) = Cy * parallel + Cy * algorithms + C3 * computers.

DR-Link [Liddy and Myaeng, 1994], for example, is able to construct a logical
query from a natural language query supplied by the user by using a sub-language

grammar.

An interesting approach that shows a deeper use of NLP techniques in infor-
mation retrieval is proposed by [Strzalkowski, 1994]. The system proposed is still
based on a pure statistical core but is assisted by various natural language modules
such as a query translator for the information requested by the user and the im-
provement of indexing by using natural language generated compound terms. ‘The;
authors emphasise the fact that the system should be a careful compromise between
purely statistical non-linguistic approaches and those reqﬁiring deep expensive se-
mantic analysis. The first step taken by the system is to process the database
with a parser. Furthermore, some sentences are extracted from the parse-tree and
“used as cofnpouﬁd indexing terms in additional to single-word terms. The pars-
ing algorithm initially attempts to generate a complete analysis for each sentence.
. However, unlike many other parsers, after a certain amount of time spent trying
to parse the full sentence, the parser enters the skip-and-fit mode in which tries to
“fit” the parse. In this mode, the pérser. attempts to reduce incomplete constituents

[Strzalkowski, 1994], usually, skipping portions of input and starting again the pro-
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 cess with less information. The skippéd fragments are later analysed by a simple
phrasal parser that looks for noun phrases and relative clauses and then connects
this to the main parse structure coming from the information successfully parsed.
The system also processes user-queries by parsing them and recognising all the
indexing terms. After the final query is constructed, the collection of documents is
searched. Another system that makes use of a parser for performing the analysis

of a text is the Clarit system [Evans and Leflerts, 1994].

The Conquest system'[Nelson, 1994] makes deeper use of the NLP technology
and is based on a dictionary including a semantic network for both indexing and
query analysis. The dictionary is composed by a list of words each of which presents
multiple meanings. Moreover, each meaning contains syﬁtactic information and a
dictionary definition. The semantic network is composed of nodes which correspond
to meanings of words and are linked to all other related nodes. The system uses the

"information in the semantic network to increase the performance of indexing. The
natural language queries provided by the user are also processed by the system.
Queries, however aré not understood in a real sense. ConQuest, in fact, attempts to
understand only the meaning of single words and the importance of them. The final
query used to retrieve the relevant documents from the collection using statistical
techniques is built by looking up the meanings and the related terms of the words
in the semantic network. ConQuest also includes modules for suffix-stripping and

normalising.

3.3 The TREC competitions

A particularly important group of systems performing information retrieval tasks
are those that competed in the TREC 1-4 competitions [Harman, 1994c], [Harman,
1994b], [Harman, 1995]. The systems that entered the competitions had to perform
specific tasks for each of the conferences, which were evaluated using the TREC

evaluation metrics.
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(desc) Description:
Document will identify a type of natural language processing. technology which is bemg
developed or marketed in the U.S.

(narr) Narrative:

A relevant document will identify a company or institution developing or marketing a
natural language processing technology, identify the technology, and identify one or more .
features of the company’s products.
(con) Concept(s):

1. natural language processing

2. translation, language, dictionary, font
3. software applications ‘

Figure 3.1: A TREC-2 topic.

3.3.1 Tasks

The target of the TREC (Text REtrieval Conferences) is to encourage research
in information retrieval using large (several gigabytes) data collections [Harman,
1994al. ‘The first relevant TREC competition is TREC—? (The Second Text RE-
trieval Conference) [Harman, 1994c], which formed the basis for the following
TREC comp.etitions. TREC-2 comprised two different types of information re-

' trieval: ad-hoc and routing.

Another important point of fhe competitions was the construction of the queries,
which could be done either automatically, manually or semi—automatic'a,lly for a par-
ticular topic. A topic consisted in information regarding the kinds of documents
to be extracted from the collection. An example of TREC-2 topic can be seen in .

the example shown in figure 3.1

In the case of automatic queries construction, a TREC-2 system was supposed
to extract the relevant information from the topic and to produce the query without
human intervention. There were several collectlons of document for training and

evaluating the systems, as well as associated topics for the extraction of proper

queries.

The TREC-3 competition was held one year after the TREC-2 competition. The -
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‘tasks of the competition were rather similar to those of the TREC-2 competition
‘and included a “routing” and an “adhoc” task. In the routing task the questions
asked to the systems were the same all times while the data changes. Differently,
in the adhoc task.new questions were asked against a static set of data [Harman,
1994b]. In addition to the English language used in the TREC-2 competition,
TREC-3 introduced a new language, Spanish, for testing the portability of t‘hé

existing information retrieval systems.

The topics for the automatic, manual and interactive construction of queries in
TREC-3 were different from those used in TREC-2. The topic were in fact much
shorter and missing of the complex structure of the TREC-2 topics. The list of
relevant concepts was also eliminated and the topics included a mini-knowledge
about a tdpic such as a real user of the systems might posses. Moreover, the topics

were written by the same group of users.

The TREC-4 ‘competition [Harman, 1995] was held in December 1995. The
main tasks of the competition were similar to those performed in TREC-3 with the
addition of specific “focussed” tasks. The five specific tasks, called tracks weré: a
multilingual track, an interactive track, a database merging track, a “confusion”
track and a filtering track. The multilingual track was designed to evaluate the
performance and ‘the difficulties in porting the systems towards new languages,
Spanish in this particular case. The results show that the developers were able
to quickly adapt their systems and the performance were similar to those for the
English‘ language. The interactive track was designed to study the possibility of
having better interactions vﬁth the system during the retrieval of the iﬁformation,

rather than a predefined batch.

The database merging track was designed to check the performance of the sys-

tems on 10 different sub databases to improve the flexibility of the systems.

The “confusion track” regarded the processing of news which were partially
corrupted or imprecise. The task was intended to test the systems on possible real
. data, such as from OCR programs, speech recognition systems etc. The TREC-4

conference was therefore intended to improve the system’s flexibility and portability
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across new domains, rather than improving them in standardised tasks.

The TREC-5 corhpetition [Harman, 1996b] was held in November 1996. The
main tasks of the cor\npetition were similar to those performed in the TREC-4
competition with -the addition of a new set of documents and topics to support
the Chinese language [Harman, 1996a, A. Smeaton, 1996]. In addition, new docu-
ment corpus and new topics were used for the Spanish tasks focusing on European

Spanish texts.

3.3.2 Techniques

The main techniques employed in the TREC competitions have already been de-
~ scribed in the previous sections. These include statistical, probabilistic, linguistical
and knowledge-based approaches to information retrieval. We will not here describe

in detail each of the specific systems that participated in the TREC competitions.

3.3.3 Evaluation metrics

An important aspect of the TREC conferences is the evalu‘zzmtion of the results.
The TREC-2 evaluation metrics were mainly based on the classical information
retrieval measures: precision and recall. The evaluation measures used in TREC-2
are particularly relevant because of the high number of systefns that competed and,.
also, for the high number of documents tested.‘ The evaluation of the subsequent

TREC-3 and TREC-4 competitions was also based on the TREC-2 evaluation |
metrics. The first choice that had to be made to evaluate the performance of
tﬁe TREC-2 systems was the number and kind of documents to be used for the
evaluation of the systems. One solution was the evaluation of all the documents.
However, this possibility was not chosen because of the large amount of documents.
Another possibility was to extract a sample of articles from the collection and use
those for the evaluation of the systems. The solution chosen for TREC-Q. was to

evaluate the systems on the first 1000 articles for each topic.
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Figure 3.2: The recall/precision curve.
The recall/precision and recall /fallout curves

The main measures used in TREC-2 were the standard precision, recall and fallout.

However, these measures were combined in order to obtain the recall/precision and

recall/fallout curves.

The recall/precision curve is plotted as follows: the x axis plots the recall values
at fixed levels of recall where the y axis plots the average precision values at given
rec;a,ll values. The curves have been plotted in TREC-2 over 50 topics. The use of
the curves assumes a ranked output from a system. Systems which do not rank

documents were not tested in the TREC-2 competition.

In ﬁguré 3.2 the recall/precision curves of two systems are shown. System A

shows higher precision at the low recall end of the graph and, therefore, is more

accurate, while system B shows higher precision at the high recall end of the graph

and, thus, will give a more complete set of relevant documents.

The recall/fallout curve is another way to show the results and, normally,
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Figure 3.3: The recall/fallout curve.

shows the same order of performance as does the recall/precision curve. The re-
call/precision curves show the retrieval result as an user would read them while the
recall/fallout curve is more useful to understand the ability of a syséem to retrieve
non-relevant material. In particular, the fallout measure shows the “discrimination
power” of a particular systems on a large document collection. For example, system
A in figure 3.3 has a fallout of 0.02 at a recall of about 0.48; this means that this
system has found almost 50 per cent of the relevant documents, while retrieving 2

per cen