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Abstract of Thesis

An Examinstion of the Analytic/Synthetic

Distinction with special reference to
WOVOOO Quine o -

The thesis takes a fresh look at the Analytic/
Synthetic distinction and tries to assess the force of
the attack launched against it by Quine, Whilte, Waismann
and others.

First a brief history of the distinction is given,
which traces it to its origins in the writings of Leibniz
and Kant. The use and scope of the distinction in con-
temporary analytic philosophy is explained and criticized,
and the part played by Wittgenstein's Tractatus is exam-
inedo

Quine's views on the distinction are stated and dis-
cussed at some length. They are given a special attention;
because they are seen to pose a profound challenge to the
way in which the distinction is normally drawn and employed
in modern philosophy.

The debate between Quine and his opponents over the
distinction is stated and assessed, and the opinion put
forward that Quine's main contentions are not refuted by
their answer.

The related topic of the admissibility of intensional
concepts is introduced. The disagreement of Quine with
other philosophers concerning the nature of logical truth
is considered. The opinions of Quine about the respective
roles of experience and convention are contrasted with
those of his opponentse

Quine's suggested 'canonical notation' as a replacement
of intensional language is briefly stated and discussed.

. .
—<A




(11)

The debatable character of some of Quine's contentions
here does not crucially affect the essential part of his
thesis about the graduation of analyticity.

The writer sympathizes with Quine. However, the
issue is still wery much an open one in spite of the
fact that Quine's views are not favourably received by

the majority of philosopherse.

ZAKARIA BASHIER.
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An Exemination of the Analytic/Synthetic Distinction
Chapter One
Historical Introduction

The analytic/synthetic distinction, of which so
much has been written in recent philosophical literature
since M, White, W.V. Quine, F. Waismannand others expressed
their misgivings about it in the late forties and early
fifties, has a long and established tradition behind it.
The tradition may explain why attempts to discredit the
distinction have been generally received in philosophical
circles with disapproval and almost disappointment. Many
philosophers simply ignored them and went on making use
of the distinction quite undisturbed by the attacks omn it.

The terms themselves 'analytic' and 'synthetic' are
due to Kant (1724-1804), but an earlier form of the
distinction is to be found in Leibniz (1646-1716). Leibniz
did not use the terms ‘analytic' and ‘'synthetic', and
cannot be said to have drawn the distinction subsequently
made by Kant. But he used the terms 'necessary' and
‘contingent' to draw a different, but related distinction.

For Leibniz, the distinction between 'necessary'
and tontingent' divides all truths on the basis of how
they are justified and vindicated. If when vindicating
a truth we fall back on the principles of contradiction
and identity, then our truth is necessary: for Leibniz,
a necessary truth is one which is reducible to an identity
and whose negation produces an express contradiction. On
the other hand, if we fall back on the principle of
sufficient reason, then the truth is contingent. According
to Leibniz's principle of sufficient reason, a contingent
truth possesses a good reason to be just as it is and not
otherwise, but could nevertheless be otherwise. That is,




it could be negated without the risk of an explicit
contradiction. '
Leibniz writes in the Monadology‘l) :

3], Our reasonings are grounded upon two great principles,
that of contradiction, in virtue of which we judge false
that which is opposed or contradictory to the false;
32, And that of sufficient reason, in virtue of which
we hold that there can be no fact real or existing, no
statement true unless there be a sufficient reason, why

it should be so and not otherwise, although these reasons
usually cannot be known by us.

33, There are also two kinds of truths, those of reason-
ing, and those of fact. TIruths of reasoning are necessary
and their opposite is impossible: truths of fact are contin-
gent and their opposite is possible., When a truth is nec-
essary, its reason can be found by analysis resolving it
into more simple ideas and truths, until we come to those
which are primary.

35. In short, there are simple ideas of which no defin-
ition can be given; these are also axions and postulates,

in a word, primary principles, which cannot be proved, and
indeed have no need of proof; and these are identical prop-
ositions, whose opposite involves an express contradiction."

In the above passage Leibniz tells us nothing about

(a) the way we come to know these two kinds of truths,

and whether we are to identify his distinction between
necessary and contingent with the distinction between the
apriori and the empirical. (v) the content or subject
matter which the two types of truths purport to assert.

1, I give section numbers; I have used Latta's translation,
p. 235, :




3.
But the distinction is clear with respect to our methods
of vindication or confirmation of the two types of truth.

Leibniz, to the best of my knowledge, does not make
the distinction between apriori and a posteriori or em-
pirical knowledge, which Kant makes later. But he more
often speaks about innate ideas and contrasts them with
ideas derived from the senses. In the New Essays, Leib-
niz explains innate ideas in the following way(l) :
"...The senses, although necessary for all our own act-
ual knowle&ge, are not sufficient to give to us the whole
of it, since the senses never give anything except exam-
ples, that is to say particular or individual truths. Now
all the examples which confirm a general truth, however
numerous they be, do not suffice to establish necessity
of this same truth;...Whence it would seem that truths,
such as are found in pure mathematics and especially in
arithmetic and geometry, must have principles the proof
of which does not depend on examples, nor, consequently,
on the testimony of the senses, although without the sen-
ses we would never take it into our heads to think of
them..., and consequently then proof can only come from
internal principles which are called innate..."

For Leibniz it is these innate principles which make
it possible for human reason to grasp necessary truths;
and which distinguish humans from the brutes who are cap-
able of empirical knowledge only. Of these innate ideas,
Leibniz further says(z):

"I have always favored, as I do still the innate idea
of God,... and consequently other innate ideas which can-
not come to us from the senses,..that there are ideas and
principles which do not come to us from the senses, and
which we find in us without forming them, although senses
give us occasion to become conscious of them."

1. I use Leibniz Selections. Ed. by Philip P. Wiener
page 369.
2, ILeibniz's Selections, pages 397,398.



Again Leibniz says of the idea of God,(l)

", oeeo but this idea itself does not cease to be in the
depths of our souls, without being placed there, as we
shall see, and the eternal laws of God are in part en-
graved thereon in a way still more legible, and by a
sort of instinct...."

From these quotations, and especially due to his
concession that his innate ideas still need the senses
to be known, Leibniz's account of these innate ideas
move rather close to Kant's apriori knowkdge. Thus
innate ideas in Leibniz céuld be understood as knowledge
which is not derived from senses. Yet, we cannot completely
identify Leibniz's innate principles with Kant's apriori
knowledge. There is at least this much difference: Kant
says that the concepts which we employ in our apriori
reasoning are drawn 6r taken from experienée : s, while
Leibniz speaks of his innate ideas as engraved in the
depth of our souls by a sort of instinct, that is they
_are there all the time, although we might not be con-
gcious of them. The senses only help us to become con-
scious of them.

Innate ideas are not te be confused with necessary
truths, rather it is these innate ideas which make the
knowledge of necessary truths possible. Leibniz would,
no doubt, count the principle of contradiction as one
of those innate ideas, which everybody knows, although
confusedly, and employs though unconsciously. '

1. Selections, page 399.

2. But of course for Kant, once those concepts are
given, the human reason, "without being moved merely
by the idle desire for exteat and variety of knowledge.
proceeds impetuously, driven on by an inward need to
questions such as cannot be answered by any empirical
employment of reasons, or by principles thence derived."

Critique, B2l.
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~However, he does make a further distinction between
types of necessities: (a) absolute necessity; (b) hypo-
thetical or consequential necessity. He makes this it
in order to show that his necessary/contingent distinction
is valid not only with respect to limited human knowledge
but with respect to God's knowledge as well. He writes
in Discourse on Metaphxsics(l) s

!.we have said that the concept of an individual

substance includes once and for all everything which can
ever happen to it and that in considering this concept
one will be able to see everything which can be derived
from it. But does it not seem that in this way the
difference between contingent and necessary truths will
be destroyed, that there will be no pléce for human
liberty, and that an absolute fatality will rule as well
over all our actions as over all the rest of the events
of the world? To this I reply that a distinction must
be made between that which is certain and that which is
necessary. Everyone grants that future contingencies are
assured since God foresees them, but we do not say just
because of that that they are necessary. But it will be
objected, that if any conclusions can be deduced infallibily,,
from some definition or concept, it is necessary; and now
since we have maintained that everything which is to
happen to anyone is already virtually included in his
nature or concept, as all the properties are contained
in the definition of a circle, therefore, the difficulty
8till remains. In order to meet the objection completely,
I say that the connection or sequence is of two kinds:

1. Leibniz Selections (ed. by Philip P. Wiener)
page 3%05.
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the one, absolutely necessary, whose contrary implies con-
tradiction, occurs in the eternal verities like the truths
of geometry; the other is necessary only ex hypothesi,

and so to speak by accident, and in itself it is contingent
since the contrary is not implied...."

By making this further distinction between absolute
necessity and necessity ex hypothesi, Leibniz manages to
preserve his necessary/contingent distinction even with
regard to God's knowledge. Thus God will not sustain
negations of necessary truths, because those would be
express contradictions; and God, being all-knowing and
perfect, cannot sustain contradictions. He also makes
it quite clear that his distinction is supposed to be
between ways or grounds of confirming or vindicating types
of truth: if on indicating a truth we fall back on the
principle of contradiction, it is necessary; while if in
doing so we fall back on the principle of sufficient
reason, it is contingent. This distinction is not made
in terms of what the truth is about, because Leibniz
believes that the concept of the subject includes 2all
that can be asserted of it, irrespective of whether we are
dealing with a necessary or contingent truth. The only
difference is that man cannot infer all the properties
which are implied in a given concept, while God can.

Nor is the distinction made in terms of the ways we

come to know or discover truths, for it is meant to hold
with respect to God's knowledge as well. This knowledge
is innate and ungained, and so offers no ground for a
distinction between various ways of coming to know
different types of truth.

_ How far does the principle of contradiction really
serve Leibniz as a criterion or touchstone for his con-
cept of necessary truth, taking this in the absolute
sense ? In my opinion Pap has shown 1 quite con-

1. Semantics and Necessary Truth
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clusively that Leibniz's criterion of necessary truth
can be shown to be either Circular or insufficiently
general. He considers the following example from propos-
itional logic: '
(1) p>(Pva)ecccocss

Proposition (1) is necessary for Leibniz, since
for him geometry, arithmetic and logic consist of such
truths. ©So, according to his criterion for necessary
truth, we should be able to show that an explicit con-
tradiction is deducible from its negation. And this

. deduction must be effected without the help of any

other necessary proposition, since it is the very
characterization of necessary truths that we are seeking.
Consider how we should in fact deduce such a contradiction
from the negation of (1).

2 ~ (p>(pva)) Negation of (1)
3 o (wpv(p v q)) From 2, by converting »into
v and
4 (p o« ~( v q) From 3 by De Morgan Laws and
: law of double negation elimin-
ation
5 (P .n.DPeq) From De Morgan laws and law

of double negation elimination
(5) is an express contradiction; so (1), of which
the negation led to (5), is a necessary truth. Yet we
must notice that in order to arrive at the contradicti on
(5) we used the following equivalences :
(1) ~ ~ P = P; Law of double negation
(ii) (p v q) ~( ,~ P.~aqa) : De Morgan Laws

(iit) (p =2 q) (mp v q) : Law of converting
into v

Pap says that if (1) is to be shown to be necessary
in Leibniz's sense without circularity, then these equiv-
alences must also be shown to be necessary in the same
gense: that is, shown to be either definitional identities
(tor' is defined in terms of 'mot' and 'and'). But even

Wwogy
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80 we are assuming and making use of the law of double
negation, a law which is not reducible to a definitional
identity. Thus Leibniz's criterion for necessary truth
can be saved from circularity only if we are allowed to
use éome premises which are not necessary in his sense.
But now his criterion is too wide: an explicit contrad-
iction can be deduced even from the denial of a contin-
gent proposition if we are allowed to conjoin it with
suitable contingent premises. So (p>p v q), vhich is
surely a good candidate for necessity, can only be shown
to be so by this criterion at the risk of tendering the
criteria itself too wide to be of any use. Whatever

the defects of Leibniz's characterization of necessary
truths may be, he has the credit or blame for being the
first to draw the distinction in such terms, and sub-
sequent philosophers have been influenced by him when
drawing similar distinctions. Moreover Leibniz's dist-
inction seems precise and clear if we compare it with
analogous distinctions such as Locke's distinction
between certain and probable knowledge, Hume's dist-
inction between relations of ideas and matters of fact and
even Kant's distinction between analytic and synthetic
judgements, I point out two ways in which thks precision
and clarity can be discerned.

(i) The distinction is one between types of truths in
terms of the ways in which we confirm or vindicate them;
and it is meant to divide all truths into two naturally
exclusive classes of necessary and contingent with respect
$o their modes of confirmation.

(2) The law of cénfiadiction which Leibniz offers as a
criterion'fbr»hié'%haracterization of necessary truth

at least Yacks the obscurity of the 'containment' criterion
which Kant'offers for the characterization of analytic
judgements. -




9.

Kant draws his distinction between the analytic
and the synthetic when he considers the possibility of
a priori knowledge. He maintains that although all our
knowledge begins with experience; yet there are for him
- certain kinds of knowledge which are a priori in the
sense that they "leave the field of all possible exper-
iences and have the appearance of extending the scope
of our judgements beyond all limits of experience, and
this by means of concepts to which no corresponding
object can ever be given in experience. It is precisely
by means of the latter modes of knowledge, in a realm
beyond the world of the senses, where experience can
yield neither guidance nor correction, that our reason
carries on those enquiries which owing to their import-
ance we consider to be far more excellent, and in their
purpose far more lofty, than all that the understanding
can learn in the field of appearance. Indeed we prefer
to run every risk of error rather than desist from such
urgent enquiries, on the ground of their dubious charac-
ter, or from disdain and indifference. These unavoidable
problems set by pure reason itself are God, freedom and
immortality...."

Having thus put the question of how this apriori
knowledge is possible, Kant asserts that it is possible
in the following way :-

1. PFirst we form our concept from experience.

2. Once we have gained those concepts from experience
the reason can proceed by conceptual analysis to discover
apriori truths from those concepts,

Kant warns against the Platonist attempt to venture
beyond the limits of experience into the empty space of
pure understanding. Thus the Kantian apriori/empirical
distinction is drawn within the limits and framework of

1. Numbers A3, B7
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experience. Kant writes(l) ¢ "The light dove cleaving
the air in her free flight, and feeling its resistence,
might imagine that itsflight would be still easier in
empty space. It was thus that Plato left the world of the
genses, as setting too narrow limits to the understanding,
and ventured out beyond it on the wings of the ideas, in
the empty space of the pure understanding. He did not
observe that with all his efforts he made no advance,
meeting no resistence that might, as it were, serve
as a support upon which he could take a stand, to which
he could apply his powers, and so set his understanding
in motion. It is, indeed, the common fate of human
reason to complete its speculative structures(z) as
speedily as may be, and only afterwards to enquire whether
the foundations are reliable .... But what keeps us,
during the actual building, free from all apprehension and
suspicion, and flatters us with a seeming thoroughness,
is this other circumstance, namely, that a great, perhaps
the greatest, part of the business of our reason consists
in analysis of the concepts which we already lave of
objeéts. This anelysis supplies us with a considerable
body of knowledge, which, while nothing but explanation
or elucidation of what has already been thought in our
concepts, though in a confused manner, is yet prized as
being, at least as regards its form, new insight. But
g0 far as the matter of content is concerned, there has
been no extension of our previously possessed concepts,
but only an analysis of them..."

In this and other passages, Kant keeps apart the
two distinctionsa priori/ a posteriori and analytic/
synthetic. The former is between ways we come to make

1. Numbers A5,B9,A6
2. By gaining their constituent concepis from experience.
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_judgements, while the latter is between the content of
. judgements. An immediate problem is how to reconcile the
warning Kant givés here against the Platonist attempt to
transcend all boundaries of experience, with the dist-
inction drawn by him in a prededing passage between 'pure’
or absolute a priori' which is absolutely independent of
all experience, and 'a priori knowledge which is only in-
dependent of this or that particular experience. Kant
makes this distinction in the following passage(l):

"In what follows, therefore, we shall understand by
é priori knowledge, not knowledge independent of this or
that experience, but knowledge absolutely independent of
all experience. Opposed to it is empirical knowledge,
which is knowledge possible only a posteriori, that is,
through experience. A priori modes of knowledge are
entitled pure when there is no admixture of anything
empirical. Thus, for instance the proposition, 'every
alteration has its cause', while an a priori pwoposition
is not a pure proposition, because alteration is a concept
which caen be derived only from experience." For Kant
the type of knowledge exemplified by the alteration
example, while apriori, is not pure,becausé its concepts
can be derived only from experience. ‘But so. surely are
all our concepts; they are all drawn frm experience.
Conceptual analysis, as Kant states in the quoted passage
above though it suppliés us with a considerable body of
knowledge, is 'nothing but explanation or elucidation of
what has already been thought in our concepts, though in
a confused manner.,

We shall see later how Quine defends the thesis that
the distinction analytic/synthetic is gradual, not ab-
solute. It is interesting to notice here resemblances(z)

1, Number B3. .
5. There are also some verbal recurrences of Kantian

terminology in Quine, e.g. our knowledge refered to
as fabrications.
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between the turns of argument in Quine and Kant. Here
are two of them.

1) Quine speaks(l) of experiences as bei ng the boundary
condition of all possible knowledge indiscriminatingly.
This is similar td the Kantian notion that experience
sets the limits of all fruitful thought; and that beyond
experience there is nothing but the emptiness of pure
_understanding in which humen thought does not possess -
to speak in terms of Kant's simile - the capability of
motion due to the lack of frictional support.

- 2) Quine's most interesting theme is that there: are
degrees or grades of analyticity and a priority. We
have seen that:Kant distinguishes between at least two
- types of a priori knowledge: that is pure or absolute

a priori knowledge, and impire and dependent a priori
knowledge, according to their relationship with ex-
perience.

Kant draws the distinction between the analytic and
the synthetic as a prelude to considering whether synthetic
judgements a priori are possible. For Kant of course such
judgements are possible. He writes in the Critique :(2)
"In all judgements in which the relation of a subject
to a predicate is thought, this relation is possible:
in two ways. Either the predicate B belongs to the
subject A as something which is (covertly) contained
in this concept A, or B lies outside the concept A,
although it does indeed stand in connection with it.

In the onc' case I entitle the judgement ANALYTIC; in
the other SYNTHETIC.

The former, as adding nothing through the predicate
to the concept of the subject, but merely breaking it
into those constituent concepts that have all along been

1. Two Dogmas"
2., Critique, numbers A7, Bll

-
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thought in it, although confusedly, can also be entitled
explicative. The latter, on the other hand, adds to the
concept of the subject a predicate which has not been
in anywise thought in it, and which no analysis could
possibly extract from it, and they may, therefore, be
entitled ampliative.

If I say for instance, "All bodies are extended",
this is an analytic judgement. For I do not require
to go beyond the concept which I connect with body,
in order to find extension.as bound up with it. To
meet with this predicate, I need merely to analyse this
concept, that is to become comscious to myself of the
manifold which I always think in that concept. The judge-
ment is, therefore, analytic. But when I say "All bodies
are heavy", the predicate is something quite different
from anything that I think in the mere concept of body
in general, and the addition of such a predicate there-
fore yields a synthetic judgement”

We can add another quotation

... "That a body is extended is a proposition that holds

apriori and is not emplrlcal. For, before appealing to
experience, I have already in the concept of body all
condltlons required for my judgements. I haveonly to
extract from it, in accordance with the pr1nc1ple of
contradiction, the required predicate, and in so doing can
at the same time become conscious of the necessity of
the judgement, and that is what experience could never have
taught mecoo." .

Let us considef the implications of these passages.
1) The division of judgements into analytic and synthetic
seems to be meant to exhaust all judgements, and the
latter are conceived as consisting of subject and pred-
icate. Whether judgements of subject/predicate form

1. Critique, number B 12
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are in fact the only type of judgements for Kant, is

not clear from the passage quoted. But it is clear that
for Kant existence is not a predicate, and so existential
statements or judgements are not of subject/predicate
form. We could “do. better to interpret the analytic/
synthetic distinction as not covering all judgements,

but only a subclass of them - a subclass always of the
subject/predicate form.

2) Kant seems to hesitate between two criteria for anal-
yticity, namely containment and contradiction. No

doubt he took the second from Leibniz, whose work had
influenced his own philosophical up-bringing. But there
is an important difference : Leibniz used the principle
of contradiction as the ultimate basis of his 'necessary
truths'; Kant, on the other hand, confuses this criterion
with the other criterion of containment and talks in terms
of both criteria when his attention is in fact engaged

by the analysis of the subject of judgement and in the
endeavour to decide whether the predicate could or could
not be extracted from the subject by such analysis. That
is to éay, Kant uses both criteria when concerned with
the subject-matter of judgement, whereas Leibniz originally
devised his criterion of contradiction with respect to
the basis of vindication of necessary truth

3) In contrast with Leiniz, Kant's whole discussion of
the distinetion is couched in psychological language. We
find in constant use such psychological phrases as 'being'
thought', 'concept of A', 'judgements', 'become conscious
to myself', '... of the manifold which I always think in .
that concept'.

4) Kant's ériterion of 'containment' is obscure. The
word 'contain' is used metaﬁﬁSrically here and is hard

to understand in any precise-éénse. Tn: the exampled

he gives, Kant does not say just how and why he:qbngigers
the concept of extension as contained in the concept
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body whereas weight is not so contained, and the
criterion which he gives for deciding whether, given a
concept A, concepts Bl’ 32, B3, eoe are contained in
A or not is psychological. Moreover, if the criterion
of containment is meant to provide a decision-procedure
for sorting out analytic judgements from synthetic ones,
then it is possible to give examples where this criterion
does not help at all, e.g.

(i) Antimony is a metal
(ii) A whale is a fish,
if the concept metal is considered to be contained in
the concept of antimony; and the concept fish in that of
whale, then both are indeed analytic, and otherwise are
- gynthetic, But it is not easy to see how we are to
decide the point.
5) Kant's distinction cannot apply to judgements which
assert existence, because existence is not a predicate,
and the distinction is designed to apply to judgements
of subject/predicate forms. The distinction cannot apply
to a relational statement, e.g. 2 + 2 = 4, because these
statements do not consist of subjects and predicates.
However, 2 + 2 = 4 would be an example of a synthetic
a priori judgement for Kant, because according to him
the concept 4 is not included in the concept of the sum
of 2 + 2. But it is difficult to see how this would fit
into his analysis in terms of subject and predicate.
These points are sufficient, I think, to show that Kant's
characterization of analyticity is not wholly satisfactory.
He neither succeeds in defining the notion precisely, nor
manages to give it an unambiguous application.

There is still a great deal of controversy and dis-
agreement among philosophers about the definition and
applicability of the concept of analyticity. Views on
this notion range from the one extreme where it claimed
that the notion cannot even in principle be precisely
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defined, to the other extreme which claims that the
distinction is perfectly clear and undoubtedly valid;

and there is a whole spectrum of opinions between. White,
Quine, Waisman, Tarski, Goodman and others represent the
first extreme; and Grice, Strawson, Ayer, Carnap and
others represent the second. It is the second type of
opinion that is, by and large, dominant within the Anglo-
.Saxon tradition of philosophy in Britain, the United States
and elsewhere. As I said, the analytic/synthetic dist-
inction has a long tradition behind it; and the views of
the second group are more or less a continuation of that
tradition. The views of Quine and his 'fellow revolut-
ionaries', as they have been termed(l), constitute a break
with that tradition and a reaction against the over-:
working of the distinction in some modern analytic phil-
osophy and in some writings concerned with philosophy of
‘science, The views of Quine who leads the most vigorous
and sustained attack:-on the distinction, can be seen as a
reaction to those of the neo positivists - especially
Carnap - who insist on drawing a sharp and absolute dist-
inction between sentences or statements with respect to
their analyticity or symtheticity.

The reader might have noticed that in the previous
pages and up to now, I .have not been explicit with respect
to a very important point: and that is what is it exactly
that the correlated terms 'analytic' and 'synthetic' mark
a distinction between 2 We have seen : (a) that Leibniz
used his correlated terms 'necessary' and'contingent' to
mark, not so much a distinction between kinds of truths
as between ways or modes of justifying or vindicating types
of truths; (b) Kant distinguishes between kinds of judge-
ments with respect to their subject-matter (¢) Ayer and

1. White used the phrase to refer to the group of
philosophers, including Quine, who shares his views
on the analytic/synthetic distinction. See his paper,
The Analytic and the Synthetic : an Untenable Dualism.
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others speak aboﬁt statements as analytic or synthetic
with respect to their ways of confirmation.

But (d) for Strawson the distinction should be con-
strued as'applying to statements and not to sentences
and (e) for Quine the distinction is one between senten-
ces.

Perhaps much of the confusion about the question of
the analytic/synthetic distinction is due to the fact
that fhg point about what the distinction is supposed to
be between, has not, to the best of my knowledge, been
brought up clearly and explicitly: is it a distinction
between (a) truths (i) ways of coming to know them (ii)
ways of vindicating them (iii) what they are about
(b) statements(l) (i) ways of confirming them (ii) their
subject-matter (ii) ways of coming to know what they are

about.
(c) sentences (i) ways of confirming them (ii) their sub-
ject-matter (iii) ways of coming to know what they are
about.
(4) propositions (i) ways of confirming them (ii) their
sub ject-matter (iii) ways of coming to know what they
are about.
-(e) judgements (i) ways of confirming them (ii) their
subject-matter (iii) ways of coming to know what they

are about.
| Before I give my opinion on the point it would, per-
haps be relevant to say a word of explanation concerning
the meanings of the terms 'sentende','statement' and prop-
osition, how they are related to one another and to the
concept of truth. The definition of the concept of truth
itself is by no means an easy task. But let us say in
vague terms that the truth of a sentence, a statement, a
proposition or a judgement is some that has nothing todo with

1. In Strawson's sense which comprises a sentence and
its sense and its context of utterence. See his In-

troduction to ILogical Theory. Chapter One.
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whatever extralinguistic and objective things that those
terms denote or monnote.

Strawson(l) considers the distinction between sent-
ences and statements in the following way : First of all
he distinguishes between (a) sentence (b) its utterence
(e) the context of its utterence or the use to which the
sentence 1is put. For instance, consider Strawson's
examples, '

(a3 (i) 'I am under six feet tall'
(ii) 'I am over six feet tall'

(b) (i) 'The conductor is married’
(ii) 'The conductor is a bachelor'

Strawson regards these two pairs of examples as
constituting instances of 'sentences'; in a sense of the
- term which, it seems to me, excludes (a) the whole or net
meaning or sense of the sequence of words which constitute
it. (b) the utterence of them (c) the context in which
they are put. Thus in this sense, the sentence is reduced
t0 no more than a mere sequence or series of words. How
it is possible to identify sentences in this sense,
Strawson does not consider. He says that if these two
pairs of sentences were written tn a blackboard, then it
would not be appropriate to say that they are inconsist-
ant, or even that they are true or false. Terms of
logical appraisal are not to be applied to sefitences in
his sense of the word. They are applicable to statements
only. What does Strawson mean by a statement ? He means
by it (a) a sentence in a narrow syntactical sense (b)
with a certain meaning (c) uttered in a certain context
(d) by a certain person. He writes ‘

.ot..(a) when we use tieewords of logical appraisal,
what is it exactly that we are appraising? and (b) how

1. Introduction to Logical Theory, prage 3.
2. Introduction to Logical Theory, page 3.
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how does logical appraisal become possible? That is,
we shall ask: What is it exactly that we declare to be’
inconsistent? and: what makes inconsistency possible?
I have spoken of statements as being inconsistent with
each other; and there is a temptation to think that
in this context we mean by a statement the same thing
as a sentence. But suppose I write on the blackboard
~ the following two sentences : (i) 'I am under six feet
tall' and 'I am over six feet tall'; (ii) 'The conduc-
tor is a bachelor' and 'The conductor is married'. In
writing the sentences on the blackboard, I have, of course,
not contradicted myself; for I may have written them
there with a purely illustrative intention in giving
an English lesson. Someone might say : Nevertheless,
the sentences in each pair are inconsistent with each
other. But what would this mean? Would it mean that if
théy were ever uttered with the intention of making a
statement, an inconsistency would result? But suppose
the first two sentences were uttered by different people,
or by the same person at an interval of years; and that
the second time sentences were uttered in different om-
nibuses, or in the same omnibus, but on different days.
Then there would be no indonsistency..."

True, if Strawson or anybody else just wrote these
two pairs of sentences without uttering, pondering or
otherwiese maintaining them, then he would not be held
to have contradicted himself. But it is equally true
that there is a sense in which these two pairs of sent-
enées might nevertheless, be said to be inconsistent with
each other, namely if we so define a sentence as a group
of words which conﬁey a full or complete meaning 1) to the
reader if only written and to the hearer if only uttered.

l. What I mean by full or complete meaning here is that
for instance if we say that "That man.." and stop, we
invite the further question 'What about him'; but if
we complete; "That man is a philosopher" then the sent-
ence conveys a full meaning,.
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If I enter a classroom and find these two pairs of
sentences written on its blackboard, it is most probable
that I will think to myself that these two examples are
written as a demonstration of inconsistency. Strawson
continues in the same page :

". .. Earlier, I paraphrased 'seeing that two statemats -
are inconsistent' as 'seeing that they cannot both be
true together'. "And it is clear that that of which we
can say that it is true or false is also that of which
we can say that it is consistent or inconsistent with
another of its kind. What these examples show is that
we cannot identify that which is true or false (the
statement) with the sentence used in making it; for the
same sentence may be used to make quite different state-
ments, some of them true and some of them false. And
this does not arise from any ambiguity in the sentence.
The sentence may have a single meaning which is preeisely
what, as in these cases,allows it to be used to make quite
different statements. So it will not do to identify the
statement either with the sentence or with the meaning
of the sentence. A particular statement is identified,
not only by reference to the words used, but also by
reference to the viréumstances in which they are used,
and, sometimes, to the identity of the person using them..."

In the passages quoted above, Strawson doesnot find
it feasible to consider words of logical appraisal like
tconsistent', 'true', 'inconsistent' and so on as prediec-
able of sentences, because apparently he does not consider
the meaning which a sentence may happen to express to
contribute towards counting it as a sentence in the first
place. In my opinion, & sentence should be defined as
a group of words (which &t least ind udes a subject and
a verb) which convey a complete meaning. It is only by
such definitions that we can differentiate a sentence from
a mere group of words, a phrase or a clause. But on the
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other hand if we define a sentence as a group of words
consisting of at least a subject and a verb and convey a
complete meaning to a reader who may gse his eyes to read
them or use some other tangible methods such as those
which are employed by the blind or to a hearer if they

are uttered, then it is quite tenable to describe
Strawson's two pairs of sentences as inconsistent, and
that each pair consists of a truth and a falsehood, that
is if one sentence of a pair is true, the other is false.
Thus in this way it is possible to attach words of logical
appraisal to sentence and predicate'truth or falsity of
them. If it is bossible to predicate truth and falsity
of sentences, then it goes without saying that they are
predicated of statements in Strawson's sense, that is a
statement is a sentence uttered by a person in a particular:
context which includes the place and time of utterence.
Thus if a sentence is a group of words endowed with
significance then a statement is a sentence uttered by

a person in a certain place at a particular time,

If truth is predicable of sentences and statements,
what about propositions and judgements ? Is it predicable
of these as well ? Before we can answer this question,
we need to investigate the further questions : What are:
pro positions ? What are judgements ? These are notoriaus) -
complicated questions; but perhaps we do not need to go
into them for our present enquiry. We can avoid discussing:
the nature of propositions, by saying they are whatever
stands for that quality which two sentences either of
the samelanguage or of two different languages which dis-
play 'likeness of meaning', or 'sameness of meaning' or
tidentity of meaning'. These last three expressions are
all, without exception, very difficudt notions; so they
can hardly be said to characterize 'proposition'; but it
is hoped that they will give some idea of what we are
talking about when we use the word.
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In this perspective, propod.tions(l) then have
something to do with the meaning of sentence; so what-
ever may be the definition of a proposition, the notion
of meaning is basic to it, it is a complete meaning that
constitutes a definite thought or a definite judgement,
and thus it is possible to predicate truth of them.

As for judgements and beliefs, it is quite a common
practice to predicate truth of them. After all it is very
difficult to encounter truths as objects in outside reality.
For Russell(z), a world of gpure matter does not contain
truths or. falsehoods. Truth is essentially a relation
between a mind (subject) and a complex of objects severally
thus 'Desdemona loves Othello' is true, because there is
a fact which corresponds to it, namely that Desdemona
loves Othello. A similar account can be given for the
relationship between believing and truth. Whatever be
thought of Russell's Correspondence Theory of truth for
which the example was devised, we can say that truth is
predicated of beliefs and judgements.

Now, if it is correct that truth is in fact predicable
of sentences, statements, propositions, judgements and
beliefs, then it is far better if we consider the analytic/
synthetic distinction as one which initially and primarily
holds between types of truths; and holds of sentences,
statements, propositions gudgements and beliefs only in
a secondary or derivative sense. It doesnot really matter
whether we speak of the analytic/synthetic distinction as
one between sentences, statements, propositions or judgemedts:
I said earlier that a truth as such is a truth as

1., What a proposition is, is quite difficult to answer,
and we could fare better if we managed to find a means

of avoiding this.

2. The Problems of Philosophy, Chapter XII.
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such and cannot be sorted into classes. But it can be
sorted into classes with respect to one of the three
points, namely :
(i) ways of coming to know or discover,
(ii) ways of vindicating them,
(iii) what they are about or their subject-matter.

We have seen that for Leibniz, the distinction be-
tween the necessary and the contingent is contrued to be
one between ways of vindicating types of truths; if on
vindicating a truth we fall back on the principle of con-
tradiction, the truth is necessary, but if we fall back
on the principle of sufficient reason, then it is conting-
ent. But we have seen also that for Kant the distinction
between the analytic and the synthetic is one between
what judgements are about or what is their subject-matter.

However, in more recent philosophical literature,e.g.
in Carnap and Ayer and even Quine, the three terms 'nec-
essary', 'analytic' and 'a priori' are seen as more or
less co-extensive, and sometimes identical. These recent
philosophers construe the distinctions between the nec-
essary and the contingent, the a priori and the empirical,
and the analytic and the synthetic, as holding primarily
between ways of confirming kinds of truths and secondarily
or derivatively between ways of confirming statements. I
myself do not see the three distinctions as co-extensive
or identical, and of the three distinctions I prefer the

a priori/empirical one as has been drawn by Kant. In my
opinion, Quine's thesis is not so much that there are deg-
rees or graduations of analyticity, as it is that there
are degrees of a priority or independence from experience,
in the sense that experience, even in principle, cannot
fefute it. '

After this inevitably very brief and over-simplified
consideration of the distinction between the analytic and
synthetic in Kant, I must now consider how the distinction.
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is construed in recent analytic philosophy. I shall
consider, very briefly, how the distinction is made'by
Schlick, Pap, Russell, Ayer and Wittgenstein. Carnap's
views, which are very similar to those of Schlick and
Ayer, though different in terminology, will be consid-
ered in the fourth chapter. In connection with this
distinction, as is no doubt the case with many other
issues in the so-called linguistic philosophy, Wittgen-
stein stands out as a father figure. He does not use
the Kantian terminology of "analytic" and "synthetic",
but invents the important concept of tautology and uses
it to give his own version of the Kantian distinction.
In Wittgenstein, taulologbus pro positions are contrasted
with propositions about 'what is the case'. It will be
seen later that Quine and his colleagues are more or less
reacting to the way in which these recent philosophers,
expecially the neopositivist group of Ayer and Carnap,
draw the Kantian distinction.

In recent analytic and linguistic philosophy, two
versions(l) of the Kantian analytic/synthetic distinction
have gained wide aceceptance. They are due to Schlick and
Pap.

Schlick draws his version of the distinction from
Kent. He interprets Kant's phrase; 'the predicate is
contained in the subject' as saying that the predicate-is
part of the definition of the subjeét in an analytic jud-
gement. Schlick writes(2)"A judgement is analytic if the
ground for its truth lies solely in the definitions of
the terms which occur in it. Consequently, one may

1. Waismann discusses the views of Schlick, Pap and others
in his series of papers entitled'Analytic/Synthetic in
Analysis in the early fifties. Waismann expresses his
dissent from them all.

2. I take the gquotation from Waismann:'&nalytic/Synthetic
I' Analysis, 1950. Waismann is translating from Schlicks

Allgemaine Erkenntuislchre.
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say with Kant that analytic judgements rest upon the law
of contradiction, they derive from definitions by means of
this law". Obviously, what Schlick wants to say is that a
judgement is analytic if it follows from definitions by
means of logical inference only.

However, Schlick is more explicit on this view of
analyticity on the following passage:(1)

",.In the case of analytic statements it is well known
that the question of their validity constitutes no problem.
They hold a priori; one cannot: and should not try to look
to experience for proof of their correctnéss for they say
nothing whatever about objects of experience. For this
reason only'"formal: truth" pertains to them, i.e., they are
not "true" because they correctly express some fact. What
makes them. true is just their being correctly constructed,
iceo.their standing in agreement with out arbitrary estab-
lished definitions". '

What Schlick means by ‘'our arbitrary established def-
initions in the above passage is some kind of conventional
linguistic rules which, he suggests govern our word usage.
Nothing more is needed for the apprehension of analytic
statements than the understanding of their meanings.If one
does not readily see the analyticity of an analytic state-
ment, this should be attributed to one's lack of grasping
the real memaning of that sentence. Schlick writes :(2)

" oo0ne may not suppose that I could comprehend a
statement as such and still be in doubt concerning its
analytic character. For if it is analytic I have under-
stood it only when I have understood it as analytic. To
understand means nothing else, that isj -than to be clear
about the rules governing the use of the words in question;
but it is precisely these rules of usage that make state-
ments analytic. If I do not know whether a complex af

1, '"The Foundation of Knowledge? by Schlick in Logical
Positivism ed. by Ayer, page 223.

2., 'The Foundation of Knowledge' page 224.
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words constitutes an analytic statement or not, this
simply means that at that moment I lack the rules of
usageoscoo

The question of the nature of analytic truth is dis-
cussed in the fourth chapter. There Quine attacks the
linguistic and conventionalistic conception of analyticity
as advocated by Schlick, Carnap and Ayer; so I am not going
to discuss Schlick's views on the subject here.

Pap, on the other hand, gives this accoun£12

"ooo It is widely held that if a statement is in-
dubitably true or '"necessary", its truth can be established
by semantic analysis; but such a statement is said to
conwey only information about the use of language and -
not about empirical existence. The '"necessary” statements
referred to are, of course, the familiar analytic state-
ments, such as the statement "all spinsters are unmarried".
cooeohnalyti¢ statements then, have no existential imports
and may be roughly characterized as statements whose truth
follows from the very meaning of their terms". Pap's
account bears a great similarity to that of Frege; and it
could very well be that Pap has been influenced by Frege in
this respecto

In The Foundation of Arithmetic‘2’
enquiries which have been called for by the need vigour
in mathematics and logic, have been partly prompted by the
search for answers to questions raised about the nature of
arithmetical truths; are they a priori or a posteriori ?
analytic or synthetic ? Frege goes on to make the important
distinction between the content of a judgement and its
justification. He writes

» Frege says that the

1. 'Indubitable Existential Statements' Mind 1946.
2, ToLo Austin's Translation.
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"Phese distinctions between apriori and a posteriori,
analytic and synthetic concern, as I see it, not the con-
tent of the judgement, but the justification for making
the judgement. Where there is no such justification, the
possibility of drawing the distinctions vanishes. When
we say of a proposition that it is a priori; this is not
a judgement about the content of the proposition. Rather
it is a judgement about the ultimate ground upon which
rests the justification for holding it to be true. The
problem becomes in fact that of finding the proof of the
proposition, and of following it up back to the primitive
truths. If in Carfying out this process, we come only
on general logical laws and on definitions, then the truth
is an analytic one, bearing in mind that we must take
account also of all propositions upon which the admissib-
ility of any of the definitions depends. If, however, it
is impossible to give the proof without making use of
truths which are not of a general logical nature; but
belong to the sphere of some special science then the
proposition is a synthetic oneo"(1)

By drawing the distinction in terms of how we justify
judgements rather than in terms of what their subject
matter is, Frege moves closer to the Leibnizian distinction
between necessary and contingent truths, andaway from
Kant, even though his terminology is still Kantian. More-
over, what he says is hardly comparible with the Kantian
distinction, as he denies the possiblity of drawing the
dlstlnctlons in terms of the content of the judgements.

Russell's way of drawing the analytic/synthetic
distinction is rather similar to Kant's. Russell says
‘that if we say (i) {A bald pmeet is a poet', (ii) 'A Dbald
man is a man', (iii)'A plane figure is a figure', we make
purely analytic judgements: "the subject spoken about is

(2)

4. The Foundation, page 3 e
2. The Problems, page 82,
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having at least two properties of which one is singled out
to be asserted of it. Such propositions as the above are
trivial, and would never be eneunciated in real life except
by an orator preparing the way for a piece of sophistry.

They are called 'analytic' because the predicate is obtained
by merely analysing the subject".

As a matter of fact, Russell gives the above account
of analyticity as a mere restatement of Kant's account of
the notion. His terminology is Kantian-he speaks of ' judge-
ments', the 'analysis of their content', and of the criterion
of containment, and also-in another paragraph-he refers to
the principle of contradiction as a criterioRr of analyticity.
He thus reproduces all the essential features of the Kantian
account, yet I do not think that his interpretation is com=-
pletely congruent with Kant's words or intentions. To begin
with, I do not think Kant would agree that analytic judgements
are trivial, or at least in the way Russell's examples suggest.
Kant did indeed say of amdytic judgements that their pred-
icates add nothing through the predicate to the concept
of the subject. Yet, as his example of 'all bodies are
extended' secems to suggest, he regards these analytic
judgements as.playing an important explicative function.
Although in this example it is true that the concept of
extension is contained in the concept of body, yet we need
to carry out a process of analysis in order to become con-
scious to ourselves of the fact. Secondly, whereas Russell
gives examples in which the subject consists essentially of
two concepts A and B, one of which is asserted or predicated
of the compound subject, Kant invariably speaks of the subject
as consisting of one concept, say C, of which another con-
cept, say D, is asserted or predicated. In order to classify
a judgement as analytic by Kant, D must be contained in C.
In other words while for Russell 'All AB are A' is the
pattern, for Kant it is 'A11 X is Y ',
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Again, when Russell says that, e€oge

AB> A (1)
is trivial, he surely does not wish to suggest that all
truths of'pure mathematics and logic are trivial; because
all such truths seem to exhibit a similar type of trivial-
ity. Consider the commutative law A + B = B + A, or the
associative law (A + B) + C = A + (B + C); or consider
s.ome primitive axioms and theorems of pure geometry, like
the formal definitions of 'point', 'straight line', 'plane’,
or 'a point between two points'. Do we not find ourselves
confronted in such contexts with the same kind of platitude
and triviaglity 7

Russell might have wanted to say, following Kant,
that the information we gather from the predicate of
analytic judgements is unimportant or redundant. But
how can he then account for the fact that pure mathematics
and logic are interesting, informative, and in countless
instances even surprising and delightful? Yet it is out
of such primitive notions such as 'containment', which go
on to make example (1) that the whole edifice of pure math-
ematics and logic is composed. When Russell says analytic
judgements are not met with in "real life except by an
orator preparing the way for a piece of sophistry", he could
either mean that mathematical relations are not part of real
life or that, although real, they do not deserve any serious
consideration; and whichever of these two possibilities he
maintains is untenable, and surely alien to Russell's own
beliefso

Rather more important for Russell is the a priori/
empirical distinction.He makes it quite clear that he re-
gards this as a distinction between different ways of Jjust-
ifying judgements.If in confirming a judgement we 4o not
have recourse to experience,the judgement is apriori;but if
we do have such recourse, then the judgement is empirical.
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Like Kant, Russell maintains that there is no apriori
knowledge which transcends all limits of experience:
He writes(1):

"On the other hand, even that part of our knowledge which
is logically independent of experience (in the sense that
experience cannot prove it) is yet elicited and caused by
experience. It is on occasion of particular experience
that we become aware of the general laws which their
connexions, exemplify. It would certainly be absurd
to suppose that there are innate principles in the sense
that babies are born with a knowledge of everything which
men know and which cannot be deduced from what is éxper-
iencedooooo The phrase 'a priori' is less objectionable,
and is more usual in modern writers. Thus, while admitting
that all knowledge is elicited and caused by experience,
we shall nevertheless hold that some knowledge is a priori,
in the sense that the experience which makes us think of
it does not suffice to prove it, but merely so directs
our attention that we see its truth without requiring any
proof from experience",

Then Russell distinguishes clearly between the analytic/
synthetic and a priori/empirical distinctions in the above
Passages; and he distinguishes between these distinctions
and the further distinction between necessary propositionso.
By contrast, Schlick, Carnap and Ayer ideéntify the three
distinctions. For them all apriori and necessary knowledge
is analytic; and for all non-analytic knowledge they normally
use the term empirical. According to their principle of
confirmation(z), a statement is meaningful if and only if
it is either analytic or empirically confirmable. The
latter criterion means that some observation statements are
entailed by the statement either in its own right or in

1. The Problems, page 74
2. 1 prefer to use the word 'confirm' rather than the work
'verify' because the latter is a stranger word implying
conclusive confirmation.
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conjunction with other obserVation statements. Ayer
amends his principle of verification in the introduction
of the second edition of his Language, Truth and Logic
to read in the following manner, in order to meet various
objections against his previous formulation of the prin-
ciple; He writes 4 HE

"eooool propose to'say that a statement is directly
verifiable if it is either itself an observation-statement,
or is such that in conjunction with one or more observation-
statements it entails at least one observation-statement
which is not deducible from these other premises alone, and
I propose to say that a statement is indirectly verifiable
if it satisfies the following conditions: first, that in
conjunction with certain other premises it entails one or
more directly verifiable statements which are not deducible
from these otherpremises alone, and secondly, that these
other premises do not include any statement that is not
either analytic, or directly verifiable, or capable of
being independently established as indirectly verifiable.
And I can now reformulate the principle of verification
as requiring of a literally meaningful statement, which is
not analytic, that it should be either directly or indirectly
verifiable, in the foregoing sense."

In another passage, Ayer makes the identification of
these three distinctions even more explicit: he writes,

"In saying that the certainty of gpriori propositions
depends upon the fact that they are tautologies, I use
the word 'tautology' in such a way that a proposition can
be said to be a tautology if it is gnalytic; and I hold
that a proposition is analytic if it is true solely in
virtue of the meaning of its constituent symbols, and
cannot therefore be either confirmed or refuted by any fact

of experience."

1o Langgage, page 13,
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In the next page, Ayer identifies 'apriori' and
'analytic! with 'necessary'. He writes :

"Just as it is a mistake to identify apriori prop-
ositions with empirical propositions about language, so
I now think that it is a mistake to say that they are
themselves linguistic rules. For apart from the fact
that they can properly be said to be true, which ling-
uistic rules cannot, they are distinguished also by
being necessary, whereas linguistic rules are arbitrary."

But a more important feature of the neopositivist's
concept of analyticity, especially that associated with
Carnap and Ayer is their reduction of it to linguistic
convention. Ayer writes(%)
",.., The principles of logic and mathematics are true
. universally simply because we never allow them to be
anything else... And the reason for this is that we
cannot abandon them without contradicting ourselves,
without sinning against the rules which govern the use
of language..."

This linguistic conventionalism doctrine of anal-
yticity is even more crude and explicit in Carnap's so-
called principle of tolerance: "In logic there are no
morals. Everybody is at liberty to build up his own
1ogic"(2)

Nowedays some versions of this linguistic conception
of analyticity command a great deal of popularity within
the Anglo-Saxon tradition of philosophy in Britain, the
States and in various English-speaking countries.

There is no doubtithat Wittgenstein's early views
as shown in his Tractatus Logico-Philosophicus, have
been a notable starting point for this tradition of
philosophy. But it is not easy to determine whether
the linguistic-conventionalistic thesis of analyticity
as developed by Carnap and Ayer could in fact be regarded

1. Lenguage, Chapter 4, page T7.
2. The %ogiéal ngfax éf Language, 17.

.............................
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as originating from the Tractatus. One thing, however,
is quite certain : the concept of tautology, which is a
criterion of analyticity for almost all those who regard
the analytic/synthetic distinction as clear and valid,
taken from Wittgenstein's Tractatus. Russell, for instance,
admits freely that the céoncept of 'tautology"is due to
Wittgenstein. He wrote in 1919

"It is clear that the definition of 'logic' or
‘mathematics' must be sought by trying to give a new
definition of the o0ld notion of "analytic" propositions.
Although we can no longer be satisfied to define logical
propositions as those that follow from the law of contra-
diction, we can and must still admit that they are @&
wholly different class of propositions from those that
we come to know empirically. They all have the charac-
teristic which, a moment ago, we agreed to call "tautology".
This, combined with the fact that they can be expressed
wholly in terms of variables and logical constants (a
logical constant being something which remains constant
in a proposition even when all its constituents are
changed)-will give the definition of logic or pure math-
ematics. PFor the moment, I do not know how to define
"Pfautology". It would be easy to offer a definition which
might seem satisfactory for a while; but I know of none
that I feel to be satisfactory, in spite of feeling
thoroughly familiar with the characteristic of which a
definition is wanted. At this point, therefore, for the
moment, we reach the frontier of knowledge on our back-
ward journey into the logical foundations of mathematics'.

In a footnote on the same page, Russell writes the
following : | '

"The importance of "tautology" for a definition of

1. Introduction to Mathematical Philosophy, page 204.
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mathematics was pointed out to me by my former pupil
Iudwig Wittgenstein, who was working on the problem..."(l)
Wittgenstein himself says in the Tractatus, that
logic cannot be concerned with what is the case, that is
of affairs"(2)
"A state of affairs (a state of things) is a combin-
ation of objects (things)"(a)
'"In logic nothing is'accidental...."(4)
",oo It is clear, however, that logic has nothing
to do with the question whether our world really is like
that or not"(S)
Yet when Wittgenstein speaks of logic as having
nothing to do with the facts about the world, he does
not seem to mean that logic is an arbitrary fabrication
of the human mind, which has nothing objective about it.
On the contrary, he draws a definite relationship between
logic and reality:
"Togical sentences describe the scaffolding of the |
world or rather they present it. They treat of nothing.
They presuppose that names have reference, and atomic
sentences have sense. And this is ther connection with
the world. It is clear that it must show something about
the world that certain combinations of symbols which
essentially have a definite character - are tautologies -
Herein lies the decisive point; we said that in the symbols
which we use, something is arbitrary, something not. 1In
logic only the latter expresses; but this means that in
logic, it is not we who express, by means of signs, what
we-want, but in logic the nature of the essentially necessary:..
signs itself assents. That is to say if we know the logial.

1. Introduction, page 204.
We shall see later, when we consider ¥arnap that he,

too has taken the concept of tautology, as character-
istic of analytic sentences from Wittgenstein.
2. - Tractatus 2.
é. " 2.01
: v 89855
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syntax of any sign language, then all the theses of
logic are already given"

It is, however, rather difficult to comprehend
what the exact relation between logic and the world is
in Wittgenstein. It seems that when he says that logic
has nothing to do with the question of what the world
is like, he me ans that logic cannot "say" anything about
the-world, and "say" here is used in a special technical
sense, namely to express something factusl. The distinction
between what can be said and what cannot be said is very
important in Wittgenstein. Whatever can be said is a
picture; and a picture is a fact, a state of affairs.
Since logical truths are taptological, they are unsayable;
they cen only be "shown" or "represented". They are shown
or répresentqd through their relationship with the gram-
mar of language. Wittgenstein identifies the aggregate
of logicel ‘truths, which he sometimes describes as the
configuration of logical space or as the logical form of
reality, with the grammar of language. By the grammar
of lenguage, Wittgenstein seems to mean, as NMaslow
has pointed out, the.formal conditions necessary for the
.application of a language in a possible world. Witt-
genstein writes C :

"6.1 The propositions of logic are tautologies
6.11 Therefore the propositions of logic say nothing

(they are the analytic propositions)

6.12 The fact that the propositions of logic are
tautologies shows the formal-logical-properties

of language and the world".

These Wittgenstein notions have exerted great in-
fluence on the members of the Vienna Circle, and all
subsequent philosophy. Yet, it is nbt_very easy to

1. Tractatus, 6.%24 [Pear's and Guiness's Translation}.
2. A. Maslow:A study in Wittgenstein's Tractatus
3s Tractatus, page ¥Eﬁ .
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determine to what extent one could identify these
views with those who hold, like Carnap and Ayer, that
mathematical truths are linguistic conventions. A
full investigation of these points, although quite
relevant, would take us too far, and the essential
points I wanted to make in this chapter are:
1) That the .analytic/synthetic distinction is one of long
philosophical tradition, to which ILeibniz and Kant in
particular have contributed.
2) That it has been sometimes confused with the different,
but related, distinctions between (i) Necessary and con-
tingent propositions (ii) A prori and empirical or a
posteriori propositions.
3) That all these three distinctions can be drawn, and
in fact are drawn by different philosophers, in three
ways
(1) with respect to the content or subject matter of a
pro position
(ii) with respect to the ways of comfirming or justifying
it
(1ii) with respect to the ways we know or become acquanted
with it
4) Although the distinction is drawn by a majority of
modern analytic philosophers, and in particular by Witt-
genstein and Russell, yet Quine, whose views on anal-
yticity are central to this thesis, directs his misgivings
about the concept mainly against the account given of it
by neopositivists like Carnap and Ayer. This point will
become clear in the coming chapters especially the fourth
one.
5) Wittgenstein's characterization of logical truths as
tautologies influenced all subsequent accounts of anal-
yticity.
In the next chapter, I shall attempt to give an
expository account of the recent attack on the analytic/
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synthetic distinction by Quine, White and Waismann,

while the third chapter will be devoted to a critical dis-
cussion of these attacks as well as to the replies which
have been provoked by them. The fourth and final chapters
will then consider a related but more technical and
sophisticated issue raised by attacks on the distinction -
the debate between Quine and Carnap as to the admissibil-
ity of intensional concepts into scientific discourse.
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Chapter Two




The Attack on the Analytic/Synthetic Distinction

Chapter Two

Quine's General Philosophical Position
Quine is an outstanding contemporary philosopher
who has made a number of significant contributions both

to the pragmatic and neo-positivistic traditions of

philosophy. Many of his philosophical views have been

centres of controversies, €.g.

(a) his theory of ontic committment in which he says
we are committed to postulate the existence of

.ph&sical things by the very way in which we talk
about those things. Yor him 'to be is to be a
value of a variable'; and it is only gquantified
variables which are considered to have pure
reference and to which our ordinary singular terms
are reducible1.

(b) his theory of the indeterminancy of radical
translation in which he stipulates that in trans-
lating the language of a primitive tribe we may
‘end up with incompatible translation.

(¢) his view that we cannot confirm or infirm éingular
statements; science or scientific knowledge is
only confirmable or infirmable as a whole unit.
The belief that we can confirm or infirm2 singular
statements is the reductionistic dogma of empiricists.

1. We shall see later when we consider Quiné's theory
of 'Canonical Notation', how he arrives at those

conclusions

2, Quine's use of the word “infirm" is indeed uncommon.
The word itself is rare and almost unused.as an
‘opposite of "confirm". The word "qgisconfirm" is
more common. The Concise Oxford Dictionary defines
"infirm" as "Physically weak, esp. through age; (of
pesoni mind, judgement, etc.) weak, irresolute (often -
of purpose). This point concerning the word 'infirm
was hrauch o mv sttention bv Prof. C.XK. Grant.
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The Analytic/Synthetic distinction is NOT a hard
and fast one. The belief that there is an absolute
distinction of kind between analytic and synthetic
truths is another dogma..of empiricists.

Almost all of those views are still being discussed

and are largely unsolved. But the fact that Quine's

views are disputable does not affect his position as an

eminent philosopher;. rather they contribute to his

distinction and originality.

Although Quine can generally be regarded as having

strong positivistic tendencies, he challenges two

important and central doctrines of the logical positivists:

(1)

(2)

he rejects the view that singular statements can be
confirmed or infirmed, and that there are statements
in which the factual component is null, and as such
they are never falsified by experience. According
to Quine our body of scientific knowledge is
monolithic in the sense that itfices the tribunal

of experience as a system. Statements are not
verified'or falsified one by one, rather they are
judged by experience as aggregates. And when they
do face experience as groups, it is always possible
that they might be revised in the light of experience.
Thus any group of statements, whether they belong

to pure mathematics, logic or empirical science, -
could be, in principle, abandoned.

he also rejects the view that there is a hard and
fast cleavage between analytic and synthetic
statements. Actually, this view is based upon

and complimentary to his first view. It is because
he believes that any statement or group of statements
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could be given up in the face of a contrary experience,

that he rejects the belief in an absolute distinction

between analytic and synthetic statements. Tradit-
ionally, analytic statements are thought to be immune
from revision by experience, and hence the sharp
distinction between them and those statements which
suffer refutation at the hands of experience.

Perhaps, we can best understand Quine's views regard-
ing (a) and (b) by considering briefly how these views
relate to his general philosophical position as a
philosopher who rejects the positing of any intensional
objects1, and who, in his flight from intension, has taken
great pains to work out a theory of meaning in terms-of
- dispositions to verbal behaviour.

In Chapter Six of his book, "Word & Object", Quine
argued against the theory of intensionality, the theory
that we need to stipulate abstract entities or mental
images as objects of the "meanings" of sentences, that
is as references of sentences in non-extensional contexts.
He did not only argue against the stipulation of proposit-
ion to represent what sentences express or mean, he also
argued against the positing of attributes and relation.

He says that it was felt essential to introduce
propositions "as translational constants; as things
shared somehow by foreign sentences and their translations.
They have been wanted likewise as constants of so-called
philosophical analysis. «os as truth vehicles and as
objects of propositional attitudes"z. But Quine believes
that the positing of propositions will not satisfy these

1o We shall see later, especially in the final chapter,
what Quine's rejection of the intensional means -
for instance he rejects propositions as things shared
by sentences which have the same meaning (whatever
this might mean) in a given language or .as _
translational consfants of dfferent languages

2, Quine "word and Object" page 206.
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needs. Then he goes on to say that his objection
against the positing of propositions, "apply with equal"
force to attributes and relations".

Having rejected intension, Quine could no longer
avail himself of -the use of the family of interelated
terms "analyticity","synomymily", "self-contradiction",
"Definition", "necessary" and "semantical rule", because
these are intensional terms pregnant with meaning. He
could only make use of them if he can give an extensional
characterization of any one of them; because the others
can be defined in terms of it. Meanwhile, he will con-
tinue using them, with the reservation that these concepts
await further classification. When his critics, especially
Strawson and Grice, have objected to his usage of these
terms on the grounds that he himself has them declared
to be unclear and intensional, Quine replied, without
explicit reference to his critics, in the following way,
and I quote: .

"wor consider how I have persisted in my vernacular
use of "meaning", "idea" and the like, long after casting
doubt on their supposed objectivity, ... What is in-
volved here is simply a grading of austerity. I can
object to using a certain dubious term at crucial points
in a-theory, on the ground that to use it would deprive
the theory of its desired explanatory forces but I can
gtill use and condone the term in more casual or heuristic
connections, where less profundity of theoretical
explanation is professed."1

Although Quiné has made known his misgivings over
analylicity and related intensional concepts since the
publication of his article "Truth by Convention" in 1936,

1. ibid, page 210.
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it is in his book "Word and Object",published .in 1960,
that he works out in great detail what he believes to
be at least a sketchy characterization of the Theory of
meaning in non-extensional terms. Of course he has
been working on it for a long time and he has given hints
and parts of it in some of his papers and lectures at
various Universities. But it is in this book that he
brought the whole thing together for the first time.

_ Quine gives his behaviouristic approach to the
question of meaning in the context of what he calls
"Radical Translation". This concept is derived from
the imaginary situation when we are confronted with the
guestion of communicating with a hitherto unknown and
untouched primitive tribe or people. No dictionaries
or translators of any sort are available, and all we
can rely upon is our ability to listen to noises which
our primitive informant utters, record them, and try to
find out what these terms mean by observing what
stimulus prompted him to utter that particular noise.
Once we have done this, we can set out-to confirm that
it was the stimulus which we observed and guessed as the
cause which led him to utter the noise that really in
fact prompted him into uttering it, by making use of
the informantddisposition to assent or dissent whenever
that stimulus occurs again and we utter the noise at the
time of its appearance.

Por instance, a white rabbit jumps out of the grass
and the native utters the noise "Gavagai", the linguist
notes down the term "rabbit", but he cannot rest content
with this. The native might mean "rabbit", "white", or
"ohimal" by his term “Gavagai. So the linguist must
find out first of all the native equivalences of "Yes"
and "No", and then go on to eliminate the other two
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possibilities by uttering the word "Gavagai" when, for
instance, a black rabbit is seen, and if the native
assents, then the linguist understands that to the native
the word "Gavagai" could only mean either "animal" or
"rabbit". The linguist can eliminate the first
possibility perhaps by producing a wooden counterfeit

of a rabbit and then utter the word "Gavagai", and if the
native assents here, then the linguist can be pretty sure
that by this word the native "means" rabbit.

8 In this way Quine has arrived at what he calls
stimulus meaning. Let us see how Quine sets out to
define the meaning of sentences such as "Gavagai" which
he believes are the sort of sentences which our jungle
linguist must begin with, and I quote:

".,.. and for these (sentences such as "Gavagai') we
now have before us the makings of a crude concept of
empirical meaning. For meaning, supposedly, is what a
sentence shares with its translation; and translation
at the present stage turns solely on correlation with
non-verbal stimulation.

Let us make this concept of meaning more explicit
and give it a neutrally technical name. We may begin
by defining the affirmative stimulus meaning of a
sentence such as “"Gavagai" ... a stimulation €& belongs
to the affirmative stimulus meaning of a sentence S for
a given speaker if and only if there is a stimulation éf
such that if the speaker were given 6/, then were asked
S, then were given ér; and then were asked S again, he
‘would dissent the first time and assent the second."

Qirine then similarly defines negative stimulus
meaning by interchanging "assent" and "Bissent" in the
definition of affirmative stimulus meaning. Then he
defines stimulus meaning as the ordered pair of the two.
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Having defined stimulus meaning as more or less
what is meant by empirical meaning, Quine goes on to give
a characterization of the notion of synonymity and
analyticity based on it. I will not discuss this
characterization here, but it is significant that Quine
himself considers these characterizations to be very
sketchy. With certain qualifications and reservations
Quine defined synonymity as sameness of stimulus meaning.
Then analyticity has been cheracterized in terms of
synonyme. What concerns me here is to bring out in a
very sketchy way how Quine tried to characterize these
intensional notions in an extensional behaviouristic
waye. It must be this kind of characterization which was
always in Quine's mind when he attacked the belief in an
absolute and fundamental cleavage between analytic and
synthetic statements, on the grounds that the term in
analytic lacks any definite and precise sense, and
moreover that this term cannot be defined in terms of
"definition", “"synonymity", "semantical rule", "self-
contradiction", etc., etc., because these notions are
in as much a need for classification as "analyticity"
itself.

Howeber, I think Quine's misgivings about the
analytic/synthetic distinction go far deeper than simply
that the nature of this distinction is not quite clear
or even that there is a huge class of borderline cases
where we cannot distinguish the analytic from the
synthetice. It was Waismann, in his series of papers
about Analytic/Synthetic, who took this (line of)
approach to the problem. I think Grice and Strawson,
in their criticism of Quine's paper "Two Dogmas of
Empiricism", probably did not fully appreciate the depth
of Quine's attack on the Analytic/Synthetic distinction.
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They have devoted the greater part of their article "In
Defence of a Dogma" to show that it is not possible to
dismiss the distinction simply on the grounds that it is
unclear, which they admitted. They argued that we can
perfectly well make sense of the distinction by pointing
out clear and unambiguous examples of analytic and
synthetic statements, and this is in itself quite
sufficient to show that such a distinction does in fact
exist, and that to deny it exists would not make any
sense.

First of all, I think Quine never intended to deny
the very existence of the distinction although he did
say that it is not clear1. What Quine does deny is that
there is a sharp distinction between analytic and synthetic
statemenfs. Secondly, a more important point, Quine was
not worried about the distinction simply because it is
not clear. His doubts about it are of much more profound
nature, and, as I have said earlier, are related to his
distaste for intensional objects. They are also related
to his mistrust of phenomenalistic reductionism, the view
that our observation sentences are reducible to sense date

sentences.
In his article "Mr. Strawson on Logical Theory" Quine

spells out what he describes as "a_deeper level of misgiving,
over the notion of analyticity", he writes:

"But misgivings over the notion of analyticity are
warranted also at a deeper level where a sincere attempt
has been made to guess the unspoken Weltanschauung from
which the motivation and plausibility of a division of
statements into analytic and synthetic arise.

1. Quine would say that the analytic/synthetic _ .
destruction is unclear both in its sense and application,
though the former unclarity is more fundamental to
him.
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_'My guess is that Weltanschauung is more or less
attenuated holdover of phenomenalistic reductionism“1
Quine goes on in the same article to say that a
philosopher may reject phenomenalism in its full
reductionistic sense, in favour of admitting that
statements éarry in most part an irreducible extra-
phenomenal burden over and above their phenomenal import,
but may still continue to hold one of the following
alternative positions: |
(a) that statements still possess their phenomenal
' import as separate statements taken one by one
(b) that'statemehts are tied to the testimony of the
senses only in a systematic or holistic way which
defies any statement-by-statement distribution of
sensory certificates.
~ Quine says that if a philosopher holds (a), he will
find it natural to accept in principle a division between
analytic and synthetic truths, the former being those in
which the phenomenal content is nil. If on the other
hand his position is (b), he may be expected to find no
way of putting some truths into "empirical quarantine
and judging the remainder to be free of infection. For
him the Céntribution which sensory evidence makes to
knowledge is too inextricably intertwined to admit of a
sentence-by-sentenée separation"2
Quine's opposition to radical phenomenalistic
reductionism is due to his belief that we are committed
to stipulating the existence of physical objects by the
very way in which we talk. Physical things have a
basic function in our ordinary language, a function

1. Quine: "Mr. Strawson on Logical Theory", Mind,

Oct. 1953,
2 Quine: ibid.
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which cannot be satisfied or performed by sense data.
I quote:

"sos For the trouble is that immediate experience
simply will not, of itself, cohere as an autonomous
domain. References to physical things are largely what
hold'it together. These references are not just
inessential vestiges of the initially intersubjective
character of languége, capable of being weeded out by
devising an artificially subjective language for sense
data. Rather they give us our main continuing access
to past sense data themselves; for past sense data are
mostly gone for gdod except as commemorated in physical
posits. All we would have apart from posits and
" speculation are present sense data and present memories
of past ones; and a memory trace of a sense datum is
too meager an affair to do much good. Actual memories
mostly are traces not of past sensations but of past
conceptualization or verbalization.

There is every reason to ingquire into the sensory
or stimulatory background of ordinary talk of phyéical
thingsas The mistake comes only'in seeking an implicit
sub-basement of conceptualization, or of language.
Conceptualization on any considerable scale is inseparable
from language, and our ordinary language of physical
things is about gs basic as language gets."1

The views discussed above'are some of the motives
which prompted Quine to attack the sharp distinction
between analytic and synthetic statements. As I have
already said before, Quine never intended to reject the
existence of the distinction as such. _What he rejects
is the belief, which he calls a dogma of empiricism and

1. Quine: Word and Object pages 2 and 3
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a metaphysical article of faith, that there is a hard and
fast distinction between these statements: 1in his
article, "Mr. Strawson on-logical theory", Quine explicitly
grants that certain given sensory events seem more relevant
to some statements than to others, and that some statements
seem less directly touched than others by sensory events
in general. His objectiorms against the absolute analytic/
synthetic distinction are deeper and are connected with
some fundamental issues that we have already considered.
One further such issue is Quine's conception of the nature
of logical truth.

Quine1 objects to the Strawson's characterization
of logical truths .in terms of analyticity. because he
thinks that analyticity itself is in a bad need of
charaCterizatibn. According to Quine, logic should be
characterized in terms of truth (that is to say truth in
Tarski's semantical eense, which is extensional; Quine's
dislike for intension is again manifest) and the notion
of logical vocabulary. Quine writesz: "o if we
suppose a prior inventory of logical particles, comprising
'no un-', 'not', 'if', 'then', ‘'and', etc., then in
general a logical truth is a statement which is true and
remains true under all reinterpretation of its components
other than the logical particles".

' These logical particles, slso called logical vocabulary
and logical constants by Quine and others, represent a
two-fold difficulty:

1.- Pirstly their nature or sense is difficult to define
2. 'Secondly the distinction between logical and mon-
logical terms is not easy to explain

L] !
9

1. "Mr., Strawson on Logical Theory"

2. "Two Dogmas", pp.22.
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Pap criticizes Quine's1 definition of logical truth cited
above on the account that the notion of a logical constant
is a difficult one. He write52

"... Quine's definition would still leave us with
the troublesome question: by what criterion are we to
distinguish logical constants from nonlogical constants.

The customary procedure of logicians who define
their meta-legical concepts with repect to a specified
deductive system is to define "logical constant" simply
by enumeration. But while such definitions serve the
function of criteria of application, they clearly cannot
be regarded as analyses of intended meanings. To give
an analogy, suppose we defined "coloured" by enumerating
n known colours, i.e. coloured = C or C ... O Cc .
And suppose we subsequently_became1acqua%nted withha new
colour which we name "G, 1". On the basis of our
definition it would be self-contradictory to say that
Ch .1 is a colour, or at any rate we could not say that
it is a colour in the same sense as the initially
enumerated ones. Thus so=-called definitions by
enumeration do not tell us anythirg about the meaning
of the defined predicate, and the same is true of many
refursive definitions. In fact, recursive definitions
of "logical constants" given by logicians usually amount
to an enumeration of logical signs with the additional
stipulation that any sign definable in terms of these
alone is also a logical sign. The problem of defining
this basis metalogical concept explicitly, however,
cannot be said to have been solved.."

e Quine is really ambiguous on this point because in
other places he contends that the distinction between
logical and nonlogical terms is not absoluté; it
is graduval.

2 Semantics and Necessary Truth, pe.153.
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This problem of defining “logical constant" is
particularly important if a sharp'ani absolute distinction
is to be drawn between analytic and synthetic statements;
because the latter distinction, as it is drawn in con-
temporary philosophy, depends on the distinction between
logical and non-logical terms. We have seen Schlich,
Aye, Carnap, and others, define analytic statements as
those which hold independently of experience, and whose
truth is guaranteed by the meanings of the non-descriptive
or logical terms. Now, if the distinction between the
logical and the non-logical cannot be shown; and share
Pap's views on this point, to be hard and fast, so is the
distinction between the analytic and the synthetic.

Having made these remarks about items in Quine's
general philosophical position which I think are implicitly
or explicitly presupposed in his fierce attack on the
absolute distinction between analytic and synthetic
statements, I shall now go on to consider this attack
itself. I shall begin by indicating clearly the line
of argument which Quine follows in his attack, and I shall
then discuss it critically. With this ends this first
part of this chapter.

Quine on "Two Dogmas of Empiricism

In this paper Quine critiqally rejects two beliefs
which he thinks are maintained by empiricist without
empirical justification, so to speak, because these two
beliefs are according to him two unempiricisthogmas of

modern empiricism. The two beliefs are:
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1. The belief in an absolute cleavage between analytic
and synthetic propositions. _

2, The belief that that which experience confirms or
infirms are singular statements, because these
singular statements are the elementary or basic
units of significant discourse.

Instead of proposition (1), Quine advocates a
distinction of degree between analytic and synthetic
statements. He says that our whole body of significant
statements from the casual matiers of empirical sciences
such as physics, history and geography to the most
rigorous disciplines of mathematics and logic is det-
ermined by experience in a way which allows a great deal
of freedom and choice in the construction and reconstruct-
ion of our conceptual systems or schemes. 'Thus we are
able to reject any statement whatever, no matter how
strong our belief in its truth is at the moment, or
maintain any statement whatever, come what may, should
we be faced with a contrary experience which our present
conceptual system does not accommodate. In other words,
the term "analytic" is not to be explained in terms of
immunity from revision from experience, rather it should
differentiate from its correlate "synthetic" by bpeing
further remote from the impact of experience. That is
it is, just a matter of remoteness or nearness from
experience which circumscribes. or engulfs in a rather
loose way all significant statements. Thus it is
wrong, according to Quine, to hold that analytic statements
are universally valid because no.relevant experience can
falsify them. It is always important, I think, that
the reader should always notice that whenever Quine
accepts certain statements as analytic, he is taking the
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word 'analytic' in the sense which I explained above,
and not in the old sense of being tautologous and thus
immune from the revision of all possible experience.
Far Quine, even the verbal, the definitional convention
can be altered or even abandoned, should a contrary
experience arise: for instance, suppose that one asserts
a statement P; challenged to defend one's assertion,
one falls back on its verbal structure, say XYZ. Now ,
it may be that certain sensory experiences would call
for an abandonment of one's claim, or for a supporting
of it by adding to XYZ. But at the moment such a
demand is not being made; and until it is, one could
call P 'analytic' in the sense that at the moment it is
very remote, and therefore untouched by experience.

And instead of (2), Quine advocetes a holistic
theory of confirmation in which the unit of our significant
dis c ourse is said to be not simgular statements, but
"the whole of science". Quine says that statements face
the tribunal of experience in groups, not one by one.

The belief that experience in fact confirms or infirms

singular stastements is a dogma of empiricists which

originates from the mother-dogma of reductionism: the

view that non-analytic significant statements are |
reducible to sense-data statements.

- In the last section of his paper, Quine sketches

what he considers to be an empiricism without these

dogmas (1 and 2), (Taking into account his views about

the analytic/synthetic distinction and experimental
verifications)- '

Let us now consider how Quine manages to isolate
what he calls the two- dogmas -of modern empiricism, and
how he sets about his aim of liberating empiricism from

these two dogmas.
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The First Dogma

The analytic/synthetic distinction could be explained
if we could explain either of the two correlated terms,
"analytic", "synthetic", because once we clarify one of
them the other can be characterized in terms of it. Now
it seems to me that "analytic" provides an excellent
candidate for investigation because it is extremely
ambiguous and is generally subject to misuse. Quine
does not say why he picked up "analyticity" rather than
"syntheticity", but_he may have been guided in his
choice by the fact that the dubious nature of the former
term demands far more explanation. Instead, he tries
to explain or characterize the nature of the notion
itself.

Yet, strangely enough, right at the very beginning
of his essay, Quine admitted logical truth of the kind:
(a) no unmarried man is married, as an analytical
statement with which he has complete peace of mind - no
trouble whatsoever. It is analytic statements of
another type on which he has misgivings, namely those
of typé (p) no bachelor is married.

In trying to answer the question of analyticity of
(b), Quine goes into a series of unsuccessful
investigations.

1. First he tries to explain analyticity by reference

to "meanings". But he asks: what are "meanings"?

He answered this guestion by rejecting the stipulation

of meant entities. According to him "a;fail.h@eiFor

meant entities may derive from an earlier railure
' to1 appreciate that meaning and reference are
distinct". According to Quine, the moment we

1, '"Mwo Dogmas of Empiricism', pp.22.
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divorce the theory of meaning from that of reference, -
we realise that the primary business of meaning is
simply the synonymy of linguistic forms and the
analyticity of statements, "meanings themselves, as
obscure intermediary entities, may well be abandoned1".
The analyticity of the statement (b): (No bachelor |
is married) could be defined in terms of synonymity
and logical truths in the following way:

Statement (b) can be turned into the logical truth -
No unmarried man is married, if we put "unmarried"
"which is synonymous with "pachelor" in (b).

The only trouble with this characterization of
"analyticity for Quine is that we do not possess any
clear characterization of the notion of synonymy
itself.

Quine also rejects Carnap's characterization of
analytic statement as those statements which are
true under every state-description. A state-
description, according to Carnap, is any exhaustive
assignment of truth values to the atomic or non-
compound statements of the language. According to
Quine, Carnap's characterization of analyticity,
does not in fact work, because the statements of

our language are not in fact mutually'independent.
For instance: (1) John is a bachelor and (2) John
is married, may both turn out to be true, under a
certain state-description; and thus "No bachelor

is married" will no longer be analytically true.

It is because language contains logically-synonymous
terms like "bachelor" and "unmarried" that Carnap's
definition of "analyticity" in terms of "state-

description" does not work.

From a Logical Point of View , DDe22e
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Analxticitx by Definition

Quine says that we might seek to characterize the
analyticity of the second class of statements, the
"No bachelor is married" - variety by saying that
these statements reduce to those of the first class,
the logical truths, by definition. What is meant
here is that “bachelor" may be defined as "unmarried
man", and thus by substituting the latter for the
former in the statement "No bachelor is married" we
arrive at a logical truth.

The flaw in this account, Quine goes on, is that
definition, whether it is the work of a lexicographer
or of a philosopher, is based in pre-existing and
pre-supposed synonymies.

However, there is one kind of definition which does
not presuppose synonymy. This is the sort of
definition which contains an explicit convention

to the effect that a certain novel notation is being
introduced for purposes of abbreviation. "Here

the definiendum becomes synonymous with the.
definiens simply because it has been created
expressly for the purpose of being synonymous with
the definiens"1o Obviously, this kind of definition
will not serve to define analyticity as ordinarily
understood.

Interchangeability as a Criterion for Synonymy

The synonymy of two linguistic forms might be
defined, Quine maintains, in terms of their
interchangeability in all contexts without change
of truth value - i.e. interchangeability salva
veritate, to use Leibniz's phrase. But obviously

Quine: Two. Dogmas, p.26.
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such linguistic forms as "bachelor" and "unmarried
man" are not everywhere interchangeable salva veritate,
for instance "Bachelor of Arts". But this difficulty
could be avoided if we say that the interchange-
ability which is meant to be a criterion of synonymy
does not apply to parts of words, it only applies to
words as whole units. The difficulty here is, of
course, that we appeal to unclear notions of 'wordhood'.
But let us'ignore the difficulty for a while.  We
are'faced with the question: Is changeability salva
veritate a strong enough condition for synonymy, or

is it too wide?

By synonymy here, Quine goes not refer to complete
identity in psychological associations or poetic
quality of two linguistic forms. What he is
interested in is what he calls cognitive synonymy;
the sort of synonymy which will turn an analytic
truth into a logical one.

It is obvious that Quine thinks that changeability
galva veritate is not a sufficient condition for
synonymy . It could only be one in an intensional
language, a language which contains such adverbs
as "necessarily". According to Quine, such a
language would not serve to explain or define
synonymy and analyticity, because these and other
‘pelated notions are presupposed by such a language.
In an extensional language which is free from any
intensional terms like “anglyticity", "synonymy" ,
"definitibn", "necessary" ... etc. etc., change-
ability, salva veritate, does not assure us of the

kind of synonymy we are looking for.
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At this stage Quine says that since we cannot succeed

in our plan to define synonymy, and then use this

definition to characterize analyticity, we may have

taken a wrong approach. Let us then try to define

"analyticity" first. Once we have succeeded we can

then easily define synonymy in terms of it.
Analyticity in Terms of Semantical Rule

It might be the case, Quine continues, that the
difficulty in drawing a clear and sharp distinction
between analytic and synthetic statements is due to the
fact that ordinafy language is vague, and that the distinction
could be drawn unambiguously once we had an artificial
language with its semantical rules explicitly laid down.
Semantical rules for any particular artificial language
are such rules which attribute a certain property or
characterization e.g. analyticity or truth, to a class
of statements belbnging to that language. For instance,

a semantical rule for an artificial language Lo’ may

take the form of an explicit specification to the effect
that a certaip class of statements of Lo’ represents all
analytic statements of LO. Quine says that the trouble
with such a kind of semantical rule, is precisely that

it appeals to the very notion which it is meant to explaih,
namely an unexplaihed notion of analyticity. Alternatively
our semantical rule may take the form that such and such
statements are included among the truths of Loo Such

a rule does not lead, of course, to an unclear notion of
analyticity; but it merely stipulates that a certain-
group of statements, together with others, are to count

as true. Let us call this second form of the semantical

rule R., then analyticity may be defined in the following

2
way:
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A statement is analytic if it is not merely true,
but true according to the semantical rule R2.

It is guite clear that we have not achieved any
progress towards the classification of analyticity by
stipulating 32. Instead of appealing to an unclassified
notion of analyticity as we did in our first semantical
rule, we now appeal to an unexplained notion of "semantical
rule".

Quine concludes this discussion of what he regards
as one of the dogmas of empiricism, by saying that
semantical rules of artificial languages are of no -help
in explaining the notion of analyticity; and that these
rules are of interest only if we already understand
"analyticity".

Then Quine goés on to hint at the motive which governs
those who draw an absolute distinction between analytic
and synthetic'statéments. He says that such people are
led from the true proposition that truth in general
depends on both language and extra-linguistic fact, to
the false proposition that certain statements are merely
and exclusively determined by linguistic considerations,
beoéuse their factual component is null. These statements
are labelled as analytic, and in this way an absolute
distinction as drawn between analytic gnd synthetic
statements. But according to Quine, "that there is
such a distinction to be drawn at all is an unempirical
dogma of empiricists, a metaphysical article of faith" .

1. "Two Dogmas of Empiricism" by Quine, pp.37.
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The Second Dogma: Reductionism

It seems to me that according to Quine the first
dogma, that there is an absolute distinction between
analytic and synthetic statements, is based upon a deep
and more fundamental dogma, namely the dogma of

reductionism.

what is the Dogma of Reductionism?

The kind of reductionism which Quine attributes to
modern empiricists has to do with their verification
principle of meaning. This principle has come to be
the most characteristic of modern empiricism. According
to some formulations of this principle, a statement,
which is not analytic, is meaningful if and only if it
can be confirmed or infirmed by experience.

But what, Quine asks, is precisely the relationship
between experience and statements, which we call
confirmation or infirmation? In what sense does
experience confirm or infirm statements? One way of
answering this question is to say that statements are
confirmed by experience if they correspond to sensory
events of’which they are direct reports, otherwise they
are not confirmed or infirmed by experience. However,
this will be reductionism in an extreme mnd radical
form, and it can be pursued back to Locke and Hume in
one version or another. But in recent times, statements
are accepted as the atomie and most basic units of the
reductionistic programme (instead of ideas (Locke) or
terms). Carnap's Aufbau is a magnificent effort to
bring about radical reductionism, in the sense that it
tries to work out a sense datum language, into which
ordinary languages can be translated. But Carnap's
reductionistic programme in the Aufbau is in fact not so
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radical. It presupposes logic and set theory and in
consequence the language of pure mathematics, and by
doing this it presupposes not only physical and sensory
entities, but abstract entities such as classes etc.

However, Carnap himself later on abandoned radical
reductionism, He abandoned his belief that all statements
gbout physical objects can be translgted into statements
‘about immediate experience. He adopted the view that
"every sentence is euipollent to some sentence of the
physical language, and can therefore be translated into
the physical language without changing its content."
This is the thesis of Physicalism, as was called by
Dr. Neuralk. But the dogma of reductionism continued
to exist in a more subtle and refined form: namely
that associated with each synthetic statement is a range
of possible sensory events such that the occurrence of
any of them would contribute towarés the confirmation of
the statement, and that also associated is another
uniqgue range of possible sensory events whose occurrence
would tend to disconfirm that statement. Quine says
that the dogma of reductionism manifests itzelf in the
supposition that each statement, taken in isolation
from its fellows, can admit of confirmation or infirmation,
at all. It is the counter-suggestion of Quine that
Your statements about the external world face the tribunal
of sense experience not individually but only as a
corporate body"

Quine says this second dogma supports the first
‘dogma that there is cleagage between the'analytic and
the synthetic in this way: "as long as it is taken to
be significant in general to speak of the confirmation

1o Carnap: Philosophy and Logical Syntax, page &
. 2, Quine: "Two Dogmas of Empiricism", page W
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and infirmation of a statement, it seems significant to
speak also of a limiting kind of statement which is
vacuously confirmed, ipso facto, come what may; and
such a statement is analytic."1‘ _

Quine says that the two dogmas; that of the analytic/
synthetic distinction and that of reductionism, stem from
the same root. They stem from the fact that the truth
of statements depends both upon factual and linguistic
components: the factual component boils down to a
range of confirmatory experience, while the linguistic
component has nothing to do with experience. But where
a liﬁiting case exists in which all that matters for
the truth of a statement is the linguistic consideration
we have an instance of analyticity. Quine believes that
from the above proposition it is an easy step to assert
the two dogmas which he rejects.

Empiricism Without the Two Dogmas
Quine then goes on to give a thorough version of
empiricism which contains no unempirical dogmas. - I

quote :

"The totality of our so-called knowledge or beliefs,
from the most casual matters of geography and history to
the profoundest laws of atomic physics or even pure
mathematics and Logic is a man-made fabric which impinges
on experience only along the edges - Or, to change the
figure, total science is like a field of force whose
boundary conditions are experience. A conflict with
ex@erience at the periphery occasions re-adjustments in
“the interior of the field ...

1. ibid, page 1
2. ibid, page L2
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But the total field is so under-determined by its
boundary condition, experience, that there .is much
latitude of choice as to what statements to re-evaluate
in the light of any since contrary experience."

Quine says that statements inside our conceptual
system are logically interconnected, so that if any of
them were re-evaluated, some others are also revalued.
It is this fact which makes it misleading to speak df
the confirmation or infirmation of individual statemente.
And since there is always plenty of choice as to wﬁat
statements we need to revise in the event of contrary
experience, it becomes "folly to seek a boundary between
synthetic statements, which hold contingently on -
experience, and analytic statements, which hold come
what may. Any statements can be held true come what
may, if we make drastic enough ad justments elsewhere in
the system"1.

Quine goes on to say that, on the other hand and by
the same token, no statement even if it belongs to logic
or mathematics, can be held to be immune from revision.

Thus the analytic/synthetic distinction is not one
of kind according to Quine. If anything it is a matter
of degree. This does not mean that we cannot isolate
certain statements which we are reluctant to revise or
give up in case we need to accommodate a new contrary
experience, or that there are no statements which
we readily sbandon in this ad justment . We do in
practice maintain certain statements, e€.g. logical and
mathematical statements and then give them up, if at
all, after a great deal of reluctance we give up some

1. ibid9 PP'Ll'3°
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others very easily. But in principle, in making a shift
to accommodate a contrary experience, revision could
strike anywhere, and conversely we could retain any
statement we wish to maintain.

I do not wish to criticise Quine's views in this
chapter. To do so would make it too long, and would
lead to repetition, as I shall be considering the views
of Quine's critics in the next chapter. For the
remainder of this chapter I shall consider briefly some
views of those who support Quine's rejection of the
absolute distinction between the analytic and the

synthetic.
The Views of Other Anti-dualists

By the term antidualists I shall mean those
philosophers who do not accept an absolute distinction
between analytic and synthetic statements, like Quine,
or those who reject the distinction altogether, like
Waismann and white.

It is, of course, Quine who is the most outspoken
antidualist, and who has dealt successive blows against
what he considers to be an unempirical dogmatic belief
in the absolute distinction. But by no means, is he
the only antidualist, or even in some important respect
the most radical in his opposition to the old distinction.
F. Waismann, M. White, Nelson Goodman and Tarski could
be viewed as antidualists in some sense or another.
Waismann's Definition of Analyticity in Terms of "operator"
and "Logical Truth"

Waismann is suspicious of artificial languages.

He seems to object to the practice of picking terms from
ordinéry language, divorcing them from the context in
which they ordinarily occur and finally moving them into
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an artificial array of notations belonging to an artificial
language where they are explicated. He objects to this
practice on the ground that terms of ordinary language
are essentially vague and suffer from an irremediable
irregularity which he calls "open texture". The term
Yohair' or "table" is open in texture in the sense that
the classmembership of the class of tables and chairs is
incomplete and incompletible. We heve no means of
specifying, by recursion or otherwise, all the things
which we call chair or table, whenever we are confronted
by chair-like or table-like things, we have to decide
whether to include them in the class of chairs and tables
or not.

'Analyticity' as ordinarily used is one of those
terms of ordinary language which suffers from a great
measure of vagueness and openness of tedture. Naturally
enough, and because of his belief that thé notion is
essentially imprecise, Waismann is very critical of all
attempts towards the definition and precision of
analyticity. ' '

In five papers1, Analytic/Synthetic, he examines a
wide range of definitions and characterizations of
analyticity which have been advanced by different
philosophers, and he accepts none of them as adequate.

He also demonstrated the existence of a huge class of
statements which are borderline cases where it is not
possible to say of them whether they are analytic or
synthetic due to the fact that these live terms suffer
from openness of texture. From these two conclusions

%0 Published in Analysis, volumes 10-13 (1949-1953)
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Waismann rejects the analytic/synthetic distinction.
According to him, since we are unable to make exact
sense of either of the correlated terms "analytic" and
"synthetic" which go to make up the analytic/synthetic
distinction, it does not make sense to speak of the
distinction itself.
Of course, Waismann's emphasis on the importance of
making an exact sense of analyticity as a precondition
of drawing the distinction is similar to Quine's. But
it must be remembered that
1. Quine never rejected the distinction as such, although
some passages in his article "Two Dogmas" may be
misleading in this respect; while Waismann, it seems
to me, tends to reject it, although he never
expliciﬁly says SO0o
2. Although Quine does object to the distinction on
the grounds that analyticity and related concepts
are unclear, this is by no means his major objection
to the making of an absolute and fundamental cleavage
between the analytic and the synthetic. He has a
deeper reason for doing so, connected with his views
on the revisibility in principle of our conceptual
systems by experience. Quine writes:
"Ror vividness I have been speaking in terms
of varying distances from a sensory periphery.
Let me try now to classify this notion without
metaphor. Certain statements, though about
physical objects and not sense experience, seem
peculiarly germane to sense experience ~ and in a
selective way: some statements to some experiences,
others to others. Such statements especially
germane'to particular experiences, I picture as
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near the periphery. But in this relation of
"germaneness" I envisage nothing more than a loose
association reflecting the relative likelihood, in
practice, of our choosing one statement rather than
another for revision in the event of recalcitrant
experience. For example, we can imagine '
recalcitrant experiences to which we would surely
be inclined to accommodate our system by re-
evaluating just the statement that these are brick
houses on Elm Street, together with related
statements on the same topic. We can imagine other
recalcitrant experiences to which we would be in-
clined to accommodate our system by re-evaluating
just the statement that these are no centaurs, along
with kindred statements. A recalcitrant experience
can, I have urged, be accommodated by any of various
alternatives re~evaluations in various alternative
guarters of the total system; but, in the cases
which we are noyimagining, our natural tendency

to disturb the total system as little as possible
would lead us to focus our revisions upon these
specific statements concerning brick houses or
centauré. These statements are felt, therefore,

to have a sharper empirical reference than highly
theoretical statements of physics or logic or
ontology. The latter statements may be thought

of as relatively centrally located within the total
network, meaning merely that little preferential
connection with any particular sense data obtrudes

itself, "1

Two Dogmas, po.l3.
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While Waismann seems to réject the distinction on
the grounds that analyticity is an essentially
imprecise notion because it is open textured.

3 While Quine issues from the standpoint of both a
radical and extreme empiricists who wants to

purge and purify empiricism from its unempirical

dogmas , Waismann seems to be moved by a mistrust

and suspicion of the tendencies of some of the

modern empiricists to treat natural languages after

the model of artificial languages. The distinction
between natural and artificial languages is obviously

a very important one according to Waismann, and it

is based on the fact that natural language terms

are open textured.

In what follows, I shall attempt to outline Waismann's
views as presented in his papers ygery briefly.

Waismann beginé his enquiry about the nature of
analyficity by discussing Kant's account of it. He
finds Kant’is1 account unsatisfactory on the ground that
it appeals to a metaphoric notion of “"containment" which
obscures and restricts the range of judgements to those
which consist of subjects and predicates. Moreover,
Kant's discussion of the analytic/synthetic distinction
is strongly saturated with psychological terms such as
" judgements", "conceived" and the like.

' Then Waismenn considered Frege's definition of
analyticity, which, he says, has been adopted by A.Pap2.

gome

1. Kant is dealt with in/detail in the Introductory
chapter.

o, M“Indubitable Existential Statements", Pap in Mind

1946.
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"An analytic statement may roughly be characterised as
a statement whose truth follows from the very meanings
of their terms".

Waismann says it is not clear what is meant by
follows here, because it is certainly not equivalent to
logically folléws, As a matter of fict, deductions do
not have meanings as a starting point. But, Waismann
continues, if logical validity is to depend on the
meanings of logical terms, then deductions might very
well stard® from meanings.

Next Waismann quotes the following definition of
analytlclty from Schlick:

"... analytic judgements rest upon the law of
contradiction, they derive from definition by means of
this law".

Obviously this characterization of analyticity is
rather vague and obscure. Waismann says he agrees
with Quine that what Schlick really means by a logical
consequence of a definition is more exactly describable
as a logical truth definitionally abbreviated: a state-
ment which becomes a truth of logic when definienda are
réplaced by definientisa.

Schlick's characterization of analyticity can be
reformulated to read in the following way:

"A statement is analytic if it can, by means of mere
definitions, be turned into a truth of logic".

' In this characterization, definition acts as a tool
of transformation. Thus definition is similar in function
to other transformers or operators.

Waismann distinguishes two types of operators:

1. Logical, typified by different rules of Logic
20 idiomatical or linguistic, an example of which is

the following:
there is a planet that moves round the sun =
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there is such a thing such that it is a planet and
that it moves round the sun
This eguivalence is true neither on empirical nor logical
grounds, says Waismann; it is true simply because,
gccording to the idiomatic use of English language, the
two sentences come to mean the same'thing.
Waismann's Version of Schlick's Definition of Analyticity
Waismahn proposes to amend Schlick's definition in
the following way, which he thinks is clearer and more

comprehensives;

A statement is analytic if it can, by means of mere
definitions, logical and idiomatic operators, be turned
into a truth of logic.

The accuracy of the above definition depends on the
clarity and precision of the notions of "Logical truth"
and "the logical and idiomatic operators". Waismann
believes that both of these concepts are blurred and
cohsequéntly the concept of analyticity itself is blurred.

In the fore-going paragraphs I merely stated
Waismanh's views. I hope to comment on them together
with Quine's in the next chapter. However, there is one
more antidualist, Merton White, whom I would like to con-
. sider very briefly in what remains in this chapters. I
shall also just state some of the most important of his
views, and reserve any criticism I may have of those
views to the next-chapter.

White's objection to the Analytic/Synthetic Distinction

. . N
By contrast with both Waismann and Quine, White
is not interested in characterizing the sense of analyticity

1. Marton White: "The Analytic and the Synthetic: An
Untenable Dualism", in Linsky's Semantics and the
Philosophy of Language.
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He is interested in characterizing the reference of it.
In this respeét, White accepts the class of logical
truths as true candidates for the term "analytic", with-
out hesitation. The logical truths which he accepts as
genuine representatives of analyticity are logical truths
in the narrowest sense, €.g8.

1. (pva -_(qav D

But {hite is worried about another class of statements,
which are traditionally known as examples of the so-called
essential predication, e.g.

B i, All men are rational animals.

ii. Every brother is male.

White asks in what sense these statements are analytic
and how different they are from statements which are
merely synthetically true, statements like:
be i. All men are bipeds

ii. Every brother exhibits sibling rivalry

White ‘agrees with Quine that the notion of symonymy
is very obscure indeed, and that he would accept the
second of statements (b) as analytic if and only if (1)
those statements are convertible into logical truths of
the first kind by putting synonyms for synonyms; (2)
the motion of synonymy itself is made clear.

In other words, White demands a definition of the
term “"synonymy" only in. order to accept the analytic/
synthetic distinction. A definition of “"synonymy" is
regarded as satisfactory by White, if it is expressed in
unambiguous terms. By contrast with Quine, he does not
insit on a behaviouristic characterization of it.

White goes on to consider two proposed criteria for

sorting out analytic statements:
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1. Analytic statements are those whose denials are
self-contradictory.

White says that the statement:

"Tt is not the case that all men are rational animals"
is not an explicit contradiction of the form "A and not A"
and that no such contradiction can be deduced from it.

If it is said that this statement is self-contradictory
because "man" is synonymous with "rational animal, then
the guestion is begged since the notien of "synonymy"
‘stands in no less need for classification than the notion
of analyticity itself. Thus, if the criterion were
construed literally it would not be helpful, and if it
were not construed literally, the guestion would Dbe
begged.

2. "If we were presented with something which was not

a rational animal, we would not call it a man".

Thus "All men are rational animals" is analytic.

White says that according to the above criterion
of analyticity, statements such as "All men are featherless
bipeds" which are synthetic, is not distinguishable from
analytic statements, such as, "All men are rational
animals". The very things which lack rationality, and
therefore are not called "men", will also lack "feathers"
and at the same time are not "biped". So this criterion
is quite useless.

These seem to be the most important points in White's
opposition to the Analytic/Synthetic distinction. I
shall attempt to comment more fully on the antidualists
views when I come to the next chapter, when I
consider the defence of the distinction.
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The Defence of the Analytic/Synthetic Distinction

Chdpter Three -

(A) Criticism of Quine's Views on Analyticity.

Quine's views on analyticity and the analytic/synthetic
distinction have met a flood of critical reviews and dis-
cussions, more philosophers disagreeing than agreeing with
him, But I think that in many cases the depth of his views
on this subject and the important fundamental issues
which they raise have escaped the notice and appreciation
of his critics. It seems to me that Quine's views can
be understood and appreciated only if those issues have
been fully taken into consideration. For that matter,
Quine's objections to the analytic/synthetic distinction
can only be objectively criticized if we do not lose
sight; even for a moment, of the total context in which
they were raised. It would be quite fruitless to adopt
a piece-meal approach to Quine's views on analyticity,
as maﬁy oft:his critics have done. 1In many cases, it is
such critics who denied Quine's views any value and
showed no or little appreciation for their depth and
originality. This is not to suggest that those who take
a general approach are not critical of Quine, or that
Quiné's views themselves are faultless; dt is just meant
as a warning against the practice of considering Quine's
views on analyticity in isolation from the total context
in which they are raised.

in the last chapter I have gone some way towards
the clarification of some of the issues involved in Quine's
attack on the analytic/synthetic distinction by consider-
ing the background of that attack. Now, before going on
to consider what points of criticism were advanced by
Quine's critics, and whether they are justified or not,
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I feel I must add some points which I hope will help
to explain more fully the context in which Quine mounts
his attack against the o0ld distinctione.

In the first place, it is of the utmost importance
to be realized that Quine is reacting against such
philosophers as Leibniz 1 » Locke and Hume, who used to
draw a sharp distinction between two worlds which they
believed to be quite apart and separate: the world of
reason, the "logical" or "verbal" world and the world
of facts, the '"physical" or "factual world. Those
philosophers made this dichotomy because of their under-
lying belief that what can be learned from the exploration
of one of those worlds has no essential connection with
what can be learned from the other. It is also éxquadity-:
important to be realized that Quine is reaching against
Schlick, Carnap and Ayer. For this latter group of
philosophers the analytic/synthetic distinction is an
absolute one and it is so co-extensive with the contrasts
between the verbal and the reasl; the necessary and the
contingent; and the a priori and the empirical.

For Quine these absolute distinctions are unclear
and unacceptable. They spring from the reductionistie
dogma which ought to be eliminated. For him, our attempts
to verify empirical statements never confront us with
anything like atomic sense-data, or simple and immediately
apprehended facts which confirm or infirm a particular
statement. No isolated statement is ever confirmed or
refuted by experience alone. We could uphold any state=

1o In fact those three philosophers made three different
distinctions; for Leibniz, the distinction is between
the necessary and the contingent; for Locke it is be-
tween certain and probable knowledge; for Hume it is
between truths of reason and matters of fact.
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ment whatever, come what may, provided we are ready to
accommodate the contrary experiences by'abandoning other
statements, and so adjusting or revising our conceptual
system as a whole. Conversely, we can in a similar way
give up any statement, no matter how strongly it has
been confirmed in the past, provided we are ready to
make the necessary shifts and re-shuffles in our con-
ceptual systems-rearfangements which might sometimes be
qﬁite extensive.

Thus what is confirmed or infirmed by experience is
not isolated statements, but the whole of our conceptual
system, and no part of our conceptual system could be
confirmed or infirmed without reference to experience.
There is no case in which a statement or even group of
statements can be confirmed or infirmed without the
certification of experience.

Thus, Quine does not only react against Leibniz,
Locke and Hume's dichotomies, but brings himself against
the powerful group of contemporary philosophers, mainly
logical positivists, who believe that there are important
truths, including those of logic and mathematies, which
being factually vacuous, are certifiable by linguistic
consideration alone. More generally, those logical posit-
ivists believe that the significance of statements is
due to two components. One is empirical or factual, and
the other is linguistic. The first component is governed
by.empirical realities, while the other is governed by
conventioﬁs° In the 1imiting case of factual vacuousness,
only the linguistic component dominates and hence we have
an analytic as opposed to a synthetic or empirical state-
ment - that is, a statement which has some factual content.
In this way the sharp distinction between analytic and
synthetic statements is made by these recent philosophers
as it has been made, in different ways by the early phil-
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osopherse.
Quine accepts the proposition that the significance
of statements consists of two components, one factual
and the other linguistic. But he disputes the existence
of the limiting cases in which the significance is totally
determined either by language or by facts. For him, the
significance of statements is determined by,
(a) the pragmatic behavioural attitudes of the users-of
the language (If there are any linguistic conventions,
they must f£it here) '
(b) the kind of reality or factuality or experience which
those statements seek to express, interpret and organize.
For Quine there is no way of dissbciating pure syntax
and linguistic consideration from those two factors, no
way of divorcing pure syntax from pragmatics and semanticse.
The three must be considered as an undivided whole. Ex-
perience and reality is at the bottom of everything, and
in some sense determines everything: that is to say, our
lsnguage and behavioural attitudes are in some sense deter-
mined by experience. But yet experience does not strictly
and uniquely determine our language and behaviour. There
is a great degree of choice and freedom, and so great
room for conventions of language and symbolism. In general,
there is a great measure of freedom in our conceptualiz-
ation activity. But this freedom never becomes absolute
at any point, if we are engaged in scientific enquiry.
We must always exercise this freedom of choice with an
eye to experience. )
For Quine, science as a whole.is nothing more or less
than our total conceptual system. The rdation between
science and experience is that the former faces the
tribunal of the latter as a whole. I guote his essay

once more: .
"The totality of our so-called knowledge or beliefs,.
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from the most causal matters of geogrsphy and history to
the profoundest laws of astomic physics or even of pure
mgthematics and logic, is a man-made fabric which impinges
on experience bnly along the edges. Or, to change the
figure, total science is like a field of force whose
boundary. conditions are experience. A conflict with
experience at periphery occasi ons readjustments in the
interior of the field" 1

It is this context of attention to the totality of
knowledge that Quine questions the absolute distinction
between analytic and synthetic statements and stipulates
a difference of degree between them. His view is essen-
tially a global one, and foPr it analytic and synthetic
statements form a kind of continuum in which the difference
between them is vague, no hard and fast line of demarc-
ation can be drawne.

According to Quine, any attempt to draw such a hard
and fast line will force its maker into intensional terr-
itory. Quine's distaste and flight from intensional is
a characteristic and central theme of his philosophy.

For him, intensional notions such as '"meaning", "propo?tion",
"analyticity", "synonymy", "necessity", are unclear and

are supposed to make reference to abstract entities which
he rejects. Therefore, Quine tried to explain these inten-
sional.notions.extensionallysz)

With these remarks in mind, I shall nbw go to consider
the views of Quine's critics on analyticity and the anal-
ytic/synthetic distinction,

Objectibns to Quine's views.
(1) Does Quine reject Analytic/Synthetic Distinction

Quine is criticized by Grice and Strawson and others

(3)

1. Two Dogmas of Empiricism.

2o We shall see how Quine proposes to eliminate intensions
in the final chaptere.

3. Among those raising this objection are : G.K. Herbert,
H. Putnam, W.N. Walsh and others.
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on the grounds that he rejects the analytic/synthetic
distinction as such. These critics argue that this
distinetion is not only backed by a long philosophical
tradition, but is established by a dominant and current
philosophical usage. The fact that they are cases which
can not easily be classified as either analytic or syn-
thetic does not justify the rejection of the distinction,
as Waismann thinks, because these are also clear-cut cases
of anal ytic and -synthetic statements. Moreover, the classes
of analytic and synthetic statements are open classes in
the sense that we can always add new members to them and
on the basis of the distinction Grice and Strawsén, rightly
argue that this is all that is needed to draw any
aistinction :'1)
" ..o But there is no need to appeal only to traditions
in order to show that the analytic/synthetic distinction
exists 2 for there is also present practice. We can
appeal, that is, to the fact that those who use the terms
"analytic"and "synthetic" do to a very considerable extent
agree in the applications they make of them. They apply
the term "analytic" to more or less the same cases and
hesitate over more or less the same cases. This argument
extends not only to cases which they have taught so to
characterise, but to new cases. In short, "gnalytic" and
"gynthetic" have more or less established philosophical
use, and this seems to suggest that it is absurd, even
senseless, to say that there is no such distinction. For
in general, if a pair of contrasting expressions are
habitually and generally used in application to the same
cases, were these cases do not form a closed list,'this
is a suffiéient condition for saying that there are kinds

1. Grice and Strawson "In Defence of a Dogmal,
2. My words.



78.

of cases to which the expressions apply; and nothing more
is needed for them to mark a distinction".

But Grice and Strawson themselves retreat from saying
that this is what Quine wants to say; at all events, they
retreat from saying that Quine rejects the analytic/syn-
thetic distinction in so crude a way. Instead they claim
in their paper, that what Quine wants to say is that the
difference which philosophers suppose themselves to be
. @rawing by use of the correlated terms "gnalytic", "synthetic"
simply does not exist. However, Grice and Strawson are
satisfied that Quine wants to reject the analytic/synthetic
distinction in one way or the other,

It seems to me that this 1nterpretat10n of Qulne is
incorrect; that Quine does not wish to reject the existence
of the distinction as such, but only wants to discredit
or dispute the existence of a sharp and absolute distinction
between analytic and synthetic statements. What leads me
' to this view are the following reasons 3
(1) First of all, Quine in the beginning of his paper,

‘"Two dogmas of empiricism" says that he has no pppblem
regarding the analyticity of logical truths, or the

class of statements typified by the example,

No unmarried men are marrieds .

nor. does he have any problem about a second class of
statements where analyticity is established by explicit
stipulation. His doubts about analyticity are caused by
another-ciass of statements typified by the example :

No bachelors are married: ‘

But even this latter class of statements could be accepted
as analytic if synonymy has been explained to Quine's
satisfactions '

'(ii) Even within his unified system of science and conceptual
scheme, Quine gives analytic statements a kind of central
and privileged position. They aré abandoned only when

we make a very extensive conceptual revision, a conceptual
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revision in which one cannot accommodate contrary ex-
perience by revising and giving up empirical statements
alone. This is because these analytic statements lie
in the core and centre of our conceptual system, and as
such are not affected by light or small adjustments in
the systemo | ;

What Quine is keen to reject is the sharp distinction
between analytic and synthetic statments because it leads,
according to him, to some kind of atomic reductionism which
is unempirical, and some kind of language/fact dualism
which does not take full consideration of our pragmatic
attitudes. However, I think Quine is to be blamed for
failing to bring up this pdint clearly and unequivocallyo.
Not only this, but there are pYrases in his writings which,
if considered in isolation, strongly suggests that he re-
jects the distinction as such. One of these phrases is
the following one :

s o"But a boundary between analytic and synthetic
statements simply Bas not been drawn. That there is such
a distinction to be drawn at all is an unempirical dogma
of empiricists, a metaphysical article of faith.(1)

What Quine ought to say or wishes to say is that no
hard and fasf boundary has been drawn between analtic and
synthetic propositioné and that no such definite boundary,
as a matter of fact, exists. It seems to ne that this is
one important instance in which the opponents of Quine,
with Grice énd Strawson at the head of the list, have in
fact misinterpreted his objection to the analytic/synthetic
distinction. This objection could be valid against F.
Waisman who is primarily worried sbout the distinction's
apparent failure to apply to a very large class of border-
line cases and who rejects the distinction as such because
of_this reason. But as I have said above, this misinter-

1. "Two Dogmas of Empiricism" Quine.
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pretation of Quine is not totally without Jjustification.

(2) Is OQuine being Over-fussy about certain Criteria of
Clarity?
Quine is alleged, by Grice and Strawson, Hibert and

others, to be engaged in a dubious line of argument in
which he jumps from the premise that the nature of the
snalytic/synthetic distinction is unclear %o the conclusion
that the distinction as such does not exist. Grice and
Strawson freely admit that Quine is quite right in saying
that the nature of the distinction as it stands in unclear
and is in bad need of further clarificatioh. But they
argue that this fact does not justify the rejection of
the distinction. Moreover, they allege that Quine is per-
haps being over-fussy about this point setting up excessively
high standards of clarity and demanding that if the dist-
inction is to be clarified it must be shown to satisfy
them. The nature of this demand is thus deseribed by
Grice and Strawson:(1) '
"Po make "satisfactory sense" of one of these ex-
pressions ("analytic" and "synthetic") would seem to
involve two things, (1) It would seem to involve providing
an explanation which does not incorporate any expressions
belonging to the family-circle [heré the reference is to
the family of intensional terms comprising : "meaning",
"proposition","necessity", "synonymy" etc. which Quine
rejécts] (2) It would seem that the explanation provided
must be of the same general character as those rejected
explanations which do incorporate members of the family-
circle. It is true that Quine does not explicitly state
the second requirement; but since he does not even consider
the question whether any other kind of explanation would
be relevant, it seems reasonable to attribute it to him."
Thus it seems that Quine requires of a satisfactory
explanation of the analytic/synthetic distinction that
it should take the form of a pretty strict definition
which does not use any of those intensional terms.
1o "In Defence of a Dogma" Grice and Strawson.
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Strawson in his paper, "Proposition, Concepts and
Logical Truth" attempts to show that it is not possible
to do away with intensional notions if Quine's view is
to make any sense at all. In particular, he showed that
Quine's characterization of logical truths, and consequently
of analyticity, does rest on intensional notions whether
Quine likes it or not. I shall not discuss this last
point now, but come to it later and consider it in its
own right. For the moment let us consider whether Quine
is justified in claming that it is not possible to draw
a sharp distinction between analytic and the synthetic
unless the nature of the distinction is clarified first.

Grice and Strawson would say it is quite possible
to draw the distinction without awaiting any further clar-
ification. They say that there are many distinctions '
inside and outside philosophy which still await adequate
philosophical clarification, but which are not rejected
for this reason.

It seems to me that this is another case in which
Quine has been misinterpreted. But it is quite easy to
see that this misinterpretation s tems from the first one
in which Quine is alleged to be rejecting the distinction
as sucho

Quine's main problem is to find out not whether the
analytic/synthetic distinction does in fact exist or not,
but rather whether it is one of kind or degree. Quine

Writes(1):

"The issue over there being classes seems more a
question of convenient conceptual scheme; the issue over
there béing centaurs, or brick houses on Elm Street, seems
more a question of fact. But I have been urging that this
difference is only one of degree, and that it turns upon
our vaguely pragmatic inclination to adjust one strand

1, "Pwo Dogmas " page 46,
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of the faﬁric of science rather than another in accommod-
ating some particular recalcitrant experiencee. Conserv-
atism figures in such choices, and so does the quest

for simplicity.

Carnap, Lewis, and others take a pragmatic stand on
the question of choosing between language forms, scientific
frameworks; but their pragmatism leaves off at the imagined
boundary between the analytic and the synthetic. In re-
pudiating such a boundary I espouse a more thorough prag-
matism. Each man is given a scientific heritage plus a
continuing barrage of sensory stimulation; and the con-
siderations which guide him in warping his scientific
heritage to fit his continuing sensory promptings are,
where rational, pragmatic". It is quite obvious that
you do need to exulore its nature before you can decide
whether the distinction is one of degree or kind. Perhaps
Quine's instance on the clarification of the nature of
the distinction would be quite superfluous if the issue
is whether the distinction as such does in fact exist
or not, as Grice and Strawson have pointed out. It
seems to me that the analytic/synthetic distinction bears
on many central issues both in sematics and scientific
method and for this reason the clarification of its
nature, is far more important than just to claim that
the existence of clear-cut cases of analytic and synthetic
statements is a sufficient proof that the distinction as
such does exist. Quine is interested in the distinction
not for its own sake, but because it is related to some '
very important issues concerning scientific enquiry. And
whenever issues of foundation of science are considered
one does need to be very clear about meanings of terms
and the distinctions which they pre-suppose. So I think
Quine is quite justified in his enquiry about the clarity
of an extremely ambiguous term "analyticity" and the
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analytic/synthetic distinction which it presupposes. Yet,
I am not quite sure at this point whether Quine is just-
ified in his flight from intension, though he surely is
justified in rejecting the explanation of analyticity in
terms of any member of those intensional terms such as
"synonymy", '"necessity'", '"meaning"o..... because he has
shown that these terms are in no less need of clarification
than the notion of analyticity itself.

(3) Does Quine Appeal to Intensional Terms in hig
Characterization of Logical Truth ?

Strawson says in his paper "Propositions, Concepts
and Logical Truth" that Quine's characterization of Logical
truths presupposes the intensional notions of the identity

of propositions and concepts. He expounds this in the
following way @ |

According to Quine a logical truth is "a statement
which is true and remains true under all re-interpretations
of its components other than the logical particles"o(1)
In "Methods of Logic", Quine explains what he means by
reinterpreting the components of a statement ¢ he says it
is making substitutions upon its component words and
phrases "as we please" must not be taken literally; the
substitutions which Quine means must be uniform: one must
substitute the same phrase or word for every occurrance
of the word or phrase to be substituted.

But what is meant by "same" here, Strawson asks;
What is the criteria of the identity of substitution ?
Strawson says that it is not sufficient to say that the
substitution must satisfy the condition of "typographical
identity", that is to say the condition that the substit-
ution should be found to consist of the same letters
arranged in the same groupings in the same order. Sub-
stitutiors according to the condition of typographical

1, "Two Dbgmas of Empiricism". ~ Quine.S From a Logical
. page 23,
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identity, have been made in the following two examples;
but far from turning out to produce Logical truths they
can produce false sentences:

(1) If he is sick, then he is sick,

Here the phrase "he is sick" is ambiguous; it could
refer to sbmeodne!s physical or psychological condition.
(2) No unilluminated book is illuminated,

" We can easily imagine a situation in which this state-
ment is a falsehood.

One way out of this difficulty is to say that the
sentences or the expressions to be substituted for each
other must have the same meaning or express the same
proposition. ‘But obviously, this way out is a blind alley
for Quine, because it refers to the intensional notions
of "meaning" and "proposition”.

I think it is quite true that Quine does refer to
some intensional notions both in his characterization
of logical truth and elsewhere in his paper against the
analytic/synthetic distinction. Moreover, I think Quine
himself is quite aware of this. But he does not seem
to be particularly ashamed of ite On the contrary, he
seems to have an explanation for it which I find both
reasonable and convinecing. In his book Word and Object,
in a tacit reference to Strawson's objection against his
using some of the intensional notions which he has rejected
as unclear, Quine says that ‘it is quite a legitimate
procedure in science to reject notions at one level of
explanation where less confusion is likely to be caused
by:their use. In other words, Quine suggests that, while
rejecting intensional concepts in explaining agnalyticity,
on the grounds that they are likely to yield more confus-
jon than clarity, he accepts, temporarily, such references
in the characterization of logical truth, because it helps
us to gain more insight into the nature of the notion which
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we seek to characterize. The following quotation from
Word and Object brings out what his aim was in using those
intensional concepts which im another context he rejects:

",000 FOr consider how I have persisted in my vernacular
use of '"meaning", "ideas" and the like, long after casting
doubt on their supposed objects. True, the use of a term
cah sometimes be reconciled with rejection of its objects;
but I go on using the terms without even sketching any
such reconciliation. What is involved here is simply a
grading of austerity. I can object to using a certain
dubious term at crucial points in a Theory on the grounds
that to mse it would deprive the theory of its desired
explanatory force; but I can still use and condone the
term in more casual or heuristic connections, where less
profundity of theoretical explanation is professed. Such
grading of austerity is a natural adjunct of the scientific
enterprise, if we see that enterprise in Neurath's way"

Again, Quine returns to this problem to emphasize
his basic and fundamental rejection of intensional idioms,
allowing no room for any doubt over his resolution to
oppose intensionality in science.

"The analysis in §-32 was such as to spare us'any
temptation to posit peculiar "intensional objects" of
hunting, wanting and the like. But there remains a Thesis
of Brentano's illuminatingly developed of late by Chisholm,
that is directly relevant to our emerging doubts over. the
~propositional attitudes and other intensional locutions.
It is roughly that there is no breaking out of the inten-
sional vocabulary by explaining its members in other terms.
Our present reflections are favourable to this thesiscoceos
eooo One may accept the Brentano thesis either as showing
the indispensability of intensional idioms and the im=-
portance of an autonomous science of intghsion, or as

1. Word and Object, che 6. ("Flight from Intension) pp.210
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showing the baselessness of intensional idioms and the
emptiness of a science of intension. My attitude,
unlike Brentano's, -is the second.
ocooolNOot that I would forswear daily use of intensional
idioms, or maintain that they are practically dispensable.
But they call, I think, for bifurcation in canonical not-
ation which of the various purposes of a canonical not-
ation happens to be motivating us at the time. If we are
_ limning(1 e true and ultimate structure of reality, the
canonical scheme for us is the austere scheme that knows
no quotation but direct quotation and no propositional
attitudes, but only the physical constitution and be-
haviour of organisms. If we are venturing to formulate
the fundamental laws of a branch of science, however
tentatively, this austere idiom is again likely to be
the one that suits. But if our use of canonical notation
is meant only to dissolve verbal perplexities or facilitate
logical deductions, we are advised to tolerate the idioms
of propositional attitudeﬂo(z)
. With this long quotation from Quine I leave this
point and move to consider another objection against him.
(4) Does the so-called Duhemian Argument Support Quine's
G.H. Herbert claifed in his paper, "The Analytic and
the Synthetic"(3) that the Duhemian Argument, which he
accepts as correct, does not in fact support Quine's mis-
givings about the analytic/synthetic distinction. The
so-called Duhemian Argument is, very beiefly, that it is
impossible to put to the test an isolated empirical state-

1. Rare word meaning paint, portray,depict or illuminate.

2. Word and Object, pp.220
3. Philosophy of Science (1959)
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ment; testing empirical statements involves testing a
whole group of statements or hypotheses. This argument
leads to the following'conclusions :

- (1) Experience alone cannot compel us absolutely to the
acceptance of any isolated empirical statement whatsoever,
independently of our acceptance or rejection of some other
statements. _

(2) No isolated empirical statements can be conclusively
falsified by experience independently of our acceptance

or rejection of some other statements.

That is to say it is, in principle, possible to accept
or reject any particular statement provided we are ready
to make enough changes in the system of our hypotheses.

Herbert says that the Duhemian argument was originally
designed and formulated in connection with an analysis of
the logical structure of empirical science, and contributed
greatly to the clarification of the distinétion between
pure and applied mathematics and logic. He wonders at the
fact that Quine, ironically uses it to blur the old
distinction between analytic and synthetic statements.
However, Herbert does not elaborate on this point and does
not explain to us how the Duhemian argument does explain
ther-distineétion between pure and applied mathematics and
logic; because after all this distinction and the énalytic/
synthetic distinction are mutually interdependent.

Instead, Herbert goes on to consider the way in which
Quine makes use of the Duhemian argument and to show that
that use is quite unjustified.Quine uses the Duhemian argu-
ment in the following way: Since empirical statements are
not, according to the Duhemian, confirmed or infirmed in
igsolation, it is impossible to define and explain cognitive
synonymy in terms of statement confirmation. For instance,
it would not be correct to say that two statements are
synonymous if and only if their methods of empirical con-
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firmation are alike; because obviously such a definition
of synonymy presupposes that isolated singular statements
are confirmed or infirmed by experience. And so long as
it is hot.possible to define synonymy, we have, according
to Quine, no means of defining analyticity, because it
is possible to define analyticity only if we have a satis-
factory definition of synonymy. Against this Herbert ob-
jects that although the Duhemian argument is generally
valid, synonymy can still be defined in the following
way ¢

Two statements S1 and 82 are synonymous if and only
if the following three conditions are satisfied.
(1) (P,» Pyyeees Poo s1) >q

;2) (P1’ P29 cooy Pn032)2> a

(3) The truth values of P1, P2,..., P
are the same for both (4) and (2),

where ¢

(a) P19'P23
at the same time and in conjunction with S1 and 82

ooan are statements which are confirmed

(b) q is an observation statement.

Quine actually does not, to my knowledge, make a
reply to Herbert, but it is not difficult to predict what
he would have to say in this respect. I suppose he would
object to the above definition of synonymy first on the
grounds that it would not be easy to determine whether g
is in fact an observation statement or not, and in the
second place that it would not be easy to determine
whether the statements which are implied by (1) and (2)
are in fact the same statements. It would be possible
to do this only if we had a criterion of statement-
identity at our disposal. But as a matter of fact it is
such a criterion which we are seekinge.
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The belief that we can isolate observation sentences
and empirically confirm them is, according to Quine,
reminiscent of atomic reductionism which he considers as
an unempirical dogma. If Herbert proposes a similar
definition to avoid the above objection, that is to

say if he tries to show.that the statements implied by
(1) and (2) are in fact the same statement, he would be
falling into a kind of circularity.

Herbvert méihtains that it is only because the terms
"change", "adjustment", "revision", are in fact ambiguous
that Quine's views on analyticity have a certain appear-
ance of plausibility and simplicity. According to those
views any kind of statement whetller it belongs to geog-
raphy, history, mathematics or logic, can, in principle,
be revised. Herbert says that two main kinds of revision
or change :-

(1) One is a kind of change which affects some empirical
hypothesis within the framework of a given language with
its conceptual apparatus. '

(2) A completely different kind ‘of change is one which
happens in our conceptual apparatus itsélf, that is to
Bay a change in our language and its semantical and
syntactical rules. This second kind of change takes
place when we re-define a term so that its referential
meaning becomes different, or so that certain statements
in which it occurs becomes functionally apriori : Such

a kind of change, alleged Herbert, commits_us only to a
.certain system of analytic statements, it does not enable
us to derive any confirmable or disconfirmable predications.

Herbert wants to say that Quine does not take full
account of the distinction ietween these two kinds of
revision, &hd that this is a distinction of kind which
is incompatible with Quine's gradualism and rejection of
absolutism as far as the anlytic/synthetic distinction
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is concerned. But I think that Quine is quite aware of
the distinction between two senses of revision or change,
nor would Herbert's objection d%?%&ﬁﬁﬁ"him. Herbert's
distinction would be one of kind only if the analytic/syn-
thetic distinction is one of kind, the former pre-supposes
the latter; or at all events the two distinctions are inter-
dependento.

So, it seems to me, that Herbert's objections against
Quine are enswerable. '

(5) Does Quine Postulate an Absolute Distinction between
Logical and Descriptive Terms ?
It has been alleged by some of Quine's crities, includ-

ing Grice and Strawson, that Quine's gradualism and rejection
of dualism is not a radical one, and that it does end at

an absolute distinction -namely that which he stipulates
between logical constants and descriptive.terms while con-
sidering the definition of logical truth :

"ooeooa logical truth is a statement which is true
and remains true under all re-interpretations of its com-
ponents other than the logical particles."

Obviously, this characterization of logical truth does
appeal to the diginction between logical and descriptive
terms. That is to say, it appeals to meaning, which certifies
logical truths, in contrast to facts, which certify empirical
truths. But this distinction between meaning and facts
is clearly more fundamental than the distinction bwtween
analytic and synthetic statements. If Quine did maintain
a sharp distinction be;ween meanings and facts, while at
the same time rejecting the idea that the analytic/synthetic
distinction is an absolute one, he would of course be guilty
of a plain inconsistency. But I do not think that he ever
postulates such a sharp and absolute distinction between
meanings and facts. On the contrary, his whole point is
that meanings should be married to facts and overt be-
haviour of organisms, otherwise he would not have been
on the constant flight from intensions. To support this,
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I would ;ust quote this paragraph from his reply to
Carnap(1 :

"Within natural science, there is a continuum of
graduations, from statements which report observations
to those which reflect basic features, say of quantum
theory or the theory of relativityoo.oo statements of
ontology or even of mathematics and Logic form a contin-
uafion of this continuum, a. continuation which is perhaps
yet more remote from observation than are the central
principles of quantum theory or relativity. The differences
here are in my view differences only in degree and not in
kind. Science is a unified structure, and in principle
it is the structure as a whole, and not its component
statements one by one, that experience confirms or shows
to be imperfect",

" Quine is supposed to have made this point quite
clearly, when he considers the characterization of logical
truths.  But actually he does not. Yet he does clarify
it in the second part of his paper "Two Dogmas of Empiricism",
and in quotations like that just given.

(6) What Does Quine Mean by the "Whole of Science'?

It has been alleged by Herbert that there is no such
thing as '"the whole of science" to which Quine constantly
refers; and that Quine did not really explain what he
means by it. What Herbert wants to dispute is that in
our day-to-day scientific enquiry we do not, in fact, meet
such an entity as '"the whole of science". Moreover, Herbert
maintains that although Duhemian argument is on the whole
correct yet as far as statement-confirmation is concerned
we are never faced in practice with a situation which is
as hopeless as the argument seems to suggest. That is to

1. Quine : "On Carnap's Views on Ontology"

Philosophical Studies.(1951)
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sa¥, in actual practice we do, despite the Duhemian argument
in fact confirnm particular statements.

This may be true, but Quine is not interested in
day-to-day matters but in matters of principle. The revision
with which he is concerned is a revision in principle, and
the issues with which he is ultimately concerned are theoret-
ical issues about the foundation of our methods of scient-
ific enquiry. So this last remark of Herbert is not wholly
relevant to Quine's position. As to the question whether
Quine did or did not make clear what he means by the phrase
"the whole of science" I think the quotation on page
and others(1) which I gave when I was considering Quine's gén-
eral philosophical position, both in the last chapter and
at the beginning of this chapter show quite-clearly what
he means by it. To my mind, there is no obscurity here.

Is it Possible to Refute Quine's Arguments.

I have pointed out that Quine cannot in fact be re-
futed by simply pointing out clear-cut cases of analytic
and synthetic statements and maintaining.that this is all
that is needed to justify the existence and validity of
the analytic/synthetic distinction. Quine, as I have shown,
never wanted to dispute the existence of the distinction
as such. What he is justifiably interested in is finding
out what the nature of this distinction is ¢ is such that
the distinction is one of kind or is it one of degree ? And
what rationale does this distinction have ? In other words
what makes us feel that this distinction is of this nature
rather than another. In particular, what are the motives
" and reasons of the dualists, of those who believe in an
absolute distinction between analytic and synthetic state-
ments ? Here Quine has made four important challenges to
those who defend the absolute distinction, the dichotomists,

1. See "Two Dogmas of Empiricism". From g Logical p.42
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and I feel it is possible to refute Quine only if those
four changes have been met. The four challenges are the
following:

(1) The nature of the distinction must be clarified and
explained in such a way as t0 justify the belief in a
hard and fast cleavage between analytic and synthetic
statements. .
(2) The explanation required in (1) must not be given in
terms of any intensional idioms.

(3) Due to the Duhemian argument it is not possible to
hold any kind of statement as immune from revision. This
argument is of course in a direct clash with the theory
that necessary or analytic statements are in consequence:
immune from revision because they are factually vacuous,
or tautologous. They are the extreme or limiting case,
in wich only the linguistic component reigns absolutely.
The only factors that matter here are linguistic conventions,
and it is those linguistic conventions which make those
statements universally valid and necessary :

"Phe principles of logic and mathematics are true univ-
ersally simply because we never allow them to be anything
else... And the reason for this is that we cannot aban-
don them without contradicting ourselves, without sinning
against the rules which govern the use:of language...

In other words the truths of logic and mathematics are
analytic propositions or tautologies"

Thus the Dgyhemian argument seems to go against the belief
in an absolute analytic/synthetic distinction.

(4) Quine declares that he is prepared to accept a

sharp distinction between analytic and synthetic statements,
if it is possible to define analyticity in terms of an
extensional sense (not intensional one) of synonymity.
Such a definition, however, he submits, is not possible

1. Ayer : "Language, Truth and Logic" ch.4.
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even in principle, because of a basic indeterminacy

in translating or interpreting overt behaviour of
organisms and human beings. Quine formulates this Vview' -
of the indeterminacy of radical translation in connection
with the question of translating the language of a hitherto
unkown and primitive tribe. .

As I have said above, Quine can be refuted only if |
it can be shown that propositions one to four are in fact
false or at least do not support the rejection of an
absolute distinction between analytic and synthetic
statements : I have been considering objections against
propositions one, two and to some extent three and four.

I shall devote the whole of the next chapter or at any
rate a greater part of it, to the full investigation of
proposition four. But in what follows I shall elaborate
my comments on the third prm position by considering to whab
extent Quine is right in rejecting the linguistic inter-
pretation of analyticity ?

| We know by now, thet according to Quine, it is
never the case that some statements are factually vacuous,
" and that there are no statements whose truth is deter-
mined by the-linguistic component alone. Quine accepts
the proposition that, in general, the truth of any partic-
ular statement is determined by two components: one is
factual, the other is linguistic. What he rejects is the
two extremes, that is to say he rejects the belief that
there are purely linguistic or factual statements. There-
fore he rejects the verbal/factual distinction, and con-
sequently the analytic/synthetic distinction in their
strong or absolute sense. As I have said earlier, Quine
brings himself here against a mighty group of philosophers
who maintain one form or other of the linguistic theory

of analytic statements. Again Ayer seems to be the best
representative of those philosophers, because it is Ayer
who gives to the linguistic theory of analyticity a very
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sophisticated formulation. For Ayer, an analytic state-
ment is one which "is true solely in virtue of the mean-
ing of its constituent symbols, and cannot therefore be

either confirmed or refuted by any fact of experlence"( )

This definition of "gnalyticity" can be traced back
to Frege's definition of analyticity in terms of defin-
itions and principles of logic. According to Frege, if
in trying to find the proof of a proposition "we come
only on general logical'laws and on definitions, then
the truth is an analytic one"(2)

What Frege means here is that statements are com-
posed of symbols which are either descriptive or logical
or both. Attackers and defenders of the distinctions are
agreed that the meaning, whatever this term means, of the
deseriptive terms bears on experience one way or another.
However, it is the 'dichotomists' alone who insist that
there is a differencée in kind, between logical and des-
criptive terms, and consequently insist that the meanings
of the logical terms do not bear on expefience but are fact-
ually vacuous, and governed only by conventions and ling-
uistic usage. Therefore, when they claim like Ayer that
analytic statements are certifiable solely by the meanings
of their component symbols, they mean that the truths of
analytic statements is determined solely by the meanings
of the logical constants. Of course, an analytic state-
ment may be composed of logical as well as of descriptive
terms. But the descriptive terms can be eliminated by
being translated away, through definitions and synonymies
into prpmitive ones which can be represented as variable
so that the truth of the statement depends only on the

logical cqnstants.

1. Ayer : Lenguage, Truth and Logic. Introduction to the
second edition, page

.2. Thé Foundation of Arlthmetlc. Austin's translation,
page 4e.
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It is quite easy to predict how Quine would in fact
reject the above characterization of analyticity :
(1) he would reject the sharp distinction between logical
and descriptive terms as I have said earlier, although
he did not clarify this point satisfactorily in the
"fwo Dogmas of Empiricism". For Quine, experience circ-
umscribes, so to speak, everything in science : "Total
science is like a field of force whose boundary conditions
are experience,"(l)
(2) He would not accept that meanings are governed ex-
clusively by convention of linguistic usage, so that denying
analytic statements would be "sinning against.the rules
which govern the use of language" 2 , to use Ayer's phrase.
‘For Quine there simply are no statments whose truth is det-
ermined by linguistic considerations alone.
(3) Quine would not accept the characterization of anal-
ytic statement as tautologies, or factually vacuous.
(4) Quine would raise difficulties about the questions of
ndefinitions", "synonymies", "meanings", and indeed about
the whole domain of intensionality.

I have already considered most of these Quinean
views. But I must add a word here about the conventional
or linguistié theory of necessary or analytic statements
or truths. They are obviously so many versions of this
so-called conventionalist theory that it is misleading
to group them under a single heading ;
(1) In the firstplace, if by conventionalist theory of
analytic truths, is meant that our use of a certain string
of signs, e.g. "red", to designate a certain property,
e.g. "redness", is a matter of convention, then of course

1. Quine : "Two Dogmas of Empiricism" p.42
2. Ayer : Language, Truth and Logic. p.77
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the theory is correct, for it is possible that we might
have used a different string of signs and symbols to des-
ignate that property, say "hard", "desk" or "Khartoum",
But it is easy to see that on such an interpretation the
conventionalist theory is trivial. If we change the.
strings of symbols or letters composing the analytic or
necessary statement :

"Nothing is both green and red all over at the same
time", by using another set of strings of letters, the
sentence will obviously change, but the new sentence will
obviously change, but the new sentence will also express
an analytic or necessary statement or proposition. The
meaning of the sentence, or what the sentence expresses,
would not change, provided that the new strings of symbols
"red", namely "hard", "desk", and "Khartoum", do not retain
their o0ld designations or meanings but rather the meaning
originally allotted to "red". Therefore, the old linguistic
rule which makes the statement "Nothing is both red and
green all over at the same time" has not changed. I mean
the rule, "Do not attribute the properties "redness" and
'“greeness" to the same object at the same time, by referring
to it by the strings. of letters "red" and "green" sim-
ultaneously, because those strings designate incompatible
characteristics or properties of colours", The rule is
still there when we substitute "hard" or "desk" or
"Khartoum" for "red" because these new strings of letters
would not be retaining the meanings they have at present.

It is because the old rule for the use of the
strings of 1etters(l) "fed" and "green" is not being
chénged in this process of adopting certain new strings
of letters to designate certain properties and character-
isties, that the meaning of the sentence "Nothing is both
red and green all over at the same time" does not change.
(2) But if the conventionalists may want to go further.
For them we do not only adopt certain strings of letters

1. I am deliberately aﬁoiding the use of the word "word"
because it is ambiguous. _ . -
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in a conventional and arbitrary way that does not change
the méaning of the sentences in which those strings of
letters occur; we also adopt new linguistic rules, yet still
do not change the meaning of the sentences which used to
pre-suppose the ol@ rules. If they say this then they are
obviously wrong. The meaning of those sentences is bound
to change with the chargng of the linguistic rules upon
which they are based. If, for instance, we change the
strings of letters "red", and '"green", with those of "hard"
and "good", in such a manner that the properties "hardness"
and'"goodness" whatever these may be, do not in fact exclude
one another, then we should no longer have the linguistic
rule saying :

"Do not apply "hard" and "good" to one object
simultaneously at the same time because the properties hardness
and goodness are, in actual fact, incompatible'. It follows
that the statement : '

"Nothing is both hard and good all over at the same
time", would no longer be an analytic one.

It seems then that it is the meanings which we assign
to the strings of letters "red", "green", which bear on the
analyticity of the statement "Nothing is both green and red
all over at the same time". If the process of introducing
new series of letters to revlace the o0ld ones affect or
change those meanings, they consequently change the linguistic
rules which those meanings presuppose. In this particular case
of "redness" and "greeness" being replaced with "hardness"
and "goodness" such that while the meanings of the first two
terms are mutually exclusive as far as their application to
one and the same object all over at the same time, the mean-
ings of the second two terms are not, the original statement
or proposition would change. While it was originally
analytic, the new proposition resulting from this substitution

is noto.
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Thus the analyticity of ¢

"Nothing is both green and red all over at the same
time" is not determined by any kind of arbitrary eonven-
tion which we might happen to adopt in relation to the
usage of strings of letters. It is based on the meanings
of those strings of letters. And this meaning seems to be
grounded in factual considerations. It is because "redness"
happens to be in actual fact incompatible with "greeness"
that the above statement is analytic. No matter what
strings of letters we happen to choose to designate those
two properties, the proposition that these two properties
cannot subsist or adhere to one thing 2ll over at the same
time, will’ 1?ays be analytico.

Kneale proceeds along similar lines in criticizing
the conventional theory of necessary truths, and I think
to the extent which I went in considering the issue in the
last few pages his criticism is on the whole justified.
3) Some people even go to the extent that Quine himself
advocates some conventional theory of science and scientific
enquiry by adopting and employing the Duhemian Argument.
This is essentially a reference to Quine's views that ex-
perience does not determine uniquely our conceptual system
or even language; that is a considerable latitude of choice
in interpreting any particular experience; and that this
choice is only governed by pragmatic consideration of simp-
licity and our wish to maintain a more or less stable con-
ceptual system in order to be able to communicate easily.
But obviouslyy Quine's conventionality is kept firmly
within a circle whose circumference is experience. If it
does not bisect that circumference at all. For that matter
Quine's conventionalism 1is of.an entirely different kind
from that of Ayer when he says that analytic statements
are factually vacuous, and that their analytlclty or
necessity is determined by linguistic convention, about
the meanings of the-words that compose them. Carnap gives
1. The Devel opment of Logic Ch.10. Section 5, pp.628.
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an even more dramatic version of Ayer's conventionslity :

"In Logic there are no morals. Everyone is at
liberty to build up his own logic, i.e. his own form of
language, as he wishes. All that is required of him is
that, if he wishes to discuss it, he must state his methods
clearly, and give syntactical rules instead of philosoph-
ical arguments. The tolerant attitude here suggested is,
as far as special mathematical calculi are concerned, the
attitude which is tacitly shared by the majority of math-
ematicians¥(1)

Obviously, a full consideration and discussion of the
linguistic or the conventional theory of analytic truths
is out of the scope of this thesis. It is enough to be
showh that the acceptance or rejection of tﬁe analytic/
synthetic distinction lies at the basis of this dispute.

It is because Ayer and Carnap sustain the verbal/factual
distinction, which Quine rejects, that they characterize
analytic statements as factually vacuous and as certifiable
by linguistic considerations alone.

In the next chapter, I shall consider the question of
synonymy, and attempt to assign to what extent it is poés-
ible to characterize the notion itself in a satisfactory
way. It must be recalled here that Quine says that he
would accept an absolute distinction between analytic and
synthetic statements if analyticity can be explained in
terms of synonymy. But Quine sustains certain misgivings
about the possibility of this, because he believes the
notion of synonymy itself is in great need of clarification.
Some of Quine‘s critics, in fact tried to refute him by
giving definitions of synonymy or by simply saying that,
although they don't possess a definition of the notion
at the moment, yet they guess it would not be impossible
to give such a definition. T shall investigate the poss-
ibility of such a definition, and the question whether

1. Carnap : The Logical Syntax of Language. (English
translation 1937.) _
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Quine can after all be refuted this way. So far I have
maintained that Quine has not been refuted by any of the
objections which his critics have raised against him. I
have tried to give a full account of those objedtions, and
howlthey can be answered by Quine. However, I have not
considered the objection raised against him in relation

to the question of synonymy because I believe it is a big
question and must be treated in its own right. The dis-
cussion of synonymy would occupy the greater part of the
next and final chapter in this thesis. A lesser part of that
chapter will be devoted to concluding remarks. I shall
also consider other minor issues such as the qguestion
whether Quine's views can in fact be reconciled with his

opponents'.
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Chapter Four
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Intensionality, Synonymity and Analyticity

- Chapter Four

In the last chapter,Il attempted to show that some
important objections against Quine's position on
analyticity and related issues can be met, and stated
that in general I was of the opinion that Quine is not
refuted by those objections. i also expressed the
opinion that some of Quine's critics missed the real
value and depth of his arguments and consequently their
attempts to refute him have not achieved anything as
original and interesting as the Quinean arguments which
pfompted them.

In this chapter and the next one I will try to
assess whether Quine can be refuted in his more
fundamental and ambitious programme - that is, the
rejection.of intensionality from scientific discourse.

I think that his dissatisfaction with intensional idioms1
such as "meanings', 'analyticity', 'synonymy', 'propositions'
'pooperties', is the heart of his philosophical activities.
In particular, his shunning of intension is central to

his rejection of an absolute distinction between analytic
and synthetic truths, and to his rejection of that
rhenomenological reductionism which locates empirical
content of significant statements ultimately in such
entities as sense-data. For Quine there are no such

. entities, and there is no sub-language which can be
characterized in terms of them.

1. In the next chapter I shall consider, rather briefly,
guine's theory of "canonical notédion" by means of
which he seeks to eliminate intensionality.
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Quine's rejection of intensionality ih science is
not purely negative.  That is to say he does not merely
grumble against the common use of intensional idioms in
science, on the ground that those intensional idioms are
not clear and imprecise. His thesis is much more
interesting and positive; he claims that the common
usage of those idioms gives a distorted picture of the
nature of the scientific enterprise and of disrupt, the
kind of insight into reality we hope to achieve through
science. Moreover, in Quine's view, intensional
language leads to mistaken theories of scientific
knowledge and truth. One such mistaken theory is that
mathematical and logical truths ag immune from empirical
revision because they are factually varuous; they are
simply true by linguistic entities, namely meanings.

In view of thk , it is best to distinguish two steps
in Quine's attack on intensionality:

Qe The negative step: Here Quine tries to show that
the common usage of intensional idioms in scientific
language is not justified because it leads, among

other things, to:

i. The drawing of sharp distinctions such as the
analytic/synthetic; apriori/empirical;
necessary/contingent; verbal/real, etc.

ii. These distinctions in turn lead or are justified
by reference to at least two types of truth
which are different in kind. The first is
truth by language or linguistic conventions;
it corresponds to thée first members. The
distinctions just mentioned,distinctions which
are identical for many of the philosophers who
draw them. The second is trﬁth by empirical

experience.
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iii. the belief that it is possible to reduce
scientific discourse to a rhenomenological

sense-data language.
Quine's Prom a Logical Point of View could be viewed

as representing this negative step, although, of course,
it contains some elements of the second positive thesis.
Also belonging to this negative phase are many of his
early articles such as "Truth by Convention", "Quantifiers
and Propositional Attitudes", "Mr. Strawson on Logical
Theory", "Carnap on Logical Truth".
be The positive one: Here Quine tries to develop an
extensional theory of communication for science
based on physicalism, as explained by his theory
of ontological committment; behaviourism, as
developed in his theory of radical translation;
pragmatism, as displayed, among other things, by
his theory of the indeterminacy of radical trans-
lations, and by his views on the role of convention,
elegance and simplicity in scientific enguiry.
This phase is mainly developed in his latter works,
especially Word and Object. Inthis book, Quine develops
his thesis of extensionality in science. In the first
chapter, he explains the impobtance of regarding our talk
in terms of physical, common sense things'as-basic as we
can gete. In particular he claims it is wrong to con-.
sider that this talk or discourse is reducible to that
of sense-date. In chapter two, he explains how it is
possible to hold a theory of meaning as cons tituted by
extra-linguistic stimuli and by our overt behavioural
responses to them. Thus we avoid having to posit

meanings as linguistic entitiesy or indeed, any other

1Y
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intensional objects such as propositions. The rest of
the book develops those theses with other related
aséertions, such az the theory of radical translation.

In both of these phases Quine's views clash with current
and largely dominant philosophical-views. In particular,
he clashes with the views of Rudolf Carnap who represents,
largely, logical positivism in its most recent form.
Carnap, of course, acquired this position by hoth being
one of the founders of the Viennese Logical positivism

of the 1930's, and by playing a major role in its

" subsequent development.. '

Some of the doctrines which Quine attacks, e.g.
phenomenonogical reductionism, are no longer maintained
by today's logical positivists, and represent an early
stage of this philosophical movement. But others remain
as points of difference between Quine and Carnap.

Among such unresolved issues is that of the analytic/
synthetic distinction and the related topic of whether
there is analyticity and truth by language and convention.
Both of these are, ®f course, related to the more general
debate as to the admissibility of intensions in scientific
communications.

That such issues mark points of divergence between
Quine and Carnap is evident from the following quotations
from Carnap in which he explicifly refers to them. He
writes1:

", .o My conception of semantics starts from the
basis given in Tarski's work, 2 but differs from his

1. The Philosophy of Rudolf Carnap (1963) edited by
P.A. Schilpp

o, The reference here is to Tarski's definition of
semantical conception of Truth, as was outlined in
his paper to the International Congress for Scientific
Philosophy held in Paris, September 41935, which was
later containeé in his book, The Concept of Truth in
Formalized Languages (Oxford 1956).
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conception by the sharp distinction which I draw between
logical and non-logical constants, and between logical
and factual truth ..,"1

He writes elsewhere in the same book:2

"I mention above the problem of the distinction
between logical and factual truth, which constitutes a
point of divergence among those working in semantics.
To me it had always seemed to be one of the most important
tasks to explicate this distinction, in other words, to
construct a definition of logical truth or analyticity.
In my research for an explication, I was guided on the
one h%d by Leibniz's view that & necessary truth is one
which holds in all possible worlds, and on the other hand
by Wittgenstein's view that a logical truth or tautology
is characterized by holding for all possible distributions
of truth-values. Therefore the various forms of my
definition of logical truths are based either on the
definition of logically possible states or on the definit-
jon of sentences describing those states (state-descriptions).
I had given the first definition of logical truth in my
book on syntax . But now I recognise that logical truth
in the customary sense is a semantical concept.
Therefore, using some of Tarski's results, I defined L-
truth in semantics, as an explication for the familiar
concept of logical truth, and related concepts such as
L-implication and L-eguivalence. In this way the
distinction between logical and factual truth, whifh had
always been regarded in our discussions in the Vienna
Circle as important and fundamental, was at least
vindicated. In this distinction we had seen the way

1 ibid, page 62
2 ibid, page 63
30 The reference here is to The Logical Syntax of

Language
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out of the difficulty which had prevented the older

empiricism from giving a satisfactory account of the

nature of knowledge in logic and mathematics. Since
empiricism had always asserted that all knowledge is
based on experience, this assertion had to include know-
ledge in mathematicse. On the other hand, we believed
that with respect to this problem the rationalists had
been right in rejecting the old empiriciet view that the
truth of "2 + 2 = L" is contingent upon the observation
of facts, a view that would lead to the unacceptable
éonsequence that an arithmetical statement might possibly
be refuted tomorrow by new experience. Qur solution,
based on Wittgenstein's conception, consisted ih asserting
the thesis of empiricism only for factual truth. By
contrast, the truths in logic and mathematics are not in
need of confirmation by observationé, because they do

not state anything about the world of facts; they hold

for any possible combination of facts."

Now, before I go on to elaborate oh the various
allusions mede by Carnap in that rather lengthy but very
significant quotation, I should like to make two brief
remarks on 1it:

1. Carnap seems to have accepted Leibniz's character-
ization of Logical truth in terms of truth in all
possible worlds. Now to me it seems that the
weakness in this Leibnizian characterization is the
word "possible". What does the word mean? Does

it mean:

8e Logical possibility?
It cannot because (i) Leibniz's characterization
will be circular (ii) the phrase "logically
possible" is unclear as it consists of two un-

clear words.
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be Possible world or state of affairs is one that
could happen? Here we have hardly explained
anything, because the word "could" is as unclear
as the word "possible" itself.

Co A possible state of affairs or a possible world

is one that can be imagined or conceived?

The trouble with these two different words is
that they are both psychological and subjective.
But a man's imagination and conception is a
function of the kind of experience to which he
has access, and the kind of intellectual ability
which he happens to have. Both such properties
are obviously contingent, in the sense that they
could be otherwise. Therefore, the number of
the range of the possible woflds is a funétion
of our power of imagination and conception,
which tends to vary according to whether those
powers happen to be wide or narrow.

It will be seen later that Carnap avoided this last
objection on the score of subjectivity, by giving
Leibniz's phrase "all possible worlds" a linguistic
interpretation in terms of state-descriptions, instead
of the usual ontological or epist@mological interpretation
which it used to have. I shall comment on this variant
of Leibniz's Thesis when I come to consider Carhap's views

more fully.

1. Carnap must have been guided in this by Wittgenstein's
notion that a possible world is one which we can say
something about: "The limits of my language means
the limits of my world" - Tractatus 5-6
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My second comment on the quotation from Carnap

concerns his acceptance of the Wittgensteinian

notion of tautology as the trait or property which

characterizes logical and mathematical truths:

a. The term 'tautology' in the technical sense
is originally connected with truth tables, and
the iropositional calculus. An expression is
tautologous if it is true under all assignments
of truth values to its component parts. These
assignments cover all combinations and permutat-
jons of the truth values of the component parts.
This is yet another reproduction of the Leibnizian
"true in all possible worlds" contengation of
logical truth, and one would object to‘thoée
raised against Leibniz's criterion. One may
say, for instance, that the range of all
combinations and permutations of truth values

is limited in such laws as these of excluded
middle and double negatives, because in truth-
table operations we actually make use of them.
Yet these laws cannot be shownto be logical
units by the same criterion.

b. even in the propositional calculus, truth is
defined in terms of logical constants like v
and » and we have not been told what a_logical
constant is.

c.. Suppose we say that a tautology does not say

anything simply because it enumerates all

possible occur@nces of an event. What we ssay

is rather vague, as it contains the unclear,

and as yet unexplained, word "possible".

Tndeed there is even a sense in which our assersion
could be false. Consider the sentence:
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"Pomorrow, it will either rain or not rain".
One could say that this statement does have a
factual content, namely that the natural
phenomenon which we experience and to which we
give the name "rain" is capable of two modes
only. It either happens or it does not. It
is even possible to imagine a casé where this
information is both quite new and surprising,
for.instance, for a creature coming to the
earth from another planet where it never rains.
It is our knowledge, in the first place, that
the phenomenon"rain falling'"has only these two
modes which enables us to say that the sentence
"Pomorrow, it will either rain or it will not"
exhausts all the possibilities concerning the
falling of the rain. It is a similar kind of
knowledge of the range of modes which prevents
us from saying that a sentence like "A human
being either walks or does not walk" exhausts
all the modes of the up-right movement which
a human being is capable of performing.

If it is claimed that the statement, it.either rains
or it does hot, is factually vacuous or tautologhous,
because its truth does not depend on its factual content,
but is simply derivable from its form, that is p ve® p,
then it is not easy to see what this might mean:

8o Boes it mean that its truth is merely derivable from

the strihg of the uninterpreted marks p v & p?

This can hardly be the case, because the unlnterpreted

string simply does not mean anything, and I cannot

say how it is possible to predicate truth of that

which is meaningless.
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be On the other hand, it might be said that its truth
depends on the meaning of the words "not" and "or"
which are symbolized by (/) and (v) respectively,
of course, it would be added that the notion of
meaning, is not to be taken here in its strong
empirical sense (which for the neopositivists is
td be defined by a weak sense of confirmation by
experience1); it must be taken in a conventionalist
‘and prescriptive sense: it is we the user of the
language, whdwant the expression p v ~/ p, where p

stands for a given statement and v, ~ stand for '

or'

and 'not' respectively. However, I share Quine's
misgivings about this linguistic, conventionalistic
and normative thesis of logical truth; and moreover
I share Pap's misgivings, which I mentioned before,
about the meanings of the so-called logical constants.
¥Yor instance, the concépt of negation seems to be
suggested to us by experience. It is because certain
states of affairs exclude others, that we learn and derive
the concept of mutual incompatibility. We learn that
wetness excludes dryness, being five feet tall excludes
being three feet tall, being in Durham excludes being
in Xhartoum, and so onh. If the law of excluded middle
does not depend on a particular experience rather than
~ the other, this is because it somehow reflects a basic
general feature of our experiential reality. Perhaps
this may explain why wé are reluctant to give it up on
the score that a particular state of affairs does not

seem to demonstrate it.

10 See Ayer's formulation of the principle of verification.
20 These are discussed later in this chapter.
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Another reason which may help to explain why these
laws of thought are held to be necessary and universally
valid, is that, given our ordinary conceptual system,
we can justify or vindicate themn apriori without
reference to a particular state of affairs. But to say
that a statement can be justified a priori is not to
suggest that it is factually vacuous. Frege's distihction
between the content or subject matter of statements and
its jﬁstification_must be upheld herej Moreover, it is
also important to realize that when we say that these
laws of thought can be justified a_priori, we do not mean
that theyearea priori in an absolute sense of complete
independence of all our experience. Experience constitutes,
in a Kantian sense, an unescapable limitation of our
ordinary conceptual system which is exemplified by the
natural languages. So when we say that a statement or
a group of statements is Jjustifiable a priori, we mean
that they are a priori within this conceptual sgstem.
~However, the way in which experience influences our con-
'ceptual system, is not easy to determine. But this
influence is sometimes very concrete and easy to lay
one's hands on, while in other cases it is very remote
and vague and rather difficult to detect. What we call
empirical statements are cases of the former situation,
whereas what we call a priori are examples of the latter
one. In particular these laws of thought must be
instances in which the impact of concrete and particular
experience is loose and far-fetched.

I shall now add some more comments on the gquotation
from Carnap, and I shall begin by bringing up more fully ©
the points which he alludes to in passing in that

guotation.

1. The Foundation of Arithmetic, Austin's translation
pp.3e
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First of all Carnap refers in the passage gquoted
earlier to his conception of semantics as based on
Tarski's definition of truth, but rather different
because it stipulates a sharp distinction between factual
and logical truth. '.

The characterization of Carnap's conception of
semantics is first sketched in his books Introduction
to Semantics. It is further developed in his later
book, Meaning and Necessity. In what follows I shall
try to indicate the essential features of Carnap's con-
ception of semantics, and then to assess whether or not
Carnap's semantical method is successful in drawing a
shapp distinction between logical and factusl truth.
After all, by Carnap's own admission this distinction
is of &n utmost theoretical importance both for semantics
in general and as a distinctive feature for his own
semanticagl conception. Carnap writés, and I quote1:

"The problem of the nature of logical deduction and
logical truth is one of the most important problems in
the foundations of logic and perhaps in the whole
theoretical philos®phy «.. The view will have to be
explained that logic is a special branch of semantics,
that logical deducibility and logical truth are semantical
conceptso They belong to a special kind of semantical
concept which we shall call L-concepts (for logical truth
we shall use the term'L-truth', for logical deducibility

{L-implicate')."

1. Introduction to Semantics, pp.56.
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Carnap believes, as is evident in the guotation on
page 6, that he has solved the problem of the analytic/
synthetic distinction by giving an adequate explication
of the notions of L-truth and analyticity within his
semantical system. Let us now indicate the essential
feature of his conception of semantics as first sketched
in his book Introduction to Semantics.

1. He first distinguishes between Object-Language and

Meta—Language1. '
_ "The language spoken about in some contexts

is called the object language, the language in
which we speak about the first is called the meta-
language".
For instance; if we describe the grammatical
structure of Arabic in English, then in this case
Arabic is the Object Language while English is the

Meta~Language.

By 'language' here Carnap means a system of
méans of communication. Thus the aggregate of
languages includes, besides spoken and written
natural languages such as English, German, Arabic,
etc., code languages, gestures, sign languages etco

2 Carnap then distinguishes between Pure and Descriptive
Semantics, displaying once again his fondness for
sharp distinction. Although his semantical method
is designed to show that there is a sharp distinction
between anslytic and synthetic truths, Carnaps dis-
tinction between Pure and descriptive semantics,
actually presupposes and makes use of the analytic/

1. Introduction to Semantics, pp.3.
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synthetic one. He ie not entitled to make such a
presupposition, because his distinction between
pure and descriptive semantics is an essential
feature of the semantical conception which is
sﬁpposed to explicate analyticity. He writes :
"gemantical investigations are of two different
kinds; we shall distinguish them as descriptive and
pure semantics ... descriptive semantics describe
facts; it is an empirical science. On the other
hand, we may set up a system of semantical rules,
whether in close connection with a historically

given language or freely invented; we call this a
semantical system. The construction and analysis
of semantical systems is called pure semantic.

The pules of a semantical system S constitutes, as
we shall see, nothing else than a définition of
certain semantical concepts with respect to S, e.go
'designation in S8' or ‘'true in 8'. Pure semantics
consist of definitions of this kind and their con-
sequences; therefore, in contra-distinction to
descriptive semantics, it is entirely analytic and

without factual content."
Carnap, then, characterizes a system of pure semantics
in the following way2: _

"A semantical system is a system of rules which
state truth-conditions for the sentences of an object
language and thereby determine the meaning of these
sentenceso. A semantical system S may consist of
rules of formation, defining 'sentences in s', rules

1.
2

ibid, Ppo12o
ibid, pp¢22o
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of designation, defining 'designation in S', and
rules of truth, defining 'true in S'. The sentence
in the meta-language 'is true in S' means the same
as the sentence itself. This characteristic con-
stitutes a condition for the adequacy of definition
of truth".

As an example of a semantical system, Carnap specifies

the following one:
The Language System s!

1o Formation Rules
Given that 82 contains the following seven signs:
3 individual constants, viz., my, Oy m3
2 predicates, viz., pr, s pr,
2 parentheses, viz., '(',')', then sentence of S
are expressions of X the form
pr(m)
2. Designation Rules
(a) m, , designates Chicago
(b) m,, designates New York
(¢) m,, designates Carmel
(da) pr, designates the property of being large
(e) pr,, designates the property of having a harbour
3 Truth Rule
A sentence pr1(m2) is true if and only if the
designation of m, has the designatum of pr, (i.e.
<the object designated by m, has the property desig-
nated by pr2).

We must keep in mind that such systems of pure
semantics as 82 are intensional systems in the sense
that its rules of designations "do not make factual

1. ibid, pp.23,24.
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assertions as to what are the designata of certain

signs. There are no factual assertions in our

semantics"1. Apart from this the intensional
nature of such systems as 82 is also evident in the
positing of properties as designata, though of
course they are not posited as physical objects.

However, Carnap is not keeping a secret the inclusion
of intensional and abstract entities in his semantical
system. This is a major point of difference between
him and Quine. Although Quine may reluctantly accept
some abstract entities like class and number in semantics
and mathematics, yet he is by no means ready to accept
inténsional objects such as meanings, propositions,
properties etce. Carnap refers to this point as follows:
he writes _

"The concept of intension or meaning is closely re-
lated to that of logicél truth. Recently Quine has de-
clared that this concept is unintelligible to him. He
has challenged those'who regard it as scientifically
meeningful to offer not only a semantical criterion for
the concept of intension with respect to an artifically
cons tructed language system, but in the first place an
empirical, behaviouristic criterion in pragmatics with

1. How pure semantics can avoid factuality, Carnap does
not say. Dr. P.J. FitzPatrick, of Durham University,
criticizes Carnap here: "To say that the designation
of m, has the designation of pr, surely does involve
the ﬁotion of.éigﬁificéncén it% stronger empirical
sense (the way we get to know what 'large' means and
what 'New York' means) otherwise, why use 'New York'
and 'large'? Why not say m, designates a, pr
designates b, and pr,(m, ) is'true if and only 1r o
is b.. But here, all e have done is introduce two
more letters and an artificially simplified notion
of 'designation'". -

2. The Philosophy of Rudolf Carnap, ed. by P.A. Schipp,

PDoe 670
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respect to natural language. To me it seemed clear that
it should be'possible to provide a criterion of this
kind, since linguists in their empirical investigations
have always studied the meaning of expressions."

In what follows I shall briefly indicate how Carnap
applies his method of extension and intension to the
definitions of the L-concepts, in particular L-truth.
Then I shall consider Quine's objections to this method,
and in particular his objectiohs to Carnap's character-
ization of logical truth. I shall also consider more
fully Quine's distaste for, the flight from, intension.
Those issues have been in constant discussion among
philosophers in general, and between Carnap and Quine in
particular ever since White and Quine declared their
objections against the analytic/synthetic distinction
in the late forties and the early fifties.

1. To my knowledge Carnap has not offered such a
criterion. :

2. : Carnap's early semantical definitions of L-con-
cepts are given in section C of Introduction to '
Semantics. Those definitions were intended as
explications for the notions of logical truth and
analyticity in such a manner as to formulate and
justify a sharp distinction between logical and
factual truths. Besides they were also, as I have
already stated, intended to be one of the distinctive
features of the Carnapian conception of semantics.
Now, I am not going to give those definitions here,
because Carnap himself has abandoned them in favour
of the new method of analysis of semantical
meaning which he developed in his book Meanigﬁ and
Necessity, and to which he gives the name of "The
Method of Extension and Intension".

-
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Carnap's Method of Extension and Intension

Carnap's method of extension and intension is rem-
iniscent of ¥Frege's distinction between the nominatum
or reference of an expression and its sense. Frege

introduced this distinction so as to reform the traditional

theory that the meaning of an expression (or a name) is
what the expression names (its referential object or
nominatum). In this theory if two sentences name the
same object (same nominatum) then they are identical,
and any of them can he substituted for the other in any
context without changing the initial truth value of that
context. Now, the naming theory of meahing leads to the
following paradoxes: -

A. fThe Evening Star is the Morning Star, since the two
phrases "Evening Star" and "Morning Star" name one and
the same entity, and since they mame the same entity, we
can substitute one for the other without changing the
truth value offsen&énce (1); viz. (2) The Morning Star
is the Morning&Star. Now, here the paradox is this:
while sentence (1) is interesting and informative,
sentence (2) 'is trivial and unimformative, and although

. both refer to the same entity, they still seem to be.

different in meaning.

Frege éolved this difficulty by introducing the dis-
tinction between maming and mwsense. . Every expression,
according to this distinction, has both a nominatum and
a sensé 6r meaning; and thus although the two phrases
above have the same nominatum they have different senses.
B. Another paradox of the naming theory is the one
which Carnap calls 'The Antimony of the Name-Relation':
consider the sentence, (a) Necessarily, the Morning Star
is the Morning Star. Now if we substitute the phrase
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"Evening Star" for one of the occurrences of "The Morning
Star" we get the following sentence: (b) Necessarily,
the Morning Star is the Evening Star. Now (bh) should
remain true since (a) is true, but obviously it does not.
To solve this puzzle, Frege had to introduce meant
entities1 to stand as names for the sense of the expression
in context like that of (b), which he calls obligue, i.e.
non-extensional or non-referential.
Carnap's Extension and Intension
Instead of Frege's pair2 (nominatum, sense) Carnap
introduces the pair (extension, intension). Carnap
says3 that the two pairs coincide in ordinary, non-
obligue contexts. That his pair, like that of Frege,
is intended to represent two components of meaning (in
a wide sense): the concept of intension (and of Frege's
'sense') refers to meaning in a strict sense, "as that

which is grasped when we understand an expression, with-
out knowing the facts, the concepts of nominatum and
extension refer to the application of the expression,
depending upon facts."

"p decisive difference between our method and Frege's
consists in the fact that our concepts are independent
of the context. An expression in a well-constructed
language system always has the same extension and intension;
but in some contexts it has its ordinary nominatum and
its ordinary sense, in other contexts its oblique

nlt

nominatum and its obligue sense.

1 Thus in oblique contexts, names acquire new nominata
(which here are meant entities), and thus acquire

new Sensese. _ _
o, Trege: "On sense and nominatum", in Keadings in

Philosophical Analysis by Freigh and Sellards p.86.
3 Meaning and Necessity, pp.12L.
b ibid, pp.125.
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I shall not consider here how Cgzrnap, Quine and others
propose to solve the paradox of “"name-relation", but will
deal with the point when I consider Quine's programme for
eliminating intensionality from science. For the moment
I will consider how Carnap proposes to define L-concepts
by the method of extension and intension.

Carnap's conception of Logical Truth

Carnap proposes to -explicate the customary concept
of logicel truth as is current in philosophical literature:
what Leibniz called 'necessary truth', and Kant 'analytic'.
He carries out this definition of L-truth and other L-
concepts in a symbolic language or semantical system,
say, 81, which is similar, yet more comprehensive, than
the systen S, which I discussed earlier in this chapter.
The essential components of this system, are again,

A. (1) connectives, such asﬁggf}, Vy, ooe

(2) individual variables

(3) quantifier with only bound variables

(4) the operators: (ix)(eeees X oee.) for

individual description (Lx)( eeoooXosoess)
for abstraction expression.
B. Rules of designation for individual constants and
predicates.
C. Rules of Truth or truth conditions.
D. Rules of Range.

Now, S1 is supposed to be the object-language.
Carnap also specified a suitable meta-language for it.
Definition of Truth in 81

'True in S1' is defined recursively by Carnap. He
first gives the truth-conditions for all the sentential
connectives and the quantifiers, the sum of which con-

stitutes a recursive definition of "true in S1". As
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examples he gave the following rules of truth:

Be The sentence1 'Bs' is true if and only if Scott
is a biped.

Do A sentence 262Xé, is true on S,| if and only if at
least one of the two following components is true;
where Gk:stands for a sentence in the meta-language
M.

c. A sentence 6, E@z is true if and only if either
both components are true or both are not true.

These three rules of truth in conjunction with others
and together with rules of designation, determine for
every sentence in S1 a sufficient and necessary condition
of its truth. Carnap does not work this definition of
truth in detail here, although he does develop it else-
wheres. But he is presupposing a definition of truth
such that if we assert a certain statement in M saying
that a certain sentence 82 is true, then all we mean is
the translation of the sentence e.g. 'Hs' is true in S,
means the same as 'Walter Scott is human'. The relation
of such a definition of truth to that of Tarski is too
obvious to need stating. All other semantical concepts
are defined in Carnap in terms of the concept of truth.

Definition of L-concepts.
In defining L-concepts Carnap makes use of the

6oncepts of state~description and range.

State-description
A state-description is a class of sentence in S1

which contains for every atomic sentence either this

1. The term "sentence" is used in Carnap's meta-language
. (M) in the sense of "declarative sentence".

2. Use of German letters is not explained by Carnap.
30 Introduction to Semantics, Ch./.
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sentence or its negation, but not both, and no other

. sentence. As I have said earlier in this chapter,
Cérnap's concept of state-description is not really new;
it is only a linguistic reformulation of the ontological,
Leibnizian concept of all possible worlds or the
Wittgénsteinian one of all possible states of affairs.

The Concep of Range

The range of a sentence, e.g.é;é, is the class of
all those state-descriptions in which that given sentence
holds. . ) -

Carnap says that semantical rules can be given which
determine uniquely whether or not a particular sentence
in 82 holds in a given state-description. Examples of
such semantical rules are:

1. An atomic sentence holds1 in a given state-description
if and only if it belongs to it.
2. 651 holds in a given state-description if and only

if élt belongs to it.

It is such semantical rules that determlne the range
of a particular sentence in 31, therefore they are called
rules of ranges. -These rules, together with the rules
of designation, give an'interpretation for all sentences
in 32. The meaning of a sentence in S1 is nothing more
than those cases in which, out of all possible cases, it

is true, and those in which it is not.

The concept of L-truth itself is not defined in
terms of the concept trufh. But the concept of truth
figures in the folldwing conditions of adequacy which
a satisfactory definition of L~truth must satisfy:

1. It is difficult to see hod "holds" is explained
by "belongs" here. This point has been suggested

to me by Dr. P.dJ. FitzPatrick.
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Convention:~ A sentence €, , is L-true in a semantical

-gystem S if and only if 6, s 1s true in S in such a way
that its truth can be established on the basis of the
semantical rules of the system S alone, without any
reference to (extra~linguistic) facts. '

It is this convention which betrays the linguistic
character of Carnap's characterization of logical truth.

I shall have a chance to criticize this convention, when
I consider Quine's objections to Carnap's linguistic
theory of necessary truth. (In Carnap the terms 'L-
truth', "necessary truth' and 'analytic truth' are
identical.)

After all this explanatory survey of Carnap's con-
ceptidn of semantics, and of his method of extension and
intension, we are at last ready to state his definition
of L-truth. It was essential to make this explanatory
survey, because Carnap's views are the best representation
of the dichotomist point of view, that is to say the view
which maintains a sharp distinction between analytic and
synthetic propositions. In particular many arguments
used by Quine in this attack on that distinction and on
intensionality in general are directed against Carnap.
Since the thesis of extensionality (i.e. the thesis that
intensional idioms and intensionLobjects are not justified
in science) is basic to the Quinean position, Quine will
be sufficiently refuted, if that thesis is discredited.
Conversely if Carnap'é method of extension and intension
can be justified, then there will be no need for Quine's
scepticism. . _

Definition: A sentence [,is L-true (in §,) = Gy Holds

in every state-description (in 81).
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It is quite clear that this definition of L-truth
is meant to satisfy the linguistic thesis expressed in
the convention of page {35 of this chapter: if @ holds
in every state-description, then the semantical rules
of range suffice for establishing its truths, that is
its truth does not depend on the contingent facts of a
particular state-description since there is no such state-
description in ‘which it does not hold. If, on the other
hand, a sentence does not hold in all state-descriptions,
it follows that there is at least one state-description
in which it does not hold, and if this state-description
is true, then this sentence is false. . But whether this
last state-description in which 6“ might not hold is
true or not depends on factual considerations.

. As I have said before, Carnap's definition of L-truth,
is a linguistic reformation, in terms of state-descriptions:
of the old Leibniéian definition of necessary truth as one
which holds in all possible worlds. It is the obscurity
of the word possible, which makes this Leibnizian
definition unacceptablé. The eguivalent of the word
possible in Carnap's system is the word “"range". Instead
of all possible worlds in which a necessary truth holds,
Carnap talks about the range of an L-truth sentence,
which is the class of all those.

Now, how do wé determine the range of a particular
sentence? Carnap tells us that it is the rules of
ranges which determine the range of a particular statement.
Now, these .rules of ranges make ‘use of such logical con-
stants as the negation, conjunction, and disjunction
signs, and also of the law of the excluded middle, in such
a way that if a sentence holds in certain state-descriptions,
-then its negatioh holds in all the other state-descriptions;
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therefore the disjunction of the sentence and its negation

holds in every state-description. On this, I would here

make the following comments:

1o

The notion of a logical constant is unclear, and in
most cases it is either taken for granted or else
derived from a belief in a sherp distinction between
lTogical and non-logical signs; this distinction, as
we have seen before, is very difficult to explain.

And since it is more basic than the analytic/synthetic

‘distinction, the latter cannot be used to explain it.

Yet Carnap allows himself both to distinguish sharply
between logical and descriptive signs, without
explaining it satisfactorily, and to use this dis-
tinction in the construction of his semantical
system, and in his subsequent definition of L-con-
ceptse To my mind this procedure is quite strange:
unless we have a clear notion of what constitutes the
logicality of a sign, we cannot really draw a sharp
distinction between logical and descriptive signs;
at all events, if this distinction needs further
verification, then the distinction between the analytic
and ‘synthetic also needs clarification. Although
Carnap is quite aware that the descriptive/logical
distinction between signs is not clarified
gufficiently, he still allows himself the advantage
of using it. Carnap writes1

"In preparation for the later discussion of
L-concepts, the distinction between logical and
descriptive signs is explained. By descriptive

Introduction to Semantics, pp.>.
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signs we mean those designating things or events,
their properties or .relations, etce. The two kinds
of signs can easily be defined with mespect to any
given system (special semantics), but a definition
for systems in general (general semantics) is not
yet known.'

Yet even in special semantical systems, Carnap
does no more than merely enumerate certain signs,
e.g. sentential connectives such as V and > and
others saying that these signs constitute what we
mean by logical signs. In other words, he is
failing to explain such signs intensionally, and

indeed gives only an extensibnal definition of them

in the pejorative sense of merely enumerating all

the members which belong to a given class. But he
does not define a property which will enable us

to give the title of logical to certain signs while
withholding it from others.

My second remark concerns the much disputed Carnapian
notion of semantical rules. Carnap says that the
semantical rules which he uses in the construction
of his semantical systems have nothing to do with
factuality.' They are simply grounded on conventions
and since those semantical rules are said to
determine the meaning or interpretation o the
systems they belong to, language itself is com-
pletely conventionalized. Carnap himself does

not tell us how he constructs his semantical
systems; this is he does not tell-us thé pre-
systematic motives, purposes, intuitions which

gﬁide him to construct those systems the way he
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does. For instance he does not tell us why all
‘his semantical systems consist essentially of
(1) Rules of Formation: _

(a) laying down certain logical constants
having to do with sentential connections
or quantifications etc.

(b) giving certain rules of designation.

(2) Rules of Tranéformation which consist of

(a) Range-rules
(b)  Truth-rules

Nor does he explain how we are led to the specificat-

ion of certain truth and renge rules to the exclusion

of possible others.

I am inclined to believe that in such semantical
systems one is bound to be making implicit or tacit use
of certain presystematic intuitions regarding such notions
as truth and language which caiinot be regarded as com-
pletely devoid of factual content. Physical reality
must be in some way or other reflected in the way we
talk about it. The fact that all known natural languages
have more or less a basic similarity of grammatical
structure indicates, I think, the essentially one physical
reality which all humans experience. The way physical
things are clarified by similarity and difference, genus
and species must reflect itself in our verbalization and
conceptualization. To say that verbalization is arbitrary
and conventional and completely distinguishable from
factuality seems to deny such links between language and
physical reality. Carnap, as a proponent of linguistic
and conventionalist theory of analytic truth, denies any
links between language and factuality as far as a certain
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class of sentences are concerned, namely those which are
analytic.

In what follows I shall consider some more objections
to the linguistic theory of analyticity. This theory
is an important assumption that underlies the belief in
a sharp analytic/synthetic distinction, as I have shown
before.
Objections to the Linguistic Theory of Analyticity

In his paper "Carnap and Logical ?ruth"1, Quine
brings up the following objections to the linguistic

theory of analyticity:

I, It ig not the case that logical truths have been
laid down by conscious, explicit conventions;
and it is impossible even in principle to state
the most elementary part of logic by such conscious
and explicit conventions. The reason for this is
that the laws of logic are infinite in number, and

. therefore they are not statable in singular,

individual conventions. They must be given, if
giﬁen.at all, in general ones, in which case the
laws of logic are needed to begin with in order to
apply the general conventions to individual cases.

II. Since the rise of non-Euclidean geometries, truths
of pure geometry have been regarded as good examples
of truth by convention. Quine says this is not
the case. First of all, there is no truth by
convention in Euclidean geometry. What is con-
ventional here is merely the classification of an
already existing body of truths concerning shape
and space into primitive ones or postulates, and

1. Published in The Philosophy of Rudolf Carnap, ed.
by SChilPPG
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complex ones or theorems. Secondly, non~Euclidean

~is conventionally derived from an Euclidean one,-

but since there is no truth by convention to begin
with in Euclidean geometry, then it goes without
saying that no such truth is involved in non-
Euclidean geometry.
Quine allows that there is truth by convention in
set theory, as distinguishable from elementary logic
(which consists of (1) truth-function theory, (2)
guantification theory and (3) identity theory).
Quine writes

"In set theory we discourse about certain
immaterial entities, real or erroneously alleged,
viz. sets or classes. And it is in the effort to
make up our minds about genuine truth and falsity
of sentences - about these objects that we find our-
selves engaged in something very like convention in
an ordinary non-metaphorical sense of the word.
We find ourselves making deliberate choices and
setting them forth unaccompanied by any attempt at
j.ustification other than in terms of elegance and
convenience. These adoptions, called postulates,
and their logical consequences (via elementary logic),
are true until further notice."
In connection with postulation in interpreted sysfems,

Quine distinguishes between legislative and discursive
postulation which constitutes truth by convention in set
theory, while discursive postulation, as it occurs in
elementary logic and elsewhere, does not constitute truth
by convention at all. It is used merely to deduce

1.

"Carnap and Logical Truth", published in The
Philosophy of Rudolph Carnap, ed. Schilpp.
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certain truths from an already existing body of truths.
The legislative/discursive distinction can be drawn in
the case of definition; truth by convention again being
assoclated with legislative definition.

Quine does not specify more precisely the legislative/
discursive distinction. Concefning postulation, he claims
that the distinction does not refer to the.consequences
of the choices we make in picking procedures for deciding
what is true and what is false about objects like sets.
Thus the distinction does not refer to gfoups of sentences.
Rather, it refers to the acts of -choice and deliberation
which are connected with the above-mentioned procedures.

In so far as those consequences are simply determined by
considerations of elegance and convenience, they are
conventional. But this conventionality "is a passing
trait, significant at the moving front of science but.
.useless in classifying the sentences behind the lines.

It is a trait of events and not of sentence"1 A similar
account of the legislative/discursive distinction in

case of definition is given by Quine.

Although Quine advocates a radical brand of empiricism
which is freeA the two dogmas which he rejects, yet he
allows a sizeable role for convention in science, taken
with 'convention' in the sense of the last paragraph.

This concession stems from his theory of interpretation

of experience. In this theory experience is compared

to the boundary condition of a field of force. Thus

a change in the boundar y conditions is conducive to changes
within the system, but there is no unique way which
prescribes such subseguent changes. Considerations of

1. ibid, pp.395.
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simplicity, elegance and convenience play a considerable
role. And this is where convention as "a passing trait
of events" enters, for this is how Quine describes the
relationship between our scientific conceptual systems
on the one hand (which include all sciences from logic
and pure mathematics to geography and history), and '
experience on the other: the latter "underdetermines"
the fonmer. I shall say more about those Quinean views,
when I come to the second part of this chapter.

The important thing to remember is that, forlQuine,
this kind of conventio..ality is not peculiar to logical
truthse or to Carnap's semantical system, and thus does
not serve to characterize logical truths in sach a way
as to lead to the postulation of a sharp distinction
between logical and factual truths. Rather it is con-
ventionality which is initiated by our need to systematize
and organize an empirical experience. Thus factuality
is a leading consideration, besides simplicity, elegance
and convenience, in our decision to adopt this or that
convention,

I tend to think that these objections to the linguistié
theory of necessary-truths are on the whole plausible.
There are, of course, many more objections against this
theory, made by such philosophers as A. Pap1, We Knea1e2,
Max BlackB, and others, but the scope of this thesis does
not allow a more comprehensive and detailed examination
of this important linguistic and conventional theory of

analyticity.

1K Semantics and Necessary truth
2. The Development of Logic
3 Problems of Analysis, published by Routledge & Kegan

. Paul.
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Carnap's Reply to guine ,
However, before I leave the gquestion, I shall con-
sider briefly two points raised by Carnap in his "Quine
on Logical Truth“1 which is a reply to the article by
Quine we have examinedz. After poihting out certain
difficulties which, in my view do not affect Quiné's
basic position, Carnap considered two objections raised

by Quine against his account of analyticity, and said he
had some difficulty in understanding them. They can,
in fact, be made clear only if they are considered in
relation to some other more basic Quinean views. The
two objections are: '
1. The notions of "Semantical rules" and "meaning
po_stulates"3 as employed in Carnap's account of
. analyticity are unintelligible.
5. The notion of "analyticity" and “synonymity" are
acceptable only if they are not simply explained
by ruvles in pure semantics, but rather they are
explained in behaviouristic terms.
Quine and Semantical Rules
We said earlier that Carnap used to identify the
concepts "logical truth", "analytic truth", and "ﬁecessary
truth" . But later he accepted the distinction between
the first two concepts, which was made by Quine and others.

1e The Philosophy of Rudolph Carnap, ed. by Schilpp.

2 &%e page 130 of this chapter

e Carnap's papter on "Meaning Postulatieg is
included as an appendix (Bﬁ in Meaning and Necessity.
Carnap nowhere in this paper says explicitly what he
means by {Meaning Postulatesd. The term is ex-
plained by a supposed example of a meaning postulate,
Carnap does not tell us why the example is an
example of a meaning postulate. See page 224.
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For Quihe, the concept of analyticity is more inclusive
than logical truth. That there is a class of analytic
sentences e.g. If Jack is a bachelor, then he is unmarried
(1) which can not be classified as logical truth in the
sense that its truth does not merely depend on the meanings
(whatever this may mean) of logical constants.

Now, Carnap acknowledged that his characterization
of logical truth in terms of state-description does not
explain instances of broad analyticity as an example
just gives. To account for these, Carnap introduces what
he calls Meaning Postulates into his semantical .system
such as those described emrlier in this chapter1. For
instance, in order to provide for example (1), Carnap
1éys the following meaning postulate

(P1 )'(x)(Bx >y ¥x)', where B stands for
'vpachelor' and M stands for 'married'’

For the above meaning postulate no rulés. of designation
for B and M are laid down in Carnap, because they are not
necessary for the explication of analyticity. Postulate
P1 such meanipgs of M and B as is necessary for
analyticity of (1), viz., the incompatibility of the two
properties. In general meaning postulates are introduced
to bring up explicitly the nature of logical relations
that hold between intended meanings of primitive predicates
such as M and B in example (1). The laying out of these
logical relations in the form of meaning postulates is
thus an essential requirement 6f the explication of
aﬁélyticity in the broad sense.

1. Refer to pages 117 and 118 of this chapter.
2 Carnap "Meaning Postulate" in Meaning and Necessity
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Now, Quine's objection to the notions of “semantical
rules" and "meaning postulates" is that these notions are-
unclear in Carnap and can be redognized only by their
labels of headings. Carnap says that he was at first
rather puzzled by this objection. He says thet the
class of the admitted forms of sentences in a formalized
language L, or the axions of a logical calculus, are
recognizable only by such headings or labels as "Sentence
Forms in L™ or “Axioﬁé". If this procedure is unobject-
ionable (which seems to be the case), why should it be
objectionable in the case of other features of the
formalized systems, such as semantical rules or meaning
postulates1. Yet later on Carnap says he has understood
the Quinean objection concerning these latter notions to
be directed against not his proposed semantical explications
of tle notions of logical truth and analyticity, but
rather against the customary presystematic explanations
of these notions. These presystematic explanations of
analyticity are not only vague and ambiguous but also
basically uncomprehensible, according to Quine, which is
why he demands a pragmatic and behaviouristic criterion
for them, while he does not require such a criterion for
the notion of truth, for instance, Quine accepts the con-
cept of truth, Carnap continues, because even before it
has been systematically explicated by Tarski and others,
‘it has a.sufficiently clear ordinary and presystematic

usage.

1. But surely Carnap's "Meaning Postulated where
jnitially introduced to explain the analyticity
off such examples or ordinary language as "No bachelor
is married". However, Carnap did no more than
gimply reproduce in symbolic form, without any '
explanation, these examples in his semantical systems,
and he gave them the name of "meaning postulates".
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I think that Carnap is quite right in saying that
the passage in which Quine refers to Carnapean semantical
rules is very difficult to understand. When he says, )

"In short, before we can understand a rule which
begins 'A statement S is analytic for language L,» if
and only if ..., we must understand 'S is analytic for
L' when 'S' and 'L' are variables"1.

Now, in this passage Quine seems to suggest, as Carnap
says, that he rejects out of hand the coming explication
of 'analytic", because 'analytic{! as an explication is
unintelligible and unclear. The unintelligibility and
unclarity which Quine refers to here must be a pre-
systematic one. Yet, he says that, in the beginning of
the same articlez'that he has no difficulty in under-
standing the analyticity of strictly logical sentences
such as,

No married man is married

which seems to imply that “analyticity" has some pre-
systematic sense at least in certain contexts. More
generally, Quine says in many places he both accepts and
makes use of intensional idioms such as 'analyticity'
'synonymy', and others in ordinary, causal or heuristic
connections. He objects to them only when theoretical
and systematical clarification is involved. Moreover,
it makes sense to reject attempts at clarifying a concept
which is obscure and unclear in ordinary contexts, on the
ground that the attempts do not manage to eliminate
unclarity. But it does not make sense, to my mind, to
rejéct such an attempt on the ground that the initial
pre-systematic explication is ambiguous or .vague, because
this is what the explication is all about.

1. Quine, "Two Dogmas of Empiricism", in From a
Logical Point of View, pp.33.
20 ibido, PP|220




138,

In view of these considerations, I prefer to over-
look this paséage in Quine, and would rather try to under-
stand and interpret what he means when he says that the
attempt to clarify "analyticity" in terms of "semantical
rules", and "meaning postulates" in artificial semantical
systems, is unsatisfactory. In particular I shall
aftémpt to show what he means when he says that Carnap's
“"semantical rules" and "meaning postulates" are
recognizable as only "labels" or "headings" in Carnap.

I think that what Quine is demanding is an extensional
definition or explication of the notion of analyticity as
it is ordinarily understood in natural languages. If
such a definition is possible, and if it is such that
analytic truths are shown to be basically different from
synthetic ones, then he would accept a sharp analytic/
synthetic distinction. But unfortunately'although
'analyticity' and 'éynonymity' can be explicated in terms
of behaviouristic and extra-linguistic stimuli, this
~definition is not such as to warrant the belief in a sharp
analytic/synthetic distinction. The reason for this is
that those behaviouristic stimuli cannot be interpreted
in a uniguely determined way. Thus the characterization
of 'analyticity' and related intensional idioms in terms
of stimulus-meanings is essentially imprecise and
indéterminate. This is Quine's doctrine of the indet-
erminacy of radical translation, which I intend to consider
more fully later on. It is Quine's belief that these
notions, which are in need of clarity, can only be ex-
plained behaviouristically. But for this kind of ex-
planation is such that it cannot be made precise and
determinate, and which he rejects in consequence all
attempts, including Carnap's, which are made to explicate
them in a determinate manner. In all cases, I suggest that
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what he is rejecting are proposed explications, not
explicandsa; and that Carnap is wrong to think otherwise

in the reply to Quine we have examined - a mistake
probably caused by the obscurity of Quine's remarks
referred to above. The following passage from Quine
suprorts my interpretation that what he is rejecting
is proposed explications. He writes1

"Analyticity at first seemed most naturally definable
by appeal to a realm of meanings. On refinement, the
apreal to meanings gave way to an appeal to synonymy or
definition. But definition turned out to be best
understood only by dint of a prior appeal to analyticity
itself. So we are back at the problem of analyticity ...

It is ofteh hinted that the difficulty in separating
analytic statements from synthetic ones in ordinary
language is due to the vagueness of ordinary language
and that the distinction is clear when we have a precise
artificial language with explicit "semantical™ rules.
This, however, as I shall now attempt to show, is a con-
fusion.

The notion of analyticity about which we are worry-
ind is a-purported relation between statements and lang-
uages: a statement S is said to be analytic for a
language L, and the problem is to make sense of this
relation generally, that is, for variable 'S' and 'L'.
The gravity of this problem is not perceptibly less for
artificial languages than for natural ones..."

. From this point Quine goes on to demonstrate that
Carnap does offer not a satisfactory explication of the
notion of analyticity in terms of semantical rules of
his artificial languages. When‘Quine says that the

1. Quine, "Two Dogmas" 4 pp.32.
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notions "semantical rules", and "meaning podtulates"
are only recognizable as 'labels' or 'headings', he does
not say exactly what he means by this. But it seems to
me that what he means by it is that Carnap does not state
in his system just what kind of rules hold in his system
as -semantical rules and why they hold. That is to say,
he does not state the reasons which guide him in his
choice of a certain set of semantical rules of meaning
postulates, to the exclusion of all others. Quine writes1
BRI Instead of appealing to un unexplained word
'analytic", we are now appealing to an unexplained phrase
'semantical fule‘. Not every true statement which says
that the statements o some class are true can eount as
a semantical rule - otherwise all truths would be "analytic"
in the sense of being true according to semantical rules.
Semantical rules are distinguishable, apparently, only
by the fact of appearing on a page under the heading
tgsemantical rules", and this heading is itself then
meaningless".

Carnap says in his semantical systems, labels and
headings such as "sentence forms in L" or "Axioms of L"
or "semantical rules of L' act as no more than labels
and headings; and that nobody objected to the procedure
in the case of "sentence in L" or "Axioms of L". Why,
then should Quine object to this procedure in the case
of "sementical rules" and "meaning postualtes"? I
think possibly the reason is that Quine is not objecting-
against those features of Carnap's artificial semantical
_system on their own right; he is objecting to their

1. - ibide pp.3b.
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use as having explanatory power as far as the explication
of the ordinary concepts of intension, such as analyticity,
are concerned. If he singles out semantical rules and
meaning postulates, it is because these two concepts are
directly involved in the above alleged explanation.
Carnap himself is not interested in explicating logical
concepts'for natural languages. He says the problems |
of explicating concepts of this kind for natural languages
are of an entirely different nature1. Actually, all that
Carnap has done concerning analyticity is that he merely
formallzed Leibniz's and Wittgenstein's concepts of it,
after putting h;s.own stamp of emphasis on meaning and
conventioné on them. . He has joihed the two concepts
together, utilizing Leibniz's notion of all possible
worlds to develop his own concept of state-descriptions
and their range, and at the same time utilizing
Wittgenstéin's characterization of logical truths in
terms of tautology, that is to say factual vacuousness.
What is more, Carnép has constructed his whole semantical
system to serve his pre-systematic concept of analytic
truth as one besed on linguistic conventiohs which are
completely aloof from any factual consideration. Thus
Carnap's semantical systems are pre-supposing the sharp
distinction between two levels of truths: the one basic
on language and convention, while the other based on
empirical factsy the separation being a sharp and
absolute one . Describing to what extent he was influenced
by Leibniz and Wittgenstein, Carnap writes

"Po me it (the problem of the distinction between
logical and factual truth) had always seemed to be one
of the most important tasks to explicate this distinction,

1o Carnap, lMeaning and Necessity, pp.223.
20 The Philosophy of Rudolph Carnap, ed. by Schilpp,
PPe63,
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in other words; to construct a definition of logical,
truth or analyticity. In my search for an explication
I was guided, on the one hand, by Leibniz's view that
a neéessary truth is one which holds in all possible
worlds., and on the other hand, by Wittgenstein's view
that a logical truth or tautology is characterized by
holding for all possible distributions of truth-values.
Therefore the various forms of my definition of logical
truth are based either on the definition of logically
possible states or on the definition of sentence, des-
cribing those states (state—déscriptions).

Carhap also writes referring to his paper "Meaning
Postulates"1:

"It is the purpose of this paper to describe a way
of explicating the concept of analyticity, i.e., truth
based upon meaning, in the framework of a semantical
system, by using what we shall call meaning postulates".

' It is the idea of truth by language alone or by
convention alone which Quine rejects as a bad theory of
logical and analytic truths. It is important to repeat
that Quine is not rejecting truth by convention as such.
He is ready to admit that truth by convention is involved,
at least in set theory, in what he calls 'legislative'
postulation and definition as distinct from 'discursive'.
If Quine rejects this conventionalism as a theory, then
it goes without saying that he is justified in rejecting
the formal version of it, inside Carnap's semantical
system, where it is coushed in terms of semantical rules

and meaning postulates.

1. Meaning and Necessity, pp.222
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Quine and the Behaviouristic Theory of Meaning

Quine's second objection to Carnap's account ol
analyticity is that it is intensional. Quine, as we have
said earlier, does not regard as satisfactofy any
explication of any member of the whole family of intensional
idioms such as ‘'analyticity', 'synonymy', 'meanings', etc.,
etc., which refers to an intensionél notion. For instance,
he says that analyticity could be smartly defined in terms
of synonymy. But the trouble is that we do not posses
a clear characterization of this latter notion. By
'clear' here Quine means "non-intensional'.

Later on, in his book Word and Object, Quine gives
an extensional charactefization of synonymy in terms of
overt behaviour, Yet this characterization is essentially

indeterminate because of the indeterminacy of radical
translation. Quine's findings in this respect are
similar to those of Neléon Goodman. I shall say more
about this when I consider Quine's views on this issue.
But for the present I must consider the wider issues
which is involved here in the conflict between Carnap,

as representive of those who hehave 1n a sharp analytic
and sgnthetic truth, and Quine, as representive of the
group of philosophers who are sceptical about it.
(Incidentally, this group includes, Quine, White, Waismann,
Nelson.Goodman, Tarski and (to some extent #nd perhaps for
aifferent reasons) von Mises, who seems to accept Mill's
view that statements of pure mathematics are émpirical?.
This is the issue whether intensional idioms should be
sdmitted in science or not. Since it is Quine who
.provokes this controversy I shall first consider Quine's

views on the subjecto.




143 (a)

Chapter Five
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‘The Question of Intensionality

Chapter Five

Quine's Rejeetion-of Intension

We have seen how Frege and Carnap use the terms
"intension" and "extension", and how these terms are
adopted as improvements over the terminology of the
theory of naming.

However, according to W. and M. Kneale,(l) the

words "intension" and "extension" have their origin in
the work La Logigque ou 1'Art de penser. This work is

often called The Port Royal Logic, because it was com-
posed by tiwoe leaders of the Port Royal Movement,; namely
Antoine Arnsuld and Pierre Nicole. The work also re-

flects the distinctive views and characteristics of this
movement, especially "a distinctive tone of earnest piety
for which the movement became famous"gz) In the Port Roy-
al Logic, the intension/extension distinction is introdu-
ced in the form aldistinction between the "comprehension"
and"extension" of a general term. The comprehension of

a general term is defined as "the set of attributes which
it implies, or, as the authors say, the set of attributes
which could not be removed without destruction of the
idea. Thus the comprehension of the idea of triangle
includes extended shape, having three sides, having

three angles, and having its interior angles equal to

two right angles. The extension of a term, on the other
hand, is the set of things to which it is applicable, or
what the older logicians called its interiors"

Kneale says that the words comprehension and ext-
ension as introduced by Arnauld and Nicole give rise to
some difficulties. For instance, the word "comprehension"
means in ordinary French the same as the word "understand-

ing" means in English. From this one may naturally

1. W. & M. Kneale, The Development of Iogic
2. Development of Logic, page 315.
3. The Development, page 3518.
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infer that Arnauld and Nicole mean by the comprehension
of a general term what we understand by it, that is to
say its meaning or significance. But the example they
give does not seem to suggest this interpretation. For
having interior angles equal to two right angles is
said by them to be included in the comprehension of the
idea of a triangle, and this character is indeed some-
thing which the idea of a triangle implies in a large
sense. But, Kneale suggests, it is certainly not part
of the meaning of the word "triangle".

Kneale says that since the middle of the nineteenth
century English writers have commonly followed Sir
William Hamilton in replacing "comprehension" by finten-
sion" which has no use in ordinary language.

' Another difficulty in Arnauld and Nicole's distinc-
tion is that the extepnsion of a general term is defined

as the set of its inﬁeriors. Kneale says that it is not
clear whether those inferiors are supposed to be species
or individuals. Arnauld and Nicole seem to hesitate be-
tween the two. But we may harmlessly interpret them as

using the word "extension" to refer to individuals.

Kneale says that the modern philosophical usage of
the terms "intension" and "extension" in logic has arisen
from Arnauld end Nicole's The Port Royal Iogic, by a
natural development. 1In cufrent philosophical usage,
propositions, meanings and attributes are considered to
be exambles of intensions, while truth values (regardéd
as objects), classes and individuals are examples of

extensions.
For Quine intensions are the objects to which such

idioms as "meanings", "proposition", "attributes",

"necessity", "possibility", etc., are supposed to refer,
by logicians dike Frege, Russell or Carnap. Quine sus-
tains the distinction which Frege has made between nom-
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inatum and sense. He refers to the former as the

theory of reference and the latter as the theory of mean-
ing.(l) Yet he believes that this distinction, although
indispensible in ordinary discourse, should not be allowed
into the theoretical language of science. For this lang-
uage he has an "austere" programme which does not tol-
erate intensional idioms or intensional objects, and
whatever is indispensible in the theory of meaning must
undergo a process of extensionalization before it qual-
ifies for inclusion in the language. For instance, as

we shall see later, Quine dispenses with the term "mean-

ing" by resolving it into two components "significance"
and "synonymy" and amalyses these two terms in a behav-

iouristic way.
Quine's Theory of Canonical Notation :

In Quine's austere programme for the language of
science, ordinary language is refashioned according to
an empiricist and conventionalist pattern. Two major
considerations dictate this : better communication and
gimplicity. To carry out this programme; Quine has
devised a special notation which he calls "ganonical
notation". In this canonical notation we do not rest
content with the. less radical practice of eliminating

various types of vagueness and ambiguity from ordinary
language in order to achieve better communication, but
we must do everything(§9 our power to keep our theory

simple. Quine writés

", ..Clearly it would be folly to burden a logical
theory with quirks of usage that we can straighten. It
is the part of the strategy to keep theory simple where
we can, and then, when we want to apply the theory to
particular sentences of ordinary language, to transform
those sentences into a "canonical form" adopted to the
theory. If we were to devise a logic of ordinary lang-
uage for direct use on sentences as they come, we would
have to complicate our rules of inference in sundry

1. "Notes'on the Theory of Reference", in From a lLogical.
2. Word and Object, page 158.
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unilluminating ways". ,
_ The scope of this chapter does not allow an ade-
quate account of Quine's canonical notation, and the
austere programme which he achieved by means of it.
Yet, I shall attempt to say a few words about some im-
portant features of it which are essential for an under-
standing of the rejection of intensional concepts.
According to Quine's theory of ontic committment,
to be in a physical and objective sense is to be a value
of a bound variable. Thus in effect the scope of physical
and ontic existence is co-extensive with the scope of
quantification. How Quine reaches this conclusion is an
important feature of his canonicel notation, namely that
of drawing his important distinction between singular
and general terms. General terms are reduced to pred-
icates, and'singular ones to quantified variables.
Quine brings up this distinction in section 19 of Word
and Ogaect under the heading "Divided Reference". He
says( that he has-previously, in his lectures in
Harvard and Oxford and elsewhere, called terms with div-
ided reference "individuativé“ and "articulative", both
of which suffer from unintended associations and both of
which are preserved in Strawson's "Particular and General'.
He says that he now chooses the title "Divided Reference"
because its stress on division, as against multiplication,
gseems best suited to what he wants to bring out. Quine
describes the distinction as drawn in the folbwing way:
"Tf a term admits the definite and the indefinite
article and the plural ending, then normally under our
perfected adult usage it is a_general term. Its sing-
ular and plural forms are most conveniently looked on
not as two kindred terms, but as ways in which one and
the same term. turns up in varying contexts. The'-s' of
'‘applés—~' is to be reckoned thus merely as an outlying

l.. Word. Page 90. In a footnote.

N
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particle comparable to the 'an' of 'an apple". We shall
see later ( 24.36) that by certain standardizations of
phrasing the contexts that call for plurals can, in prin-
ciple be paraphrased away altogether. But the dichotomy
between singular terms and general terms, inconveniently
similar in nomenclature to the grammatical one between
singular and plural is less superficial. A singular
term, e.g. 'mama' admits only the singular grammatical
form and no article. Semantically the distinction be-
tween singular and general terms is vaguely that a singu-
lar term names or purports to name just one object, though
as complex or diffuse an object as you please, while a
‘general term:: is true of each, severally of any number
of objects.;.}."(l)

This quotation, although rather lengthy, does not
perhaps clarify the distinction which Quine wishes to
make between singular and general terms. We run into
trouble when we consider such terms as ‘'water', 'sugar’,
‘furniture', 'red', 'footwear', etc., etc.; the so-called
mass terms. These terms, although grammatically like
singular terms in resisting pluralization and articles,
do not purport (unlike singular ones) to name a unique
object each. In order to clarify this point Quine consi-
defs the role of terms in predication, because it is in
the terms themselves rather than in what they name that
the distinction between singular and general terms must
be sought. How many objects a term names is not the
basis of the distinction. For instance, 'Pegasus' counts
as a singular term, although it is not true of any object,
.while 'natural satellite of the earth' counts as a general
term though true of just one object.
The Distinction and Predication

The distinction between singular and general terms

1. Word, page 90.
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is clearest in the context of predication. Consider

the sentence 'Mama is a woman', or in symbols 'Q is an
F', where Q stands for a singular and for a general term.
In predication a general term is asserted of a singular
one to form a sentence which is true or false according
as the genefal term is true or false of the object, if
any, to which the singular term refers. It is because
Quine is predominantly concerned with reference that the
distinction between singular and general terms rather
than the grammatical distinctions between the substantive,
the adjective and the verb is so important for his canon-
ical notation. Those grammatical distinctions, Quine
claims, have little beafihg;on the questions of reference
and they can be viewed in.consequence simply as variant
forms of a general term.

Mass terms like 'water! and 'sugar' can occur both
as singular and general terms depénding on their roles in
predication. e.g.

1. That puddle is water
‘3. The white part is sugar

Here'water'and'sugar' are general terms, while in
l. Water is fluid
2. Sugar is sweet

they are singular terms.

It is perhaps rather difficult for us to see how
'water® and 'sugar' can be singular terms in the ordinary
sense of these words. In the ordinary sense 'a singular
term' is one which applies just to one object, while a
general term has application to more than one object.

But as I said in the previous page, Quine uses these two
phrases in a very special sense. He says that the number
of objects a term may refer to is not the basis on whch
he draws the distinction between singular and general
terms. Quine writes : _

"After all, it may be objected, the singular term
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differs from general terms only in that the number of
objects of wich it is true is one rather than some other
number. Why pick the number one for separate attention?
But actually the difference between being true of many
objects and being true of just one is not what matters
to the distinction between general and singular. This
point is evident once we get to derived terms such as
'pegasus', which are learned by description, or such as
'natural satellite of the earth'. For 'Pegasus' counts
as a singular term though true of nothing, and 'matural
satellite of the earth' counts as a general term though
true of just one object. As one vaguely says 'Pegasus"'
is singular in thatit purports to refer to just one object,
and 'natural satellite of the earth' is general in that
its singularity of reference is not something purported
in the term. Such talk of purport is only a picturesque
way of alluding to distinctive grammatical roles that
singular and general terms:play in sentences. It is by
grammatical rale that general and singular terms are
properly distinguished".(l)

What Quine means by grammatical rales is a relation-
ship between a subject and a predicate in a sentence. 1In
the same page, and in the paragraph following the one
just quoted, Quine adds :

"The basic combination in which general and singular
terms find their contrasting roles is that of predication.
cec.Predication joins a general term and a singular term
to form a sentence that is true or false according as the
general term is true or false of the object, if any, to
which the singular term refers." 2 :

Strawson criticizes(l) Quine's distinction between
singular and general terms. However, his criticism of

l. Word, page 95,96.

2. Word, page 96.

3. Strawson's "Singular Terms and Predication" in Syn-
these, volume 19, No. 1/2, December 1968,
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Quine is not radical here. He says he is prepared to
accept Quine's account, provided that certain assumptions
which are implicit in it are made explicit. He says that
Quine tries to explain the distinction by refering us to
"a situation in which there is, on the dne hand, a sent-
ence formed by joining two terms and in which there may
or may not be, on the other hand, an object to which
both terms are correctly applied. The difference in role
of the two terms might be held to be shown by the implied
differences between the ways in which these might fail

to be such an object. Thus the failure might, so to
speak, be justly laid at the door of the general term,
but only if (1) there indeed was a certain object to
which the singular term was correctly applied and (2)

the general term failed to apply to that object, i.e.

the object to which the singular term was correctly
applied. It is implied that in this case of failure

the sentence (statement) is false. Or again the failure
night be justly laid at the door of the singular term; but
this would be quite a different kind of failure. It would
not be a failure of the singular terms to apply to the
object, which.ee.o... where this which clause could be
filled out by mentioning the general term. The failure
of application of the singular term would not, liké that
of its partner, depend on its partner'é success., It
would be a quite independent failure." 1) The result of
this latter failure would be a truth-value gap, that is
to say it would not be proper to speak of the sentence

in vh ich such a failure occurs as true or false.

Strawson says this talk of grammatical role of terms
in predication does not serve to establish a distinction
between singular. and general terms. He says that in the
statement: "A comet was observed by astronomers tonight",

'1; Strawson's eséayi: Synthese, Vol. 19.
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the singular term "a comet" is not distinguishable from
the general terms '"was observed by astronomers" in res-
pect of grammatical roles in predication. However, I
find Strawson rather obscure on this point, because he does
not say why he thinks that in the comet example, the sin-
gular term is not distinguishable from the general term.
Yet, it seems to me that he says they are not disting-
uishable, because both of them refer to one and the same
object. But we have seen Quine does not explain his
distinction between singular and general terms along
these lines. To the best of my knowledge, Quine has not
yet replied to Strawson's criticism. Yet, one may meet
this last remark by Strawson that the singular and the
general terms in "A comet was observed by astronomers",
by saying that the singular term is distinguishable from
the general term by (a) it is a substantive occupying
the subject position to the predicative copula; and its
failure to apply to its objeet will result in a truth-
value gap, while the failure of the general term will
result in falsity (b) it is unlike a general term in
predicative position in that it has no predicative cop-
ula prefixed to it and does not itself possess the form
of a verb,

Strawson says he does not accept this way of disting-
uishing between singular and general terms; yet here again
he is obscure and does not give reasons.

| However, Strawson seems to have his own'theory of sin-
gular and general terms which he keeps in the back of his
mind all along and from. the start when he criticizes
Quine's theory it is from the standpoint of his own theory
that Strawson criticizes Quine's views, and tries to re-
concile them with his own views. Let us, therefore, ex-
amine Strawson's theory of singular terms and predication.
Strawson on Singular Terms and Predication

Strawson gives the following examples
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(1) Mamma is kind
(2) The doctor is coming to dinner
(3) That picture is valuable

He says in these examples both the singular and the
general terms apply to a single, concrete and spato-
temporally continuous object; but they need not do that.
They can apply to more than one object. Then he puts
the following question and gives his own answer to it; he
says:

"Now what is the characteristic difference between
the relations of the two terms to the object? The char-
acteristic difference, I suggest, is that the singular
term is used for the purpose of identifying the object,
of bringing it about that the hearer (or, generally, the
audience) knows which or what object is in question;
while the general term is not. It is enough if the gen-
eral term in fact applies to the object, it does not also
have to identify it. ‘1)

Strawson then goes on to explain the identificatory
function of singular terms; he writes :

"Well, let us consider that in any communication
situation a hearer (an audience) is antecedently equipped
with a certain -amount of knowledge, with certain presump-
tions, with a certain range of possible current perception.
fhese are within the scope of his knowledge a present
perception objects which he is able in one way or another
to distinguish for himself. The identificatory task of
one of the terms, in predications of the kind we are now
concerned with, is to bring it about that the hearer knows
which object it is, of all the objects within the hearer's
scope of knowledge or presumption, that the other tem is
being applied to this identificatory task is characterist-
ically the task of the definite singular term. That
term achieves its identificatory purpose by drawing upon

1. Strawson's "Singular Terms and Predication" Synthese,
VOl o 19 ° : -
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what in the widest sense might be called the conditi ons
of its utterance, including what the hearer is presumed
to know.or to presume already or to be in a position there
and then to perceive for himself. This is not something
incidental to the use of singular terms in predications
of the kind we are now concerned with. It is quite
central to this use,"(l) :
This Strawsonian _account of the distinction between
singular and general terms in predication is probably
in the main correct. As Strawson himself has pointed
out, there are many phrases in Quine which seem to point,
admittedly rather waveringly, in this direction of the
identificatory function of singular terms. The phrase
about purporting or not purporting singularity(z) al-
though végue and unclear is one of them. Another such
phrase is that in which the singular term 'the lion' is
said to refer to just one lion "distinguished from its
fellows for speaker:and hearer by previous sentences or
attendent circumétancés"(3) "
However, Quine's account of the distinction between

singular and general terms is clear in itself. Yet Straw-
son's account of it seems to be closer to the ordinary way
of drawing it in natural lénguages. However, Quine's the-
ory of canmnical notation, to which the distinction is cen-
tral, is not constructed after the model of ordinary lang-
uage. Rather it seeks to replace them, by réproducing all
their indispensible characteristics except intensions,
Quine is not completely ignoring ordinary language. He is
just saying that it might be useful to do without certain
aspects of it where possible. Quine writes :

"On the face of it there is a certain verbal per-
versity in the idea that ordinary talk of familiar
physical things is not in a large part understood as it

1. Synthese; Vol.1l9 page 103.
2. Quine's Word, page 96.
3. Quine's Word, page 112,

~
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stands, or that evidence for their reality needs to be
uncovered. For surely the key words 'understood','real’,
and'evidence' here are too ill-defined to stand up under
such punishment. We should only be depriving them of the
very denotations to which they mainly owe such sense as
they make t0 uS.... '

There are, however, philosophers who overdo this
line of thought, treating ordinary language as sacrosanct.
They exalt ordinary language to the exclusion of one of
its own traits:its disposition to keep on evolving.
Scientific neologism is itself just 1inguistic‘evolution
gone self-conscious, as science is self-conscious common
sense"(l)

Thus Quine would not accept any blame for having
sometimes to part company with ordinary language. How-
ever, before his canonical notation can be accepted as a
substitute for the ordinary intensional language, he will
have to prove (a) that it is as adequate for science as
ordinary language (b) that it is more efficient than
ordinary language for scientific communication, as he
claims it to be. I shall have more to say about this
later on in this chapter.

I conclude these remarks about Quine's distinction
between singular and general terms by saying that it is
not crucial to the distinction to be in accord with the
way it is normally drawn in ordinary language. The dist-
inction should be viewed as an integral part of his canon-
ical notation as a whole, accepted if the latter is acc-
epted, or rejected if it is rejected.

Now, and so far, Quine gets rid of one half of the
terms of language, namely general terms by reducing them
to predicate positions. Predication is a basic feature
of his canonical notation, that is to say it is not
further reduced to anything else. General terms such as
'apple' or ‘apples' are both reduced to pedicates. e.g.
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"Turtles are reptiles" becomes,
(x) (if x is a turtle then x is a reptile"

'Quine makes use(%% Russell's theory of definite
- description in converting names into general terms. He
extends Russell's theory which is originally applicable
to phrases such as "The present King of France is bald",
or "Scot was the author of Waverley", to apply to such
names as "Pegasus". He rephrases Pegasus as the des-
cription "the winged horse that was captured by Beller-
6phon". But even if it is not possible to rephrase
"Pegasus" as a description for some reason or another;
we could still eliminate it by substituting for it the
unanalysable and irreducible attribute of being Pegasus.
We can refer to such an attribute by the verb ‘'is-
Pegasus' or 'Pegasizes'. Thus for "Pegasus is" we can
write ¢ (3x)(x pegasizes' (y) (y pegasizesz= y= Xx)

Thus Quine somewhat deviates from the customary practice
which reckons names as subordinate to singular terms. I
am not going to press this point any further here, but

it shows that Quine in constructing his austere theoretical
language for scientific enquiry is quite ready to make
considerable deviations from ordinary usege.

Now, having assigned all words to the categories of
singular or general terms, and having further reduced all
general terms including names: to cases of predication,
we are now left with the task of reducing singular terms,
indefinite ones into something simpler,

All indefinite singular terms are reduced to cases
of existential and universal quantification, and ultimately
the former is reduced to the latter. This process brings
us to the second basic feature of Quine's notation, name-
ly Quantification. Quine reduces indefinite singular
terms to quantifiers in the following way :-

(1) First to avoid ambiguity of scope, the indefinite

1. Quine's : From a Logical ; page 8.
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singular terms are restricted to subject position. An
example of the ambiguity is the phrase "big European
butterfly". Is the scope of the adjective "big" just
'European' or "European butterfly". Other examples are,
(i) Tf any member contributes, he gets a poppy

(ii) If every member contributes, I will be surprised
Now:here, the scope of "any member" in (i) could be the
entire sentence and it could be just the first half of
ite Similarly the scope of "every member" in (ii) could
be the whole sentence and it could be just the first
half. To avoid this ambiguity of scope we use the phrase
"such that"., Thus (i) becomes (iii) Each member is such
that if he contributes, he gets a poppy. And (ii) can

be rephrased similarly.

(2) In his canonical notation, Quine makes this restriction
of indefinite singular terms to the subject position a con-
stent and regular condition. Morever, he insists that

in this notation these subjects must always be followed
by a predicate of the form 'is an object X siich thate..
Xoeo'o

(3) The phrase 'such that' is then substantivized by pre-
fixing 'object' in order to accommodate variables.

(4) In this connection no need arises for distinguishing
between "very", "any", or "each", since in place of all
these we use the 'such that' clause. 'no', like the
indefinite singular terms 'nobody' and 'nothing', can

be replaced by means of 'each' negation.

(5) All essential forms of indefinite singular terms are
thus reduced to 'every P' and 'some F' where F is a gem-
eral terms in substantival form. These in turn are red-
ucible to the two indefinite singular terms 'everything'
and 'something'. Combining this with what has been said
in steps 1 - 4 we get

(i) Everything is an object x such that (if x is an F then

ooooXooooo)

(ii) Something is an object x such that (x is an F and ocoeo
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Xooo)
Thus all indefinite singular terms are reduced to
'everything' and ‘something'. The usual notations for
these are (x) and (3 x) respectively. These prefixes
are our normal gquantifiers; universal and existential.
Of course the latter is reducible to the former as not.
(x) not (ecceXoooo) and conversely. Thus all indefinite
singuiar terms are reduced to universal quantification.
Predication, quantification and truth-functions are
the only essential features of Quine's austere canonical
notation. In the preceding pages we have seen some of
the positivé techniques by means of which these basic
features are deduced. What remains is to show how Quine
is able to confine his ‘notation to these three features
alone. In other words, we must now try to show the tech-
nique which Quine follows in refusing intensions entry
to this canonical notation.  We shall -also examine the
reasons which he gives for considering the notation as
both_complete and adequate to the purposes of scientific
disecourse. Perhaps it is important to emphasise at this
point that Quine is under no illusion as to the extent
‘and scope of his notation in comparison with ordinary
language, and admits free1¥ that is scope is much more
restricted. He writes :(1
"Taking the canonical notation thus austerely, .and
holding also to the formal economics of Chapter V, we
have just these basic constructions: predication, uni-
versal quantification and the truth functions. The
ultimate components are the varisbles and the general
terms; and these combine in predication to form the
atomic open sentences. What thus confronts us as a shema
for systems of the world is that structure so well under-
stood by present-day Logicians, the logic of quantification
or calculus of predicateso.

1. IBid, page 228,
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Not that the idioms thus renounced are supposed
to be unneeded in the market-place or in the laboratory.
Not that indicator words and subjective conditionals,
are supposed to be unneeded in teaching the very terms-
'soluble'. 'Greenwich', 'A-D', 'Polaris' - on which the
canonical formulations may proceed. The doctrine is only
that such a cenonical idiom can be abstracted and then
adhered to in the statement of one's scientific theory.
The doctrine is that all traits of reality worthy of the
name can be set down in én idiom of this austere form if
in any idiom."
The Banned Idioms of Intensions

In the above duotations we learn that some idioms
such as the indicator words and subjective conditionals
are banned from enterdng  canonical notation.What other
idioms are so banned and why are they banned? To the
first question Quine will-say that all idioms of inten-
sion, are banned. The second question he answers thus:
"Intensions are creatures of darkness, and I shall rejoice
with the reader when they are exorcised". Picturesqueness
aside, what Quine means here is that intensional idioms
and their corresponding objects are, even by the accounts
of their defenders, irremediably obscure. They do not
occur in a purely referential role in open sentences(1)and
consequently they cannot be subjected to quantification
in other words, they fail to meet Quine's criterion for
our ontic committment: to be is to be a value of a bound
variable. What kind of entities are objects of inten-
sional idiom? Nobody, he submits, hasc:offered an answer
to the guestion. Besides, Quine's canonical notation,
irrespective of whether it is complete and adequate or
not, does not contain any reference of them. I am not
going to consider here the adequacy and efficiency of
Quine's canonical notation. Such an examination would

1. These are sentences with unbound variables; they are . - .-
neither true nor false according to Quine.
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indeed be relevant to the main theme of this thesis

but clearly transcends ito Instead I shall try to enum=-
erate the banned intensional idioms and to show what
procedure Quine follows in arguing against them.

(1) Propositional Attitudes :

The term 'propositional attitudes' is Russell's
inventio£12 a commoner term is simply 'propositions'.
They can be described as the that-clauses of indirect
quotations, or of verbs of believing, desiring, wishing,
hunting, wanting and striving. They act as grammatical
objects of such verbs.

(2) Propositions : |

Besides the need to posit propositions as objects of
‘propositional attitudes, they are also posited as "trans-
lation constants" :"as things shared somehow by foreign
sentences and their translations. They have been wanted
likewise as constants of the so-called philosophical
analysis, or paraphrase: as things shared by analysanda
and their analysantia. They have been wanted as truth

Veh101eSooo"(2

(3) Modalities
' Strict or logical modal idioms such as "necessarily"

and "possibly" are unconditional and impersonal modes of
truth. Both for Lewis, the founder of modal logic, and
for Carnap, a sentence like:

(1) Necessarily 9 L4, is to be explained as

(ii) '9 L' is analytic.

Apart from his misgivings over the notion of analyt-
icity Quine excludes these logical modalities from his
canonical notation on the same ground as he excludes
propositions, and propositional attidtiudes, namely opacity

of reference.

1. Russell's An Enquiry into Meaning and Truth, page 21.
20 Ibid. Page 206,
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(4) Dispositional terms and Conditionals :

Quine also bans from his canonical notation the
strong or subjective conditional : 'If Caesar were in
command of this army he would use the atomic bomb'.

Like propositional attitudes and indirect quoﬁmion,-
these(1) contrary-to-facts are not purely referential;
we project ourselves, perhaps rather dramatically,into
them by feigning belief in their antecedents and then
finding out how convincing their consequent turns out
to beo. "What traits of the real world to suppose
preserved in the feigned world of the contrary-to-facts
antecedent can be guessed only from a sympathetic sense
of the fabulist's likely purpose in spinning his fable"(2)

Counterfactuals are also seen in statements ontain-
ing digpositional terms, e.ge.

"If sugar were placed in water at a certain time it would
dissolve", In connection with dispositional terms like
'soluble'!, what Quine bans from his canonical notation

is the free application of the subjunctive conditional

or the dispositional operation '-ble'. Much force of
these dispositional terms is retained through use of
other meanss |

(5) Relations; Attributes, indicator words and causal

jdioms.
All these are banned from Quine's canonical notation.

Attributes, relations and causal (e.g. 'because') idioms
are banned because of referential opacity. Indicator
words such as 'this', 'that', 'I', 'you', ‘'he‘', 'now',
'here', 'then', 'these';, ‘today', 'tomorrow', are banned
because they cause fluctuation in truth values.

Perhaps the points 1 - 5, and especially the last
point, will serve to give a fair picture of the austerity

1o Quine did not mention other types of counterfactuals.
2. Ibid. page 222,
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of Quine's canonical notations. As I said earlier I am
not going to consider in detail how Quine in fact carries
out his programme of notational austerity. But I shall
consider in some detail how he carries out this programme
in connection with propositional attitudes and propositions
and with the related notions of meaning and synonymy.
Before I do this, I shall give a quotation from Quine in
which he gums up the features of his austere canonical
notation. He writes :-

"When our objective is an austere canonical form
for the system of the world, we are not to rest with the
renunciation of propositional attitudes and the subjedtive
conditional; we must renounce also the indicator words
and other sources of truth-value fluctuation. ‘'Because’
and like idioms of causal type go the way of the sub-
junctive conditional. With these and the propositional
attitudes set aside, and modality and intensional
abstraction dropped, and quotation reduced to spelling,
and the indicative conditional canalized, no evident
reason remains for imbedding sentences within sentences
otherwise than by truth functions an&"quantificationo
How powerful this combination is has been borne out
by extensive logical regimentations of parts of science,
especially mathematics, at the hands of PFrege, Peano, and

their succéssorso"(1)

The Banning of Opaque References

We have said earlier that Quine's main reason for
excluding intensional idioms and objects from his canon-
ical notation is that intensions are not purely referent-
ial, while it is with pure reference that thé notation is
primarily concerned. Yet I have still to show Just what
Quine means by pure and impure reference and how he manages
to show that intensional idioms like proposition attitudes
and logical modalities are referentially opague. I begin

1s Ibid. page 227
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with an explanation of terminology.
Pure and Opaque Reference (1)

Consider, for example, Quine's comments on the

following sentences:

Giorgione = Barbarellsgzooooooo...(1)

in which the two names refer to one and the same person,
and, '

Giorgione was so-called because of his 812€0000000(2)

Sentences (1) and (2) are both true, yet the re-
ﬁlacement of 'Giorgione' by 'Barbarelli' turns (2) imto
the falsehood ¢
Barbarelli was so-called because of his size coes(3)

Also consider the sentences:

Cicero = Tull¥oeesoo(l)

'Cicero' contains six letters oceco(5)

both of which are true. Yet, the replacement of 'Cicero’
by 'Tully' into (5) turns it into the falsehood

'Tully' contains six letters ceceoo(6)

The reason for the falsity of (3) and (6) is the
fact that whereas the names concerned refer to certain
persons in (1) and (4), and thus occur referentially,
they do not refer to any such persons or physical entities
when they occur in (2) and (5). 3 The occurrence of
" these names in (2) and (5) is therefore opague or not
purely referentiél. It is this variation in reference
which is responsible for the difference in truth value
between (2) and (5) Quine is using here the principle
of substitutivity as a criterion for pure referenceo This
- principle states that, given a true statement of identity,

1. "Reference and Modality" in From g Logical Point of
View. Page 139,

2, 1t is rather unusual to put the statesment "The man
called 'Giorgione' is identical with the man called
'"Barbarelli'" in the form of the equation Gtorgione
= Barbarelli.

3. Of course other than the marks on the papero
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one of its two terms may be substituted for the other

in any true statement and the result will still be true.
This distinction between pure and opaque reference corres-
ponds to that which Fregell) makes between direct and ob-
lique occurrences.

That the occurrence of 'Giorgione' is not purely
referential can be seen bettér, if we re-phrase (2) in
the following way :

"Giorgione was called *Giorgione' because of his
size." )

Generally speaking the occurrence of names within
qudtation marks is not purely referential, because these
do not simply refer to objects named. Example (5) ill-
ustrates the point. Quine explains this in the following
way : "The principle of substitutivity should not be
extended to contexts in which the name to be supplanted
occurs without referring simply to the object. PFailure
of substitutivity reveals merely that the occurrence to
be supplanted is not pﬁrely referential, that is, that
the statement depends not only on the object but on the
form of the name. For it is clear that whatever can be
affirmed about the object remains true when we refer to
the object by any other name."(2)

Quantification and Opaque Reference

In reducing all indefinite singular (those singular
terms which are generally formed by putting ‘'an' before
them instead of 'the', 'this', or 'that') terms to quant-
ifiers. According to Quine definite singular terms do

1. "On sense and nominatum" in Feigl and Bellars

"Readings in Philosophical Analysis"
2. FErom a Logical, page 140.
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(1)

not affirm pure existence,’ all pure existence is
reduced to quantification. And since Quine's canonical
notation is concerned exclusively with pure reference,
it follows that quantification will uniquely determine
its referential scope. To be is to be a value of a
bound variable. 1Is it possible to quantify over opaque
tefms, that is terms with opaque reference? The answer
must be that it is not possible, because such quantific-
ation would put terms with opaque references on the same
footing as terms with pure or transparent reference. We’
have seen that this cannot be done (at least in the ex-
amples considered) because it would lead to unintended
fluctuations of truth-values in sentences where a purely
referential term is substituted for an opaque one. More-
over, such quantification would change the intended sense
or significance of the sentences containing terms with
opaque reference in such a way as to give a false impres-
sion of pure reference; and thus an impression of the
ontic committment involved in them.

Consider the following example :
(1) Ali is hunting a unicorn...
To allow quantification into (1) is to render it in the
incorrect and misleading form,
(2) (E]x)(x is a unicorn. Ali is hunting.x)
The incorrectness of (2) is obvious since there are no
unicorns in the physical world. And quite apart from

l. Quine makes the distinction between definite and in-
definite singular terms on page 112 of Word and ob-
ject: Definite singular terms are the basic ones as
far as the contrast between singular and general terms
is concerned. When they fail in their reference a truth-
value gap results. By contrast, the indefinite sing-
ular terms do not result in such gaps when they fail
in their reference. They are just dummy singular
terms, because they occupy, like the real definite
singular terms, the subject position in predication.
When they fail in their reference they merely result
in falsehoods.
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the zoological fact that unicorns do not exist, it
would be wrong to quantify into a sentence which con-
tains a verb of propositional attitudes such as hunt-
ing, wanting, believing, desiring .. etc., or for that
matter any term with opaque reference. Again, consider
(3) Ernest is hunting lions...
or
(4) Ralph believes that there is a spy...
To quantify into (3) and (4) would change the usual
senses of those sentences'viz.,' .
(5) (3x)(x:is a lion. Ernest in hunting x)...
and
(6) (ﬁ%x)(Ralph believes that x is a spy)...
The normal procedure is to present (3) and (4) in the
followin§ way which gives their "likdier or notional
sense" (1 '
(7) Ernest strives that (3x)(x is a lion. Ernest finds X)
and '
(8) Ralph believes that (4 x)(x is a spy)..

Quine distinguishes between the notationsksmse of
(3) and (4) as represented by (7) and (8) and their re-
lational sense'Z as represented by (5) and (6). To
quantify into contexts of opaque reference is to change
their notational sense into their relational sense, where-
as only the former is intended. And in a canonical not-
ation where quantifiers determine the range of ontic
existence, an object which cannot be represented as a
value of a quantified variable, does not objectively
exist. Objects of intension, because of their opacity
of reference, cannot be represented as values of such
variables, and so they cannot be admitted into this

l. Quine : "Quantifiers and Propositional Attitudes"
printed in the Journal of Philosophy, Vol.53.(1956)

2. Quine did explain these two terms in his essays, how-
ever, he seems to mean by the first formulation (7)
and (8) of (3) and (4), and by the second formuilat—

ions (5) and (6).
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canonical. notation. _

Yet this question of opacity of reference of inten-
sional objects is a relative one. It is relative to
one's ontic world. If one believes in an "over-popul-
ated world" in which not only physical objects count
as entities but also objects of intension such as mean-
ings, propositions, attributes, relations and so on, ete.,
then the distinction between terms of pure and opaque
reference will cease to have any significance. But the
trouble with such a world is that.it is flooded with
intensional objects, and that we seem to lose sight of
the ordinary physical things with which extension is con-
cerned. Thus, instead of having the ordinary material
object the planet Venus, we have perhaps the three inten-
sional objects, Venus-concept, the Evening-Star-concept,
and the Morning-Star-concept. If we do this, we shall
not be bothered any more by referential opacity. But
Quine argues that is the price we pay for this, it is
obviously very high indeed, for it calls for the sacrif-
ice of our beloved ordinary world of persons and things.
Quine writes :(1) .

"Observe now the extravagent price of thus purifying
the universe. Concrete objects are banished in favour of
what Frége(z) called senses of names, and Carnap(3) and
Church have called individual concepts. Numbers are
banished in favour of some sort of concepts which are
related to the numbers in a many-one way. Classes drop
out in favour of class-concepts or attributes, it being
understood that two open sentences which determine the
samé class still determine distinct atiributes unless
they are analytically equivalent. Unrestricted quant-
ifieation into modal sentences has been bought at the
price of adopting an ontology of exclusively’'intensiomal

I. From a Logical Point of View, page 153.

2. The reference here is to Frege's "Dn sense and Nomin-

atum". In Peigl & Sellars' "Readings in Philosophiceal
Analysis. '

3. Meaning.and Necessity
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or idealistic type. It is by no means the most glaring
evil of such an ontology that the principle of indiv-
iduation of its entities rests invariably on the put-
ative notion of synonymy or analyticity".

To this Quinean view that the elimination of
opaque reference in order to allow for unrestricted
quantification, carries with it the inevitability of el-
iminating all material things from the world. Carnap
gives a direct reply. He writes :(1) ' ‘

".oo Quine says that the values of individual
variables (e.g. 'x') in modal systems like S, and S3
are individual conéepts; on the other hand, he pres-
umably regards individuals (concrete things or pos-
itions) as the values of individual variables in ex-
tensional systems like S1 and 52. Now the décisive point
is the following: as explaired previously ( 35), there is
no objection against regarding variables as having in-
tensions as values provided we are not misled by this
formulation into the erroneous conception. that the ex-
tensions have disappeared from the universe of discourse
of the language..."

However, Carnap would not hesitate to eliminate
extensions (e.g. classes) in favour of intensions (e.g.
properties) if he is faced with a situation where he can
not have both. He writes :

"Would it be better to take properties as primitives
and to define classes in terms of properties or to take
classes as primitives and to define properties in terms
of classes. We have explained four methods for the first
alternative. (2) ‘Quine rejects it for the reason that
a property is even more obscure than a class. Which of

1. Ibid. Page 199.
2. Carnap. Meaning and Necessity. Page 152.




169,

the two is more obscure and which intuitively clearer

is a controversial question...; it seems to be more
psychological than logical. However, I think that most
logicians agree that, if the terms 'class' and 'property’
are understood in their customary sense, classes can be
defined by properties, but it is hardly possible to
define properties by classes; for a property determines
its class uniquely, while many properties may corres-
pond to a given class ..."

I cannot see how this passage can be reconciled with
Carnap's well known views on the Thesis of extensionality,
which he advocates in the lLogical Syntax of Language.
According to this thesis, designations of intensions are
replaced by designations for extensions, while predicates
which are appropriate to intensions are replaced’py corr-
. esponding predicates appropriate to expressions. ™"

On the other hand, one may question the view that -
properties are prior to classés, and that a property
uniquely determines a class. lLet us consider the prop-
erty of being a rational animal. Now, according to
Carnap, this groperty is logically equivalent to prop-
erty'Human' t) in M1° But the extension of 'Human' in
M1 is the c¢lass Humanga) Thus the property 'Human'
uniquely determines the class:df human beings; and more-
over it is prior to it since we only count as human those
animals which display this property of rationaliﬁy. But
suppose we countenance a creature from another planet,
which or who does not belong to the.human race and has a
curious éhape with a tail and thick hair, but neverthe-
less talks and behaves exactly like a human being, would
we be prepared to count him or. it within the class of
humans? It is obvious that, to say the least, the ques-

e

4. Meaning. Page 155.
2 Meaning. DPage 154.
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tion would need some deliberations. Similarly, suppose
we disdover in some remote, and hitherto unknown island
a primitive race which look very much like human beings,
in that it displays all the physical characteristics of
humans, but which is drastically inferior in intelligence
to civilized humans, though remarkably more intelligent
than the cleverest animals, would we be ready to include
this race in that of the human being ? Again the ques-
tion is not easy to determine. At any rate it looks as
though it is the fact that members of the human race
display certain characteristics among their fellow animals
which subsequently suggests toothat the species human can
be defined by the property "being rational animals,feather-
less,biped etcocoo™ '

However, the point at issue between Carnap and
Quine here is that in view of the paradoxes of unrestrict-
ive quantification into modal and other opaque intensional
contexts, whether we should eliminate intensiona or ex-
tensions. Quine favours the first alternative and es-
pecially devises a theory of canonical notation to do
this. However, he is prepared to accept Church's(l)
proposal that in order to avoid these paradoxes in
quantified modalities" a variable must have an inten-
sional range - a range, for instance, composed of attrib-
utes rather than classes". 2) But he warns that we will
then have to pay a high price indeed, namely to eliminate
all ordinary physical objects. Carnap, as we have seem,
does not accept this. He says that extensions can be
re-introduced in quantified modal contexts very easily;
Carnap writes :

"Therefore, if somebody insists on regarding a des-
ignator as a name either of its intension or of its ex-

1. A review of Quine's "Notes on Existence and Necessity"
published in. Journal of Symbolic Logic (1943).
2., Church's review of Quine's "Notes'.
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tension, then the first would be more adequate, espec-
ially with respect to intensional languages like Ml and
82° I think there is no essential objection against an
application of the name-relation to the extent just des-
cribed, for example, against regardi ng "Human" in M1 and
'H' in 82 as names of the property Human. The only reason
g would prefer not to use the name-relation even here is
the danger that this use might mislead us to the next
step, which is no longer unobjectionable. In accordance
with the customary conception of the name-relation, we
might be tempted to say s "If 'Human' (or 'H') is a
name for the property Human, whére do we find a name for
the class Human ? We wish to speak, not only about prop-
erties, but also about classes; therefore, we are not
satisfied with a language like Ml and 82, which does not
provide names for classes and other extensions'. This
I should regard as a misconception of the situation. M;
is not poorer than M (the meta language) by not contain-
ing the phrase 'the class Human". Whatever is expressed
in M with the help of this phrase is tranlatable into

Ml with the help of 'Human'.

This point about’ translatlng intensions into exten-
sions might be correct, but it is hardly the point at
jssue now. The crucial point is whether intensions and
extensions can co-exist in quantified modal contexts
without leading to such paradoxes as "The number of
planets is necessarily greater than T7". These paradoxes
were the result of what Quine calls opaque reference.
Hence they are removed if these opaque references are
banned. This banning will practically shuﬂ out all
intengions; because they all display this characteristic
of opaque reference. Church, as we have seen, has solved
this issue by exclusively limiting the range of his quan-

1. Carnap : Meaning and Necessity, page 158.
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tified variables to intensions. Thus he does not commit
himself to any entities of extensions. In Church's sys-
tem, we lose our beloved ordinary physical things, as a
prive for avoiding paradoxes. But Carnap wants to retain
both intensions and extensions and still avoid paradoxes.
I do not think he encounters much success in this respect.
I am inclined to agree with Quine that in order to
make use of the principle of universal substitutivity in
all contexts without committing paradoxes we must bann all
opaque references from our theorj of communication.Church's
method is out, because it eliminates ordinary physical
objects. However, there is a point which causes me a bit
of discomfort; :and that is even if we in fact eliminate
"all explicit propositional attitudes on the grounds that
they are referentially opaque, isn't it the case that
in. carrying out substitutions in non-intensional contexts,
we still relg on implicita and assumed propositional
attitudes? Consider, for instance, Quine's example:
Giorgione = Barbarelli
even if we accept this rather odd way of writing people
in equations, isn't it the case that in so doing, we are
in fact relying on our knowledge .that Giorgione and Bar-
barelli are one and the same person, and when we sub-
sequently interchange Giorgione for Barbarelli in all
non-opaque occurrences of the two names we are in fact
relying awpon this implicit propositional attitude. 1In
general isn't it the case that any statement, in fact,
involves the attitude and knowledge of him who makes it.
If, for instance, we had a long list of all possible
descriptions of Cicero, we could write ourselves a
licence for exchénging one for the other. We could

replace :

1. This was pointed out to me by my supervisor Dr. P.J.
-Fitzpatrick, lecturer in philosophy at the Universi ty

of Durham,
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X = "the consul who denounced Cafline later denounced
Hark Antony" with '
Y = "the author of Pro Caelio later denounced Mark Antony"

But, we in fact substitute Y for X only if we have grounds
for doing so. And Quine seems to take no account of
these grounds. However, much more than this is required
by way of criticism before Quine's theory of extension-
ality can be discredited. This is all the more so because
Quine is not maintaining the strong thesis that all in-
tensional idioms are eliminable from ordinary language.

He is simply trying to set up a theory of canonical
notation in which basic and irreducible intensional
idioms are translated, without loss, into an extensional
language specially designed for scientific discourse.
Moreover, Quine is not alone in advocating a thesis of
extensionality; Russell, Carnap, Ayer, Kneale and others
seem to accept this thesis in one version or the other.

On the other hand, before this thesis of extension-
ality can be established, we need to show that(gar new
extensional language is adequate for scientific discourse,
and (b) that it is not only as comprehensive as the ord-
inary intensional language, but also more efficient than
it. However, to pursue such a course is not feasible in
the restricted scope of this thesis, and so I shall leave
the issue at this point, and will attempt in what follows
to show that Quine continues in his campaign against
intensions. Quine rejects propositions as intensional
objects, because they lack a criterion of identity; he
does not accept the notion of logical equivalence as
such a criterion. .

Prbgositions and Synonymity :

We have already enumerated the various reasons which
lead to the positing of propositions. We have also seen
that in Quine's canonical notation propositions are not
needed as objécts of propositional attitudes, because those
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were shown to be referentially opaque and thus do not
posit any object. But besides objects for propositional
attitudes,'propositions are posited as (1) that objects
shared by sentences of the same meaning, in much the
same way as properties and attributes are posited as
those objects which are shared among the various things
which possess them (2) they are also posited as truth
vehicles. '

(1) Propositions as Translation Constants :

Quine says that, contrary to current belief, the
positing of prpositions as translational constants, that
is to say as what is shared between the sentences of
different languages‘l) which have the same meaning,
does not explain or clarify the enterprise of translatiom.
Rather it conveys a false picture of their enterprise.
The reason why this is so is that this enterprise of
translation in its radical form - that is, when the.
sentences to be translated belong to.a hitherto unknown
language - suffers from an incurable indeterminancy of
radical translation:

Quine writes(z):

"The totality of dispositions to speech behaviour is
' compatible with alternative systems of sentence-to-sent-
ence translation so unlike one another thati. translations
of a standi ng sentence under two such systems can even
differ in truth value. Were it not for this situation,
we could hope to define in behavioural terms a general
relation of sentence synonymy suited to translational
needs, and our objection to propositions themselves would
thereby be dissipated. Conversely, since the situation
does obtain, the positing of propositions only obscures
it. The notion of proposition seems to facilitate talk

1: Surely, we can talk of propositions for sentences
inside one language.
-2. Word and Object, page 207.
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of translation precisely because it falsifies the nature
of the enterprise. It fosters the pernicious illusion

of there being a uniquely correct standard of translation
of eternal sentences'.

This Quinean conclusion that it is not possible to
give an extensional définition of synonymy or sameness
of meaning in terms of overt behaviour is very much
similar to that of Nelson Goodman'l’. Goodman seeks to
explicate synonymy by means of extensions of names.
According to him terms have primary as well as secondary
extension. For instance, the primary extension of 'unicorn'
and of 'centaur' is one and the same, namely the null
class. Yet 'unicorn' is not synonymous with 'centaur',
because the two terms have different secondary extensions
which are designated perhaps by such predicates as 'unicorn-
picture' and ‘'centaur-picture®. For the two terms to be
. strictly synonymous they must have identical secondary as
well as primary extensions. But this is impossible, bec-
ause a secondary extension of a term could be anything,
anything at all, that one may care to imagine. From this
Goodman concludes that exact synonymy or sameness of mean-
ing does not exist. Actually Goodman shares Quine's mis-
givings over the notion of analyticity and the sharp dis-
tinction between analytic and synthetic truths. The
agreement here between them is more than accidental.

It goes without saying, then, that Quine and Good-
man (and others), reject as inadequate all current ex-
plication of the notion of synonymy. Most of all, they
do not accept Carnap's explication of synonymy or 'mean-
ing-identity' in terms of logical equivalence. Perhaps
one of the most important reasons which lead Quine to
reject intensional objects is the ground that they lack

1. Goodman's "On likeness of Meaning", published in
Linsky's Semantics and the Philosophy of Language.
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a clear principle of individuation (because. 'logical
equivalence' is offered as a principle of 'intensional
identity"')." '

Quine writes(l)

"There ére good reasons for being discontented
with an analysis that leaves us with-propositions,
attributes, and the rest of the intensions. Intensions
are less economical than extensions (truth values, classes,
relations) in that they are more narrowly individuated.The
principle of their individuation, moreover, is obscure.

Gommonly logical equivalence is adopted as the
principle of individuation of intensions.....

.oose But the relevant concept of logical equival-
ence raises serious questions in turn..."

The serious questions which Quine refers to here are
those which we discussed earlier when we considered his
misgivings over the notions of analyticity, semantical
rules and meaning postulates, all of which are employed
by Carnap in his explication of logical truth. For
Carnap L—e%uivalence is defined in the following way :
Definition

§,ié I-equivalent to 6, (in Sl) = & = &6, is I-true.

In other words two one-place predicates or desig-
nators Ox and Px are logically equivalent if and only if
they hold in every state-description x thus,

(x) (Px = 0x).

For Carnap if two designators, e.g., 0x, Px are logically
equivalent then they have the same extension.

Definition 2

Two designators have the same intension in (Sl) =
they are L-equivalent (in 82)(i.e. they have identical
intensions)

Carnap devises a stronger version of this principle
of indiviéuation of intensions, namely that of intensional

1. Meaning and Necessity, page 1ll.
2. Ibid, page 23, =~
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isomorphism. Two designators are intensionally isomor-
phie, or have the same intensional structure, if they
are not only logically equivalent as wholes, but their
parts should be logically equivalent as well. Carnap
writes : '

_ ",...we shall say that two expressions are inten-
sionally isomorphic or that they have the same intension-
al structure, because they not only are L-equivalent as
a whole, but consist of parts in such a way that the
corresponding ones 2 are L-equivalent to one another
and hence have the same intension',

Carnap believes that mere intensional identity will
not be strong enough to define the notion of synonymity.
He now hopes that intensional isomorphism is strong en-
ough to explicate that extra feature of synonymity which
seems to resist explication by mere logical equivalence
as predicted of expressions as whole3. Carnap 3 quotes
the following Q'uinean'4 remark with apparent approval:
"The notion of synonymity figures implicitly also
whenever we use the method of indirect quotations. 1In .
indirect quotation we do not insist on a literal rep-
etition of the words of the person quoted, but we insist
on a synonymous sentence; we require reppoduction of the
meaning. Such synonymity differs even from logical equiv-
alence; and exactly what it is remains unspecified". Thus
for Carnap two expressions are synonymous if and only if
they are intensionally isomorphic.

The most serious 6bjections against this Carnapean
explication of synonymy, apart from Quine's misgivings -
over the notion of L-equivalence, come from Linsky and
B. Mates.

1. Ibid, page 56.
2. I made minor changes in Carnap's text to suit my
quotational purposes. o
3. Ibid, page 60.
4., "Notes on Existence and Necessity". Journa} of Phil-
' osophy (4943,
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Linsky(l) advances the following valid objection-
against Carnap :- According to Carnap the one-place
pred;’.cates A_L and Aj’ which have the same extension,
can be put in symbols in the following ways, by
A = Aj for (x)(Aix = ij) assuming that (1) A = A,
to be true (1) will be intensionally isomorphic %g)3(2)
Ai = Aj’ since the corresponding parts gf the two eq-
uations are equivalent, (2) can be expankd in the
following way (3) (x)(Ai = Aix) yet (1) is not inten-
sionally isomorphic to (3) thus (1) is intensi onally
isomorphic (2) but not to ifs definitional expansion (3)
The reason why (1) is not intensionally isomorphic to (3)
is that the designator (x) in (3) can not be corresponded
to a similar part in (1).

Mates(3) objection to Garnap is the following : Let
"Dt gnd "D" be abbreviations for two intensionally iso-
morphic séntences. Then the following two expressions
are also intensionally isomorphic 3
(1) Whoever believes that D believes that D.

(2) Whoever believes that D believes that !,
The following sentence is obviously true.

(3) Nobody doubts that whoever believes that D believes
that D. '

But (3) is intensionally isomofphic to the following
sentence which is most likeyfalse :

(4) Nobody doubts that whoever believes that D believes
that Dl.

According to Linsky, Hilary Putnam reports that
Carnap thinks the theory of intensional isomorphism in
its present form cannot escape this objection by Mates.

1. The Encyclopaedia of Philosophy, Vol. 8. The section
on "Synonymity" written by Linsky.
2. TFor more explanation of 'intensional isomorphism' see

Ch. 4 of this thesis. :
3, B. W ates "Synonymity" in Linsky's Semantics and the

Philosophy of lLanguage.
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Synonymity and Interchangeability (salva veritate):

Benson Mateés offers his own principle of inter-
changeability (salva veritate) as an explication of
synonymity. According to this principle two terms are
synonymous if and only if they are substitutable for
each other in all contexts without changing the initial
truth values of these contexts. For example consider
the terms "bachelor" and "unmarried". Are they inter-
chéngeable salva veritate? Quine says they are not becs
ause if we substitute 'unmarried' for 'bachelor' in the
following sentence, we get a falséhood : viz.

"Bachelor" has eight letters ....(2)

We could object to the above Quinean procedure by
saying that the terms for which we are seeking to est-
ablish the interchangeabidity criterion are the ordinary
names "bachelor" and "unmarried" which are used to des-
ignate extralinguisti¢ objects or nominata. Now, ob-
viously the term "bachelor" is not used in this sense
in (1); rather it is used to designate a name of a
neme which is a word. So perhaps it is better to re-
write (1) in such a way as to make this point clear viz.
"bachelor" has eight letters...(3)

Thus we can not substitute "unmarried" for the word
"pachelor". Apparently, Quine himself is ready to con-
cede this point but argues further that he does not
accept this amendment of the interchangeability criterion
because it appeals to unclear notion of wordhood.

In my opinion, quite apart from this question of
the unclarity of the notion wordhood, the principle of
interchangeability salva veritate is faced with grave
difficulties. Linsky'~’ says that even if we take the
terms, which we seek to establish as synonymous as names
in the ordinary sense of designating extra-linguistic

1. Enéyclopaedia of Philoso phy ed. by Paul Edwards,
Vol.8. The section on Synonymity, written by Linsky.




180,

objects, the interchangeability criterion cannot be

saved; for consider the following example :

The Brothers Karamazov is Doésyevsky's'greatest novel,..(4)
Can we substitute "male sibling" for"brother" in (4) ? Of
course we cannot, otherwise we get the falsehood:

The Male Siblings Karamazov is eossl5)

Also consider,
Jones want to know whether a bachelor is an unmarried mén.
, | eeo(6)
Her also we cannot substitute "unmarried" for "bachelor"
in (6), otherwise we might possibly get the falsehood :
Jones wants to know whether an unmarried maﬁ in unmarried.
_ eeo(T)
If we accept Quine's physicalistic ontology, perhaps
we could rephrase the cause of the failure of the prin-
ciple of interchangeability salva veritate in (4) and (6),
in terms of Quine's notion of referential opacity which
we explained earlier. Such referential opacity is quite
clear in (6), because (6) is an instance of the pro pos-
itional attitudes which I discussed earlier.
~ S0 the final verdict on the concepts of synonymity
and identity of meaning is that we do not have a satisfac-
tory explication of them. Grice and Strawson admitted
the importance of synonymity for the explication of anal-

yticity; yét they do not offer any explication for it,

although they expressed their belief that such an ex-
élication is not shown here to be impossible: they say
that the fact that statements are confirmed in groups
"requires only a slight modification of the definition of
statement-synonymy in.terms of confirmation and discon-
firmation." All we have to say now is that two statements
are synonymoﬁs if and only if any experience which, on
certain assumptions about the truth-values of other state-
ments, confirm or disconfirm one of the pair it also,

on the same assumptions, confirms or disconfirms the other
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to the same degree.... We are not, of #course, concerned
to defend such an account (of synonymy), or even to state
it with any precision. We are only concerned to show
that acceptance of Quine's doctrine of empirical confirm-
‘ation does not, as he says it does, entail giving up the
attempt to define statement-synonymy in.terms of confirm-
ation"(l)

We saw how difficult it is to make such an account
of synonymy precise when we considered a similar account
by G.K. Hbrbert(z) in chapter three of this thesis. Yet
gpart from this, Quine would object to such an account
of synonymy on the ground of his theory of the indeter-
minacy of radical translation already mentioned. He
would object on the same ground to the account Carnap.
giﬁes of synonymy in his paper "Meaning and Synonymy in
Natural Language"_3 . Carnap was led to give an empir-
ical and pragmatic explication of synonymy in the above
paper by Quine's objections to his previous explication
of it in terms of logical equivalence. Since Quine demands
an empirical and extensional account of synonymy, Carnap
says he has "accepted his challenge to show that an em-
pirical criteriom for intension concegts with respect
to natural languages can be given".(4 ‘

However I think that Quine's challenge is still
theres In order to meet this challenge we have several
obligations.

First, with respect to the sharp distinction between
analytic and synthetic truths, we need to show, not only

1. Grice and Strawson on "In Defence of a Dogma'.

2. "The Analytic and the Synthetic" Journal of Symbolic
Logic (1959)

3, In "Meaning and Necessity": appendix D PP.233.

4. "Quine.on Logical Truth" by Carnap, published in
The Philosophy of R. Carnap ed. Schilpp.
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that the application of this distinction is clear, but
that the very nature of the distinction itself is ob-
vious. It is Waismann who complains against the analytic/
synthetic distinction on the groun& that the boundaries
of its application are uncertain, and that there is an
immensely large class of borderline cases which cannot
be grouped as either analyfic or synthetic. - In his five
papers "Analytic/Synthetic" published in Analysis,
Waismann gave many examples of such borderline cases. I
have not devoted much space in this thesis to discuss

his views on analyticity as presented in'those papers,
because I think that the doubts he has about it can be
met by one of two strategies :

(1) Those borderline cases which can be viewed as either
analytic or synthetic can be determined by considering the
context in which these cases are state&. This point of
the context has been brought out successfully, I think,
by W.A. Walsh.(1)

(2) The other strategy that made by Hilary Pubnam and
others that the analytic/synthetic distinction, although
valid and clear, is trivial, applying only to a few
examples of truths. The majority of truths are such that
it does not make sense to ask whether they are analytic
or synthetic. Pumnamﬁ:writes(z): '

"My point is not that there exists exceptional
examples, but that there is a far larger class of such
statements than is usually supposed. For example, to
ask a bad question. Virtually all the laws of natural
science are statements with respect to which it is not
héppy to ask the question "Analytic or synthetic? It must
be one or the other, mustn’t it?"

1. Walsh, "Analytic/Synthetic", published in the Pro-
ceedings of the Aristotelian Society (1953) page 177.

2, "The Analytic and the Synthetic", published in Scien-
tifipe Explanation, Space and Time, which is Vol. III
oT linnesota Studies 1n vhoe rPnirosophy of Science, page

364.
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Quine's objection to the drawing of the sharp dist~-
inction between analytic and synthetic truth is that there
is an essential obscurity and dubiousness in the very
nature of this distinction, quite apmit from the issue wheth-
er its application is cieaf or not. The obscurity which
Quine is eager to establish in connection with that dist-
inction can be compared with that which exists in est-
imating the distinction between Tory and Whig in eighteenth
century political history.(1) The distinction was not
at all clear, nor did 'conceptual' characteristics claimed
for the two parties help us very much in determining whéther
a glven man belonged to one or the othere. People were
grouped as Tories or Whigs on the basis of a multiplicity
of criteria such as family background, interests etc. etce

Now, the only explanation which the dualists, those
who draw a sharp analytic/synthetic distinction, give of
the notion of analyticity is that of truth by linguistic
meanings, namely the meanings of the Logical constants
which go to constitute an analytic sentence. The deg-
criptive terms could be eliminated by their gynonymies.

Against the position of those dualists Quine raises
the stubborn objections which I mentioned earlier, namely
(1) The linguistic or conventionalistic doctrine of anal-
ytieéity is not satisfactory, or at least does not Justify
the sharp discrimination of scientific truths into two
separate compartments of analytic and empirical.

(2) 'Meanings' and the whole domain of intensional objects
are not indispensible and, moreover, not éuitable for
scientific discourse. To get rid of the concept, Quine
resolved his theory of meaning into two main components %
(i) 'alike in meaning' or ‘'synonymous' and (ii) 'having
meaning' or'significant®. Quine writes 3); ngnat had

1. The analogy was. suggested by Dr. Podo Fltzpatrick.

2, PFrom a Logical Point of View : "Meaning in Linguistics"
page ﬁ7 o

3, Ibid., page 49.



‘

184

been the problem of meaning, boils down now to a pair of
problems in which meaning is best not mentioned, one is
the problem of making sense of the notion of significant
- sequence, and the other is the problem of making sense
of synonymy".

(3) I have earlier indicated Quine's misgiving over
'‘synonymy'. Also I have maintained that the notion,
apart from Quine's objections, is still in need of
“clarification,

(L) Most of the dualists, e.g. Carnap, make use of the
distinction between logical and descriptive terms in
drawing a sharp analytic/synthetic distinction. I '
have shown that this use is not justified. Although
Quine does not explicitly question the distinction
between logical and descriptive terms, yet his mis-
givings over the analytic/synthetic one could Yery
easily be extended to it. Misgivings over the logical/
descriptive distinction have been voiced in great length
and detail bven by such dualists as Pap(l). It is these
misgivings about the problem of interpreting logical
constants and similar consideration which led philosogherﬁ
Putnam, in his paper already mentioned, and Gewirt_h(2

to say that Quine's views can in fact be reconciled with
those of his opponents, and that the difference between
them could be viewed as one of emphasis of context.
While the gradualists (those who believe in a gradual or
difference of degree between analytic and synthetic
truths) emphasize a broad enveloping and all-embracing
context of enquiry, the dualists or the dichotomists
emphasize a more limited and immediate uniqueness of
such context. However, I think that most of these re-
concilatory attempts represent a shift towards Quine's
position, ﬁo the extent that they do not, the difference

1. Semantics and Necessary Truth (1958) Yale Univ. Press.
2. The Distinction between Analytic and Synthetic Truths"
in Journal of Philosophy (1953
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between Quine and his opponents seems as wide as evero

On the one hand, Quine says the distinction between anal-
ytie and synthetic truths is a matter of degree. What he
means by this is that all truths without any discrimination
whatsoever, are subject to 'revisability-in-principle’.
There is no special subset of truths which occupies the
privileged position of immunity from revision. Yet there
are degrees in our willingness to give up or revise truths
to accommodate for new contrary experiences: thus there
are certain types of truths which we easily give up when
the need arises. These truths lie at the boundary of our
conceptual systems and may be called "empitical" if we
please provided that the term is diﬁorced from its usual
connotation. Other types of truths are situated at the
centre of our conceptual system. Quite naturally our
reluctance to give them up will be very great,because

to give them up entails a radical revision of our system.
But still they can be given up, if this is unavoidable.
Besides the need to cope with changing experience, what
matters is considerations of elegance and simplicity.

On the other hand, the dichotomists maintain that
there are certain truths which are true and wvalid come
what may, that is to say quite independently of exper-
ience. Examples of such truths are those of mathematics
and logic. These truths are true by linguisfic conven-
tions, which have nothing to do with factual considerations.

- Such statements are gnalytic and are immune from factual
revision, precisely because they purport to say nothing
at all about the world. They are tautologies or factually
vacuous. In sharp contrast to these are empirical truths
which are the ordinary ones of physics, biology, geog="
raphy etco

Thus, these are the problems which have been raised
in connection with the analytic/synthetic distinction,
and which would have to be overcome before.we could dis-
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miss Quine's doubts about the existence of a sharp

analytic/éynthetic distinction. But there are yet other

problems which need to be solved before making such a

dismissal. And the problems, we know by now, are com-

plicated enough. The most urgent of all these problems

is that of the addissibility of intensions in science.

So let usconsider it first.

(B) The Thesis of Extensionality

This is the ambitious Quinean Thesis that it is poss-
ible to devise a canonical notation for scientific dis-
course which does not include any intensional idioms.

That is to say it only makes use of such extensional

objects as variables, sentences, truth values and classes.

The principél questions concerning such a canonical not-

ation are

(i) Is it possible, in fact, to construct such a notation?
(ii) Is it adequate for scientific discourse ?

(iii) If it is possible and adéquate, is it more efficient
in terms of clarity, ease and economy of scientific
discourse than a language system which conéains in-
tensional idioms %

It is quite clear that these are both important and
big questions, and it is not possible to attempt their
answer in this thesis. Yet unless we answér them and ans-
wer the question we raised in Section A, it would not be
possible to judge Quine's solution to the problem of the
analytic/synthetic distinction. As I have already sugg-
ested, Quine's problem is not so much that of the exist-
ence or non-existence of the distinction itself as the
problem whether the supposed distinction is in fact one
of kind (as the dichotomists. say) or one of degree (as
he himself, with Tarski, Linsky, White, Goodman and others
believe)s I have said enough to support my belief that
Quine's problem is, in my view, quite a genuine one, and
moreover quite important, in view of the importance of '
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the distinction for the theoretical foundation of
semantics and for modern analytic philosophy. I have
quoted Carnap on this point several times, and he admits
the urgency and importance of the above distinction.
Carnap's views are of special importance, I think, because
in many cases, Quine formulates his views with special
reference to him. On the thesis of extensionality which
Quine advocates, Garnap has this to sayo(1)

"The most radical:method for e11m1nating any antin-
omy arising in connection with certain forms of expression
consists in excluding these forms entirely. In the case
of the antinomy of the name-relation this solution would
consist of excluding all non-extensional contexts - in
other words, in using a purely extensional language. To
construct an extensiqnal language system for certain re-
stricted purposes inGolves, of course, no difficultiese.
But this is not sufficient for the present purpose. In
order to eliminate the antinomy by excluding all non-
extensional contexts, it would be necessary to show that
for the purposes of any logical or empirical field of
investigation an extensional language system can be con-
structed; in other words, that for any non-extensional sys-
tem there is an extensional system into which the former
can be translated. 2 The: assertion to this effect is
known as the thesis of extensionality. The problem of
whether it holds or not is still unsolved cooee The
question whether an extensional language 1is suff1c1ent
for the purposes of semantics will be discussed later,
an affirmative answer does not seem implausible, but
the question is not yet definitely settledoocoo"

Carnap continues in the same passage to bring out
the questibn of efficiency and simplicity of the prop-

osed extensional languagee. He_says :

1o Meaning and Necessity Page 141,

o, Actually Quine's position is rather that we can cons-
truct a canonical notation for Sﬁée ce % Wﬁlch inten-
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", ..We should have to show, in addition, that an
extensional language for the whole of logic and science
is not possible but also technically more efficient
than non-extensional forms of language.Though extensional
sentences follow simpler rules of dedudtion than non-
extensional ones, a non-extensional language often supplies
simple forms of expressingj;consequently, even the deduct-
ive manipulation of a non-extensional sentence if often
simpler than that of the complicated extensional sentence
into which it would be translated.Thus both forms of lan-
guage have their advantages;and the problem of where the
greater overall simplicity and efficiency is to be found
is still in the balance. Much more investigation of non-
extensional, and especially of modal language systems
will have to be done before this problem can be decided.

Obviously, such an investigation:. cannot fit into
the limited scope of this thesis. Yet it is quite rel-
evant and important for any final judgement on Quine's
views on the analytic/synthetic distinction.So for these
reasons, and others, some of which I have stated already,
. I shall not, as I hoped I would, be able to pass a final
verdict on who is right and who is wrong of the two sides
of the debate on the question wheliber there is a sharp or
graduated analytic/synthetic distinction.Yet by and large
my sympathy lies with Quine; my interest has been roused
a great deal by his challenging views. These views are
highly unique and original, and represent an admirable
degree of coherence and consistency. This coherence and
consisténcy is quite evident in his views about anal-
yticity. He seems to maintain the same views over a
period of more than thirty years; thus his early papers
of the thirties such as "Truth by Convention" are com-
plementary to and continuous with his most recent works

such as Word and Object (1960.) Selected Logic Papers
(1966)(1), and The Ways of Paradox and other Bssays

.§1266§( Yet, by and large, the majority of
- 18 e y Randon House, New Yor and Toronto

2. Published by Random House, New York and Toronto
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his views are unpopular because of the revolutionary
consequences they seem to entail, especially in relation
to analytic/synthetic distinction and quantified modal

logico My position in this thesis is that Quine is as
yet not refuted by the criticism of his opponents. I
regret that I cannot pursue the matter any further in this
thesis, but any further research into this problem of the
analytic/synthetic dichotomy, should examine more closely
Quine's theses of Extensionality and the related theses
of the indeterminancy of Radical Translation and Ontic
committmento.

Some of the main conclusions arrived at in this thesis

have been the following. '
(1) The historical account of the distinction between
analytic and synthetic truths given by such philosophers
as Kant and Leibniz were found to be unsatisfactory.
 (2) The distinction is construed to be primarily a dist-
inction between kinds. of truths, which are distinguished
on the basis of their methods of justification. It is a
distinction between sentences, statements, judgements and
propositions in a secondary or derivative sense in so far
as truths and falsehoods are predicablé-.of them.
(3) The distinction as is currently drawn in contemporary
philosophy envisages two kinds of truths:those which are
tautologous or factually vacuous and are. confirmable by
linguistic considerations, and those which are empirical
and are confirmable by factual considerations. '
(L) Quine's misgivings about the distinction are mainly
directed against this contempbrary way of drawing it.

(5) In the second Chapter Quine's attack on the distinction
is eritically discussed and compared to the similar views
of Waismann and White. Quine's attack is seen to be the
most vigorous and the most difficult to refute.

(6) Distinction is one of degree not of kind.

(7) In the third Chapter the conclusion was reached that
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Quine's abtack on the absolute distinction between analy-
tic and necessary truths is not set off by Grice and
Strawson's defence of it. Quine's notion of graduated anal-
‘yticity and factuality seems to be correct.

(8) In the fourth Chapter, Quine's view that there is no
truth either by linguistic and conventionalistic consid-
erations glone or by factual considerations aione, is
generally upheld against the views of his opponents on
this point; in particular logical truths do not seem to

be linguistic. The consideration of Quine's views on the
nature of logical truths is a preparation to his views on
intensions.

(9) Quine's formulation of the suggested ‘canonical notat-
ion' as an extensional language for science seems to be
alright in itself, in the sense that it is a coherent
regimentation of ordinary language. In this 'canonical
notation' intensional idioms are not admitted on the

score that they lead to paradoxes.

However, Quine is not saying that we can do without
intensional idioms when engaged in ordinary talk. These
are irreducible as far as the practical daily conversation
is concerned. _

The questions whether Quine's 'canonical notation' can
be maintained and whether it is adequate and more effic-
jent for scientific communication are not discussed here,
Nevertheless, his essential thesis that there are grad-
uations of analyticity and a priority can be sympathised
with, at least on the ground that the rival dichotomist
. theories of analyticity do not seem to be satisfactory.

Since the spirit of this thesis is more sympathetic
with Quine, I shall end it with the following quotation
from a more recent article by him. He writes(1)

"Phe statement that momentum is proportional to

1. The Ways of Paradox and other Essays, See 'Necessary
Truth 219335" page qu
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velocity was supposed to be mathematically necessary be-
cause that definition, when expanded, turned the statement
into a mathematical triviality. It may well, if my scept-
icism is'over the definition, to forget the definition and
turn our attention to the mathematical triviality itself:
"Mass times velocity is proportional to velocity" How is
this for a case of mathematical necessity ?

Admirable,certainly. But is even this necessity
somehow different in kind from what can be attributed to
ordinary truths of physical theory or other natural sent-
ences? A long-standing doctrine says that is is; and I
should like to conclude my remarks by questioning that
doctrine. ‘It depends, I think, upon a terminological
boundary between physics and mathematics.

Thus, let us begin by supposing that we have somehow
drawn a boundary across the face of physics, at some points
quite arbitrarily, so as to separate a more speculative
and theoretical half of physics from a more experimental
and empirical half. Let us call the one side theoretical
physics and the other experimental physics. Now it
strikes me that the contrasts that people are prone to
draw between pure mathematics such as arithmetic, on the
one hand, and physics on the other, can be drawn just as
well between theoretical physics and experimental physicsoe

People say that physics &s about the world, that it
has empirical content, while arithmetic and other parits
of pure mathematics do not. They grant that these math-
ematical disciplines have their motivation and their
utility in the application to physics and other natural
sciences, but they called this a matter only of motivation
and application, not content. Now why can we not say
precisely this of theoretical physics, dn relation to
experimental ? Certainly, it has its motivation and
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utility in applications to experimental physics; but why
not say that this again is a matter only of motivation and
not of content ? I think our not saying this is an accid-
ent of nomenclature. Theoretical and experimental physics
are both called physics; we see them as part of a single
systematic enterprise, connecting ultimately with observ-
ation. Pure mathematics, on the other hand, partly because
of its utility in natural sciences other than physics, is
segregated in name; so we do not see it as Just a further
part of a broader systematic enterprise, still connecting
ultimately with the observations of experimental physics
and other natural scienceso

Boundaries between disciplines are useful for deans
and librarians, but let us not overestimate them - the
boundaries. When we abstract from them we see all of
. ;dcience-physies, biology, economics, mathematics, logic
and the rest - as a single sprawling system, loosely con-
nected in some portions but disconnected nowhere. Parts
of it - logic, arithmetic, game theory, theoretical parts
of physics - are further from the observational or ex-
perimental edge; and the theoretical parts are good only
as they contribute in their varying degrees of indirect-
ness to the systematising of that content.

In principle, therefore, I see no higher or more
austere necessity than natural necessity; and in natural
necessity, or our attributions of it, I see only Hume's
regularities, cullminating here and there in what passes
for an explanatory trait or the promise of it".

It seems to me that the way in which mathematical
and logical formulae fit so nicely and are applied so
effectively in empirical sciences favours such a view of
knowkdge more than it favours the rival divisive and
dichotomistic approach.
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