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ABSTRACT

The computer, with its power to perform lengthy
calculations quickly and its ability to handle large
amounts of information efficiently, is an obvious aid
in the solution of business problems. With these
abilities, the computer can free the manager from
the tedious tasks of searching and calculating. Thus
the computer-manager partnership is an excellent one
in the business field.

The rapid development of time-sharing within the
last few years, however, has greatly enhanced this
rartnership. The manager and computer can interact
in a way never before possible. This research intends
to investigate some of the problems involved and the
mizt efficient way in which this interaction can take
place.
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1, INTRODUCTION

: Histo ck .

This research project was conducted in the Durham University
Business School (DUBS) using the on-line facilities provided by the
Northumbrian Universities Multiple Access Computer System (NUMAC).

The project arose after several members of DUBS staff had visited American
Universities and noted the large emphasis placed on the teaching of
on-line computing in U.S. business schools. The indication, at that
time, was that on-line computing would very shortly become a powerful
tool in business and that most managers would be using some kind of |
interactive device, such as a display terminal, in their problem-solving
end decision-making. Whilst it is true that on-line computing has
succeeded in aiding management in many ways, these original expectations
have pot.materialised. Certain members of DUBS staff felt that it

would be useful to investigate into why these early promises have not
been fulfilled and, as finance was available, a research post was
created for that purposes This thesis contains the results of that
research up to the time of writing.

1.1 Structure.

The theais begins with & discussion of the development and
techniques of on-line computing. Previous published work is analysed
to determine the applications of on-line computing in business and

this indicates 2 research nesds:-




‘(i) an investigation into the problems (and their solutions) in those
applications that are primarily concerned with the conversational
capabilities of time-sharing. This is done in Section 1 through literature
searches and experimentation,

(ii) an exemination of the adventages and disadvantages of those
applications that are more concerned with the data storage and information
retrieval facilities of on-line computing. This is done in Section 2 through
literature searches and a survey of organisations using on-line computing.

Finally the conclusion summarises the results and indicates future

developments.

1.2 What is on-line computing?

On~line computing, known otherwise as time-sharing or real-time,
is the method by which several users can 'share' the power of the
computer. Users are normally connected to the computer via some on-line
dévice such as a typewriter terminal and the computer allocates each of
these users in furn, a small quantum of time. The processing speed of the
computef is so high that each user is given the impression that he has
the full attention of the computer. By using the terminal, the user can have
access to a computer which is many miles away. Before going on to discuss
the effects of this kind of system on management, it would be useful to

look at the development of time~shering.

Programming the first computers was such a difficult task that
normally only a handful of people could use the computer. In order to

run and test programs it was necessary to be able to stop the machine,
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take readings and reset counters etc. Thus, in the early days, a
few people would act as programmers and operators and these people
were in a 'hands-on' capacity with the machine. As systems grew and
the writing of software became simpler, the programmer's task soon
became separated from that of the operator. With the development
of high-level languages such as COBOL, FORTRAN and ALGOL, more and
more people were able to write their own programs. Thus the number
of people wishing to use the computer increased and larger and
faster computers were developed. As these machines grew in size and
speed, it was no longer possible, because of the expense involved,
to allow them to remsin idle for several minutes whilst the user
debugged his program. This led to the introduction of techniques
such as multi-programming, where several users share the CPU in
order to keep it active during input-output waits. These developments,
together with the increase in the number of users, made it impossible
for everyone to have & 'hands-on' relationship with the machine and
the familiar ‘batch' system was introduced. In this syétem, the
programmer givea his input to an operator, and receives his output
sometime later, without having any contact with the machine itself.
As the mumber of machine users increased, however, delays became
greater and waiting periods of several days became commonplace.
Originally computers were used to perform complex calculations,
mainly in the scientific area. As software developed, however,
other applications were discovered where the computer was used for

control and information retrieval. It soon became obvious that



some of these applications would require almost immsdiate access
to the computer which the 'batch' system could not provide,
except at very high cost., - This led to the development of time-
sharing systems as we know them today.

The very first time-sharing system was developed at the
Lincoln Leboratory at M.I.T. in the U.S. defence system S.A.G.E.1
This was in the middle and late 1950's and involved men such as
FPorrester, Licklider and McCarthy who were to play such an
importent role in the development of many of the early systems.
Initially only special-purpose systems were developed, as in
the S.A.G.E. project, where each user performed the same operation.
Then came the development of géneral—purpose aystems on special
purpose computers. As a result of his work on the S.A.G;E. systemy
" McCarthy in 1§61, proposed the following features for gemeral
purpose computers,

1. A large primary core memory.

2. An interrupt system with error
traps and I/0 functions.

3. HNon-stop operation.
4., Some memory protection.

5. Large secondary storage.

These proposals finally led to the first time-sharing

computers in 1965 vhich were the GE265 and the UNIVAC 491.

1.3 Some features of present-day systems.
1 2 2,0 Igtrogggtiogo

The following sections will deal with the features of
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present-day time-sharing systems and those facilities available in
the NUMAC system on which all of the experimental work was carried
out. These descriptions (see Wilkesz) however, should not be
regarded as being gensral since most systems vary in theif methods.
1.3.1 Basic forms ofvt;gg-sharigg.

The simplest method of organizing a time-sharing system is to
divide the available core store into N parts and have N users each
possessing the same amount of core i.g. (available cbre sige) /K.
Processing can then take place on a circular basis, each user program
being allocated a quantum of time in turn. However the amount of
core available to each user is normally so small that a more efficient
method is required and a technique known as 'rollin-rollout' is more
popular.

In the 'rollin-rollout' system, each user is allocated a
partition, which may be part or all of the available core store,
for a time-slicee After his time has elapsed his copy of core
store is 'rolled out' on to a disc or drum and another user's
program 'rolled in'. If there is emough available core, several
users may be able to have partitionﬁ in core while the othersform a
queue on disc or drum. Howefer, this method requires a large amount
of secondary storage such as disc or drum and, in addition, the whole
of a user's program and data are rolled in or out each time-slice
even though only small parts of the prOgram'may be accessed during
this time, To overcome this disadvantage some systems use a technique
known as 'paging' with time-slicing.

i 2 _Pa .

As stated, paging is a technique which enables us to efficiently

utilise the available core store by only loading those parts of the user's



program that are required in a time-slice. Paging also provides a method in
which consecutive pieces of program or data need not necessarily occupy
consecutive areas of core. This is accomplished by dividing an address into
a page number end & line number. Thus a program will be divided into areas
known as pages and the core memory will also be divided into pages. A page

is normally set to equal a convenient number of bytes. Thus in the IBM 36Q/67
computer a page is equal to 4096 bytes. The Supervisof is a resident program
in a computer memory whigh handles all user requests. To enable consecutive
pages of program to be loaded anywhere into core, the Supervisor forms a table
containing the physical page number into which each page of program or data
has been loaded. This table is then updated each time a change is made in the
contents of core memory.

To access a word in core, the page number in the address is used to
locate the physical page number given in the page table. This page number
when combined with the line number, gives the physical address of the word in
core. If the page table is kept in core, however, a severe time penalty is
incurred as 2 core cycles would then be required to access a word instead
of 1, Because of this time factor, fast hardware registers are usually provided
to contain the page table.

In a time sharing system, users' programs are normally stored on some
relatively slow secondary storage such as a disc until the user wishes to
access them. When this occurs, the programs are transferred to core until
the user reaches the end of his time-slice when they are 'swapped' to some
faster secondary storage which is usually a drum. In such a system therefore,
pages are continually being 'swapped' from core to drum and paging allows
this traffic to be reduced considerably since a page need not be loaded until
it is needed. This traffic between core and drum can be even further reduced
by using a 'bit' (the smallest unit of memory) to represent whether or not
a page has been altered. If it has not, then the Supervisor need not

write back this page to the drum. The disadvantage of this method



is that the programmer must allow enough memory space for his program and
data before run-time and he muét also allow for any logical areas of program
that he wishes to share space. This problem is overcome by a technique
known as segﬁentation; described below,

| Segmentation is a method by which hardware is defined so that the
binding or fixing of address parameters can be deferred until run-time.
To achieve this, an extra set of digits are required in addition to the
page and line digits in the memory address. These are known as the segment
number digits and they are used to enter a segment table which gives
the address of the base of the page table for the aegmeht in question.
The page table is then entered using the page number and this, when
combined with the line number, gives the actual dddress. Both the segment
tables and page tables are regarded as permapently resident in core memory
when the user's program is running. The Supervisor loads a hardware
register containing the address of the base of the segment table belonging
to the user whose program is active at that instant. \This number is then
added to the segment number and used to enter the segment table. This
technigue enables users to share coding simply by having their fesPective
segment tables pointing to the same page table., However, the disadvantage
of the system is that 3 memory cycles are required instead of 1, thus
meking it impracticable. To overcome this, an associat;ve memory, constructed
from ﬁery fast registers, is provided which enables thé access procedure
described to “be short-circuited on the majority of occasions. This
associative memory also enables programs to grow dynsmically as described
earlier.

Phe associative memory (A.M.) consists of a set of fast registers

containing number pairs made up of the segment number and page numbers
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from an address combined to form a single number together with the
corresponding physical page number. Whenever a memory access is to be made,
the A.M. is searched to find whether a number pair exists corresponding
to that contained in’ the address, If this is the case, then the physical
page number can be obtained directly and combined with the line number

to give the address. Hence only 1 core cycle would be required. If the
corresponding number pair is not contained in the A.M., then the full
procedure is executed and an entry is made in the A.M. in order that the
3 c&cles can be short-circuited next time. The drawback to this method
is that the fast registers required are very expensive and normally only
8 or 16 are provided thus making it necessary to suppress items of infor-
mation inrfavour of others. Simulation testézindicate that 8 registers
are usually enough to cut down the full procedure on 90% of the occasions.
1.3.0 Virtual NMemory.

The virtual memory concept is a consequence of the techniques previously
described. As only part of the user's program is in core at any one time,
there is no. necessity for the virtuasl memory size to be the same as the
program sige. Indeed the virtual memory can be several times as large
as the actgal program size. In a system with paging and segmentation as
described above, the address is composed of a segment number, a page number
and a line number and the various segments can be regarded as being
contained in a very large virtual memory. This memory can then,'be very
large compared with the lengths of various segments held in it and this
means that there can be space between ségments, allowing them to grow
dynamically. Since the memory is virtual, these gaps do not represent a
physical loss of core or drum space.

1.3.6 Memory Protection.
In any multi-programming environment, safeguards are required to

protect one user's program area from that of others in core at that
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instant., This memory protection can easily be incorporated, in a time~sharing
system as described above, by extending the hardware register containing the
base of the user's segment table so that it also accommodates the value of the
length of this table. A check can then be made to verify that the segment
number in the instruction is a valid one, i.e. one within the user's own
program areas. Similarly, the segment table can be made to yield the length
of the page table in addition to the base of the page table for that segment..
Finally, complete memory protection can be obtained by the addition of 2
extra digits in the segment table which can indicate the class of access
permitted i.e. read- only, write only, read and write.
1.3.7. Satellite computers.

Normally users interact with time-sharing systems, such as the one
described, via some device as a typewriter terminal or graphical display.
An extremely powerful method of interaction is through a satellite computer
which can be connected to the central computerin the system. These computers
are usuglly much smaller than the centrél machine and the connection is
often a direct channel to channel one, e.g. IBN ASP system. These satellite-
computers are normally used to handle all the slow input-output to the central
machine, such as consoles, leaving the larger computer free to perform
the 'number crunching'. A great advantage of these satellite machines is
that they enable remote users to enter large jobs in the on-line system
by providing them with card reader and printer facilities.
1.3,8 Filing systems.

Most modern filing systemé derive from that designed by Corbato in
the Compatible Time—Sharing System (cTSS) which was inc¢orporated at M.I.T,
in 1963, Space on the discs is usually divided into blocks and, in a

peging system, there is normally a simple relation between page-size and



block size. Tor files of variable length, a chaining system is used. A
table or storage map is usuelly kept, with an entry for each block on the
disc. These tables then enable administration of blocks to be performed
without accessing them. The number of entries can, however, be typically
large and it becomes difficult to keep all the tables in core. With some
sort of paging system however, the tébles can be divided into sections which
would then have a good chance of being in core at any instant.
Once space has been allocated, attention must then be paid to the design
of the file directories, of which there must be one for each user, These
directories are normally kept in a hierachy i.e. the entries in the higher
level being directories, the lower level being a mixture of files and
directories and files alone in the loﬁest level. Tiles normally have
conditions imposed on them, i.e. permanent or temporary, password protection,
read only etc. and these can be incorporated in one nameword which is contained
in the user's file directory. I% is then possible, by providing links
between user directories, to allow certain users access to other people's
files.
In any time-sharing system a set of software tools are required to
allow for different pridrities for different users. These tools are
normally contained in 3 of the Supervisor routines.
1. The Scheduling Algorithm.
2. The Logging in and Logging out program.
3. The Accounting Routine.

1. The Scheduling Algorithm,

This is responsible for giving effect to priority decisions but always
subject to the preservation of the overall efficiency of the system. This

algorithm represents the point where the ideas of the syster programmer
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meet with those of the management.
2. The Logging in and Logging out program.

This program can also control user priorities by setting conditionms
on the logging in or out process.,
3+ The Accounting Routine.

As stated, both the scheduling algorithm and the logging in/out
routine must consider the overall efficiency of the system in dealing
with user priorities. The Accounting Routine provides the statistics
required to'determiné whether this efficiency is achieved.

1.4 The NUMAC System.

1.4,0 Introduction.

The Northumbrian Universities Multiple Access Computer System is used
by both the University of Durham and the University of Newcastle. The
central computer, at Newcastle, is an IBM 360 model 67 which possesses a
set of hardware registers enabling the techniques of paging, virtual memory
and associative memory to be employed. The central installation also
consists of:

4 million bytes of core store
12 x 2314 discs

2 x card reader/punches

1. x paper tape reader

1 x 2301 drum for paging

The input-output units most commonly used on the system are IBM
2741 typewriter terminals and several 2260 video display units have
recently been installed. The time-sharing system used is the Michigan
Terminal System (HMTS) developed at the University of Michigan.

1.4.1 Paging and Segmentation.
As stated, the 360/67 computer possesses a set of hardware registers

enabling paging to be used. The page size on the NUMAC system is 4K bytes. .
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The NUMAC system also possesses 16 segment tables, of which only 14 are

actually used and only 1 of these for user's own coding.

1.4.2 Associative memory.

The NUMAC system possesses 8 fast registers forming an 4.M. If the
number pair, containing a combination of segment-and page numbers, is present
in the A.lM. then the total address translation time is Q.15 micro secs.
However the NUMAC system alsc possesses an additional register which is
used to hold the last translated address. If consecutive instructions are
executed, and these are all within the same page, then the 0.15 micro sec.
penalty is incurred only on the first reference to the A.M. but succeeding
instructions in the sequence use the translated address from the extra
register thus saving this time penalty. In this system, all 3 searches,
that is the full translation process, the A.M. search and the reference to
the additional regidter, all begin simultaneously and the first successful
reference causes the others to terminate.

1.4.3 Virtual Memory.

The IBM 360/67 uses a combination of 4 million bytes of core and
2301 drum to provide the user with a large one-level storage system which
is used as if it were core store., Addresses on the 360 are held in words
of 24 bits so that the largest address is 224 - 1 = 16777215, This is the
upper limit of addressable virtual memory as far as the user is concerned.
However MTS imposes a limit of 1 million bytes on the amount of this virtual
memory that the user can have.

The NUMAC system possesses a satellite computer (IB 1130) at Durham
connected to the central 360/67 at Newcastle via a G.P.0. line and a
multiplexer channel. The 1130 is used with a card reader and a line printer

to enable the remote users at Durham to submit longer jobs to MIS.
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1.4.5 Filing System.
This is basically the same as the IBM 360 Operating System, i.e, the

user must first set-up the space on disc he requires and he will be
allowed up to 15 extra extents. There are 2 types of files - normal
sequentiai files and line files. The latter possesses a line directory
at the beginning of each file, the rest of the file being broken down
into lines.
1.4.6 User Priority.
(2) Scheduling algorithm
In the system at Newcastle and Durham the basic algorithm is as
follows:-
An ordered queue of jobs wait for the processor. A job can lose the
CPU on either of three conditions:- |
1. It has finished its time-slice,
2. It requires I/0,

3. Some other job has finished its I/O
and given an interrupt,

The job that is highest up the queue gets the CPU first. If a job has
finished its time-slice then it returns to the bottom of the queue. A
job that requires I/0 loses the processor until it has finished its I/0.
When a job has finished its I/0 it is given the CPU immediately until it
reaches the end of ité time-gslice when it returns to the bottom of the
queue, Time spent in I/0 operations are not included in the time-slice.
(p) Accounting Routine
Users are allocated a certain amount of funds per week. These funds
include charges for CPU time used, virtual memory used, measured in page-
hours since the last time that user was connected with the system, and disc

space (again measured in page-hours). In MTS, page-size on disc is the
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same as that in virtual memory, i.e. 4K bytes. Finally, charges are also
made for input and output (cards read, pages printed etc.).

(¢) Logging in and Logging out.

In MTS, a user is logged in provided he has not exceeded his allotted
amount of units for the current week. Logging in is almost always within
5 minutes of a request. 4 user is logged out whenever he wishes to be.

1.5 Summary.

The project then, arose as a result of certain numbers of DUBS staff
visiting the U.S. and noting the emphasis placed on real-time computing.
Time-sharing itself, developed initially at M.I.T. in the S.A.CG.E. defence
system. Modern systems possegs many imnortant features including paging,
segmentation and associative memories, for efficient utilisation of core,
together with memory protection, file-handling and priority technmiques for
user's themseives. The NUMAC system, on which the practical work for the

résearch was carried out, also possesses many of these facilities.
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2, THE USES OF ON-LINE COMPUTING
1N BUSIMESS

2.0 Introduction.

In order to determine the most important areas for research,
it was neceassary to investigate whether particular business uses of
on-line computing can be classified by specific characteristics of
time-sharing. A classification which correlates the applications of
on-line computing in business with the time-sharing facilities that
they utilise, should help in determining the problem areas to investi-
gate. A literature search was therefore conducted to discover the

major uses of time-sharing in business.

2,1 Why on-line computigg?

Greenlees3

has described four advantages of using computers
on-line.
(4) Immediacy of .information.

Information is available immediately to help the manager in his
decision-making,

(B) Development of new decision areas.

When connected to the computer with an on-line device such as a
display terminal, the manager is relieved of the time consuming tasks
of calculating and information searching. He is thus able to explore
more alternatives when making a decision and he can attempt =solutions
previously impracticable.

(C) Creative interaction.

Using simulation models, the manager can ask 'what-if' type questions
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in his decision making and obtain immediate answers concerning the

affects of solutions on various factors.
(D) Miscellaneous economic factors.

These include savings made in time and money due to the imple=-

4 has shown

mentation of successful on~line syastems. R.K. Pearce
an example of the savings made by transferring keying operatioms in
one company to on-line. Both data entry time and errors were
reduced because programs could check errors on-line (saving veri-
fication) and, in certain cases, correct them (reducing error rate).
Obviously then, time-sharing can be advantageous whenever
timing is critical but speed is not the only criterionm for using

5, in a survey of about 100 compenies,

computers on-line. Allen
hag found that time-sharing is also successful whenever a trial
and error process is required. On-line computing cen often stimulate
the user in his problem-solving process. As Cox and Good6 have
shown in a survey of 15 major U.S. Corporations, 'split second
responses increase a managers willingness to formulate questions
and get data on which to make decistons.'

Not all applications, however, are suitable for on-~line use,
Indeed, as Schilling7 has indicated, time~sharing should not bde
used vwhen large amounts of calculation and input-output are required

unless very powerful interactive devices, such as displays, are

available.



2,2 Classification.
| The sub-divisions selected for the applications of on-line

computing in business were the functionel areas themselves. It
vas felt that applications within each functional area would
benefit differently from using time-sharing, e.g. process control
applications would require immediate action and would therefore
benefit from the speed of on-line computing. Management planning
applications, however, will generally be trial and error processes
and would therefore benefit frém tﬁe computational and information
searching capabilities of on-line computing. The following is,

therefore, the classification chosen:-
() Financial and Administrative
(B) Management Planning and Control
(C) Marketing and Sales Operations
(D) Distribution Operations
(E) Pactory Operations
(F) Research and Development and Engineering

Before dealing with each category, it is interesting to
investigate the amounts of computer time spent in these areas.,
This has been estimated by Booz, Hamilton Inc.8 in a survey of
38 U.S. companies and the following are the average distributions

of total computer time for each functional area:-
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(8) 47%

(B) &%
(¢) 12%
(D) 11%
B) 16-
(7 &

As these figures are based on only one survey and all the firms involved
were manufacturing companies, not too much emphasis should be placed on them.
These results do show, however, that almost half of the total computer
activity is accounted for by the financial and administrative area. This
is, of course, as one would expect since most firms begin their computer
activities in accounting.

2.2.1 Fipancial and Administrative.

This category includes financial reporting and analysis, accounting,
payroll, invoice billing and personnel. Applications such as vayroll, in
which the benefits of computer use are most obvious, usually account for
most firms starting their computer activities and, as McKinsey9 has stated,
'the cream has already been skimmed'., Indeed, in his survey of 36 U.S3.
couvanies, 30 had finished computerising their accounting work.

Although speed is not important for activities such as preparation
of payroll, there are cortuin applications which benefit greatly from
being on-line. On the administrative side, Argenti11 hzs outlined several
applications suitable for on-line use.

(1) Reporting by responsibility
Managers are often swamped by too much information., By using some

kind of report generator operating on a common data base a time-sharing

system can enable the manager to restructure information sSo that he is
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only given what he needs.

(2) Hanagement by exception

Again, the object is to avoid giving the manager useless information -
they do not wish to know when things are going to plan but only when things
go wrong. Uith on-line systens one can have continuous checking to indicate
when faults occur and the production of reforts so that exceptions can be
qpickly identifie%.

(3) Information retrieval

A time-sharing system is capable of storing and retrieving dota
rapidly so that literature can be quickly referenced.

(4) Resource allocation

Available resources are allocated to minimise time and money etec.
needed to complete a task. 'On-line computing can help here particularly
in immediate decision-making cases. Skandera10 has indicated how, with the
aid of simulation models, the consequences of various choices‘can be analysed.

Whilst the personnel department does not seem to have any particularly
important use for on-line computing apart from information retrieval,
Argenti11 has mentioned several uses in improving training methods. Using
display terminals one can simulate programmed learning methods and display
the appropriate page according to the user-response. This removes most of
the tediom from the learning task.

Business games can also be simulated using tenninals‘and one can even
simulate other competitors. Nanus12'also mentions‘the suitability of
simulation in training methods. However, these applications are costly and
should not be the sole reason for developing an on-line system but more an
extension of existing systems with such interactive devices as displays.

On the financial side, terminals c#n be used for obtaining rapid

answers to mathematical calculations on payroll etc. On-line computing
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can be used in costing where decisions are short-term in their nature.
HcKinsey9 mentions the use of time-sharing in one company for maintaining
cost schedules in various plants. These schedules work in conjunctibn with
some manufacturing plan which is updated regularly and they mske possible
intelligent work~load levelling and allocation among plants. As Argenti

and POpe11

have stated, the main advantage of having an on-line costing
system is that one can get immediate answers to costs of systems and can
update information regularly.

2.2,2 Management Planningz and Control.

This area involves those applications which aid management in its
planning and control, e.g. capital inveastment analysis, resource allocation
and mathematical model simulation. Those planning and control applications
which are closely related to their functional ares, e.g. sales forecasting,
have been dealt with in that category, e.g. marketing and sales operations.
The planning and control functions probably account for the smallest use of
computers and this fact is supported by Booz, Hamilton Incs.8 survey of

38 firms. This is not surprising if we comnsider Greenlees's3

analysis of
long-range planning or intermediate-term control where decisions in these
areas are often highly unstructured and difficult to program. Even if this
point is accepted, time-sharing can still be helpful in supplying the back-
ground information required and can assist in decisions involving interactions
of meny variables.

Applications in this area can, in general, be divided: into four parts:-

(1) Simulation

McKinsey9 hag stated that simulation is perhaps the greatest aid to top
management decision-making and having models on-line can be advantageous in

several ways.

(a) Primerily, it is a trial and error process and time-sharing can
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enable one to attempt more solutions and also reduce the overall
problem-solving time.

(b) The use of time-sharing can also aid in the building of the

model, particularly in reducing its development time, as Greenlees3

has indicated. |

(c) Using on-line devices such as terminals, the model can be made

to report on 'what-if'! situations during solution and enable the user
to stop its progress if results are not satisfactory. This is a power-
ful advantage and justifies the use of time-—sharing even for large,
complex models which produce vast amounts of output. In these instances,
the model can be operated on-line until results appear to be
catisfactory after a series of 'what-if' analyses and the final run

can be performed off-line.

(d) The advantage of simulation is that it enables the manager to
analyse the consequences of different courses of action without

13

actually using his company's resources. As IMiller ~ points out, the

benefit of being able to.do this via an on-line device is that the

manager is free to try out his hunches alone before 'laying his cards

on the table'.

14

Drucker however, warns that the results of a model are only as good
as the information input to it. He illustrates this by referring to the
example of the Ford Motor Co., in 1956, when the design of the Edsel motor
car 'flopped' because the input, obtained from statisfical analyses of past
trends, was false due to a late change in these trends during processing.

There are numerous examples of how simulation has been successfully
used of which a few are described here.

12

(i) FNenus has described how demand can be simulated using Monte

Carlo techniques thus forming queues when orders cannct be filled.
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In conjunction with an inventory model, a manager can test different nolicies.
(ii) Cox and Good6 have shown hov systematic testing of various plans can be

performed in a marketing information system using simulation models and

data base information in an on-line mode,

(iii) Boulden and Buffa15

show how simulation has aided top managers in their
decision maldng in a large forests products company. Here, a real-

time system comprising 22 nodels ié used for financial planning. Complex
changes duve to inter-plant buying and sellingz and changing product mixes
require assessment of these fimancial affects vhich produce lengthy
time-delays. The on-line system reduces both fhe time and effort in
evaluating alternative plans.

15

(iv) A largé steel company ° developed a model for production processess.
Costs incurred in converting ores to molten iron, molten iron to steel
ingots, the processing of ingots etc. were simulated. HNanagers could
then ask questions regording amounts of raw material needed to meet
production forecasts cr the cosf affects of various hot-metal to scrap
ratios etec.

(II) 1Inventory Control
This is another area in vhich computers have successfully aided manage-

ment in its decision-making as has been illustrated by Tatham16 in the
Courage Breweries group. Inventory control systems can benefit ehormously

17 uses terminals

17

in their system to enter orders and check stocks. Southern Television

from being on-line. The Westinghouse Electric Company

also possess terminals to handle requests for advertisement spots on T.V.

The Miles Druce firm18 of steel stockholders, with warehouses dotted through-
out the country, have a real-time system processing sales orders and stock
records. The most important benefit they find from being on-line is that

it provides a method of cross-ordering from one warehouse to another.

Caminar19 states that the most important benefit of an on-line inventory
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system is that immediate decisions can be made. Conversational computing is
particularly beneficial when dealing with "exception" cases when the system
may want to ask managers 'can we delay this order, or shall we budget for
overtime in one week or slack time 4 weeks later?' This "conversation"

can take place via some on-line device such as a terminal enabling the
manager to ask several questions himself before reaching a solution.

Other advantages arise when re-scheduling at short notice or when
enguiring about the present state of orders in the face of some customer
requeét.

(III) Resource Allocation

Inghamzo describes the matching of jobs to available resources as a
most powerful application of computers in cases where the combination of
jobs end resources are very large. Mc‘Kinsey9 illustrates how the computer
was apﬁlied to resource allocation in one company in his survey. This
particular firm maintained cumulative records on labour efficiency. By
having this data on the work-content of each component by work centre they
were able to schedule man-power requirements to meet a production schedule.
(IV) Capital Investment Analysis

3

Greenlees” has investigated the on-line use of computers in the area
of capital investment analysis in several banks., The greatest advantage of
using terminals was found to bé in the speedy revaluation of alternatives
when the relevant factors changed.

By far the most common application in this field is in the use of DCF
or NPV packages. A4s Aller? has shown, these are suited to on-line use because
of the 'trial and error' process involved. In his survey of about 100
companies he found that they all used some kind of DCF or NPV package.

Argent121too, supports this view describing DCF as a 'major on-~line use of

computers in accounts.’'
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The use of risk-analysis in determining risks is also suitable for
on-line use. Warner22 describes the analysis of extremes and simulation
in this area. Other applications described by Argenti and Pope11 in the
finance side involve replacement theory (estimating lifetimes of items of
plant using mathematical and statistical techniques) and decision theory
(embracing decision trees and games theory).

A major application which benefits from being on-line is that of
costing. Morton et a123 advocate the use of display terminals for this
purpose. They mention 4 types of decisidn where it would help.

a. Pricing

b. MNake or Buy

c. Return on investment

d. Short term sales emphasis

Displays are essential here as typewriters are slow and noisy and
require typing ability. With displays however, one can have graphical
output where trends and deviations can be readily seen. The use of methods
such as CPM or PERT, particularly;in construction models or marketing new
products, enable the progress of administrative operations to be mohitored. .
and related to budgeted values.

In general, however, as Schilling7 illustrates, managers in this area
are mainly intérested in those applications which are 'high leverage' in

3 has stated

pature i.e. help with higher level decision making., Miller'
that only the most powerful on-line devices can assist managers in these
cases, g.g. displays with keyboard and light pen. fhe advantages of these
devices are that large amounts of data can be displéyed inmediately without
the need for slow and noisy typing methods and, more importent, the manager

has available numerous decision possibilities at once with the combination
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obtained with keyboard, buttons and light pen.
2.2.,3 Marketing and Sales Operations.

This area embraces sales forecasting, sales analysis and control,
market research and sales order processing. The literature suggests that
there is not, at present, a great deal of computer activity in marketing
but there is a high potential usage in the future,

Computers are particularly useful when applied to sales forecasting.
Time-sharing can be used for most of the mathematical techniques employed
in forecasting such as moving averages, exponential smoothing, regression

" ana Argentiz1). R. Taylor24

analysis and correlation (see Argenti
has described how these techniques can be applied to computer generated
records of past sales.and incoming orders so that forecasts can be made by
product lines, individual products and market. On-line devices such as
terminals enable these calculations to be made quickly and simply and
managers can easily modify records to include, for example, new products
for which there is no sales history.

HcKinsey9 describes an application in one company which consolidates
sales forecasts from 31 countries. These are broken down by regioﬁ,
product and model and correlated with figures for 7 previous years. Trends
are established for each product group and any forecasts that appear doubtful
can be reviewed further. These analyses are-then used in annual budgeting
discussions vhere time-sharing, particularly with displays, can assist in

25

searching for trends and deviations. Dash and Berenson ~ have mentioned
regression and correlation analysis as being susceptible to on~line fore-
casting, pricing, packaging product strategy and product planning. Another
example of sales forecasting given by McKinsey9 involves a manufacturer of

high-styled clothing, who uses computers to forecast sales and thus establish

preliminary cutting schedules at the beginning of each season.
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In all these cases, the sales forecasting, planning and control
systems are based on an updated information file and it is the ease with
which information can be obtained from this file that makes on-line computing
such an advantage in the marketing area. McKinsey9 has described how a
ma jor consumer goods corporation gives its staff access to such a compre-
hensive and detailed sales history file. Cox and Good6 have shown how this
ease of information retrieval can enable executives to ask questions via an
on-line deviceband pinpoint reasons for a sales decline in ‘order to reach
an action decision more quickly.

Simulation can be of considerable help in marketing decision-making.
In corporate long-range planning for instance, models can be used in
conjunction with data banic information to emable decisions to be taken whilst
the order is being processed with on-line terminals. Argenti11 has shown
how a siﬁulation model of the company's market could allow for such variables
as competitor action or the affect of tariff reductions, etc. Linear
programming is another powerful technique in marketing which is aided greatly
by time-sharing because of the trial and error process required. as
illustrated in section 2.2.2 on management planning and control, time-sharing
can even benefit when complex LP modelg, requiring large amounts of oﬁtput
for analysis are used. In this case on-line computing can be used in
developing the program itself and, by a series of what-if analyses, can
ensure that the model is running satisfactorily on the input data before
performing the final run off-line. Argent121 illustrates how LP can be
used by advertising to select the best media for a given product in a given
market. He also describes how it can be used in determining the best mix
of prbducts to make efficient use of a company's manufacturing facilities.

LP can also be used to calculate effects on profits of certain factors

- 26 -



.such as producing more units or changing mix. For this kind of application
graphs are more useful and hence displays would be better suited.

The ease with which on-line systems enable information processing
to be done simply and quickly is an important factor in their use in order
processing. Kamman26 describes how a leading container firm considers
this to be such an advantage as to possess 30 terminsls for order entry.
Other major applications of this are at Hiles Dru.ce18 and most large air-
port reservation systems (BOAC). Tesco supermarkets also have a system of
32 terminals used for order—accounting27. Displays are used to put sales
information into computer files at a large data centre. The advantage of
having on-line terminals operating on a common information base is that
data files can be kept up to date sohthat immediate action can be taken
when needed. Cox and Good6 have emphasised how this can be important in
the management of fashion goods. Taster moving items are reported daily
for quick re-order and slow moving items are also reported for speedy price
reductions.

Finally, on-line conputers can assist on the customer service side.
Many banks use computers in their marketing service departments to examine
the need for new customer services and their impact on earnings, costs and
profits. Kamman26 describes an interesting application in insurance cdmpanies
where one has a conversational mode of discussion leading to the design
of an optimum policy for an individual or corporation, based on personal
goals and objectives.

This section deals with warehouse operations, shipment order processing
and traffic problems. Inventory control is, of course, another major

aspect of distribution but this has been dealt with in section 2.2.2.



Distribution problems such as vehicle scheduling and siting warehouses are
common to most large firms whose resources are scattered geographically.
As Argenti and POpe11 have indicated, on-line computing can be a great
edvantage in the solution of these complex mix problems, which often
involve trial and error processes using LP models or simulation. Cases
where a firm has several customers at different locations and requires to
know such facts as production quantities, localities of production and methods
of transportation are classical examples of this type; Time-gsharing minimises
the overall solution time and enables one to investigate more possibilities.
The Miles Druce firm18 of ateel stockholders, whose on-line inventory
system has been described in 2.2.2, were also concerned about the size of
their fleet of vehicles used in a nation-wide distrib%ﬁion service and this
was one of the major applications of the computer that was suggested by
the Atkins consultancy firm. Courages‘s, the brewery firm, are also
undertaking several projects in this field. At their Bristol depot, they
have a scheme to optimise tramsport routing and scheduling - a highly complei
task benefiting greatly from time-sharing. Their ultimate aim is to design
routes and schedules that use transport in the most time-saving and economical
way, not only with regard to geography, but also customer requirements.
To achieve this information concerning customer requirements, drivers' hours
and loading time -18 needed. These factors can, of course, change suddenly
dué to illness of employees, breakdowns etc., and time-sharing can enable
immediate action to be taken ih these cases. Other projects planned are:s
1. Finding the best locations for depots and warehouses with regard
to position of breweries and the pattern of demand and delivery requirements.,
2. An exercise to assess the advantage of one-of-a kind deliveries

againet mixed deliveries of beers, wines and spirits etc.

- 28 -



No company department is completely independant of other functional
areas and distribution operations are often related to other activities such
as production and sales. McKinsey9 described how one company has a quarterly
manufacturing plan for each of 13 plents. These plans are updated monthly
by reconciling revised sales forecasts, finished goods inventory records
and work in process in agsembly. This has resulted in the lead time between
customer order and delivery being reduced and the cost of shipping goods from
depots in surplus to those vwhith shortages has been cut drastically.
Time-gharing can assist in this kind of application by keeping the plans
up-to-date with the most recent changes and enabling immediate decisioms to
be made when ‘exception' cases occur.

2:2.5 Fagtdgx Operations.

This area includes materials controls, production scheduling and
guality control and accounts for the second highest use of computers in
Booz's8 sﬁrvey. This is not surprising if we consider Dearden's classi-
fication of management control systems which consists of :=

(A) Strategic or long range planning,
(B) HMenagerial or intermediate term control,
(c) Operational or day to day comtrol.

Factory operations fall into class C where timing is eritical and
decisions are usually repetitive and highly structureds. Because of the
nature of these decisions, time-sharing can benefit factory operations.

Argent121 has deacribed several techmiques which can be used in this
area, particularly in a time-sharing enviromment. These are described
briefly below.

I Linear Programming.

It is possible to build computer models representing machine capacity,

throughput rates, stock holding costs etc. The computer can then be used
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to calculate optimum values for these variables. Time-sharing is useful
in building the model and in reducing the overall solution time.

IT Simulation,

This application is similar in character to LP. Simulation models
can account for uncertainty and it is possible therefore, to study the
effects of ranges of values of input variables. The advantages of time-
sharing in this application have already been outlined in section 2.2.2.

III Heuristic Hodels,

Models of this type can use the computer to plan production and
decide stock levels by trying out different sets of rules. Time-sharing
ig ugeful for 'exception' cases requiring quick decisions.

IV CPH.

Critical path methods are most useful in the planning of large
projects where the most critical jobs are easily identified. Time-sharing
enables the information to be kept up-to~date and on the spot decisions
to be made,

Order explosion consists of the breaking down of complex products
into components, assemblies, sub-assemblies, etc., and lends itself to
computerisation, especially when more than 10,000 items are involved
%)

(see Ingham2 . This process is an even more powerful epplication when

linked with production scheduling and inventory control systems. HcKinsey9
hes shown how the availability of data on the work content of each
component by work centre is invaluable for scheduling manpower requirements
to meet a production schedule.

R. Taylor24 has demonstrated how order explosion can be related to

inventory. Using information from design about the product specifications

and from production concerning assembly and fabrication, a detailed product
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information file cén be built up. The parts explosion process produces
input information for inventory programs, and, in addition, a list of
machine and manpover requirements broken down by plants, department and
machine centres which again can be used in schedulinz. As the explosion
process, and its use in decision making, is a trial and error one, time-
sharing can be of great benefit.

In the field of gquality control, Argenti11 advocates the use of
on~line computers in improving product quality and reliability with on-line
process controls. He describes how this can be achieved in several -
different ways.21

1. Data Logaging

Only records plant conditidéns and print out the records.
2. Direct Digital Control
This is the use of on-line, real-time direct control ovér plant.
3. Adaptive Control
In this méthod, variables are automtically adjusted to optimise
output or yield using a mathematical model,

4., Evolutionary Operation

This is a continuous process which makes small changes in
operation and observes the effects produced. If output improves,
the new readings are adopted,'otherwise more changes are tried,

Process control systeﬁs of these types can make the most of time-
sharing as decisions are purely quantitative and timing is critical. Inghamzo
has stated that the application of this type of system has been confined
to larger companies such as paper and rubber manufacturers, but the advent
of smaller and cheaper computers will make it more easily justifiable for

smaller companies.

2.2.,6 Research and Development and Dngineering.

This includes applications involving product testing, product design
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and evaluation. As Wallace38

has pointed out, the majority of_research work
is of a purely quantitative nature and terminals should, therefore, be
particularly useful. Surprisingly, however, the results of Booz's8 survey
do not support this view,

The most obvious application of terminals to R. & D. is in the use of
packages for statistical analyses in calculating errors and for scientific
calculations in solving complex problem321. On-line computing can be of
value however, in aiding R. & D. management in its plenning and control.
The uncertainty associated with research work, particularly in justifying
costs in terms of future profits and in judging when projects should finish
make this one of the most difficult areas to control and time-sharing can
help management with these problems.

Grove329

described how terminals can assist project managers in the
eveluation of a number of projects. This is usually done in two ways,

DCF calculations and sensitivity studies. The use of conversational
packages for these applications is further justified by the fact that
evaluation is not a once and for 81l exercise but continues throughout the
life of the project. He also shows how computers can be of assistance in
project control. If the computer is informed of costs to date, revised
estimates of completion dates and a revised index of chances of technical
success, managers can be notified of projects which are either ready for
review or overdue. The system could provide the manager with 'exception'
reports showing when projects are overspent or running late or experiencing
technical problems which cannot be solved. These controls are most valuable

when there are a large number of projects involved. The great advantage of

time=sharing here is that the information file can be kept up to date
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and querying can take place both easily and quickly. These advantages
have been outlined by Argenti and Pope11 who mention CPM as an important
technique for this type of project control.

The design stage itself is the area where the facilities provided
by interactive devices such as displays and terminals can be used to the

full. Winsbury 30

has demonstrated the advantages of on-line computing -
in this area. One advantage is that this relieves the need for draftsmen
as the product can be designed using the display and light pen and a |
combination of film camera and graph-plotterscould draw up the necessary

charts. Edwards31

illustrates this technique in describing how General

Motors design car bodies using displays. The user can add, alter or

delete displayed data using light pens and keyboard. The final image is

captured on film by camera and this in turn can be scanned and digitised

and finally plotted. Another benefit of on-line computing in désign

is that it allows the desismer to test his ideas without building prototypes

and he can obtain greater accuracy because more possibilities can be tried,

by building simulation models for this purpose. An outstanding example

of this is in the design of electronic circuits where many hours spent

by technicians on building test circuits have been reduced to minutes using

displeys and simulation models.of the electronics. The greatest benetit,

however, of on-line designing is that it 'bridges the notorious gap between

design, development and production departiments - usually a lengthy

‘iterative process of shuttling between departments occurs for a new product'.3o
Fimally, on-line computing can assist the researcher in recording

and analysing data and holding and searching published literature. The

2 -
latter is an important application as Groves E estimates that approximately

40% of research work is repcated through lack of information.
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2.3 Conclusion.

The preceeding sections have illustrated many of the applications
of on-line comﬁuting within each functional area. The assumption that
applications within each area would use different characteristics of
on-line computing is not valid. The benefits of immediate information
&ére common to ﬁost of the on-line computer applications, particularly
in exception cases. However, in relation to other characteristics of
time-sharing, the applications can be divided into 2 types:-

Type 1

These applications are purely computational and self contained,
relying very little or not at all, on the storage facilities of time-
sharing. Rather fhsy benefit enormously from the conversational
capability of on~-line computing (i.e. the sbility to 'talk' to the
computer in languages closely resembling English). Same examples of
this type of application that have been described in this chapter are:-

DCP and NPV calculations
Scientific calculations

Simulation and business games
for training

Type 2

These applications benefit greatly from the information storage
and retrieval facilities of on-line computing. Although there is |
some interaction, this is not normally conversatibnal to the extent
of type 1 applications where the user wants results from the computer

without involving himself in programming. On-line computing is
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advantageéous in applications of this type as it enables data bases to be
set up aﬁd kept immediately up-to-date;' By enabling many users (at
different locations) and programs to acceéa these data bases, on-line
computing facilitates integration of systems of this type. Thus these
applications are often complex and inter-dependant e.g. an inventory
control system can be integrated with a ssles information system, and
production system. Some examples of applications of this type that have
been discussed in this chapter are:-

Reporting by responsibility/exception reporting

Resource allocation

Sales forecasting, analysis and control

Order processing

This classification will no¥ be used to determine the areas of

regsearch to be pursued.
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3¢ DEVELOPMENT OF RESEARCH AREAS

The 2 types of application of on~line computing in business,
described im Section 2.3, indicate 2 areas of research:-

(A) Research into applications of Type 1.

These applications rely on the conversational method of problem
solving that on-line computing provides. It is proposed to investigate
the problems connected with this manager-computer conversation through
a literature search and to evaluate some methods ofAsolntion through
experimentation. This research is described in Section 1 (Chapters4 and
5).

(B) Research into applications of Type 2.

Applications of type 2, because of thé common data base and remote
computing aspects of on-line computing, tend to be complex and integrated
computer systems. It would be impossible (because of the short time
available) and not very profitable (because of the variety of applications
of this type) to develop, implement and evaluate an on-line computing
system of this type. The research can, however, indicate the benefits
and problems of these applications to assist others in designing succesaful
systems. It is proposed to discover these benefits and problems through
a literature search and by conducting a survey of companies using on-line
computing in their business. This research is discussed in Section 2

(Chapters 6,7 and 8). The thesis then, is divided into 2 sections:-
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Section 1
This describeas an investigation of the problems and techniques
that can be used in designing those applications primarily concermed

with the manager-computer interface.

Section 2

This discusses those applications using the information storage
facilities of time-sharing. The advantages and disadvantages of these
applications are discussed and the problems in designing successful

applications of this type are highlighted.
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4. CONVERSATIONAL PACKAGES — THE PROBLEMS

4,0 Iptroduction.

A literature search was conducted to determine some of the problems
encountered when managers use conversational packages (i.e. applications
of type 1) in their problem-solving. The objective of the search was
to indicate where experimental work can assist in designing the manager-
computer interface. Based on this review, the 5 major problems were:-

1. Response time

2. Conversational level
3. Errors

4, Input formats

5. Explanation techniques

Although the following sections‘will deal with each category
separately, there is a certain amount of interaction between them. Thus
the level of conversation may affect the response time and the input
format should be consistent with the conyersatiénal level etc. In writing
a conversational packege, a2ll 5 categories should be treated so as to
preserve the overall efficiency of the package.

4.1 Response time,

This is probably the most critical factor in a time-sharing system,
'Response time' refers to the time a person has to wait before he gets
#n acknowledgement from the system after issuing a request. This request
may be the pressing of a hardware ‘attention' button or the ‘'return' key

after an input command. The ‘acknowledgement' may be an indication that
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the systen is 'ready® or the results of a calculation.

When the manager is using a conversational package via an on-line
device such as a terminal, he can be thought'of ag 'talldng' with the
computer. If the system has a high response time then there will be delays
in the manager - computer conversetion. As Carbonell32 et al have pointed
out in reference to human conversations, long delays are tolerant if the
listener receives some indications that his partner is preparing a response
i.e. repetition of keywords etc. Sackman33 has also illustrated this
point in the S.A.G.U. system in the U.S.A. Operators at S.A.G.E, used
display terminals, into which they typed a request whenever they wished
to take some action. Delays were often quite long and oéerators ﬁecame
very impatient and frustrated. To overcome this frustration, the operators
would continuously type in the request until an acknovledgement was
received, even though this was unnecessary. This gave the impression
that it wvas the last reguest that prompted the reply. Thus the lengthy
delays prevented the operators from turning to some other task. To over-
come this, the system was mode to reply 'OK' immediately upon receipt
of the message and the operator was then able to prepare‘his next action
whilst waiting for the system. This was such a success that other messages

were incorporated e.g. 'BUSY', 'WAITING'. Shackel34

has alsc suggested
some means by which the user should be informed of a delay so he can occupy
himself with other taslis - even simpie warning lights and perhaps some
statistics on current operating characteristics would be enough to ease
frustration in most cases, It would appear, then, that lengthy delays are

32).

acceptable if the user is given time to turn to other tasks (see Carbonel
35

Eason and Corney -, in an experiment in which the manager of a

small research unit used an interactive system in his work, have also found
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that response time was a major problem. It was hoped that the computer
would free the manager from the 1aborioﬁs tasks of . computation and infor-
mation searching and thus enable him to devote more time to task reviewing
and sub-task operating (planning, executing and checking a number of sub-—
goals of the master plan). This was not found to be the case. In hormal
work, the manager's task was often broken up by frequent and lengthy delays
in the form of other urgent mztters or a need for information and calculations.
However, when the manager is disengaged from the task in this manner, he

can accept some delay before proceeding. When continuously engaged upon

one task, as in the interactive system, delays of several minutes, whilst

too short to allow other fasks to be tackled, were still long enough to
frustrate the manager and affect his line of thought.

It is obvious, therefore, that high response times are detrimental

to the manager's problem solving process. Before ensuring that the response
time does not affect the problem solving process of the user, it is
necegsary to know something of critical lengths of these delays. Pliller36
has done & considerable amount of gork on response times. He states that
humans tend to organise activities into 'clumps' that are terminated by
the completion of a subjective purpose or subpurpose. This subjective
sense of completioﬁ is described by psychologists as a 'closure'. In
general, Miller states, delays become more acceptable after a 'closure'
than during the actual process of obtaining one. This theory suggests‘
that very complex packages should be organised into ‘clumps' or logical
sections in order to minimise delays during the attainment of a closure.

36

Another aspect of problem solving that Miller” refers to is the human
short term memory. When engaged on continuous problem solving, the short

term memory is heavily filled and delays of 10 seconds or more 'will not -
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pernit the kind of thinking continuity essentiel to sustained problenm solvin
It can be shown that, rather than a straight line decrcase in efficiency

as the response time increases, sudden drops in nental efficiency occur vhen
delays exceed & given limit,

Unfortunately, responsce time is nainly controlled by the characterigtics
of the system itself and there is not a great deal that the user can do %o
influence this cspect apart from the msathode mentioned. Killer36 has,
hovever, obtained some useful clessifications of response {tinc znd the
apbroximate limits beyond which affects occur. At best, the uriter of
conversational packages con ensure that these limitsiare not excceded, Some
of the most important categories are:-

1. Regponze to 'systen are you listening!'

This is a notificction that the time-sharing system is operating. It
mey mean the pressin; of cn 'atiention' button and receiving some kind of
aclkmowledgement. A lela of up to 5 seconds is considered to be acceptable
by Hiller.

2. Response to 'system can you do work for me!'

This may be a request to load or execute a program. Delays up to
15 seconds are reasonable and delays up to one minute can be tolerated if
the user can spend his time organising notes etc.

3. Response to indentification.

This is when the system has to recognise the user and allow him to
use it - usually termed 'signing on' the system. Delays of up to 5 or 7
seconds are acceptable,

4. Time recovery from errors and failures.

Hiller states that the user should be informed of the error within

2 seconds and, if possible, should be presented with any information he

needs to recover.
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Not too much weijht should be attached to these limits however, as
Miller does not offer any experimental evidence in their support. A far more
reliable guide is given by Yntema et al37 who have conducted some very well
controlled experimental work on response times and their affects on the
problem-solving process. These experiments not only demonstrate the affects.
of lengthy delays on user-performance but also serve as evidence that care-
fully controlled experiments can be performed in this field. Yntema et al
proceeded to vary the response delay recéived by the subjects when problem—
solving. The variation in this delay was measured against the net completion
time for the problem, Initial experiments showved that, if the subjects were
doing profitable thinking during these delays, the net completion time would
fall during these delays. Further experiments then showed that the net
completion time, in normal prohlem-solving, increased when the delay interval
became long, demonstrating that whatever the subject is doing dwring the
delay is negatively profitable. Thus the delay does more than make the
subject wait but it actu2lly damages his performance in some way. A final
experiment suggests that response delays of 10 - 15 seconds are enough to
cause this deterioration in performance,

4.2 Conversational level.

"Conversational level' refers to the verbosity and complexity of the
computer replies to the user of a conversational package. The degree of
verbogity employed can greatly affect the user. Eason and Corney35, in
their evaluation of an interactive management information system, have
foﬁnd that 'lengthy and self-explanatory instructions can be as frustrating
to the expert as terse, coded instructions can be to the beginner!',

Nickerson et al39

support this in stating that a time-sharing facility
should satisfy both novice and experienced user, the former reguiring

lengthy, explanatory instructions whilst the latter requires only
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abbreviated messages.
There have been several experiments to compare verbosity levels but

38

uithout much success. Corney and Taylor have performed such an experiment
in which 3 different levels of verbosity were compared. The 3 lévels
vere: -~
1. ILengthy, self-explanatory level, requiring the ninimum
anount of instruction in using the package.
2. Shorter printout requiring further exznlonation.
3. Very brief, cryptic printout requiring a detailed
manval for instruction purposes.

Vﬁevel 1 was found to be the faster throughout the problem solving
seséions, but also hecame frustrating. Level 3 was initially frnstrafing
but became satisfactory after use. It also, however, remained the slowvest
throughout. The experiment suggested that a level of verbosity slightly
lower than 2 was preferred - perhaps Just one-word questions, These results,
hovever, should not bz repgarded as conclusive because the experiment was
performed in a simulated time-shering enviromment,

Root and Sa.dacca/"‘1 have conducted a similar experiment in which only
two forms were used - full word and abbreviated. Here, however, no
preference was observed.

§.3 Errors.
In general, there arc 3 types of error which can be made when using
conversational packages. These are:-
1. Due to wrong concept.
2. Due to wrong entry.
3. Due to typing errors.
Typing errors are probably the most common of these and the package

should contain some simple correction facilities,



Errors can be a major factor in the efficiency of a conversational
system. Sackman33, in his description of the S.i.G.E. System, has shown that
errors were the most costly and time-wasting factor in the system and a
greater efficiency was obtained with thg provision of certain error correction
 facilities. Eason and Corney35 have also found that errors were particularly
time-consuming in their management syétem. Searching for the cause of error
was the main factor in the increase of non-productive activity that was
measured (6.6% non-productive activity before the computer and 22.1% after
4 sessions wifh.the system). Whilst error reviewing will improve with
experience, it is important that the novice is given enough facilities to
prevent him ffom rejecting the system initially.

Finally Miller ?

has shown that the user should be informed that he
has made an error within 2 seconds and, even iore important, he should be
supplied with any information necessary to recover from the error.

4.4 Input formats.

The choice of input format for a conversational package can influence
both the user and the efficiency of the package itself, There are several
ways in which data can be input.

(i) PFixed format.

The user must specify his values in a fixed form and fields must be
of a fixed length. This method has the advantage that the program does
not have to do any decoding and the response time can therefore be made quite

35

small. As Eason and Corney”’” have shown, however, these methods are both
time-wasting for the novice and error prone.,

(ii) Free format.

The “user cén specify his input in any form he wishes and input fields

can be of any length. This method has the advantages that the user can

enter his data without consulting manuals on format specifications (a time-wasting

- 45 -



and often irritating tasi:) and there need be no limit to the accuracy of
his data as with fixed format. However, the program will need to do a
considerable amount of decoding which could affect the response time, which,.

as Miller36

has shown, can disrupt the thinking continuity necessary for
interactive problem-solving,

(iii) Tagged fields

The user enters his data in any order he wishes, his fields being
tagged for identification. This method has the advantage that the user
is forced to think more about his input and is therefore less prone to
error. Furthermore, the use of tagged fields enables the package to perform
. various checking operations on the input data thus reducing errors. Response
time can, however, be affected and the user is forced to perform extra
typing which can lead to frustration and typing errors., This method is
very similar to using the computer in a batch system and it does not make
full use of the interactive capacity that time-sharing provides. .

A1l three methods of inputting data have been compared in an interest-
ing experiment conducted by Root.and Sadacca41. o preference was found
for any of these techniques.

Another factor in inputting data is the number of items required

38

in reply to a computer-written question. Corney and Taylor” have shown
that this can greatly affect user performance. In their experiment on
input formatting, all subjects expressed a preference for only one item
per question. They found that multiple items caused considerable errors
'one waits for a keyword to appéar on the print-out and then looks at the

data'. VUhere several itens are asked for, there will bc more than one

keyword and the user enters the wrong one.
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4.5 Explanation techniques.

These are characterised by the verbosity of the program and the
dependance on the user manuval. Obviously the more verbosze the progrem,
the less detailed need,be the user manual. 3 compromize rust be obtained,
hovever, between the frustration of having verbose printout and of searching
through the manual for the correct explanation of a shorter printout.

A useful feature, which has been successfully incorporated with the
788 system at System Development Corporation, U.S.A., is the use of callable
explanations. Here the user receives various explanations in reply to
typing in some keyword sucli as 'HELP'.

4.6 Conclusion.

The various problems encountered when using conversational packages
in applications of type 1 nature have been outlined in the preceding sections
together with some of the techniques that can be used.

Even when these different methods have been selected so as to produce
an efficient package for a particular application, there is still no
guarantee that the subject will use it. As Chasen and Sei‘bz42 have pointed
out, one of the chief difficulties is that people are creatures of ﬁabit.
When under pressure, they prefer to be under a known pressure rather than
risk an unfamiliar approach., There should, therefore, be an indoctrination
phase where the subject is encouraged to overcome this resistance to-change.
A great deal of work along these lines has been done by the National
Physical Laboratory43. They have conducted an experiment in using on-line
packages to diagnose illnesses of patients at a Scottish hospital. As
most patients have never seen a computer, and are naturally nervous, they

have tried to 'humanise! the package. This has been done with the use of
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‘chatty' phrases such as 'I am a computer and I only understand, etc!,
and 'There is no need to rush your answers, please take your time,'
The results have been encouraging and further research is planned.
A very amusing description of the personality that can be given to
an interactive program is given by Berkeley.44
Conversational packages can enable the manager to invoke the
computer in his problem solving without knowing anything of programming
etce The literature search shows that these packages must satisfy
managers who are either novices or experts, The greatest problem in
deaigning a conversational package is in overcoming any frustration
that the user may experience through error-correcting, response delays,
explanation techmniques and the verbosity of the package's replies.

38 and Root

Some experiments (notably the work of Corney and Taylor
and Sadacca41) have been cﬁnducted to compare different methods of
minimising this frustration (which can be detrimental to the mamager's
problem solving process) but without much success. However, these
experiments are useful in providing a methodology for future work

and in indicating the areas to investigats.

As a result of this literature search, an experiment was conducted
to compare 2 different comversational packages. The aim in designing
these conversational packages is to minimise any frustration
that the manager may experience in their use and to enable him
to solve his problems simply and quickly without possessing

any computer knowledge. The next chapter describes this experiment.



5. EXPERIMENT OF THE DESIGN OF CONVERSATIORAL
PACKAGES FOR MANAGERS

9540 Introduction.

In an attempt to tackle the problems of the manager-computer partner-
ship that have beeﬁ described in Chapter §, an experiment was designed in
which 2 conversational packages were compared using groups of subjects who
were, hopefully, repreaeritative of the typical manager. The experiment
was concerned with typewriter terminals, as it was felt that these terminals
would be the most popular interactive device for this type of application,
being relatively simple and cheap.

egign of packages.

51,0 Introduction.

Both packages were written with respect to conversatiomal level,
input formats, errors and expianation techniques. Listings of both packages
are given in Appendix 4.

2411 Conversational level.

As stated in Chapter 3, the problem in designing a conversatiomal
package of this sort is that it must be acceptable to both the novice and
the expert. The imexperienced user will require a high conversational
level, whilst the expert may only need vshou'.'t abbreviated messages. The
2 packageé wore written with different ways of achieving this.

Package 1
This consisted of a series of questions, each question being made
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up of 2 parts -~ an abbreviated part contaimed in the first 5 characters and
representing the variable»whose value was required, followed by a description
of the abbreviation. Before solving each problem, the user could select

the number of characters output in the question by replying to the query
'LENGTH?' with the number of cheracters he required. Thus a length of

80 would give him the whole question, whilst a length of 5 would mean he
received only the abbreviation.

Package 2

In this package, the series of computer-written questions were
written in 3 different levels of verbosity. These were ;-

(a) A very verbose, supposedly self-explanatory, form.

(b) A shorter version consisting of 1 or 2 word questions.

(¢) A very brief, abtreviated form consisting of up to 5

characters.

As with package 1 the user could select the level he required before
each problem by replying to the question 'VERSION?' |
5.1.2 Input formats.

As most managers who wish to use the computer in their problem-solving
do not possess any technical knowledge of programming or input formats, it
wag decided that free formatted input would be used. Whenever questions

required more than one item input, these items were input together, each
value being separated by commas.

5:' :: Erro;g.
As nothing was known of the most common types of error likely to be

made, it was decided not to include lengthy error diagnostics or correction
facilities, but to use the experiment asan indication of the errors that may

arise. On making an error, each subject was merely given an 'ERROR' message



and returwed to the beginmning of the package to re-solve that particular

problem,
2.1.4 Ezplanation technigues.

As both packages contained a supposedly self-explanatory verbosity
level, users were merely supplied with a brief set of notes describing the
package and no attempt was made to describe, in detail, the meaning of
each computer-written question. Appendix 1 contains an illustration of

the use of both packages.

5+2 The subjects.

Sackman45

in describing 5 experiments comparing time-sharing and
batch processing, stresses that subjects for experiments of this type should
be selected with respect to 2 criteria:-

(a) They should be representative of the 'real-life' users

of the system being evaluated.

(b) They should be comparable with respect to their skills

in computiné.

The subjects chosen for the experiment were a group of students from
the University of Durham Business School who were all reading for the degree
of M.Sc. in Management Studies. Because of their background (many have had
industrial experience) and the nature of their studies, it was felt that they
would be réaaonably representative of managers who might use such packages
for the purposes of the experiment.

To ensure that the subjecta were of similar experience, the students
were divided into 4 groups on the basis of their scorea on a test designed
to measure their knowledge of quantitative methods., This was done to
enable comparisons to be made between people of similar problem-—solving

ability. In addition, each subject completed a questionnaire to ascertain
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their previous computer experiepce and typing ability (see Appendix 2).
The group having the greatest knowledge of quantitative techniques was
also found to contain people with considerable computer experience and
this group was therefore omitted from the experiment. Only 2 of the
remaining subjects had some previous computer experience and all subjects
possessed little or no typing expserience.

Bach of the 3 remaining groups waspthen sub=divided into 2 more
groups, one of which was given package 1 and the other package 2. Thus
group 1 consisted of 2 groups of 4 people of similar background, as did
group 2. In group 3, however, there were only 6 people, forming 2 groups
of 3.

5.3 The problems.

5.3.0 Introduction.

As the experiment was concerned with evaluating problem-solving

techniques for managers, & problem typical of a manager's task was required.
However, Sackman45 points out that problems selected for experiments using
computers should be suited to the corresponding mode of use of the computer,
i,e. for on-line solution, the problem should be omne which does not require
vast amounts of input-output amd calculation (see Chapter 2). 1t was felt
that a simple in&entory ordering problem would meet with both these
requirements.

B.3,1 General description.

The aim of an inventory ordering package is to provide the manager with
informetion to enable him to balance operating savings with the costs associated
vwith larger stocks. The problem concerns the variation between production and
distribution, the manner of production versus time and the size and location

of physical stocks. Phese problems arise at almost every stage of the

production . process from purchasing to the distribution of finished products.
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In controlling these processes, any fluctuations in inventory,
i.e. building up or depletion of stock, must be avoided. Obviously it
is not possible to completely eliminate these fluctuations as any
forecasts on which production plans are based will often be incorrect.
However, an inventory control model can keep these fluctuations from
becoming extreme by fixing inventory levels and plans based on clear
asgessment and balancing of risks. |

Some of the most typical problems are:-
Sales

This area is concerned with the cost of poor service in keeping
. customers waiting.
Production

This area is concerned with having long manufacturing runs in
order to cut set-up and change over costs and the affect that variations
in operating levels have on employment, overhead and facilities costs.
Financial

This recognises that inventories drain 6ff cash whi;:h could be used
elsewhere to make a profit, '

The aim then, is an overall control method which serves to co-ordinate

each of these goals into one which maximises the aim of each area.

5,3.2 Analytic solutions of inventory problems.46

To keep the problems from being too complex, 3 simple cases in
inventory control were considered. In each case a quantity known as the
economic batch quantity was computed.

Economic batch quantity

Consider a firm which manufactures a certain item of which so many




are Yequired for a certain number of days each year., The items will be taken,
in batches, from the factory to the inventory. The problem is to select

the sige of the batches so that the total cost involved in buying, storing
and moving is a minimum. This size or quantity is called the economic

batch quantity.

The 3 cases of inventory confrol for which an economic batch quantity
was calculated were the normal case, finite production raté: case' and
several products case.

A. Normal Case.

It can be shown that the ecomomic batch quantity (EBQ) is given by

EBY = 2AS
I
Where A = cost of placing or getting an order,
S = annual usage in units,

I = annual cost of holding one unit in stock in one year

This is the normel case of inventory control and assumes the following
3 facts:~

(i) Withdrawal rate is constant over time,

(ii) Replenishment is instantaneous,

(iii) Quantity ordered does not affect other costs and operations.

B. PFinite Production Rate Case.

This case accounts for the fact that replenishment is not instantaneous
but the item is produced over gome finite period of time, The expression

for the economic batch quantity then becomes:-

EBR = 42”
(1 - s/P)
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vhere S = rate of usage or sale,

P = rate of production.

C. Several Products Case.

This case deals with the sitﬁation in which production is cycled among
several products. There are 2 points to be considered:-

(i) Usage and production rates for all products should be
expressed in common unita. |

(ii) Cyecle léngths for all products should be set simultaneously,
The most convenient unit is hours of production, i.e. sales of each.
product in the sequence are represented by the number of hours of
production s0ld. This makes the production rate the same for all products
i.e. 1 'hour' of product is made each hour of operation on that product.

The cyéle length mnstvbe set‘first because run quantities cannot be
set independantly as they would then be inconsistent. 1In setting the
cycle length, the object is to keep the total setup or changeover costs
and inventory costs & minimum as in the one product case. When several
products are involved, however, it is easier to begin with the number
of cycles per time period and then compute the individual run length.
For only one product, the frequency of orders or runs (N) can be obtained

from the formula

WYhere S = total sales or orders.

¢ o N-"— S

2'A‘s
I{(1-5/pP)
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=/ st (1 ~58/P)
24

For a number of products, the formula for the total number of cycles is

given by:-
1v\=/:.1 2 51, (1 -5,/ )
24

Where S

usage or sales rate for each of the products j.

j=
Ij = unit inventory cost for each of the products.
Pj = production rate for each of the products.
A = total set-up or changeover cost for one cycle.

The length of a run for any product j is then given by:

A full description of production planning and inventory control and the

derivation of all 3 formulas is given by Magee-Boodman46, page 350.

5.4 Facilities.

The on-line devices used in the experiment were IBM 2741 typewrifer
terminals situated in Durham and connected to the IBM 360/67 computer at
Newcastle. The experiment was performed under the normal operating conditions
of the Michigan Terminal System. As the problems represent a typical
manager's tadls, and the facilities are not simulated in any sense, conclusions
from the experiment should be applicable to other such manager-computer

interaction systems,



«5 Experimental procedure.

The first problem in conducting the experiment was to ensure that
the response time of the system was consistent with Yntema's figures in
order that the subject's problem solving process would not be affected.
Thus a series of tiials were performed, using the packages at different
times of the day, and the response times were noted in each case. The
best response from the system was obtained after 17.00 hours when the
average delay was about 2 seconds; A1l the experimental sessions were
conducted after this time,

i Both of the inventory ordering packages were written in the
conversational mode. Subjects were asked to emter which of the 3 types of
inventory problem they wished to solve and the sppropriate values of
variables when the package required them (see Appendix 1). All questions
required only 1 item input except in the 'several products' case when

all the items for a particular variable had to be input together, each

~ one being seperated by a comma. The package then calculated the E.B.Q.
and the number of cycles.

The procedure that followed was based on similaer experiments
conducted by Cormey and Taylor38 and Root and Sadacca41. A set of
instruction mamuals were given to the subjects and any questions
were answered. These manuals desc:ibed the use of each package and
contained a list of the inventory ordering problems that were to be
solved and the corresponding answers (see Appendix 3), After being
shown the typewriter keyboerd, the subject was asked to solve the 10
inventory ordering problems using the package concerned. This set of
10 problems comprised 1 session. The problems were selected in such a

way that the session would last approximately a half hour with an inexperienced
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user. This was based on the average length of a session in the experiments
of Corney and Taylor38 and Root and Sadacca41. As each package was
designed both for the novice and the expert, each subject was given 3
sessions, spread over a period of 3 weeks during which their competence
would increase. The second and third sessions were merely repetitions of
the first, i.e. they had to solve_the same set of 10 problems. Most of
the subjects expressed surprise at this. In solving the inventory ordering
problems, the subjects were asked to repeat any problems with incorrect
values of E.B.Q.

During each of the 3 sessions described above, the subject was kept

undexr close supervision in order that, as Sackman.45

states, any discrep-
ancies could be solved immediately. As also suggested by Sackmanﬁs,
statistical tests were performed on the results and these are described
later,

At the completion of the third session, subjects were given a

questionnaire to obtain their final reactions on the packege (see Appendix 2).
5.6 Performance measures.

56,0 Introduction.
The aim of the experiment was to find the 'best' package for use by

managers in conversational problem solving. Both packages have been
designed to minimise the problems described in Chapter 4. An ideal
package can be defimed, therefore, as that which minimises errors,
minimises problem-solving time (particularly the user's think time
between computer queries and his replies) and minimises frustration.

45

The experiments summed up by Sackman 4

end those of Corney38 and Root
indicate the use of time, errors and questionneaire reasponses as suitable

evaluation factors for this purpose.

56,1 Time,
The experiment was concerned not only with measuring overall
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solution time but with distinguishing between computer response time

and subject 'think' time. Since using an observer to measure times with
a8 stop-watch is both prone to error and liable to affect the subject's
performance, it was decided to adopt some independant method of measuring

this time. Sackman.45

states that computei recording of times, especially
vhen the subject is on-line, provides an accurate account of performance and
e timing routine was therefore incorporated into the softwaré of each
package. This routine recorded times-at each I/0 operation, either by
‘computer or subject. From this timing data, both the 'think' times (the
-time in seconds from when the computer has typed out the question to when
the user has input his feply) and response times (the time in seconds from
vwhen the user inputs his reply to when the computer begins to type the
next question) could be deduced for each question throughout the session,
In a series of trials with a stop-watch, these times were found to be
accurate enough for the puipoaes of the experiment,
546,2 Errors.

As atated in section 5.1.3, the object of the experiment in this
regpect was to discover what errors were made. .As in the experiments

conducted by Corney38 and Root41

s errors vwere scored from the typewriter
output. All errors were classed into 3 categoriess-

(A) Due to wrong concept,

(B) Due to wrong entry,

(C) Due to typing errors.

Unlike the experiment conducted by Root and Sadacca41, both detected

and undetected errors were scored.
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5.6.3 Questionnaire responses.

Questionnaires were given to each subject immediately after the
completion of the final session and these were designed to measure how
frustrated they felt with the package, particularly with the verbosity
level. The questionnaires consisted of 2 parts:

1. A set of adjective pairs forming a scale along which subjects
had to select one of 7 points. These adjectives were selected
especially to measure frustration. Various other adjective
pairs were included to disguise the questionnaire's intention.

2. A set of questions to ascertain whether the subject's
attitude to computers is favourable or unfavourable.

The second part of the questionmaire was included to distinguish
between those subjects who felt frustrated because of a general dislike
of computers and those whose frustration was a result of the design of
the package. The questionnaire is shown in Appendix 2.

Regults.

The discussion of the experimental results will be broken down into

i}

4 parts:-
a, Timing
b, Errors

c. Questiomnaire responses

d. General points

5:7.1 Timing.
Using the timing data recorded by the software, it was possible to

separate the subject's think times from the computer response time, The

typevwriter output from each subject's problem-solving gegsion then enabled



these think times to be attributed to their particular user-response.
Thus it was possible to deduce the total think time for each of the
10 problems in a session. This time did not include the response time
of the computer which was always within 2 seconds and therefore had no
effect on the problem-solving behaviour., This total think time for each
problem was cdlculated in 2 parts:-
(a) Total think time which included times to recover from
error and times spent in re-solving those problems that
gave incorrect answers.
(b) Total think time ignoring anmy error times that occurred
i.e. only those think times involved in solving the
problem correctly.
There were, however, several problems involved in applying statistical
technigues to the results for purposes of comparison. These were:-
(i) The sample sizes were small - 4 people were in groups 2
and 3 whilst group 1 possessed only 3 subjects for each package.

(ii) Eleven subjects, therefoie, used each package for 3 problem-
solving sessions, making a total of 66 subject-sessions in all. However,
in 13 of these 66 subject-gessions, fhe time-sharing system went 'off.the
air' due to various faults and, on these occasions, the timing data was
deleted from the system. As making the subjects repeat those problems
for which the data was lost would only give them further experience and
therefore affect the results, nothing could be done concerning this missing
data. On these 13 occasions, therefore, the sample sizes wou;d be still
further reduced.

A comparison of the mean times taken in performing the problem-
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solving was made between package 1 and package 2. AThe student t test
for differences between means was used and the analysis was performed
for 2 cases., All student t values were computed on the NUMAC system
using the routine listed in Appendix 4, Initially only the times
described in (a) above were used.
CASE 1

This case compared the mean times of group 1 with those of group 3
for both package 1 and package 2. Group 1 contained those people with
the lowest scores on the quantitative test, whilst group 3 contained those
with the highest. Tﬁe purpose of this comparison was to test for any
significant difference, with respect to mean think times, for the groups.
As group 1 and group 3 were the most widely separated with respsct to
ability, the hypothesis was made that, if no significant difference was
observed, all 3 groups could be treated together, i.e. they would all be
of similar adbility. This would then give a maximum sample size of 11
for each package. Student t values were computed for the difference between
mean times of group f and group 3 on the first 3 problems of each session
meking a total of 18 t values in all (3 sessions, 3 problems, 2 packages).
Only 1 of these t values indicated any statistical significance. The
conclusion was, therefore, that the total think times were all from
the same 'population'. These results are listed in Appendix 5, table 1.
CASE 2 |

As it would appear, from Case 1, that there is no difference between
think times for groups, all subjects using package 1 were compared with
those using package 2, for each of the 3 sessions. Because of the system

failures described earlier, the numbers in each sample varied from 8 to:11.
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As the problems themselves varied in their degree of complexity, comparisons
were made on a problem by problen basis. A total of 30 t values, for differences
between mean times on each package for each problem, were calculated, of which
only 4 were significant at the 5% level and 8 were significant at the 10% level.
Although no definite conclusions about the relative effiéiencyvof the packages
could be drawn from this statistical analysis, it was interesting to note
that in 27 out of 30 comparisons, i.e. in 90% of the comparisons, package 1
produced & smaller mean think time than package 2, i.e. the” t values were
negative. Furthermore, of the 26% that were within 10% significance, all were
negative. Thus, it would appear that package 1 produces faster think times
when ‘error times' :are considered. These results are listed in Appendix
5, table 2. |

N.B. The 2-tail test was used for all these cases since no prior
agsumption was made about which package vas the more effective, that is
the null hypothesis was that there was no difference between mean scores
for each package.

Although the mean think times for package 1 were consistently lower
than those for package 2, the variances of think times about the mean in
each case were large and this, coupled with the fact that sample sizes were
small, meant that statistical significance was unlikely to be observed.
These variances might be attributed to 2 factors, error times and verbosity
levels,

Error Times.

Whenever the subject made errors on a problem, his total solution time

would, of course, be much greater than if no errors were made.,
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Thus, within each sample, there would be subjects with "error tihes" and
those without, causing large variances about the mean.

Verbosity levels

Whenever a subject changed verbosity levels, his think-time usually
increased considerably whilst he adjusted to the new level. As subjects
were left to make these changeés when they wished, each sample contained
a mixture of times for both those who had changed verbosity and those
who had not. Again, this would cause large variances about the mean
think times.

As a result of the above argument, it was decided to use a test
which dealt -only with sc;re rankings and not actual values, and the
Mann-Whitney U test was selected. This was the third case of comparison
of the packages. Again the calculations were done on the NUMAC system
using the routine listed in Appendix 4.

CASE 3

As with Case 2, the U value was calculated for all subjects on each
segsion for each of the 10 problems., Of the 30 U's calculated, only 4
implied statistical significance; As in Case 2, however, 26 of these U
.values showed that package 1 had consistently lower times than package
2 and, in the 4 cases where significance wﬁs éhown, all implied that
package 1 was fastest. These results are listed in Appendix 5, table 3.

Thus it would appear that package 1 produces a lower mean think
time than package 2. However, this may be due to the errors themselves,
i.e. there may be more errors made on package 2 and, in order to investi-

gate this further, the times described in (b) - that is, the total think



times without the time taken over errors - were treated for the same 3 cases.
CASE

Student t values for the differences in mean times of group 1 and group
3 agein showed there was no aignificant difference batween the times of
each group. These results are shown in Appendix 6, table 1,
CASE 2

. Thirty student t values were calculated as before and similar results

were obtained. Only 5 of the t values were significant at the 5% level,
and 8 at the 10% level. However, on this occasion, 29 of the t's were
negative, showing that, on 97% of the comparisons, package 1 had a lower
mean time than package 2. Again, all the significant comparisons were
negative. In addition, of the 3 t's that were positive in the previous
case for the times in (a), only 1 remained so., This indicates that when
error timés are omitted, package 1 appears to perform even better -~ this
is consistent with the observed distribution of typing errors discuased
in section 5.7.2. These results are shown in Appendix 6, table 2.
CASE 3

Again, in the Mann-Whitney U test, similar results were obtained.
Only 6 of the U values implied statistical significance and of these, all
showed that package 1 produced the lower think times. Only 5 of the
comparisons indicated that package 2 produced lower times. (Appendix 6,
table3).
5els2. Errors.

As méntioned earlier, errors were classed into 3 categories:

1. VC - due to wrong concept.

2. UWE - due to wrong entry.

3. T = typing errors.



All errors could be placed in one of these categories, and the results
are summarised in Appendix 7.

The only really significant difference between the packages was
that package 2 produced 50% less typing errors thin package 1. This is
even more remarkable when we consider that 8 people had some typing
experience on package 1 compared to 4 people on package 2. As both
packages required identical input for all problems, it was assumed
that the difference in typing errors was due to random variations and
not to any assignable cause.

As one might exPeét, the number of errors made in each category
decreased from session 1 to session 3, 50% of all errors occurring in the
first sesslon.

The most common type of error vwas class 2 (WE) which accounted for
66% of the total. Most wrong entry errors were due to the fact that subjects
were an_ticipating the question with the result that the wrong item
was input as the reply.

Ag stated previously, the purpose of the experiment with respect
to érrors was to ascertain whaf types of error were made, and how one
could correct or avoid them. In this respect, the following points
are important:

(a) The most striking feature of the scores was that the majority of
errors occurred on two of the 10 problems - problem 3 and problem 7.

Both these problems differed from the other 8 in that they required seieral
items input together. The following is the percentage distribution of all
errors for each category on these two problems:

1. WC - 33%

2. VWE - 65%

3. T - 50%
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Problem 3 required 5 items input together, whilst problem 7 required 10.
Both the WC and WE errors were shared equally between the two problems
but tproblem 7 had twice as many T.errors as problemb3. It would appear
that the majority of errors could, therefore, be elimimated if all
questions required only one variable input per question. However, where
many items are required per variable, this policy would meke the package
slow and repetitive and it would be more satisfactory to have a
compromise between a higher error rate and a frustrating £ype of package.
From these results, however, it would appear that the number of typing
errors increases considerably with the number of values input together
and the experiment suggests that this compromise should be no greater -
than 5. These results agree with the concliusions of Corney and Taylor3§
on a similar experiment.
b) The majority of wrong conceptierrors were a result of the question
itself being misunderstood. This was true even inAthe supposedly self-
explanatory verbosity level on package 2, and when the maximum length of
80 was given on package 1. Some subjects, surprisingly, found that
certain questions posed an ambiguity. This misunderstanding arose more
often, however, on packagé 2 when subjects changed verbosity levels and
this is a possible explanation for the 14% more wrong entry errors on
this package. Errors could be further reduced, therefore, by the following
pointss | |

1. More care should be taken in the wording of supposedly self-
explanatory responses to ensure that no ambiguity arises.

2. When using programs similar to package 2, the user should
be provided with some additional explanation techniques which could be

used when difficulty is experienced after changing verbosity levels,
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e.g. by typing in some keyword such as "HELP", the user could be provided
with an explanation of the question causing concern.

(c) Wrong concept errors also arose from the way in which the input data
was listed on the reference sheet. For all problems, this was listed

in the order and form required by the package with one exception. In the
case of problem 7, data was listed in table form (because there were 10
values per variable) and the ma jority of subjects were confused over this.
Errors would be further reduced if the input data is set out in the form
required by the package. -

(d) Based on the views of each subject and the types of error made, the
following correction facilities are suggested for packages of this type:

(1) For errors which can be detected by the program immediately,
e.g. too many digits in field, incorrect character in reply, the question
last output should be repeated, after informing the user of the type of
error.

(ii) For other errors not so easy to detect, the user should be
provided with a facility whereby he would be returned to the beginning of
the package. The important point here is that the user should be prétected
from the rather frightening system messages that can arise on certain
errors. Most systems to-day provide routimes which will return control
to the user on encountering these errors, and packages written for
inexperienced computer-users should incorporate them.

In this experiment, the students were provided with such a facility
for moast errors. However, there wﬁre certain occasions when the error
was not foreseen and the user was returned to the system. All gubjects

were comsiderably confused in these instances and had to be returned

to the package by the instructor before continuing.



5.7.3  Questionnaire responses.

0f the 22 subjects who took part in the experiment, 80 had a
favourable attitude to on-line computing, i.e. they thought that
conversational packages were useful in solving basiness problems and that
managers should be encouraged to use them,

There was no noticeable difference betwéen the packages on the
adjective-pair scores. These were designed to measure frustration,
particularly with verbosity 1evels, but the majority of subjects scored
at the nsutral point. Of those who fell on either side of this point,
the majority felt that the packages were more relaxing rather than
annoying.

5:.7:4 Genseral points.

In addition to the 3 factors described above, several general points
arose from the experiment:

Verbosity

It is intereating to investigate in detail the verbosity changes
employed by each student throughout the experiment. On package 1 these
involve a change in the number of characters output per question, whilst
on package 2 they involve selecting 1 of the 3 levels of verbosity described
earlier. .

(1) Package 1

At the end of the initial session 8 of the 11 sﬁbjects had chosen
a length of 5 or less by the third problem. This is equivalent to using
vergion 3, i.e, the abbreviated one, on package 2. By the final session,
9 students had opted for a length of 5 or less.

(ii) Package 2

If we consider each session to consist..of 110 subject-problems
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(10 problems by 11 students) then approximately one-third of this figure
was spent using each version for the first session. By the second session,
however 87 subject-problems were solved using version 3 and, after the
final session, this figure had risen to 107.

Thus, we can conclude that:
(a) The most verbose level, although essential for inexperienced users
of the packsge, is only required for the first few problems, after which
most subjects felt competent enough ta switch to a lower level.
(b) Users very quickly progress to the abbreviated version in package 2
or its equivalent in package 1 (i.e. & length of 5 or less). This
~ progress is 80 rapid that version 2 on package 2 is not really justified
in this experiment.

¥ork Area

Each terminal possessed a work-table at the right of the keyboard
upon which students could place their reference sheets. In spite of this,
however, the majority of students attempted to balance the sheets on the
left of the kayboa:d or held them in their left hand - often with great
difficulty - when typing. A work area would have been better suited if
placed at the left of the keyboard or, as one student suggested, some

type of piano-music holder was provided at eye-level.

Explanation techniques |
The majority of the students felt that the instruction sheets,

together with the verbosity of the packages, provided enough initial
instructions for the novice to be able to use the packages simply and
efficiently. Only 2 of the subjects felt that they required more initial

instruction.

-70 -



5.8 Conclusion.

No significant difference in total 'think' times between the packages
could be discovered using the three evaluation fectors described. There
are indications, however, that packages similar to package 1 have advantages
over those of package 2 design. These are:

1. Package 1 consistently produced noticeably smaller mean think times
than package 2 on over 90% of the cases treated.

2. The study of verbosity effects show that version 2 on package 2 is
really a luxury and users only require a very verbose version and an
abbreviated one. If we ignore version-2 on package 2 then both
packages become very similar, i.e. the questions consist of abbreviated
and very verbose versions. However, in the case of package 1, both
these versions are combined i.e. the questions contain both an
abbreviated part and a verbose explanation of this part (see Appendix 1).
This is a distinct advantage over package 2 as no adjustment is
necessary when verbosity levels are switched. As described in section
5.7, both errors and times often increased when these adjustments were
made and this could possibly explain why package 1 produced shorter
mean times,

In addition to these points, some useful guidelines are providéd for
future experiments in the field, these are:

(&) The measuring of times using software can be both accurate and
free from human error. Care must be taken, however, to ensure that these
times are not lost when system failures occur,

(B) The importent point when dealing with errors is to protect the
user from the system - a difficult tesk as it involves foreseeing the types

of error that will be made.
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(¢) Errors should be classed while the subject is present and within 'recall-
time' of the experiment. In this way, any doubts can be cleared up with
his aid,
(d) The lack of statistical significance in the timing results was due to
the small sample sizes and the large variances between users. Significance
could be shown, therefore, by having larger samples. However, if the sample
sizes are small, then variances can be decreased in 2 ways:
(1) By forcing users to change verbosity at similar problem
stages on both packages. This is essential if timing
comparisons are to be made, although information about
verbogity affects is lost.
(i1) By conducting some previous trials on the keyboard involved
to ensure that all groups are balanced with respect to
typing speeds and keyboard familiarity.
Thus there are indications that, for applications of type 1, techniques

such as those used in package 1 have advantages over those in package 2.
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SECTION 2

RESEARCH INTO APPLICATIORS

OF TYPE 2



6, THE PFROBLEMS OF LARGER SCAIE APPLICATIONS Stng 2)
6,0 Introduction.

The last 3 chapters have dealt with those problems concerned with
the man-machine interface. These problems are more relevant to applications
of type 1 (i.e. relatively small, conversational packages) than to those
of type 2 (i.e. more complex, often integrated applications). This is
because the tasks of problem finding and problem solving are much clearer :
intype 1 applications than in the more complex and larger applications of
type 2. Thus it is not difficult to discover what the user wants from
a DCF package or a statistical package. Hovever, to define what the manager
requires from an information system is a much more complex problem. Whilst
the man-machine interface problems discussed in the latter chapters are
8till relevant when dealing with type 2 applications, the nature of these
applications give rise to completely different causes of dissatisfaction
or failure. This chapter reviews the literature to discover these causes.
As system problems (e.g. design, development etc.) are more important in
applications of type 2, many of the limitations of off-linme applications
will also be applicable to on-line systems. A total of 9 major causes of
dissatisfaction or failure were discovered and these are discussed in the
folloﬁing gections.
6,1 M ment olvement.

Management involvement, particularly in the early stages of design,
is essential for a successful system. In most systems the degree of success
achieved is directly related to the level of management involvement. This
factor is strongly supported in a survey of &5 U.S. corporations who have

attempted to build marketing information systems. This survey, conducted
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by Cox and Good6, discovered that the high level of management involvement
was the most striking characteristic of the more successful systems. In all
of these cases, top management had seen the possibilities of the system
and followed its progress, devoting large amounts of time and effort in
the development stages. Cox and Good6 stress that the building of an
information system cannot be left to a technical group because there are
5 important questions which can only be answered by managers. These are:
(i) How can we organise the development of a better information system?
(ii) How sophisticated should the system be?
(iii) What development policy should be adopted?
(iv) VWhat are the chief characteristics of the system?

(v) How much cash will be involved?

The aim of the management information system should be, of course, to
supply the manager with the information he requires to make better decisions.
However, assessing the manager's information needs is one of the system
designer's most difficult tasks. If the system is going to succeed in this
aim it is important that everyone concerned with the system should be
consulted in making this assessment. As Harbridge and Shrimpton47 stress, all
menagers, particularly line managers, should participate in defining their

information needs.

6.2 Organisational problems.
As stated in section 2.3., computerised applications of type 2 are

often linked to similar systems in other company areas. On-line computing,
with a common data base, encourages this integrated system approach.

Thus, in on-line applications of type 2, departmental boundaries often
disappear and such systems will involve many different departments and
individuals, e.g. top managers, systems analysts, operations research

specialists, programmers, line managers etc. This gives
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rise to a series of organisational problems in involving and coordinating
the efforts of all these people to develop a successful system. These
organisational problems have never been present in any pre-computer systems
and most companies fail to find a solution, often designating the task to
a technical group who lack the skills necessary to produce a successful
system. Cox and Good6 suggest that the best solution to this problem is
to have a senior executive.act as coordinator and to give him cost control
of the project so that he can be effective, It is essential that this
coordinator represents the department or division that will use the system
go that he is aware of the prodblems and needs of the user.
6 The Element.

Meny applications of type 2 involve a set of programmed decisions
based on the manager's decision-making process. This decision process,
as Cox and Good6 point out, is not always quantifiaﬁle because managers'®
decision rules are often intuitive. This is where a great many of the
information systems of the past have failed -~ a manager's hunches can often
be more accurate than a decision based on management science techniques.
One can never hope to simulate effectively this 'human element' of decision~-
making but care must be taken in developing a model of the decision process.
It is important that the model should not make the decision but supply
the manager with the alternatives and still allow him the flexibility to
- abandon these results if his intuition tells him to. In those instances,
where ths model actually makes the decision, the mamager must be aware of
the assumptions involved. The danger is tliat managers will put too much
faith in the computer information and allow themselves to be cut off from

14

reality. This point is well illustrated by Drucker ° in the case of the

Ford Motor Company and the Edsel motor car.(Chapter 2). Here the . agsumptions



in the design process were incorrect and the car was a failure.
6.4 The Development Policy.

The strategy adopted in the development of a system can greatly
affect its chances of success. While it is not possible (and probably
not desirable) for most companies to have a detailed development plan,
there should be some future development policy. This is essential if the
campany is to avoid having a series of independant applications using
different files of data which often contain a lot of common information
(see Harbtridge and Shrimpton?!). Whilst a fully imtegrated information
system is a very complex task and cannot be set up immediately, there
should be some plans made for integration to be performed at a later date,

Even if it is possible to provide management with a sophisticated
information gystem immediately this is often undesirable as the system only
succeeds in confusing managers. This point is illustrated by Cox and
Go0d® who stress that such systems should be developed gradually to enable
the manager to get used to them and thus gain the confidence neede;i to
overcome any initial fears and resistance to new methods.

Finally, all development plans should provide some flexibility as it is
difficult to foresee the future direction of the systenm. Ohe method of
giving this flexibility is described by Cox and GoodG. In this method,
the system is based on a 'disaggregated data bank', i.e. rather than
replacing data, new inputs are maintained along with existing data thus .
allowing the designers to make changes without losing information. However,
this is very difficult in on-line systems because of the extra storage costs

involved if the data is to be readily accessible.



6,5 Copts.

Costs have been a major complaint that managers have held against
computers ever since their introduction. The 'electronic brain' image
of the early machines, coupled with the success, particularly in savings,
of early applications such as payroll, created an attitude to computers
by mapagers that would not be tolerated with other imndévationz. Thus
managers were prepared to devote huge amounts of cash on these machines,
(probably for fear of falling behind in the 'race') without demanding any
of the justiﬁ.cations that would be required for other projects of the
same size. The advent of time-sharing, with the necessity for large
amounts of secondary storage and program interrupt and memory protection
features only served to increase the cost of in-house systems. In a
survey of 15 computer manufacturers by P0p91148, T thought that'timé-
sharing would be 30% higher in cost on average than conventional systems.
The survey indicated that only very large organisations would be able to
afford their own systems. Ina .gimilar survey of 48 non-users, Popell et 3148
discovered that 42% quoted costs of equipment, software and operating as the
major obatacle to their use of computers. However 25% were in favour of
time-sharing on a bureau basis because of the lower costs involved. NMiles
Roman Ltd.*?, in a swrvey of 300 computer systems, also found that these
high costs of systems would indicate a shift to computing on a bureau
basis.

One of the major causes of these high costs is the expense of the
hardware itself, particularly in obtaining maximum efficiency from the
equipment. Popell et a148 have found that 'system requirements comstantly
outgrow equipment' and 'total potential throughput is difficult to achieve.!
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Harbridge and Sh:r:l.mpi:on4'7 quote 80% as the highest level of efficiency that
most computers can attain. They ihdicate that this is due to the fact that
computer managers cannot get feedback on equipment performance to assess
this efficiency. Even if some method of sampling the 'work rate' is used,
the results are often too- complicated to analyse. This is even more trus
of on-line systems where many uses share the CPU, each performing often
completely different tasks,

However', some of the blame for the high costs of computers must be
placed on management itself. In many cases top managers assign the tasks
of utilising the computer and controlling costs to a more junior level.
This has the result that the machine is not applied to those business areas
where the potential benefits lie (see Harbridge and Shrimpton'').

' Another cause for managers' dissatisfaction with the high costs of
computer applications is the difficulty of assessing the expense involved.
Early estimates of costs of computer applications are often inaccurate
becauge of the many factors involved, e.g. hardware, computer time, G.P.O.
time, program development time. Many systems appear to 'fail' because they
are often justified on the savings involved (e.g. less clerical staff needed
for paperwork) and not on the improvement (if any) om the manager's performance.
Miles Roman Ltd.,49 in a survey of 2145 applications, indicate the danger
of this 'lack of scientific audit of computer systems in favour of more
conventional measures, for example, & relation to manual systems.' However,
assessing the ﬁtm intangible benefits of 'better' decisions is a very
difficult task especially aa factors change during project development.

Pe. C]:ootz'7 has stated, for example, the problem of distingulshing between
the effects of a new system or a new vice president. The problems of cost

;]ustification are obviously then very severe, and as Miles Roman Ltd's
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survey showed 'there is a distinct lack of management techniques available

for this purpose.’'

6,6 Fear of the machine.

As P. Cloot®!

has noted in a survey of management information systems
in the U.S., even when the system has been proven possible and cost
Justified, there is still no guarantee that the manager will use it. One
reason for this lack of use by manasgers could be the inconvenience caused
by the necessity to communicate with the machine via programmers, analysts
and operators. On-line systems giving immediate access to the computer via
some device such as a terminal enable managers to communicate directly.
There is no doubt that many managers have & fear of the compufer which
may have originated from the early ‘electronic brain' image and the clainms

that the machine would 'take over' their role. G. Clarkson50

recommends

senior executives to use the machine via terminals as a decision-making aid
when it would help to remove *both the mystery and threat.! Allen5 too, in

a survey of 100 U.S. companies using time-sharing computers, advocates direct
use for the mamager leading to 'new ideas, insights and a clearer understanding
of the relevant problem variables and their inter-relationships than would
otherwise be possible through the use of conventional methods.'

6,7 Staff Problems.

Staff problems are one of the most serious causes of dissatisfaction

of computer systems among managers. HNiles Roman49

s in their survey discovered
fhat all the major difficulties concerned staff problems. The first problem
in setting up any computer system is the shortage of experienced computer

staff. The nature of the computer industry is such that systems analysts,



programmers etc. benefit greatly from having varied experience and this,
coupled with the higher salaries available, causes a very high turnover
rate in computer staff, although there are indications, at the time of
wiiting, that the industry is becoming more stable in this respect. On-line
systems have even greater staff problems as the number of experienced people
in this field are fewer still. The results of a survey of‘non-computer
users show thet even when time-sharing is used on a bureau basis the need
for trained personnel will still not have been solved (see Popell48.)

However, these staff problems are not only related to computer staff,
There are many obstacles caused by the training of user staff, their resistance
to change and, in particular, qhanges in work structure and content. On-line
applications of type 2, with their tendency to involve several departments,
can cause tremendous problems concerning this latter point.

6.8 Hardware Problems.

The most serious problem concerning the computer equipment itself is
that of reliability. Allen5, in a survey of 100 time-sharing systems found
that the failure of equipment was the most frequently quoted criticism of
time-sharing. P0pe1148 supports this in a survey of both computer users and
non~users. With the latter group the latemess of reports induced by
failure was quoted as one of the greatest deterrents to using a time-sharing
system. As with many computer problems, hardwafe reliability becomes even
more critical with on-line systems. This is because a fault in either the
computer equipment, the communications link or the input-output device
would be enough to prevent the manager from using the system. In many

applications where speed is essential breakdowns of this nature can be

critical.



Other hardware problems are a result of the nature of the computer
industry itself. The many different computer manufacturers now produce
a vast range of eqﬁipment nuch of which is incompatible. This incompatibility
of manufacturer's hardware was quoted as a major disadvantage of computer
systems by groups of computer users, non-users and management consultants in
the swrveys conducted by Popell et a 48. In on-line systems, incompatibility
can prevent users from linking up with other systems, i.e. a manager of an
engineering diviaion of a company may be unable to access reseérch data at
another company branch. Finally,the speedy developments in computer technology
are also responsible for another serious cause of management dissatisfaction,
namely the rapid obsolescence of hardware. In many installations, the
manager has no sooner had equipment installed (probably with late delivery
dates) when he is being persuaded to invest in some more efficient technique.
6.9 Lack of 'know=how'.

One of the most obvious conclusions that can be drawn from the literature

is that there is an inefficient use of most computer systems. Information from
48 non-~computer users48 indicates that this could be due to the shortage of
information or assistance available to firms i.e. 2 lack of ‘know-how'. This
is particularly true of small firms which often do not possess any experienced
computer personnal and have to rely solely on outside help. Surprisingly

few of the firms in this predicament have resorted to using some of the

countless software houses available - as Miles Roman?Ltd.49

discovered, there
is an under-utilisation of frofessional software resources (it is interesting
to note that this company has subsequently gone into liquidation!)
6,10 Summary,

The important point for success in the more complex applications of type

2 would appear to be that managers should treat these applications with respect,



i.e. they should realise the complexity of these systems and not be
content to hand over the project to some technical group who lack the
skills to cope with the task. Management should be prepared to play
an active part in the development stages of the system and should, where
possible, use the computer directly. Applications should be developed
gradually to allow the users to gain cénfidence and provision should be
made for possible extemsion and integration. Careful consideration
should be given to the organisational problems involved in these integrated
systems, particularly the effects on the user in changes in work atructure
and content, Finally, managers should not expect an immediate return
on investment but should be prepared to give applications a reasonable
period in which to prove profitable, still, however, keeping a tight
control over the costs involved and ensuring that any justifications are
measured on the basis of improved performance.

In order to determiné further information on the problems of
applications of type 2, particularly in relation to the present state
of on-line computing in companies in the United Kingdom, a survey of
companies using time-sharing in their business was conducted. This survey
was also used to gain information on the benefits of time-gharing in

business. The following 2 chapters deal with this survey.
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1. A SURVEY OF ON-LINE COMPUTING -~ THE APPLICATIONS

0 oduc N

In an effort to obtain more information on the advantages and
disadvantages of on-line computing applications of type 2 in business,
particularly in the United Kingdom, a survey of companies ueing time~
sharing was conducted. A discussion of these advantages and dissdvantages
is not possible, however, without first describing the applications
themselves, (as revealed by the survey) and this chapter deals with those
applications. Because of the .nature of the research project (DUBS
objectives are concerned with aiding management especially in the
North-East region), the survey was restricted to firms within the North
of England. From a total of 27 companies possessing on-line computing
facilities, _15 replied favourably to an introductory circular about the
survey (this circular is shown in Appendix 8). The 15 firms were
classed as follows:

Manufacturing 5

Local Government 1

Financial 1
Distribution 1
Research & 6
Engineering

Mining 1

Total 15

Proce o

Initially a questionnaire was deaigned based on the problems discuased



in previous chapters. A separate set of questions was produced for each
department within the company and for each terminal user (see Appendix 8).
However, this procedure was soon abandoned when the variations in the
number of departments and individuals using the computer systems became
apparent (in many cases only one department used the on-line systems

and several companies did not have a 'computer department' as such).
Because of these problems and the desire not to inconvenience too much
the firms co-operating in the survey, interviews were restricted to one
person (who generally was respomsible for the company's on-line computing‘
efforts) and 1 or 2 actual users where this was possible. Furthermore,

by keeping the interviews on a free discussion basis, & wider range of
views could be obtained than would be possible if the manager was restricted
to answering pre-~set questions. However, the originsl questionnaire was
used as & check list in these interviewa.

1.2 Facilitieg.

The first noticeable feature concerning the on-line facilities of
the firms taking part in the survey was that only 4 possessed their own
time-gharing computers, even though all the 15 companies were large
concerns. The other 11 firms were using on-line computing on a bureau
basis although 2 had plans for their own systems in:the very near future.
This lack of commitment to in-house time-shering was further stressed
by the fact that 9 of the firms possessed only 1 terminal linked to the
service bureau. Even more surprising was that all of the 11 companies
uging bureaux possessed their own batch computers. A discussion of
the reasons for installing terminals will explain these facts and this

is done in the following section.
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| Why on-lipe?

The most popular reason for installing a terminal was that the firm's
in~house batch computer was overloaded. This factor was quoted by 7
of the 15 firms, Overloading of the batch computer was particularly
detrimental to applications in research and engineering departments,
5 of-the 7 companies obtaining terminsls for these areas because the
in-house machine gave priority to the more profitable commercial applications.

Three companies used terminals to provide remote computing power
at various locations while one firm was particularly interested in this
'remote computing' aspect of time-sharing as it provided a means of
having computer power without investing $trongly in computers. Another
organisation was attracted Ey the fact that the terminal offered the
prospect of accessing a much larger computer than the in-house machine.

Two companies making extensive use of service bureaux demonstrated
the 'bargaining'power’.that could be obtained with these systems. The
first company had initially connected to a service bureau in order to
use a standard package which it supplied because the task of programming
was too expensive and time-consuming. As applications developed, ths
company began to look elsewhere for more efficient packages until they
were eventually using the services of 8 different time-sharing bureaux.
The result was that all of the 8 bureaux were constantly competing with
each other and thus providing the company with a much improved service.
If the manager using a.padkage was not satisfied, he was able to use the
resultant 'bargaining power' to persuade the bureau to improve the program.
A more interesting example of this 'bargaining power' concerns a large

association which provides a computer service for its members throughout



the country. The association developed packages for gemeral use and
stored the resultant library of programs with several different time-
sharing bureaux thus giving each member-firm a choice of services when
they wished to use a package. FEach bureau offered a free service to
the association in return for possible custom from member-firms and
other users wishing to access the paclkmges. The association even used
a.U.S. service bureau which provided both cheaper alternatives and much
greater computer pover,

Finally, another interesting use of time-sharing bureau was
demonstrated by a research organisation in the development of a program
for a manufacturing branch. The problem here was that the computers
possessed by both concerns were different models and to write the program
for the branch machine would involve several lengthy journeys to the
manufacturing branch. A neat solution was to link to a service bureau
possgessing the same computer model and develop the program thus requiring
& straight swap when completed,

1.4 Applications.

Te4,0 Clagsification.
Chapter 2 divided business applications of on-line computing into

2 types - applications relying on the conversational facilities of time-
sharing and applications relying on the information storage characteristics
of on-line computing. To facilitiate discussion of the on-line computing.
applications within the companies in the survey, the applications of

type 2 will now be further sub-divided into 4 classes: -

CLASS 1§
This class involved packages which performed calculations based on



data bages which were generally relaetively small,
CLASS 2

The second class of applications of type 2 discovered in the survey
vwere those which used some form of management science technique.
CILASS 3

The third class of applications concerns those in which the terminal
was used as a commnications device, very often involving large data
banks.
CLASS 4

The final class of applications involve those in which the terminal:
was used purely to update and query data bases,

<1 Applications of e 1o

All of the 15 firms had applications of this kind and one manufacturing
company used the terminal for this purpose alone, even performing very
simple calculations on-line because of the 100% accuracy that could
be achieved. The application of this class that most frequently occurred
was for the solution of statistical problems using packages. Some of
the more specific uses were:

Statistical snalysis of certain test results.
Calculating the costs of apprenticeships.
Bonus calculations.

Calculating the percentage scrap involved in a manufacturing
process,

Statistical analysis of faults and long-term defect analysia.
Design calculations for mechanical and heat-transfer problems.

Stress analysis of pipes laid underground.



Numerical analysis.

D.C.F. and N.P.V. packages.
Calculating method study standards.
Surveying calculations.

Regression and correlation analysis.
Quality analysis.

A tions of type 2.
CLASS 1
Unlike applications of type 1, applications of this type take
advﬁntage of the information storage capabilities of on~line computer
systems, Examples of this kind of application are:
(1) Porecasting techniques
Forecasts are made using data from an information file which is
updated regularly on-line. Thus a manufacturing company used statisticel
techniques such as regression and correlation analysis to produce very
short control forecasts on how much is produced, whilst a mining concern
updated weekly information concerning progress and used the resultant
data base to produce monthly forecasts of stock required.
(ii) Quality control
There were 2 examples illustrating how on-line computing can help
in decisions involving the quality of a product. One company used the
file interrogation capabilities of on-line computing in determining
product reliability by analysing a customer complaints file. The second

example involved the marketing department of a company which used the terminal
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to determine the affect of product quality on custom.

(iii) Complex design problems

The problems referred to here are large scale design problems
involving the interaction of many variables. On~line computing is ideal for
solving these problems because a date base can be used to store the values
of variables so that the user need only input those factors whose value
has changed. In addition, the data base can be used to hold results from
previous runs or information on various design parts which can then be
‘called up' at the design stage. The following 3 examples of this type
of application were discovered in the survey:

(A) A shipbuilding firm was often required to produce tenders for
prospective customers within one week. However, the many thousands of parts
used in the building of a ship made the process of designing and estimating
costs a very lengthy one. Without the aid of a computer only rough estimates,
often very imaccurate, could be given. Even the batch computer system, because
of its unreliability, could not guarantee the turnaround necessary and the
tender was therefore prepared manually -~ a very tedious task. However by
using a storage tube with a joystick providing a vector facility, the user
could draw up the design of a bull and estimate storage requirements and costs.
They also found that the device was sufficiently accurate and speedy enough
to allow finer details of design to be lnvestigated within the time
available.

(B) A manufacturing firm used the terminal to calculate furnace
blends from & number of different inputs. The package also calculated the
costs involved in the process, breaking them down into their various parts,

(1.e. costs of stock input). The data base in this case was used to hold
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the inputs from the previous run and only those variables whose values hagd:
changed werelinput for future runs. On-line computing was essential for
meking speedy decisions when furmace conditions or stocks changed.

(C) The same manufacturing firm mentioned in (B) above was also
faced with the difficulty of designing the furnaces which required many
different types of brick. The problem here was that the bricks had to be
ordered up to 18 months in advance of the actual building of the furnace.

By using a terminal in the design stage, it was possible to have the order
prepaered in time. Information about the various types of brick was kept
on a data base and used at the design stage.

(iv) Design-production links

There were 2 examples of applications in which the design and production
stages were linked using the terminal. The first example concerns the use
of the storage tube and joystick in the design of ships described earlier,

A program was developed which generated paper tapes from the final displayed
drawings. These tapes were then used to operate a drawing machine and hence
the drafting function was eliminated. The second example arose in an
engineering firm end was similar to the ship design application in that a
paper tapg was produced from input information comcerning a drawing (i.e.
tools, speeds etc.) In this case, however, the output tape produced was used
to control the machine which actually manufactured the equipment. The

use of a terminal reduced the time to manufacture the equipment from 3 days
to about 12 hours.

(v) Inventory control

Only one company used thsir onriine computing for controlling their

stock levels. The greatest advantage of being on-line was that frequent
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and accurate lists of stock could be obtained.

CLASS 2

Applications of class 2 used the following management science
techniques:

(i) Simulation.

This was used in 5 of the 15 firms teking pert in the survey.
Hovwever in only 2 of these cases was the model actually run from the
terminal and used for immediate decision-making and policy testing. The
major use of the terminal in simulation was in the development of the
model and for updating ﬁhﬁposes, the simulation run itself being performed
off line. Some specific models were:- |
(a) A simulation model of a reactor was updated on-line and used for
operational decision-making and for emergency situations requiring immediate
action.

(b) A manufacturing company used simulation to test out policies before
implementing systems. The model itself was built from a set of standard
packages and was used to help people think through a project - 'people
never have a very clear objective but, by using the terminal, they can
clarify what they mean.'

(¢c) A research establishment created a model of a lérge supply system
to use in emergencies for malking alternative plans. However the greatest
benefits gained from the model were in the training of staff in both the
theory of the system and computing itself. Initially subjects were very
frightened of using the model via a terminal but after just 2 days they
becane qﬁite efficient.

(1i) Resource allocation.

Three firms used some form of resource allocation in their on-line
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computing applications. One manufacturing firm used it to schedule man-
power requirements in a production process involving many parts whilst
another manufacturing concern used it to schedule maintenance work and to
evaluate usage, inventory and plant reliability, thus obtaining information
for future policies. A rather interesting use of resource allocation

arose in a research organisation who used it to schedule the work load

for the computer itself, the results making an impressive contribution

to fhe efficiency of the system.

(iii) PERT end CPM.

There were 4 examples in which a terminal was used with PERT or CPM
modela. In one of these cases the terminal was only used for building and
testing the model and for quick updating of files. However, an engineering
concern had found the terminal provided a 'clear selective output'using
a report-editing procedure -~ a vast improvement on the éonfused output from
the batch model. A manufacturing firm had successfully used PERT and CPM
for the project control of small O and M projects which were complicated
because they involved many different departments. In addition, the
terminal was used for network analysis of complicated assembly work. In
the case of & research department however, the use of CPM was‘not successful
because the schedules fell so far behind that the model eventually
collapsed. |

(iv) Business games.

Two companies used on-line computing for business games and found that
they were very good for training staff both in company methods and computing.
One national concern even had users at widely separated locations playing

each other and had succeeded in simulating other competitors.



CLASS

Examples of applicetions in which the computer terminals were used
as communications devices are:-

(i) A manufacturing company had an on-line computing system linking
3 widely separated sites. A monitoring system was established by setting
up a common data base containing the status of all projects. The file
was updated whenever changes were made and people could therefere access
information which was completely up-to-date. In the original communications
system (usingitelephone, post: etc), everyone had different ideas about
the status of projects and there arose a confusion of errors. However,
with the on-line computer system the data base was continually updated
and any errors that were made were at least consistent.

(ii) The same mamufaturing firm also used their on-line computing
system as a data link rather like a normal telex facility. This was
particularly advantageous for the processing of engineering informstion,

A file was established which contained all changes made to drewings etc.
end this could then be monitored.

(iii) A large financial concern had also developed a nationwide
communications system using on-line terminals. A trained clerk at each
branch entered transactions at regular intervals throughout the day, thus
keeping the central files constantly up-to-date. A series of regional
concentrater computers helped to cut down G.P.0O. line costs to the central
system and, by holding summary files at these 'concentraters', each branch
vas able to answer most customer requests immediately.

(iv) PFinally, a distribution company used a terminal as a communi-

cations device in a computer controlled automated distribution system.
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Checks were incorporated into the various electronic devices within the
system (cranes, elevators etc.) and any faults were reported to the type-
writer terminal. The terminal could then be used to find out more
information about these faults and to send commands to stop activities
or initiate others.

CLASS 4

There were 4 examples in which the terminal was used to make enquiries
of And amendments to large data files. Three of these cases were in a
local government concern who had developed the following on-line systens.

A. Housing accommodation system.

The data base in this application consisted of information about
housing waiting lists. A terminal, insfalled in each local rent office,
enabled clerks to meke decisions on rehousing with attention paid to
priorities such as medical cases, slum areas etc. The great advanfage of
this system was that one could look for oomplex chain transfers with the
aid of the computer. In the previous system it was impossible to perform
3 transfers in one move.

B. HMaintenance asystem.

By extending the data base mentioned above to include information
concerning repairs etc, the system could easily allow maintenance to be
handled.

C. Vaccination system.

In this case the data bank consisted of information on children at
birth including past and future vaccination dates. The computer system
automatically produced requests for vaccinations and sent the necessary

cards to doctors, mirses etc. The terminal enabled immediate replies to be
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obtained to a constant stream of requests for urgent medical information
from hospitals and surgeries.

The 4th and finml example of this class of application occurred
in g large financial organisation where a terminal was used by the personnel
department to make amendments to,and queries of, a data base containing
staff records.

Z.5_Conclusions.

The survey shows that the application of on-line computing, at
least in the North of England, has not reached a very sophisticated level
and few companies possess extensive time-sharing facilities. As section
T7.3. shows, the decisions to use on-line computing by the firms in the
survey were not motivated by the benefits described in Chapter 2 (immediate
information, exploration of more alternatives in decision- ’
stimulative interaction etc.), but more by the ability tovtap remote
computer power. In particular, the use of time-sharing bureaux, enabling
companies to pay for just the actual computer resources used, persuaded
many firms to use on-line computing to relieve the load on their own
batch systems - even developing applications which would not normally be
considered suitable for on-line use (heavy computational jobs requiring
large amounts of input-output). It might be expected, therefore, that
the advantages and disadvantages of these on-line computing applications
will be closely related to the use of time-sharing on a bureau basis

and these points are discussed in the next chapter.
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8., A SURVEY OF ON-~LINE COMPUTING — THE BENEFITS

 AND_PROBIENS

8.0 Introduction.

This chapter discusses the advantages and disadvantages of the on-line
computing applications described in chapter 7. Several other interesting
points arose out of the interviews in the 15 companies and these are also
discussed. In the conclusions those factors which were a result of the
nature of applications of type 2are isolated and discussed.

Since most of the firms in the survey had a heavy dependance on
standard library packages supplied by time-sharing bureaux, it is necessary
to distinguish those factors which are a result of the characteristics of
these library programs before entering into & more general discussion of the

advantages and disadvantages of on-liné computing as revealed by the survey.

8.1 The Role of Standard Library Packages.

Standard library packages consist of generalised programs supplied by
the time-sharing bureau for use by many different customers. The survey
fevealed a very high usage of these packages, 7 firms applying them to
scientific, technical and statistical problems and 3 firms making extensive
use of such programs. |

The time and expense of programming was the most common reason for
resorting to standard packages. Thus a manufacturing firm was forced to
use packages, even though they did not do quite what the user required,
because there were no programmers aveilable and users themselves did not
have the time to write their own software. Although the majority of users

interviewed were extremely dissatisfied with the packages supplied by the
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bureau, they still felt that it was a better alternative than doing their
own programming. This was particularly true of 'one-off' applications
where the investment in programming could not be repaid by any repetitive use.
In these cases, companies would invest considerable time and effort to secure
standard packages. Thus a manufacturing company had a policy of approaching
all service bureaux for a package before attempting to write their own
program. One firm even linked to a United States bureau by satellite to
use a highly complex, technical package - the only way in which the results
could be obtained in time. A research company had found that using standard
technical packages enabled them to compare methods_of solution with their
own techniques.
Some of the disadvantages of using these standard packages weres
(1) Explanation techniques were very poor. Many packages did not

take advantage of the conversational mode of time-sharing thus requiring the
user to search fhirough a manual for instructions. Phe manuals themselves
were difficult to follow being 'jargonised' and lacking worked ezamples.
Typical comments were 'mamuals need programmers to understand them', 'packages
are written for computer people and try to be too clever,' and 'many create
confusion by putting different meanings on words.' The general view was that
the packages were necessary but the effort involved in finding out what &
program does and how to use it was too great, e.g. with an L.P. package,
the biggest difficulty in using it was discovering how to feed in the matrix.

(ii) Library packages often proved inefficient and expensive. This
was mainly a result of their generality - they very often did not do quite
what the user wanted and also gave additional information which the user
did not require but nevertheless had to pay for,

(4ii) Lack of flexibility was a major cause of dissatisfaction in using
standard packages. Several firms expressed a desire for a building block

approach to provide some flexibility but only one of the time~sharing
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bureaux appeared to adopt this approach.
(iv) Packages gave too much irrelevant output and not enough exception
information.

(v) Finally, problems arose not from the packages themselves but from
the manner in which they were used. HMany users had a tendency to run the
programs 'blindly’' and place too much faith in the results (one firm quoted
this as a major advantage of standard packages, i.e. the manager does not
ﬁeed to know how the results are produced but only how to apply them). The
dangers of mis-interpretation here are obvious.

There are then, obvious shortcomings in the use of library packages.
However, unless the organisation is very large and the applications are
needed in several branches enabling the programming costs to be shared, the
lack of time, money and skills will force companies to use them despite
being dissatisfied.

8,2 Advantages of on-line outer: dications.

8.2.0 Introduction.

Each of the. 15 firms was asked to describe any advantages they had
obtained from using on-line computing. A total of 14 major benefits were
stated and these are described in the following sections and summarised
in table 8.2.

Be2,1 Speedier information for decisions.

Over half (8) of the companies in the survey quoted this as a major
advantage of using terminals. Two firms stressed that, even though speed
was not critical with the majority of decisions made, the ability to obtain
immediate information when required was important. One financial organisation
found that the ability to answer customer enguiries immediately was a crucial
factor in improving their customer service.

An interesting example from one company illustrates the advantages,



stemming from immediacy of information, that on-line systems have over
batch computing. Before the introduction of computers, enquiries were
answered by clerks from a filing system. However, with a 'uman memory'
system, many answers could be given immediately by the c¢lerks themselves,
When the batch computer system replaced this method, immediate replies were
no longer possgible until the introduction of a system based on computer
terminals, which provided immediate access to the data base.
8.2,2 Aﬁiliyx to try more possibilities.

A direct result of the épeed with which informetion can be obtained
by using terﬁinals is that more possibilities can be tried in making a
decision - a fact supported by 6 of the firms in:the survey. This
advantage was responsible for encouraging one company to try and help
top level management in financial planning.

In enabling more alternatives to be explored, on-line computing
can help the masnager to make 'better' decisions. Thus a manufacturing firm
discovered that the speed of time-sharing enabled them to obtain solutions
approaching the critical limits of material used in obtaining furnace blends.
Without the ability to explore many possibilities there was a tendency to
'overcompenéate and hence incurr extra costs. '
8¢2.3 Ease of information retrieval and file ugdat;gg.

The eage with which files could be interrogated and changes made
using a device such as-a terminsl was praiséd by 5 of the firms in the
survey. Indeed, one company initially obtained computer terminals purely for
this purpose in order to relieve the load on their batch computer system.

A third of the firms interviewed quoted convenience as a chief advantage
of on-line computing. As one manager put it, 'information is literally at

your fingertips.' The convenience of using computers via a device such as

- 100 -



& terminal had appealed to a research manager who found that having to
communicate through a third perty in order to use the in-house computer
caugsed considerable confusion and delay.

8,2.5, Applications previously imposgible.

Four companies thought that on-line computing had made.many applications

possible. Some examples of these applications are:

~ A, A department of a manufacturing company thought that on-line
computing had enabled some aspects of statistical analysis, such as regression
analysis, to be performed in time - a task impossible on the batch system.

B. A large financial concern found that the increasing workload
was becoming too great due to the amount of output that needed to be generated
for each branch. On-line computing hed succeeded ip cutting down this work-
load to manageable proportions by providing each branch with a report editing
facility.

C. A large corporation discovered that on-line computing had enabled

" complex chain transfers to be handled when making re-housing decisions.
D. A shipbuilding organisation found that on-line designing using
.stérage tubes was the only way in which tenders could be given to prospective

customers in time.
8.2.,6. Training staff.

Four companies discovered that the use of computer terminals was a
distinct advantage in training staff both in computing, and with the aid of
simulation models, business games etc, in the disciplines of business iteelf.
The use of novel games such as 'hangman', 'noughts and crosses' etc. which
can be played conversationally were ideal for overcoming the 'awe of computers'

that most novices held. One particular manager who came to see the terminal
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shortly after its installation became so fascinated 'playing the computer!
that he was late for an important board meeting.

One company found that on-line computing had really influenced managers’
attitudes to computers. This occurred because, in the absence of skilled
ataff, managers had to write their own programs and they had thus come to
realise exactly what the computer could and could not do., Indeed they had
become so keen that the response to learn ﬁ new langusge (introduced with
a larger system) was overwhelming and even senior managers wanted to learn it.
Terminals were particularly useful for training managers in programming
because of the speed of development of programs and the absence of confusion
created by characteristics of operating systems such as control languages.
f.2.7, Remote computing.

The ability to ‘'tap' computer power at remote locations was mentioned
by 4 of the 15 firms taking part in the survey. For small organisations
on-line computing enabled them to use computers on a bureau basis without
investing strongly in them. The remote computing aspect of time-sharing is
a distinct advantage when applications are repeated in many different
locations as it helps to cut the costs of duplicating syatems.
B.2,8, Fast turnaround.

The quicker turnaround time for jobs performed on-line was cited by
4 of the companies as a distinct advantage of using terminals. All 4 cases
concerned design applications where the turnaround on the batch computer
was too poor due to the priority given to commercial applications.

8,2,9, Speed and ease of programming.

¥hilst this factor is one of the major advantages that on-line computer

systems have over their batch counterparts, only 3 firms in the survey quoted

it as an important benefit. This is not surprising, however, considering




the high proportion of on-line systems of the bureau type and the dependence
on standard packages mentioned in earlier séctions.
8,2,10. Exception reporting.

The ability of on-line computing to give the manager only the information
he wants in output reports was praised‘by 3 of the firms interviéwed. This
was a distinct advantage over batch systems where tho tendency was to swamp
the manager with much useless information in thehope that he would eventually
find what he wants. In 2 companies, the terminals were used to produce much
clearer and more varied reports for managers. Finally, a financial concern
found that, on the batch computer system, each branch had to be supplied
with huge amounts of output as any customer might wish to know about his
account. With the on-line system, output could be generated on a terminal
at each branch only vhen a customer requested information.

8211, Improfed communications.

| Three companies stated that the use of on-line computing had reduced
errors and fanlfs arising through communication problems. This was done in
2 Ways.

(i) by providing e means of centralisation which reduced the risks
of faults occurring and enabled regional sites to be monitored and controlled,

(ii) by setting up a common data base which helped to produce consistent
information unbiased by individual ideas.

832.12., Stimulates user.

Only 2 firms felt that conversational computing helped the user's thought

process. The first case inyolvéd design applications where a high degree of

stimulation might by anticipated. However, in the second case, a company

- 105 -



had found that the use of computer terminels had helped many managers to
progress into fields previously unthought of.
B8.2,13 PFacilitates data-input.

Two companies had found that the use of a teletype terminal with
paper tape input was ideal for inputting data which could then be analysed
on the terminal,

8.,2.14 Bureaux advantages.

Finally one company stated that the major advantage of using e

terminal on a bureau basis was that it 'lay somewhere between a large

computer system and a calculating machine.'

- Table 8.2, Advantages of on-line computing applications.

ADVANTAGE (Numﬁz:eg?e§§§tions)
Speedy information for decisions 8
Ability to try more alternatives 6
Ease of information retrieval and file updating 5
Convepience' 5
Applications previously impossible 4
Treining Staff 4
Remote Computing 4
Fast turnaround 4
Speed and ease of programming 3
Exception reporting 3
Improved communications 3
Stimulates user 2
Facilitates data-input 2
Bureaux advantages 1
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8,3 Disadvantages of on-line computing applications.
8,3.0 Introduction.

A total of 12 causes of dissatisfaction with on-line computing
applications wefe discovered in the survey and these are deseribed in the
following sections, and summafised in Table 8.3.
8+3.1 Costs.

Eleven of the firms taking part in the survey memtioned high costs
as being the major obstacle to the efficient use of on-line computing.

These costs are obviously very much highef per application when time-sharing
is used on a bureau basis -~ the case with most of the companies in the survey.
The main complaint wes against secondary storage costs vhich were prohibitive
for many applications involving large amounts of data. One research
organisation resorted to the use of tape backup to minimise secondary

storage costs. This resulted in delays for users, whilst files were

recovered from tape, and became & msajor source of irritation.

G.P.0. charges often accounted fof a considerable proportion of the
total computing costs. lMany of the firms interviewed used the cheaper,
slower terminals which were connected to the normal STD network and
therefore subject to standard telephone charges. However, only 2 companies
recognised the extent of these transmission charges (¥ of the total computing
costs in one firm before the introduction of a multiplexor), probably
because the charées were often hidden with the normal telephone costs.

The main cause, however, of these high on-line computing costs, is
the fact thatterminal systems lay themselves open to the enthusiastic amateur.
Companies need to keep strict control over the activities of each user to
prevent them runningvaway with wasted costs. Thus & manmufacturing firm

found that many users had reached the point where they were not getting what they
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wanted from the system and had stopped using the terminals. This resulted in
many files getting out of hand and incurring wasted secondary storage costs.
To overcome this each user was held responsible for his own files. Another
example of the need for strict discipline over terminal users involved a
research organisafion who found that it could not prevent users from Funning
jobs on the terminal with large amounts of input-output, thereby increasing
on-line time and communication costs.

2, Input devices tigfactory.

input devices were the second largest cause of dissatisfaction, S firms
complaining that they were noisy, slow and inefficient. One firm even used
storage tubes as teletypes for certain applications as the noise-level of the
teletype was high enough to disrupt thinking. In addition to the noise of
these teletypes, the slow line transmission speeds increased the on-line
‘connect' time which proved expemsive on the bureau system. Two companies
complained that the width of output paper on the teletype terminmals limited
the size and clarity of any tables that could be produced.

All these complaints were against the slow, cheaper form of teletype
terminal used in 10 of the firms in the survey. .Although there are faster,
quieter and more efficient input devices available to overcome these prodblems,
most of the companies found the present costs prohibitive.

8,3.3. Lack of experienced computer persbnnel.

Snrprisinély, only 3 firms complained of a shortage of skilled computer
staff even though 11 of the 15 firms were using on~line computing on a
bureau basis, a situation in which such a shortage might'be expected. As

stated earlier, most companies coped with standard packéges and dissatisfaction
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was expressed only when something non-standard was required.

Although only 3 companies mentioned the lack of computer skills.as
a problem_at~1east 6 of the terminsl systems weie considerably underused
indicating that the problem is much more serious. None of the companies
considered using comsultants to overcome these problems, the general
opinion being that they were expensive. Most firms weré reluctant to divulge
company information to 'outsiders' without a strong motivafion.

8:3.4 Programming difficultieg.

Again, a surprisinglj low number of users (3) complained about
difficulties in programming tasks and this must be attributed to the high
nunber of bureau users and the dependance on standard packagea. . However
those firms who performed a considerable amount of their own prograemming
discovered that a.high level of éontrol ﬁas needed if success was to be
achieved, Thﬁs a manufacturing firm kept a close surveillance on program
development and, as soon as things went out of hand the project was either
'bulldozed through' or abandoned. Illustrating the same péint, a financial
organisation constantly attempted to evaluate programmer performance and
insistqd that all programmers were kept responsible for correcting and updating.
their own programs.

8,3,5 Trensmission faults.

Three firms complained of on-line interference and the terminal link
breaking down, particularly in the early days of installation.
8.3.6 Cost—justification.

The lack of available costing techniques for on-line computer systems
wascriticised by 3 companies. As a manager in a manufacturing firm stated,

the problem is to isolate effects from the many complex interactions of systems
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and attribute them to the use of the terminasl. One computer manager indicated
the dangers of attempting to cost-justify computer applications ‘one cannot
justify systems unless one gets one's fingers burned or learns from someone

who has.'

8.3.7+ Error recovery megsy and difficult.

Errors were considered a serious cause of dissatisfaction in 3 of the
companies using terminals, the detection of errors being a major problem.
Thus one computer manager described how users were frustrated by the fact
that errors in a data file were not detected until the program reached that
point, very often necessitating a lengthy re-run. A research organisation
providing & bureau service to its member firms found that a large amount
of time was spent investigating user compleints.that programs were incorrect
when, in fact, the user's input data was invalid. thhough many errors could
be detected by the program, it was impossible to foresee all errors - a fact
supporting the conclusions on the experiment described in Chapter 5. As one
user complained, however, on those occasions when the bureau program was at
fault it was difficult to convince the service bureau who often claimed that
their programs were perfect.'

Besides being frustrating and time-consuming, errors can be a severe
problem in many applications such as the design of ships and motor cars where
strict safety regulations are involved.

B.5.8. Centralisation problems.

Centralisation problems were limited due to the lack of any large-scale
time-sharing systems amongst the companies in the survey, the majority
possessing only 1 terminal connected to a service bureau. However 2 companies

who were planning to have large time-sharing systems in the future had
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encountered resistance from local managers who resented the loss of power
even though they could appreciate the benefits of tighter control overx
regional branches that a central system would offer.
-B.3.9 Training problems.

Only 2 firms considered.the training of staff to be a problem and,
in both cases, the difficulty was in the training of the terminal operator.
One company wished to use a 'data-secretary' to operate the terminal for
repetitive applications. However the high G.P.0. charges necessitated the
use of short, highly coded interaction languages rather than verbose messages
and the operator would have to be trained to understand these codes. Another
manager thought the man-machine interaction problems such as errors, response
times ete., would be too great in training s secretary to use the terminal
for report editing. In contrast to these 2 examples, 6 companies had success-—
fully trained a data-secretary who, in many cases,-had become very efficient.

8.3.10 Lack of standards.

There were 2 complaints against the lack of any standardisation among
the different service bureaux., One company mentioned the absence of standard
transmission codes which prevented them linking with other service-~bureaux
using the same interactive device, The manager of a research départment
using & terminal complained that changing from one service to asnother was
too difficult because of the effort involved in reformatting tapes, learning
new languages etc. and the user was therefore content to remain with a
bureau even though there was a better alternativee.

8,3.11 System reguirements outgrow equipment.

Only one company found that their work load necessitated an ever

increasing investment in computers. The remaining 14 firms recognised

that early systems were oversold and had become cautious, making progress
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in 'inches not strides'.

8,3.12 Loss of control.

One firm discovered that some terminal users felt uneasy because they
did not.know what actually happened during processing and they preferred,
therefore, to use a calculating machine. As stated earlier, however, many
managers were only too pleased to accept results blindly without having to

understand the process that occurs.

Table 8.3 Disadvantages of on-line computing,

DISADVANTAGE (Number of Meations)
Costs "
Input devices unsatisfactory 9
Shortage of skilled computer staff 3
lExpense and time-consuming nature of programming 3
Transmission failures 3
Difficulty in cost=justifying 3
Brrors 3
Centralisation problems 2
 Training staff 2
No standardisation 2
Constantly increasing equipment requirements 1
Loss of control 1

Gene congiderations.

In addition to the advantages and disadvantages discussed in the
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previous sections there are several characteristics of on-line computer
systems that are worth discussion.
A. Degree of Use.

Utilisation of the onrline'computer systems varied considerably
ffom one company to another but many’systems were very under-used., Even
within each company the departmental usage varied considerably. Nany
firms found that one department or area had made extensive use of the system
whilst other areas had failed to take advantage of the facilities offered.
This was. generally a result of 1 or 2.people in a particuiar area ﬁho were
keen,usérs and had gspread interest throﬁghout that area.

There is no doubt that the shortage of skilled staff was responsible
fof many of the onpliné-systems being under-used. However several companies

had obtained-é'high 1eye1 of use by successfully encouraging msnagers to

learn computing. By leaving ali departments to their own initiative and

with some influence from senior managemént, & reasonable balance of experience
was obtained capable of dealing with most problems.

Surprisingly 2 coﬁpanies mentioned the physical location of the
terminal as being an impértant factor in its use. In ope case, the device
was situated in the computer room itself creating an effort for managers
to reach it and a considerable amount of fear from the computer and
_peripherals themselves. To overcome this a portable VDU was planned for
future use., Another company found that people preferred to use adding machines
on their desks rather than make the journey (however short) to the termimal.

B. Success of applications,

All the managers interviewed expressed difficulty in gauging the
success of the on-line computer applications due to the problems of costing,
igolating effects from many complex interactions, etc. The general attitude

was that results could not be expected immediately and terminal systems can
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take anything from 6 months to 2 years before they begin to justify themselves,
The definition of a successful system also proved difficult particularly
for larger applications which are general in nature and stretch over several
managerial functions. In these instances, the application has to please
meny different mandgera. One company using 8 different service bureaux
stressed the importance of 'shopping around' before selecting'a service as
the many different standards can greatly influence the success of the
computer system,

C. Rate of progress.

Three firms attached great importance to a policy bf advancing in
'inches not strides' with computer applications. Manmagers in each of these
firms stressed the fact that many systems fail because early applications
are too ambitious (e.g. management information systems embracing whole
company or an area), whereas it often proves better to develop a series of
small projects which can be linked up eventually (it is important, therefore,
that allowance is made for possible future integration).

D. Mansgement involvement.
A1l the managers interviewed agfeed tbat management involvement was
crucial to success. Surprisingly, each company was satisfied with the
level of management participation in their on-line computer applications.
There were 2 ways in which managers were successfully involved in the design
of applications:

(i) In the larger on-line computer systems investigated, those managers

who were responsible for the applications did not, in genmeral, use the system

directly. Great care was taken, however, in ensuring that the system was
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specified correctly to the computer staff before the actual programming.

In addition, feedback from the programmers and systems analysts to the
managers was ensured, allowing changes and additions to be made as the

systems wers dewloped. A financial concern was particularly pleased with
their system design team which consisted of a successful combination of
computer experts and systems and methods people who were non-computer personnel
recruited from within the company.

(ii) Many of the on-line computer systems baged on service bureaux
v computera‘had successfully overcome the problem of involving managers. This
was due to the fact that the managers were encouraged to write their
own progrems and use the terminals themselves - hence the majority of
the terminal applications were user-orientated.

However, in these gystems the influence of senior maenagement is of vital
importance if success is to be achieved. In those systems where managers
had become accomplished terminal users, senior management had encouraged
ugers and teken an active interest in the on-line computer system, applying
gentle pressure to those departments who fell behind in their anticipated
use, Because of the difficulty in justifying on-line computer applications,
many companies had & policy that senior management should be prepared to
allow any project to be attempted but be quick to abandon those applications
which begin to look uﬁeconomic.

E. Communication problems.

One of the greatest obstacles to a successful computer application
is the difficulty that managers and computer staff have in communicating
with esch other effectively. On the one hand the manager knows a great
deal about business problems and little of computers and their capabilities,
whilst the systems analyst generally lacks an understanding of management

problems.
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Managers in 4 companies mentioned this commuﬁication barrier as a
problem in the use of their on-line computer system.

The computer staff claimed that managers only had general ideas about
what they wanted and could not specify their problems exactly. One computer
manager had become particularly frustrated in attempting to help his
»manaéers who had complained of too much useless information from the computer.
His requésts to managers for a clearer definition of their information
needs were refused because of a fear that the computer would eventually
replace the managers concerned. One person had even stated at a board
meeting that 'the computer isn't taking over my job'.

Terminal systems can help to dispel this kind of mis-informed attitude
providéd computer staff encourage managers to interact directly with the
computer and thus help them to become aware of the computer's potential and
its limitations. However the use of coded interaction languasges and computer
jargon must be avoided if the manager's hostility and fear that the
inform tion he is givén is not what he really wants is to be overcome,

A good example of how to overcome these communication problems was
demonstrated by a large organisation where the computer was used as a bureau
by each department. All the departiments using fhe machine had a computer
ligson officer who was familier with the business of that department.

It was the task of this lisison officer to sort out any communication
problems by asking pertinent questions of the computer staff as to how
information was obtained, i.e. 'did we get this result using last weeks
figures?'
F. Decisioq models.
Four of the managers interviewed stressed that, if computerised

decision models are to be successful, then it is important that the manager
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is allowed to make the final judgement. They stated that the computer should
only be used to supply the alternmatives:and the manager should be left to
use his own skills, hunches. etc. in reaching a solution - even if this
means disregarding completely the computer's output. Thus one company
split up its models into several different stages. At each stage a report
was produced which was then analysed by the manager who was allowed to change
factors according to his own judgement. The new report was then submitted for
further processing until the final report was accepted. Another good example
of allowing the menager to use his own initiative in decision-making was
given by & local goverament concern in their computerised re-housing system,
In this application, the computer provided the alternatives but left the final
decision to the rent officer who was able to apply his own skills, (i.e.
personal knowledge of tenant suitability etc.)
Ge 'The personal touch'.

The importance of having personal contacts in business, as opposed
to man-machine interactions, was well illustrated by-one of the companies
taking part in the survey. The operations research staff of the firm had
proposed a method whereby orders sent to stores could be based on a sales
znalysis of products. By having an on-line recording method for sales,
stores would be able to recognise and cash in on, the best selling items.
Thus the buying process would be automstic. The system was rejected,‘however,
because the personal touch associated with the salesman — store menager .-
relationship would be lost,

H. Report editing.
While many firms recognise the advantages of.onpline computing for

report editing only one had actually implemented such an application .
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Another company had attempted to provide managers with editing facilities
but had failed because of 3 factors:-

(i) Simple interrogation, i.e. providing them with a set of
questions, was inadequate.

(ii) Sophisticated interrogation involved managers having a
knowledge of programming techniques which was undegirable in most cases.
(iii) Bxception reporting was only a theory ﬁecause the ultimste
exception conditions could not be stated as there were many factors involved.

| I. Displays.

Of the 15 firms co-operating in the survey only one used any form
of display termiﬁal and this §onsisted of a simple storage tube with a
joystick to provide a vector facility. However, 3 companies planned to
uge display terminals in the near future. One of these companies was a
large corporation who planned to install visual display units (vU) in
each local branch office for use by clerks in their decision-making. A
more ambitious application was planned by a manufacturing company who
intended to use VDU's at top ievel board meetings to provide graphs,
tables etc. Finally, a research organisation hoped to mount a VDU on a
portable trolley to énable staff‘to use the device whilst sitting at
their own desks.

Although all firmé recognised the advantages of display terminals
for many applications, in particular the drafting function in design, the
disadvantages far outweighed any potential benefits. The major deterrent
to the use of display terminals was cost., As one manager put it, 'a person
would have to be very brave to commit himself to.displays when one can
get half a dogzen terminals for the same price as one display.' Other
dissatisfactions concerned poor software support and the absence of a

hard copy. Bven in the field of design, where the benefits of interactive
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displays are most obvious, these factoré were great enough to prevent their
use,
Some interesting facts were uncovered by a research team set up by
a shipbuilding concern especially to investigate the use of interactive
computer graphics in the industry. The conclusions were that the expense
involved in using fully interactive displays was not justified and a
cheaper form of display using an alpha-numeric scope with a joystick,
although less efficient (one would have to re-build the picture continuously),
would be more suitable. The major disadvantages of fully interactive
displays found by the team were:
(i) Cost - a display would cost £10,000 compared to £600 for a

teletype terminal.

(ii) The device required either a large, fast computer or a linked
satellite computer to enable a high level of interaction to take place.
The number of applications where people required this degree of interaction
were minimal and did not justify the expense.

(iii) The display screen itself was too small for large scale design
of this nature. In design, the user wishes to investigate small parts
in detail and then look at the overall effect. In shipbuilding and other
large scale problems, the variations involved in this 'blow-up' process
are so great that the design stage would take too long. With the proposed
storage tube system, the company were even considering screens 6 feet
square.

(iv) 1In a trial and error process such as design, the user would
be 'tying up' either a satellite computer or a large part of a main

computer system thus making the task costly. The same tagk could be performed
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much cheasper on a batch system or on a less interactive system with a
bit of thought and effort.

(v) One application in design involves 'calling down' parts and
building up a picture. For large jobs such as shipbuilding, the number
of parts concerned is so great that the secondary storage costs become
severe,

J. The terminal users.

It is interesting to discuss the degree of direct mesnagement use of
the interactive devices available in the on-line computer systems investi-
gated, Only 5 companies did not use any form of ‘'data-secretary', the
managers interacting directly with the computer. However, 4 of these cases
concerned research work of a highly technical nature for which a secretary
would be unsuitable.

The most popular method was to use a 'data-secretary' for simple
repetitive jobs, particularly when large amounts of input-output were
involved, with the manager interacting directly for fone-off' type appli-
cations., Seven firms adopted this approach and, in most cases, the
secretary had developed into gquite & sophisticated programmer.

Some typical uses of a 'data-secretary' wvere:-

(i) Inputting standard information and.interrOgating files;

(ii) vising simpler statistical packages;

(iii) in an automated distribution system, where the terminal was
used as an exception reporting device, the 'data-secretary'
handled simple faults and only called the manager when
decisions were required;

(iv) a clerk in an engineering firm was given the task of operating
a critical path model which produced large amounts of output.
Surprisingly, 3 companies used a secretary for all applications

of the terminal, the latter being regarded by managers very much as a
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typevwriter and therefore its operation was considered to be a secretarial
task,
8,5 Conclusion,

The survey, although limited both geographically and in sige, supports
meny of the points discussed in Chapter 6, with respect to applications of
type 2 (data storage applications which may extend over several functiomal
areas) .

The most important points arising from the survey concerning appli-
cations of this type are:~

(a) Costs.

Chapter 6 discusses the costs associated with the company's own
time-sharing computer system. The survey shows that these costs restrict
such systems to only the very large organisations. The majority of companies
used on-line computing on a bureau basis where they only pay for the
resources used. However, these costs, particularly secondary storage costs,
can also be severe. Applications of type 2, which often require large
data bases, can prove particularly exp@nsive in this respect. Because
many of these applications extend over several departments and must, therefore,
please several managers, it is difficult to gauge their success and
justify these costs.

(b) Management involvement.

All the systems where managers were satisfied with the on-line
computer applications were those in which senior management had taken
an active interest.

(¢) Development policy.

It is important to progress in stages and not to be over-ambitious

initially.
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(d) Decision-models,

The menager must be given the option of rejecting the computer results
and rely on his own skills and hunches in decision-making.

(e) Pear of computers.

Many managers had a real fear of the computer. However on-line
computing proved effective in overcoming this fear especially through the
use of computer games. Before managers can be persuaded to use terminals
directly, however, the costs of these devices and their standard will
need to be improved. Input-output devices thatare fwesently satisfactory,
such as certain types of display, are much too expensive, whilst those
devices that are reasonably priced are slow, noisy and resemble normal
typewriters so closely that it is no surprise that many managers regard
their use as & secretarial task.

The survey reveals that sophisticated, integrated applications of
type 2 have not materialised in the region investigated, meinly because of
the prohibitive cost of on-lins computing on a bureau basis, especially the
secondary storage costs of keeping large data bases on-line. However there
is evidence to show that applications of this type, using common data bases,
can help to produce a consistency of information and an improvement in
communications within the company. Byvhaving these data bases on~line,
managers can have immediate information for decisions and they can explore

more alternatives and hence achieve 'better' solutions.
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9. CONCLUSIONS

9.1 Summary.

Regearch into applications of Type 1.

On-line computing can enable managers to use the computatiomal power
of the computer without concerning themselves with programming techniques.
This can be done through the use of packages which 'converse' with the
manager via some interactive device such as a terminal. Chapter 4 shows
that if the manager is to use the computer effectively in this way, these
packages must be written to enable him to solve his problems simply and
efficiently no matter what his level of experience. The experiment described
in Chapter 5 shows that, for this interaction to take place efficiently,
then the following points should be considered:-

(a) packages similar to package 1 (see Appendix 1), have some
advantages over those of package 2 design (see Appendix 1). That is, where
packages contain several different levels of verbosity to match the user's
experience there are benefits from having these levels in one form thus:

(i) SC - What is the set-up cost?
as opposed to

(ii) Yhat is the set-up cost?
and 3C? |
In (i) the user does not have to adjust when changing verbosity levels
and this helps ® minimise confusion arising from a change in verbosity.
This confusion can increase both the problem solving time and the error rate.
(b) The frequency of verbosity changes by each subject.indicates

that there is no need for an intermediate level on packages similar in
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design to package 2.

(c) The combination of a very verbose level and the instruction sheets
(Appendix 3) provided enough initial explanation for the user.

(d) The use of free formatted input enables the manager to enter
his datae efficiently (the decoding process, in this case, did not noticeably
effect the response time). However, data input errors can be reduced by:-

(i) Listing the input data in the order and form required
by the package.

(ii) Vhere several items are entered at once, the number of
these items should be less than 5. The experiment
indicates that the error rate when 5 or 10 items are

" input together is too high but further work is required
to determine the optimum limit, i.e. that which optimises
errors and frustration at being 'over-conversational'.

Finally, the survey described in Chapters 7 and 8 shows that many
companies use standard library packages for this type of application
(statistical packages, DCF and NPV calcs, scientific calculations)., These
interactive problems need to be considered by the time-sharing bureau
when designing these packages - the survey shows that the presept packages
are #ery limited in these respects, particularly concerning conversational
level and explanation techniques (see section 8.,1). However, there are
additionsl limitations to be considered from the user's point of view,
i.e. high verbosity levels increase data transfer volumes (and hence
G.P.0. charges) and program size (and hence secondary storage costa).

These costs are critical when using a time-sharing bureau and a compromise
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mst be obtained.
Research into applications of Type 2.

As sgtated in section 2.3, the objectives of the research in relation
to applications of type 2 was to highlight the difficulties to be tackled
in designing successful systems of this type. This was done through searching
the literature (Chapter 6) and surveying companies using on-line computing
in their business (Chapters 7 and 8). The important coﬁclusions drawn
from this research are:-

(a) The influence of senior mansgement is crucial to success. They
must take an active interest in the development of systems, encourage manzgers
to use them and ensure that all line managers involved are interviewed to
determine.their information needs.

(b) It is important to determine the benefits of these applications
in relation to improved management performence, as far as this can be
measured, and not merely in terms of direct savings such as reduced clerical
staff. Strict control is required over users and their files if costs are
not to become excessive,

(c) Attention'must be paid to the organisational problems in
applications of this type, which tend to involve several departments. In
particular, user considerations involving resistance to change, changes in
work structure and content must be planned for. Ip very large organisations
this may involve the use of a human factors specialist to indicate how
these problems can be accounted for in system design.

(a) Applications must be developed gradually to allow management
to gain confidence in the new techniques and to facilitate organisational

changes. Flexibility must be incorporated into applications to allow for
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future development, particularly integration with other systems.

(e) On-line computer models must still allow the manager to use his
own gkills and judgement in decision-making, The managef mast be aware of
the assumptions in the model and not be content to accept results blindly.

The survey reveals that complex, integrated applications have not
materialised, at least in the region investigated, because on-line computing
was mainly used oﬁ & bureau basis and the costs were prohibitive., However,
the survey shows that applications of this type can provide benefits in
2 ways:~

(i) By giving managers jmmediate access to data files - the manager
has épeedy information for decisions, cantry more alternatives and reach
better solutions, perform tasks previously impossible and, through exception
reporting, he receives only the information he requires.

(ii) By providing a common data base - this produces consistent and up-
to~date information.
9.2 The Future.

The research described in this thesis shows that on-line computing
has not developed to a stage where many companies possess large, centralised
time-sharing systems and managers regularly use consoles at their desks in
decision-making. High costs, particularly of primary and secondary stToage
of on-line information (i.e. information that may be required immediately),
have restricted such systems to only the very large organisations. Because
of these high costs, time-sharing bureaux are presently playing a major
role in on-line computing by supplying companies with remote-access facilities,
charging only for the resources utilised. Even companies possessing batch

machines find that a bureau can be used in performing tasks beyond the capacity
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or capability of their own systems. Time-sharing bureaux enable the user

to have immediate access to, and therefore cbntrol over, his information

(a comfort to many managers using external resources), allowing him to
develop his own on~line computing skills whilst still relying on the resources
of the bureau (such as standard packages). However, too heavy a dependance
on standard packages when using a time-sharing bureau can be dangerous if

the company eventually installs its own ccmputer system. This arises

because it is often difficult, or even impossible, for the user to transfer
the packsges to his own system when the change-over occurs. The time-sharing
bureau should be used, therefore, to develop the company's own on-line
computing skills and programs which can readily be applied to their own
systems when this break-off is effected.

Future developments should affect on-line computing in business in
2 wayss-—

(a) Cheaper and more efficient computer storage will help to make
on-line computer systems more feasible for large organisations and enable
more companies to benefit from time~sharing. Secondary storage units such
as discs and drums are already becoming cheaper per unit of information
and are capable of holding more data. Smaller businesses can contimue to
gain the benefits of on~line computing through the use of a time-sharing
bureau as this will prove more economical for their computer needs. Present
trends indicate that many time-sharing bureaux will tend to specialise in
specific applications or specific businesses where they have already demon-
strated a particular skill. This should enable small firms to select a
service more appropriate to their business needs.

(b) Cheaper and more sophisticated integrated circuiiry will give
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added power to input-output devices such as VDU's and make them as popular

as the present teletypes without many of the associated problems.
Improvements in the design of terminals should encourage managers to use

them directly rather than through a data secretary. Advances in electronic
circuitry are presently enabling many different types of I/0 devices to be
connected to a single central computer. Thus the problems of standardisation
and incompatibility should disappear and the user will have a wide range of
peripheral equipment to select from rather than be confined to the compatible
range supplied by the central computer manufacturer.

If on-~line computing develops in these ways, then the points discussed
in 9.1 concerning applications of type 1 and type 2 will become even more
important for success. The growth in the number and sige of time-sharing
systems within companies will deepen the problems of management involvement,
organisational problems, cost-justification etc, whilst the wider range of
input-output devices compatible with any one system will necessitate further
work on the interface problems - considering the ergonomic design of the
input-output device, the software for interaction and user requirements in

relation to system limitations.
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10 APPENDIX 1

1  Illugtration of use of Packagg 2
r identifies himself with system.

» (LA31-0032)

s irnon brt9 pw=john

LAST SIAHON VAS: 10:10.5h no-27-71 : _
ISER MRRTOY SICAMED OGN AT 10:50,24 OFF 02-27-71 !

bject types in command to run Package 2.

-un invent2 sprint=data G=xginlkx 7=dnta
(ECUT!INMN BECIHS
-RS10M?

S 1T HORMAL, FUIITE PRODUGTION FATE, 0 SEVEPAL PRARUGTS CASE?
AT 1S THE VALUE 0F PLACIIG CRDER OF SETUP CAST? e

AT ARE TIE TOTAL SALES OR GRIERS? |

12? IS THE INVEMTORY HOLDINA GOST PER UMIT?

} 0= W6 .7578 MUMRED OF DUMSs 12.0099
) YOU VIS TO FItrsn?

)]

PSIoN?

\SF?

1t te : .
PLACINA OPNER/SETUP COST?

\

)TAL SALES/OPNERS?
1NN
IVEMTORY CNST?

NUCTION RATE?

1000 : : '

30= 429, 8977 tuMRER OF PUuMS= 12.2475
IMISH?

D

Rston?

?
veral

'this case there are several values per variable and they
e all input together.

N2

iy

P? -

57 :
,50,25,75,35

c? -

16.5,6.4,26.4,5

7 ‘

0,250,250,250,250 - o o
= I )

. -—————-——-__;\\~;
0 - | ! . .

12.5000
12.5000 _ | -
6.2500... - ‘. . . . - . - e e emia s e
8.7500 |
2.7500
i .



10,2 ILLUSTR&TION OF USE OF PACEAGE 1

Subject types in commaend to run package 1

Srun inventl syrint=data O=+«sink* / =data
#CAECUTION BEGINS

LENGTII?

tV

CASE?=-{HORIMAL, FIMITE PRODUCTION RATE GR SEVERAL PRODUCTS?

nornal
S.C?7-PLACIHNG ORDER OR SETUP COST?

30
T.5?-TCTAL SALES OR URDERS?

G25vu
[ HLC?=INVENTORY HULUDING COST?

5
EsQ= 474.5415 NUMBER OF RUNS= 15.17G2
F?2-00 YGOU WISH TO FINISH?

no
LENGTH?

20
CASE?-HORMAL,FINITE
finite

S.C?-PLACING ORDER C
90

T.S?-TOTAL SALES OR
5250 ,

P HLC2=-THIVENTORY HOL

-

2

P.R?-RATE OF PRODLCT

02500 :

EBQ= 500.0000 MNUMBER- OF RUNS3= 12.5000
F?2-D0 YOU VISH TO FI :
no

LENGTH?

5

CASE?

several

N.P?-

5

s.C?-

S4.4

T.32-

59,08,25,75,35

.14, C

¢,10.5,0.4,20.4,5

P.R?=- '
250,250,250,250,250

NMUMBER OF CYCLES= 4 .
PRODUCT - E8Q= 12.5300
PRODUCT EBQ= 12.5000
PRODUCT tBQ= 6.2500
PRCCUCT £EBQ= 1¢.7500
PRODUCT tBQ= £.7500
F?=-u0

ses

Ul 5 N0 4

II



10.3 EXAMPLES OF ERRORS AND RECOVERY PROCEDURES

Command to run package 2,

srun invent? sprint=data C=#*sink* 7 =data
#EAECUTION BEGIHNS

YERSTOM?

1 -

1S 1T NORAL,FINITE PRULLCTIOM RATE,OR SEVEPRAL PRODUCTS CASE?
norwmal :

The subject discovers here that he has entered the wrong reply. To recover,
he presses the 'ATTN' key and is returned to the beginning of the package.

"

VHAT IS THE VALUE OF PLACING OKUER OR SETUP COST?
'ATTN' key pressed here.
ERRGR
VERS10i?
1 , : :
1S 1T HORMAL,FINITE PROLULCTION RATE,GR SEVERAL PRODUCTS CASE?
finite
VAT IS THE VALUE OF PLACING ORDER OR SETUP COST?
90 !
VHAT ARE THE TOTAL SALES OR OREERS? ' '
6250 4
VUHAT IS THE INVENTORY HOLDING CGST PER UNIT?
5 1]
WHAT 1S THE RATE OF PRODUCTION?
6250
ENROR
VERSITON? _
The subject has caused a divide check by entering the incorrect rate of production.
He is merely informed of an error and returned to the beginning of the package.
2 _
CASE?
finite
PLACIHNG CRDER/GETUP COST?
90
TOTAL SALES/ORDERS?
6239
INVENTGRY COST?
Here the user has typed '6230' in error and has backspaced and replaced by
16250°'. ‘ ,
5

PRODUCTIO! RATE?

62500

ELQ= 500.0000 NUMLLER OF RUNS
FINISH?

no

VERSION?

normal ’
This is an example of a serious error and the user is returned to the system
and given a system error message. He must re-submit the run command.

FCVTH=-INVALID CHARACTER IN MUNERIC FIELD
#Srun invent?2 s>rint=datl G=*sink* /=datl

12,5000
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11 APPENDIX 2

QUESTIONNAIRES USED IN EXPERIMENT

11,1 Questionnaire to ascertain subject's previous experience.

1.

2.

3.

Have you had any previous progremming
experience? Please specify what
languages and, if the programs were

tested, please describe the machine
and the method of input.

Have you had any previous typing
experience? This question refers
to familiarity with any keyboard
layout, e.g. punchcard machine,
paper tape punch, etc. Please
specify type of keyboard.

Have you had any previous computer
experience? lMention particularly
if you have experienced 'direct'
or ‘on-line' computer input-output
and describe it.
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uegtio b ubject’s f. reactions.

Below is a 1list of word-pairs describing two extremes of an
affect of the package on the user. You are a.élnad to choose one of seven
points on the scale from one eﬁ:trex‘ne to the other, which more closely

affects your feelinga, by placing a tick in the appropriate point.

Satisfying . . . . . . . . niasatisfyj.ng
Boring o . . N . . o « Interesting
Patient . . . . . . N « Impatient
Annoying . . . . . . . | . Pleasing
Confusing . . . . . o . e Clear
Unfriendly . . . . o . . . Priendly
Relaxing . . . o . o . . Aggravating
Helpful . . N . . N . » Unhelpful
Frustrating . . . . . . . . Rewarding
Quick . . . . . . . « Slow
Irritation . . . . . . . . Calm

Bad . . . . . . . « Good
Efficient . . . . . . . . Inefficient
Relieving . . o . . . . . Anxious
Irrational . . . . . . . . Rational



Please answer the following questions:
I think that this type of package is useful for solving busimess problems:
Agree Disagree
I would prefer this method to any other method:
Agree ' Disagree
I think that this type of package is easy to use:
Agree Disagree
If you disagree with any of the above, please clarify ~
Have you any suggestions which you think tould improve the package
in any way?

Do you think Managers should use computers in their work?
Yes No

Do you think 'conversational' computing is needed?
Yes No

Do you think computers can help managers in their decision-making?
Yes No

Do you think computers have tended to be misused in business?
Yeos » No

Are you afraid of computers?
Yos No

Do you think computers should be used only by the ‘'experts'?

Yes No



12 APPENDIX 3

INSTRUCTIONS AND PROBLANS GIVEN TO SUBJECTS EEFORE EXPERIMENT

12.1 _Introductory Notes.
Inventory Package 1

This package will ask the user several questions in solving his
inventory problem. The first five characters in each question consists
of an abbreviation for the variable that the package requires. The rest
of the question is a full description of that variable. After several
sessions, the experienced user may find he only needs the abbreviated part
of the question and he may find that, if given the whole question, he
becomes frustrated. To overcome this, the package has been written so
that the user can vary the length of questions he is given. To do this he
replies to the queation 'IENGTH?', with any value from 1 to 80. This
value is the number of characters he wishes to be given in the question.
Thus a length of 80 will ensure the.whole question, whilst a length of
5 will mean only the abbreviated part. 4 length of 20 will give the
user the abbreviation, followed by one or two keywords explaining the
abbreviation. On his first attempt, the user is recommended to use &
length of 80 but as soon as he feels he understands the questions he
may vary this value.

The object of the exercise is for the user to solve his problems
in the shortest time possible and, if any of his answers are incorrect to
resolve them,

Inventory Package 2

This package will ask the user several questions in solving his

inventory problems., These questions are wiitten in 3 different forms -

a very verbose supposedly self-explanatory form - a shorter version

Vil


http://wr.it

containing one or two words and an abbreviated version. The package will
allow the user to choose any form he wishes before he solves each problem.
The user is recommended to choose version 1 if it is his first attempt
with the package. After he has solved several problems and become familiar
with the questions, he may find it becomes frustrating and time-qomsuming
to wait for the computer to type out these verbose questions. If this is the
case he should choose version 2 and perhaps later version 3. The object
of the exercise is for the user to match his experience with the most suitable
verbosity level and to finish solving his problems in the shortestpossible
time. Please feel free to switch backwards and fowards through the verbosity
levels until you find a satisfactory one.
12,2 Quantitative Description.
This package is cépable of solving 3 different classes of inventory
problems. |
1.. Normal
This is the simple case where the economic batech quantity is

calculated thus

where A = set up cost or the cost of placing an order,

S

total sales or orders,
I = annual cost of holding one unit in inventory.
This assumes 3 facts
1. Withdrawal rate is constant over time.
2. Replenishment is instantaneous.

3. Quantity ordered does not affect other costs and operationms.

VIII



2. Finite production rates
This is the case vwhen a finite_length of time is required to produce

an order. The EBR is given by

248
I(1 -5/pP)

EBR =

where P = rate of production
3. Several products
This is the case when production is cycled among several products.

The number of cycles required is given‘by

2s I (1~s8/P)
J J 3 J 3

2A .

where j refers to each product.

The EBQ for any one run is then given by

S
E = .
BQ P
N

12,3 _Operational Instructions.
Packs

How to 'talk' to the package

The package will first ask the user what length of question he
requires. He should reply with the number of characters he wishes to be
given., Thus a length of 5 will mean only 5 characters will be displaye& to
him, This length must be between 1 and 80.

The package will then ask the user what case of inventory he wishes
to deal with. He should reply with either 'NORMAL', 'FINITE' or

'SEVERAL'. The package will then request for .the values it needs,



~

to calculate the EBQ. These should be entered in either integer or
decimal form. In the 'several' case, where there is more than one value
per variable, these should all be entered'simultaneously, each value
being separated by commas,
e.g. 1

1.0

1,2.3124,4
are all valid methods of input.

Finally, when the EBQ has been calculated, the package will ask the
user if he wishes to finish to which he replies either 'YES' or 'NO'.
Package 2
How to 'Talk' to the package

The package will {irst ask the user which version he wishes to use.
He should reply with either '1', '2', or '3' for the verbose, moderate
or abbreviated versions respectively.

The package will then request the user to enter the case of
inventory for that particular problem to which the user replies 'NORMAL'
'PINITE' or 'SEVERAL' according to which of the described cases it happens
to be.

The package will then ask for the values it requires to calculate
the EBR. The user can enter his input in either integer or decimal form.
In the Yseveral' case, where there is more than one value per variable,
the user must enter all values together, in the correct order, separated

by commas.

1y 2, 3.124, 4

but not £ 10



NB 1If the user is using version 3, he need only reply with either
'N*y, 'F' or 'S' for the case of inventory.

When the EBY has been calculated, the package will ask the user if
he wishes to finish to which he replies either 'YES' or 'NO' or, in the
case of version 3, 'Y' or ‘KN'. |
12.4 Errors

If the user discovers he has made an error after pressing the
'RETURN' key, he can recover by pressing the 'ATTN' key. This will
inform him of an error and return him to the beginning of that particular
problem., Thus if the user discovers an error at the end of his problem
and presses the 'ATTN' button, he will have to submit all the data for
that problem again.

There are certain things the computer camnnot do, e.g. divide by
zero etc. Occasionally the user may force the computer to do these
things if he mis-types his data. If this happens, the user will be
informed of his error and returned to the beginning of that pfoblem.
Therefore, if the user receives an error indication and is returned
to the beginning of that problem for no apparent reason, he should
look for mistyped data.

However, on certain occasions, the user may cause more serious
errors by mis-typing his data. When this occurs he will be given
some other messages apart from 'ERROR'. This will be followed by a
ﬁéé sign. When this occurs the user must re-submit the line given
on the page on running the package and he will be able to resolve the

problem. However, the user must replace the words DATA in this line

X1



by DAT1.. If this happens on subsequent occasions then he must
uge DATZ etc.

Any other input errors will become apparent when the user

checks his answers.

12 Running the
Package 1

To do this the user should type in the following line:
B RUN % INVENT1b SPRINT = DATA » 6 = *SINK* & 7 = DATA
where
% = blank which is the horizontal bar at the bottom of the
keyboard.
Package 2
To do this the user should type in the following line:
A RUN d INVENT 2  SPRINT = DATA & 6 = *SINK* b 7 = DATA
where

9 = blank which is the long bar at the bottom of the keyboard.

12,6 Data
| TS = Total sales
SC = Setup cost
IHEC = Inventory holding cost
PR = Production rate
NP = Number of products
1. Normal
SC =90 TS =6250 1IHC =5
2. Pinite
SC =90 TS =6250 IHC =5 PR = 6250
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3. Several
SC = 54.4 NP =5
Ts = 50, 50, 25, 75, 35
IHC = 8, 16.5, 6.4, 26.4, 5
PR = 250, 250, 250, 250, 250,
4. Normal
SC =10 TS =250 1IHC = 0.5
5. PFinite
| SC =36 TS = 8,000 IHC = 0.4
6. Finite
SC =43 TS =15;000 IHC = 0,02
7. Several
SC =312 NP =10
TS IHC
8,000 4
15,000 .02
7,000 3>
1,000 o
3,000 35
10,000 .05
20,000 o1
5,000 15
12,000 .02
18,000 .05
8. Normal
sC=5% TS =2,000 IHC =1

XII1

PR = 200,000

PR = 125,000

PR
200,000
125,000
175,000

50,000

75,000

50,000
225,000
375,000
125,000

1,125,000



9.

10.

8.

9.
10.

Finite
S¢C =15 TS5 = 3,000 IHC =.,35 PR = 75,000
Finite
SC = 40 TS = 5,000 IHC = .15 PR = 37,500
Answers
EBQ = 474.3416 No. Runs = 13,1762
EBR = 500 No. Runs = 12,5

No. Cycles = 4
EBQ = 12.5, 12.5, 6.25, 18.75, 8.75
ER = 100 No. Runs:= 2.5
EBQ = 1224.7449 No. Runs = 6.5320
ER = 8561.2734 No. Rums = 1.7521
No. Runs = 4
ERRQ = 2,000
3,750
1,750
250
750
2,500
5,000
1,250
3,000
4,500
EBQ = 141.4214 No. Runs = 14.1421
5.7966
2.8504

EBQ = 517.5491 No. Runs

EBQ = 1754.1162 No. Runs

XIv



13 __APPENDIX 4

ROUTINES USED IN EXPERIMENT

13,1 PFortran Listing of Inventory Package 1
gLOCK CATA

COMMON/HCLLC/MARK
CATA MARK/O/
ENC

LINPUT(8C ), MEST(8C)
REAL INV
CATA

1MESL1/ ' CASESL- NORMAL,FIN[TE PRODUCTION RATE OR SEVERAL PRODUCTSE'

23at V/,

3MES2/' S.CE- PLACINC ORCER UR SFTUP c051£-.46c'
4MES3/' T.S&{-TOTAL SALES DR ORDERSE',52«' v/,
SMESA/' 1.H.CL~INVENTORY HOLDING COSTE',49%¢ v/,
6MESS5/' PJRE~RATE OF PRODUCTICNE'yS5%* 1/, '
TVMES6/ ' N.PE-NUMBER OF PRODLCTSE®,55+* '/,

BMEST/' FE-CO YOU WISH TO FINISHE ' 54! v/

17

. 25
- 20

"21

' CALL DECOC(INPUT,VAL) ~

80
- WRITE(645)

CocALL DECOC( INPUT, VAL )

10
... CALL CECOCIINPUT,VAL).
__A=VALI(1)

. CALL - IO(MESB.INPUT:LEN)

:ﬁcu 6 1=1)N.

DATA ~00£1/'N0RM-/.MODEZ/'F1N1'/.MODE3/'SEVE'/
CATA FIN/'YES */°
" CIMENSION VAL(10), 5(20) INV(ZC) P(ZO).EBQ(ZO)
CALL INTRP(O) - 8
CALL ERRCR
CONTINUE
CALL- INTRPT
WRITE(6,20)
CALL TIME(4,1) :
CFORMAT(* LENGTHEL') - 0
READ(5,21) LINPUT (1), 1=1,10)
_CALL TIME(4,1) & .
FORMAT(10A1)

LEN=VAL(1)+1 o
WRITE(642)(MESL(I), 1= 1 LEN)
CALL TIFE(4,1) :
FORMAT(80A1)
REAC(5,3) MOCE
CCALL TIME(4y1)
FORMAT(A4)
p=3 :
IF(MOCE.EC.MODEI)M=OV;
IF(MOCE.EC.MODE2)IM=1 "
IF(MOCE.EC.MODE3)M=2
IF(M.NEL3)GO TO 4
CONT INUE :

CALL TIME(4,1)
FORMAT(' ERROR')

GO TO 25

N=1

JIF(M.NE.2)GC TO 1C
‘CALL_IO(MES®, INPUT,LEN) -~ 0

N=VAL(1) ) A
CALL IC(MESZ2, lNPUTtLEN);Q f

(CALL CECOCUINPUT,VAL). N

LNGICAL*1 Hedl(en).wesz(aO).wesaxeo),Mesq(BO),Mc55(80>,MESb(aO),.'q__;“"




>

S(I)=vaL(l])

. CALL TO(MES4, INPUT,LEN)

r

CALL CECOC(INPUT,vAL)

L0 7 I=1,4N

INV(TY=vAL(])

. IF(MeEQGsQ)ICO TO 13

CALL IC(ME<5, INPUT,LEN)
-CALL DECOC(INPUT, VAL)

. 'CO 8 I=1yN

}

}

y -

]

P(I)=VAL(T)

NN=N

CALL eATCh(A,S.INV.P EBQy ToN, M)
IF(M.EQ.Z)CC TO S

WRITE(6, 11)EBQIL),T

CALL TIMC(4,1) L
FGRVAT(' EBQ= *yF1Ce4y* NUMBER OF RUNS= ¢
GO TO 30

WRITE(6,17)N
CALL TIME(4,1)

FORMAT({' NUMBER OF CYCLES— fvlﬁ) _

-CC 35 J=14NN

THRITE(6,12)J,EBGQ(IY)

CALL TIME(4,1)

FORMAT(* PROCUCT *, 14, Ebd= " F1044) .

IF(LEN.GT.80)CGO TO 80
WRITE(6,2)(MEST(I), 1= leEN)
CALL TIME(4,1) :

- READ(5,32)ANS
~CALL TIME(4,1).

" FORMAT{ A4)

IF(ANS.EG.FIN)CALL RESULT

GO0 7O 25

CONTINUE
ENC

- SUBROUTINE IO(JpIA L)
- LOGICAL+*1 J(B0),1A(80)
“WRITE(6,1)(J(1)yI=1,L)"
" CALL TIME(4,1)

- FORMATI(8CAL)

. K=0

M=l o
. 1ENC=0 .. .- -

"EQUIVALENCE(K, NUMB(I))

CIAFT=0
‘IF(CDMP(IA(N) MINUS))17 18 17

REAC(S,1)(IA(I),1=1,80)
.CALL. TIMC(4 1).

RETURN
ENC

“SUBROUT INE CECOD(1A,B) L
CIMENSION 1A(8C),B(1C), VALl(lG) VAL2(10)

"LOGICAL#*1 MINUS/'-'/
"LOGICAL=1 1A, IBLANK, IPOINT, ICOMMA
CATA IBLANK/' */,IPOINT/".*/,ICOMMA/ ",

LOGICAL#]1 NUMB(4)
N=1 . -
IF(COMP(IA(N)vIBLANK))IG 14 1(:‘i
CONTINUE . '

1S 1GN=0

IBEF=1




‘ 17 CDNTINUE
- 3 "K=0 .
NUMB(4)=T1A(N)
T UTK=K=240 ' : -
IF(COHP(IA(N).IPUINT))II 4,11
11 IF{COMP(IA{N), IBLANK))12,1,12 ..
12 IF(CUMP(ln(N).lcoMMA))la.z.l?f
13 IF(IAFT.GT.0)CO TO 5 -
VALL(IBEF)=K -~
IBEF=IBEF+1 "
N=N+1
.- 60 TO 3
- Q'IAFT [AFT+1
- UN=N+1 - :
_ uo TO_3’ :
5 VAL2(IAFT)=K
. ‘IAFT-IAFT+1 '
UN=N+1
.- C0 TO 3
- 2-VALUE=G,
IF{IBEFLEC.1)GO. TU 8
" IBEF=IREF-1
CO 6 1=1,I1BEF"
"VALUE=1C.aVALUE
~ VALUE= VALUE+VAL1(I)
6 CONTINUE L
3 IF(IAFT.EQ.0)GO TD 9 R
.7 REM=C. S
IAFT=1AFT-1 - . o o
CO 7 I=1,1AFT - e
_REM=REM-10. ‘ -
7 REM=REM+VAL2(I)
7 CONTINUE
. REM= REM/(lo.--lAFT)
 VALUE=VALUE+REM
. 9 B{(MY=VALUE
 IF(ISICGN.EG. 1)B(M)--B(M)
ISIGN=0 o
. M=Msl
. N=N+1 -
1BEF=1
1AFT=0 o
IF(IENCeEQe1)RETURN
_ GO TO 3
.1 IENC=1
60 TO 2 7
14 N=N+1 o
"GO TO 15
18 ISIGN=1
U N=N+1

GO TO 3 . S o -
10 CONTINUE - T T P ST ST
... END . ' , o :
> SUBROUTINE BATCH(A,S,I4P,EBQyTyNyM)
REAL I
. CIMENSION $(20),1(2G),P{20),EBC(2C)
C IF{MeGT.0)CC TO 1 o
', EBQ(1)= SQRT((Z'AGS(I))/I(I)) L
T=S(1)/EBG(1) N _ R
6 CUNTINUE = . LT
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RETURN i
1 IF{M.6T1ICGE TO 2 R
EHP(I)-SCRT((29A¢S(1))/(I(1)l(1 5(1)/9(1))))
T=S{1)/E0CEL) G ,
RETURN
SUM=C
CC 3 J=1,N
SUM= SUM+S(J)'I(J)'(1 S(J)/P(J))
3 CONTINUE . -
NN=N S s SRR SR S
N=SCRT(SUM/(Z%A)) S T . B
CO 4 J=1,NN - SR S R
EBCLIN=S(JI/N - e e
4 CONTINUE . : R R
RETURN . [
END ' T P A
" SUBROUTINE RESULT . e LT e
-~ CALL TIME(4,1) Lo T e T e
. REAC(T741)1,J,K L e , . .
1 FORMAT(1X, 12,1X,12,1X,02) © . 7 R : T
L ON1=3600e1460004K S . e . . e
3 REAC(7y1yENC=4)1,J4K N S S R
 N2=360C1+602J+K _ I
N=N2-N1 ' : Coe s '
.. WRITE(642IN . -
.72 FORMAT(14) S D L g : e
. . Nl1=N2 : - e e S L
s GO T0 3 S S : P
.. 4 CONTINUE
. STOP.
ENC
SUBROUT INE ERRGR SR - o o o
- WRITE(6,1) | : e i e _ _ S
CALL TIME(4,1) " P T o - o '
FORMAT(' ERROR!')
- CALL ENTRYLl .
|, RETURN . : : o , ' L
N '.END - . . ) ,. E coos ol . . R i . -0 . N ; :.,"'.. ..-

N

[

——

, Xvﬂ;[’



5.2 Fortran Listing of Inventory Pstkage 2. ' < .

LL INTRPT R T o S P A P DA R S B

LL INTRP(G)Y - . ... . O AR

LL ERRCR L : Covee e T e

NTINUE ’ Lo . C e T el
ITE(6,1) , S L e e

LL TIME(4,1) LT ' - T T B G

RMAT(' VERSIONE®') e e e O s

AC(5,2)N S : N ST R .

LL TIME(4,1) L . : e e e e
RMAT(I1) o el e
(NeNE.1)CO TO 3 , S PR e SR

LL SUBL(IFIN) : S g AT S S e i
(IFINSEC.1)GO TO 9 o . e SRR
TO 4 : . o B LT T L
(NeNE.2)GO T0 € - SO S L

LL SUB2(IFIN)

P TC 5
(NeMEL2)CGC TO 7 . o e S D e

'LL SUB3(IFIN) o o s el SR TR

I TC 5 : T A A

ITE(6,8) e e e T e

LL TIME(4,1) - a ST T A P SUTTELOLT s L

IRVAT(*' ERROR*') _ . e - R

\LL RESULT . » . N B

opP N ' - ‘ : S S E .

1y . - . B . e

JBROUT INE SUBL(IFIN) e

JCICAL=]. MESl(BC) MES2({8C),MES3(8C), MESMBO),MESS(BO) MES(:(BO).

IPUT (80)

TAL INV

\TA

351/ 1S 1T NORMAL,FINITE PROCUCTION RATE OR SEVERAL PRCDUCTS CAS

‘l'lagl l/' .

1§52/ WHAT IS THE VALUE OF PLACING ORDER OR SETUP CCST&*,30s! '/, ,

:$3/' WHAT ARE THE TOTAL SALES OR ORDERSE',44%' 1/, : :

:S4/% WHAT IS THE INVENTORY EOLDING COST PER UNITLY,35«' '/,

385/ WHAT IS THE RATE OF PROCUCTIONE',48s' */, .

IS6/' WEAT 1S THE NUMBER OF PRODUCTSE?®,48e° 1/

ATA MCCE1/" NORM'/.MODEZ/'FINI'/,NODEBJ'SEVE'/

ATA FIN/'YES */

IMENSION VAL(10Q), S(°0).INV(20).P(20) EBQ(20)

RITElG,y2) (MESL(I),1=1,80)

ALL TIME(4,1)

JRMAT(80OAL)

EAD(S,3) MOCE

ALL TIME(4,1)

CRMAT(A4)

1

N e B L dee
© e B e L L e 2 ek e e L
2 e i et



p=3
IF(MOCELEQ. VUDEL)N 0
IF(MOCELEC.MODE2IM=1
IFIMOCELEC.MODE3 IM=2
IF{M,NEL3)GO TO 4
WRITE(64+5)

CALL TIME(4,1)

FORMAT(' ERRQOR?Y)

GO TO 1

N=1

[F(MeNEL2)CC TO 10

CALL IC(MESE, INPUT)
CALL CCCCCUINPUT,VAL)
N=VAL(1)

CALL 10(MES2, INPUT)
CALL CECGC({ INPUT, VAL)
A=VAL(1)

CALL IG(MES3, INPUT)
CALL CECCC(INPUT,VAL)
CC 6 I=1,N

S({I)=VvAL(I) g
"CALL IC(MES4, INPUT)
CALL CECCC(INPUT,VAL)
€C 7 I=1,N
CINVIT)=VAL(T)
IF(M.EC.0)GO TO 132

CALL IO(MESS, INPUT)
CALL DECOUC{INPUT,VAL)
Co 8 l"-'].'N

PlI)=VAL(I])

NN=N _
CALL BATCH(A,S, INV,P,L,EBQ,T,N,M)
IF(M.EQe2)C0O TO S

WRITELG6,11)EBQIL),T

CALL TIME(4,1)

FORMAT(' EBQ= ",FlCe.%4,*' NUMBER OF RUNS=
Ca TQ 39

WRITE(6,17)N

CALL TIME(4,1)

FORMAT(' NUMBER OF CYCLES= *,14)

CO 35 J=14NN

WRITE(G,12)J,EBQ({J)

CALL TIME(4,1)

FORMAT(' PRODUCT *',14,"' EBQ= *,F10.4)
WRITE(G6,21) .

CALL TIME(4,1) :

FORMAT(*' CC YOU WISH TO FINISHEY)
REAC(5,32)ANS ‘

CALL TIME(4,1)

. FORMAT(A4)

IFIN=C :
IF{ANS.EQeFIN)IFIN=1 :
RETURN ,

CCNTINUE-

ENC _
SUBROUTINE 10(Jd, IA) :
LOGICAL®1 J(80O), 1A(8BC)
‘WRITE(6, 1)(J(x),x-‘.ec)
CCALL TIME(4,1). S

. FORMAT(BCAL)

'4F1l0.4)




REAC(S,1)(1A(]),1=1,8C)
CALL TIME(4,1)

RETURN

ENC

SUBROUTINE CLCCC(1A,B)
CIMENSION
LOGICAL=1 MIMUS/'=*/
LOGICAL=]
CATA TBLANK/® '/, IPOINT/?
LOCICAL#®1 NUMB(4)
EQUIVALENCE(K,NUIMB(1))
N=1 '

5 IF(CDHP(IA(N).IBLANK))16y14 16

6 CONTINUE
K=
ISIGN=0
F=1
IENC=0

- IBEF=1
IAFT=C

TA, IBLANK, IPOTNT, ICOMMA
o'/ ICOMMA Y, 0/

IA(80) ELIG), VALLI(1C), VAL2(1C)

IF(COMPUIAIN),MINUS))17,18,17 .

T CCNTINUE

3 K=0
NUME(4)=TA(N)
K=K=240

IF(CONP(IA(N).IPOINT))II 4,11 .

IF(COMPUIAIN), IBLANK))1241y12

W N -

IF{IAFT.GT.0)GO- 10 5
VALI({IBEF)=K
"IBEF=IPEF+1 )
N=N+1 . B
GO 70 3 B ' '
4 JAFT=1AFT+1
. N=N+1
GO 1O 3 .
5 VAL2(IAFT)=K
- TAFT=T1AFT+}
N=N+1
CO T0O. 3
2 VALUE=0. v
IFUIBEF.EQC.1)CGO TU 8
IBCF=I1BEF-1
CO 6 I=1,IBEF .
VALUE=10.~VALUE‘-'.A R
VALUE=VALUE+VALL{T)
6 CONTINUE -
- CIF(IAFTWE
. REM=0.
" TAFT=1AFT-1
CO 7 I=1,I1AFT
. REM=REMe10.
REM= REM+VAL2(I)
7 CONTINUE =
REM= RtM/(lO.ﬁ#lAFT)
- VALUE=VALUE+REM
9 B(M)=VALUE .
IF{ISIGN.EQ. I)B(M)--B(M)
. ISIGN=0 . "
. M=Mel

€.C160-T0° 9 1

N e ot e S bl

’

Ir(cump(1A(N).1C0MMA))13.2.1.;3

e it S b e Bt et 8 peries o s WL ket e

" XX1 e . .,,: R L _l'n ifg,
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N=N+]
InLF=1
IAFT =0
IF{IERNCEQa L IRETURN
G0 YO O3
[ENC=1
G TN 2
r N=N+1 .
GO TO 1Y '
} ISTGN=1 ' :
N=MN+1
GO T 3
) CUNTIMNUE
ENL
SURRDUTINE BATCHIA, S,y 1yPyEBG, Tyl M)
REAML | :
CIMENSTON S(20), 1L20),P(20),ER80(2C)
[IF{M. CTL0YLC TO 1
EBQIL)=0GRY((2AxS{1))/1(1))
T=5(1)/E0CQ(Y)
» CONTINUE
RETURN
LIF(MLGTLL)GO TO 2
ENQULI=SQRI((22AaS(L))/LI(1)a(1=-S(1)/P(1))))
T=S(1)/EHQ(])
RETURN .
SUM=UU ,
DO 3 J=1'N : '
SUMaSUM+S{J)YeT{J)e(1-S(J)/P(J))
3 CONTINUE
"NN=N
N= S(JKT(C.UM/(Z'A))
CO 4 J=1,NN
EBQ{J)=S(JI/N
% CONTINUE
RETURN : .
ENC
SUBRQUTINE SUBZ2(IFIN)
LOGICAL=#] MLSI(BL) MESZ2(80), NES?(RO),MES«(UO). ESS{BO) ,MESHIED),
C1INPUT (80)
REAL 1INV
CATA ’
LMES1/' CASESLYy T4 v/,
2ZMES2/' PLACING ORCER/SETUP CCSTEt,53«" 9/,
3MES3/' TOTAL SALES/ORCERSEY,ENer v/, '
4MES4/" INVENTQRY COSTE', 640 '/, -
5MESS/ ' PROCUCTION RATEL ',y Elet -0y,
O6MESG/ Y WUMEER PROCUCTSE'y6imt ¢/
CATA MUD[l/'NORM'/,MUDLZ/'PINI‘/ MODE3/ SEVE'/
CATA FIN/'YES ¢/
CIMENSION VAL(10), S(’C).INV(ZC) P(ZC),EGQ(ZO)
0 CONTINUE
INGEX=0
1 WRITE(6,2)(MESL(I),I=1, SL)
CALL TIME(4,1)
2 FORMAT({B0AL) |
REAC(5,3) MOCE.
- CALL TIME(4,1)
3 FCRMAT(A4)
r¥=3

"o

BRE = S



IF(MOCE.EC.MODEYL IM=C
IF(VMOCELEC.MOCEZ)IM=1
IF(MOCELEC.MODE3IM=C
IF(MJMNE«2)IGC TC 4

CWRITE(645)

“CALL CECCC(INPUT,VAL)
N=VAL(1)

CALL TIME(4,1)
FORMAT (' ERROR')

GO TO 1

N=1

IF{M NE 2)C0 TO i0
CALL I0(MESE, INPUT )’

CALL IGUMESZ2, INPUT) -
CALL CECCC(INPUT, VAL) , o
A=vVALI(1l) I
CALL IG(NESB'INPUT)

CALL CECCCIINPUT,VAL)

O 6 I=1,N

S(I)=vAL(I) '

CALL [O(MES4, INPUT) .
CALL CECCCUINPUT,VAL)

CO 7 I=1,N

INV(I)=vAL(])

IF(Me.EQ.0)CO TO 13

CALL IO(MESS, INPUT) ..

L1

L7

35

12
30

31

CALL CECOC(INPUT, VAL)

CO & [=1,N ‘
P(I)=VvAL(I)

NN=N

CALL EATCH(A,S, INV,P,EBQsTyN,yM)
IF(MeEQe2)GO TO S
WRITE(6,11)EBQ(L),T

CALL TIME(4,1)

FORMAT(® EBQ= ',FIC.4," NUMBER.OF RUNS= ',F1C.4)

GO TO 30

WRITE(6,17)IN

CALL TIME(4,1) :
FORMAT(* NUMBER OF CYCLES= ',14)

CO 35 J=1,NN .
WRITE(6,12)J,EBQLJ)

CALL TIME(4,1) : -
FORMAT(' PRODUCT *,14,' EBQ= *,F10.4)
WRITE(6,31) ' | :
CALL TIME(4,1)

FORMAT(' FINISHE®)

. READ(5,32)ANS
CCALL TIME(4,1).

32

FGRMAT(A4)

;- IFIN=Q

IF (ANS.EC.FIN)IFIN=1

" RETURN

33

CONT INUE
ENC

... SUBROUTINE SUB3(IFIN) '
. LOGICAL®1 FINIS,ANS,MOCE, MODEI.NODEZ MODE3

LOGICAL«l JA(80)

.. CIMENSION £(10)

CATA

1PO0E1/'N'/,MUDEZ/"F'/.MODE’/‘S‘/ FINISZtY

XXII1




"ne .

L L0 15 I=1,N
PCI)=BI1) -

- GO TO 18

M=0. T
IF (M. EQ j)GO TO JC"‘,”

. NN=N L h

CO 13 1=1,n

-CALL TIMEL4,1)
“FORMAT(' P.Ra')

CALL TIME(4,1)

"IF{M.EQ, Z)GC TC 1

CIMENSION INV(2C),EBQ(2C),P(2C),S(20)
REAL I[NV

WRITE(6,1)

CALL TIME(4,1)

FORMAT(Y C£*)
REAC(5,2)MCCE

CALL TIME(4,1)

FORMAT (A1)

N=1

M=3

WRITE(6,6)

CALL TIME[4,1)

FORMAT(* S.Ca')
READ(5,5)(1A(1),1=1,80)
CALL TIME(4,1)
FORMAT(8UAL)

CALL CECOC(1A,B)

A=R(1)

IF(COMP(NGLE, MOCEB))?.E 7
WRITE(6,9) o

CALL TIME(4y1)

M=2

FORMAT(' N.P&') ‘
REAC(5,5)( 1ACT)y121,8C)
CALL TIME(4,1) -
CALL CECCC.1A,B)

N=B(1)

WRITE(6,11)

CALL TIME(4,1)

FORMAT(' T.S&') |
REAC(5,5) (IA(1),1=1, 80)

CALL TIME(4a,1)

CALL CECOC( 1A, B)-

- C0O0 10 I=14N-
S(11=8(T1)
WRITE(6,412)

CALL TIME{4,1)

FORMAT(Y 1.C5%)

REAC(:,S)(IA(I).I=1,8C)
CALL TIME(4,1)
CALL CECCLUTA,B) - .

INVIDY=0(1) : ' '
IF{CarpPiroLe, HCC[I))IG.XfolG
CONT INUE

IF(VoNEL21M=1

WRITE(G6,14)

REAC(S, 5)(lh(l)o!'leCl

CALL CECOT(IA,B)

caLL EATCP(A.S.INV V.LUQ.’-“-“?




WRITL(G,32)EBQIL),T
CALL TIME(4,1)
FORMAT(. EBQz 'yFlOoqy' NO='1F1C-4)
GO TO0 33
WRITE(6,4%)

CALL TIME(4,1)
FORMAT(' ERRGR!')
GO TO 25
WRITEL6,12)N
CALL TIME(4,1)
FCRMAT( =1, 14)
WRITE(G6,21)
CALL TIME(4,1)
FORMAT(* EBQ')
CO 20 J=1yAN
WRITE(6,22)EBQ(J)
CALL TIME(4,1)
FORMAT(F1De4)
CONTINUE
WRITE(6,23)
CALL TIMEl4,1)
FCRMAT(' F&')
REAC(5,24)ANS .
CALL TIME(4,1)
FORMAT(AL)
IF(COMP(FINISyANS))27,26,27
IFIN=1
RETURN

IFIN=0
RETURN
ENC _
SUBROUTINE RESULT
CALL TIME(4,1)
READ(7,1)1,J,K
FORMAT(IX.IZ’lX IZ.lX;IZ)
N1=3600#1460eJd+K
REAL(7,1,ENC=4)1,J,K
N2=3600%]1+600J+K
N=N2=-N1
WRITE(6,2)N
FORMAT(14)
N1=N2
GO 70 3
CONTINUE
5TOP '
END o
SURROUTINE ERRUR
WRITE(6,1) - . -
CALL TIME(4,1) |
FORMAT( ' ERROR':)
CALL ENTRYL
RETURN = -
END -

B A R R Oe



3 Assembler Routines used by both Packages;'

'.3.1 Routine to Compare Logical Variables.

mp CSECT
SAVE  (14,12)
PALR 12,0
HSING *,12
LR 2,1
I 3,0(2)
L h,=rF'nt
L 5,=F'0"
e h,0(3)
L 3,0(2)
e 5,0(3) t
XN 4,5
| nz 7ERO
IE LF n,=n*'1' -
n r|n|° '
‘RO . LF n,=n'n" .
Ms - RETURM . (1u 12) ;*’ -
CEND o ' .

T A v g . 2 N . S L nt AT RN L
PRV DR S ANV SIUNSINP NSIVANESE SR BT I SUS SRS VI PRV P [P P TLS N S VY

3;5;2 fErrpr Handling Routine to Return user,tb_Beginnigg of Package.

NTRPT  .CSECT
LR 11,15
~ USING INTRPT,1Y
STM 1%,12,SAVEl
ENTRY ENTRY1

L 15, =V(PGNTTRP)
L n, =V(ERROR)
LA 1, SAVE
PALR 11,15
M 13,12,SAVEl
RCR 15, 14
. prop 11
INTRY1 LR 11,15
T usING #-2,11 .
L 15,=V(NAIN)
L 13,SAVEL
L 13, 4(13)
L - 1n,12(13)
th ~ 0,12,20(13)
' BeR 15,15
SAVEL .~ DS 8N
SAVE ns . 9p




.4 Statistical Routines used with Experimental Timing Data.

is4.1 Routine to Compute Student t Values.

MENSTOM IXL(20),1K2(2m)
\TA Y/ryeEs vy

=N

v e

R e

'=.").
ITl1=".

7T2=0.

AD(S5,1)011,12
IRMAT(212)

ADCS, 23 0IX1(1),I=1,11)
JRMAT(2G14)

ADER, 230 IX2(0I),1=1,12)
] 3 I=1,11
IT1=TOT1+IX1(1)

INTINUE

14 1=1,12
1IT2=TOTZ+1X2(1)

INT I E

IE1=TCTLl/11

re2=10T2/12

)5 I=1,11
SUIXMOI)-AVEL ) #%24T1
INTIHUE

J 6 I=1,12
PETZ2H(IX2(1)=AVE2)#=22
WTINUE

(=11

’=1¢

(Gi=(TY/11)/7(011-1)
(G2=(T2/12)/(12=-1)
[G=5SQRT({SIGCLI+SIG2)
EOOSTOLAS IO mu2 )/ ((STCL##2) /(11 +1)+(S152ex2)/(12+41))
=DF-2

{AVELI-AVEDR)/ST16
VITE(L,T)T

RITEL 6, TIDF
IRMAT(F1D.4)

SADIS,1C)R

IRMAT(A4)

“(RLEQLYISTOP

1 T0 8

rap

4D

o
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13.4.2 Routine to Compute VannSlhitney U. Values.

DIAENSTON TALL20), TAL4G)
DATA S/YYEL Y/
READ(S,y 1) MYy 2
FORMAT(212)

H=T1+747 :

READIS, 231Xy I=1,N)
FORMAT (4L 14)

0N 3 I=1,.11
IX1(1)Y=14A01)

o4 [=1,0

CO 4 K=1,H
IE(IACIY LT IX(KIIGD TO 4
IT=1x(1)

IX{1)=TX(K)

IX(K)=1T

COMTINUE
WRITE(G, 2V IX( 1), I=1,N)
T1=0.

CO 1¢ I=1,01

$0 5 K=1,N

IF(IA(K) NELIXILTINIGO TO 5
SL=X

RK=K

Nhi=1

L=K
IF(IX(L+1)NELIXILIIGD TT 13
SL=SL+L+1

NN=N+L

L=L+1

GO 70 14
CRR=NHN

RK=SL/RR

T1=T1+RK

GO TO 19

CONTINUE

CONT IMNUE

R1=N1

R2=N2
UzR1+#R2+{R12(R1+1s))/2.-T1
Y=(R1+¥R2)1/2.
IF(ULLELYICGO TO 15
U=R1+#R2-U

WRITE(6,1610U

FORMAT(Y UBASH',FlC.4)
GO TO 17

COMTIMUE

WRITE(6,6)U
FORMATIFLC.4)

CONTINUE

READ(S,7TIR

FORMAT( A4)
IFIR.EQLS)ISTOP

GO TO 8

RETURN

EMND
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14 APPENDIX
STATIST RESULTS FOR STUDENT THINK TIMES WITH ERROR TIMES

14.1 Table 1, A comparigon of Group 1 with Group 3 for the firgt
oblems of each session using the t times incl ‘e

times' - Student t valuss.
Fo cka "

Problem | Session | t value g:eg:;z; ;ﬁg;:ﬁﬁ:;
1 1 - 0.9710 2 0.50
1 2 + 0.9396 1 0.50
1 3 + 0.8427 2 0.50
2 1 - 0.0331 2 0.90
2 2 - 0.7845 1 0.70
2 3 - 0.7939 5 0.50
3 1 ~0.3637 2 0.70
3 2 - 0.2113 4 0.85
3 3 - 0.1300 6 0.90

14,1.2 For package 2.

Problem | Session | t+ value ?:5:32: ;ﬁgrbgﬁi:;
1 1 + 0.7748 3 0.50
1 2 - 0,3563 7 0.70
1 3 - 0.5353 6 0.60
2 1 + 2.8274 3 0.07
2 2 + 1.4190 2 0.30
2 3 - 0.8470 4 0.40
3 1 + 2.1679 1 0.25
3 2 + 1.7037 5 0.18
3 3 + 1.3593 2 0.25




142 Table 2.

A comparison of package 1 with package 2 for all subjects
ogether using the times inclu ‘error times' - Student

£ values.

Problem | Session | t value ?:fﬁ;ﬁ; ;ﬁg;:ﬁ:i:;
1 1 - 0.6625 11 0.50
1 2 - 2.4451 18 0.02
1 3 - 1.9618 10 0.10
2 1 - 2.2381 1" 0.05
2 2 - 0.9386 13 0.50
2 3 - 2.42714 9 0.50
3 1 + 0.6128 10 0.50
3 2 - 0.2193 12 0.80
3 3 - 2.6448 10 0.02
4 1 - 0.9000 17 0.35
4 2 - 0.7521 1" 0.40 .
4 3 + 1.2167 17 0.20
5 1 - 0.4653 15 0.60
5 2 - 1.5926 12 0.10
5 3 - 0.9962 13 0.35
6 1 - 1.443 10 0.20
6 2 - 0.2309 18 0.80
6 3 = 0199 21 0.80
7 1 - 1.6745 15 0.10
7 2 - 0.1890 | 12 0.80
7 3 - 1.6155 1 0.10
8 1 - 0.4686 19 0.60
8 2 - 0.8446 10 0.40
8 3 - 0.6159 16 0.50 -
9 1 - 0.6590 19 0.50
9 2 - 0.1490 21 0.80
9 3 - 1,0676 16 0.40

10 1 - 0.4342 14 0.60
10 2 - 0.9349 22 0.35
10 3 + 1.1613 15 0.25




14.3 gble 2 A: compggison of packggg 1 with packsge 2 for all subjects

gin g ‘error times'! - Mann

Approximate
probability
NS = not
significant

Problenm Session U value

29.0
1.0
25.0 .
12.5
40.0
42,5
36.0
27.5
18.5 .01
37.5
44.5
- 36.5
37«5
35.5
40.5
25.0
- 42,5
48.5
23.0 .
35.0
44.5
45.0
- 39.0
57.0
37.5
55.0
48,5
46,5
45.0
- 51.5
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15 APPENDIX 6
STATISTICAL RESULTS FOR STUDENT THINK TIMES WITHOUT ERKOR TIMES

15.1 Iable 1., A comparison of group 1 with group 3 for the first 3 problems
of each session using the think times without 'error times' - Student

t values.
For pac 1.

: Degrees | Approximate
Problem | Session | ¢ valuq freedom | probability

1 1 + 0.2375 3 0.8

1 2 + 0.9396 1 0.60

1 3 - 0.0376 2 0.90

2 1 - 0.5512 1 0.70

2 2 - 0.7845 1 0.60

2 3 - 0.7939 5 0.50

3 1 - 004877 1 0070

3 2 + 000637 4 0090

3 1 + 0.4961 T 0.65

15.1.,2 For package 2.

Degrees | Approximate
Problem | Session | ¢ valuev freedom | probability

1 1 + 2.,0014 2 0.20

1 2 - 0.3563 7 0.70

1 3 - 0.5353 6 0.60

2 1 + 2.0455 5 0.10

2 2 + 1.4190 2 0.30

2 3 - 0.0814 T 0.90

3 1 + 2.1679 1 0.30

3 2 + 1.6737 5 0.20

3 3 + 045529 2 0.60
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15.2 Table 2, A comparison of package 1 with package 2 for all subjects

together using the think times without 'error times' -~ Student

E E;ueg.

Problem | Session | ¢ value | (RETIOR | SrPRoxiate
1 1 - 0.4202 13 0.65
1 2 - 2.4451 18 0.02
1 3 - 2,20T7 10 0.05
2 1 - 2.4183 17 0.02
2 2 - 0.9386 13 0.40
2 3 - 0.4964 | 18 0.60
3 1 - 2.1740 13 0.05
3 2 - 1.3013 15 0.20
3 3 - 1.9642 9 0.10
4 1 - 0,3603 18 0.70
4 2 - 0.0855 | 14 0.50
4 3 +0.2223 | 20 0.80
5 1 - 0.2596 17 0.80
5 2 - 1.9981 10 0.10
5 3 - 0.7512 12 0+40
6 1 - 1,2185 15 0.30
6 2 - 0.7492 15 0.40
6 3 - 1.2945 13 0.30
7 1 - 1.1236 16 0.30
7 2 - 1.2111 15 0.30
7 3 -1.2925 | 11 0.30
8 1 - 1.2758 12 0.30
8 2 - 0,7835 10 0.40
8 3 - 0.6159 16 0.50
9 1 - 2.6752 12 0.02
9 2 - 1,6330 13 0.10
9 3 14172 | 15 0.30

10 1 - 0.5697 21 0.40
10 2 - 0.9408 | 22 0.40
10 3 = 05397 21 0.60
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15. 3

Table
c::.;

A com

ison of pac

‘error times' — Mann-Whitney

2 for all sub'ects

Appomte
Problem Session U value Plﬁgb:b;olity
significant
1 A 25.5 NS
1 2 11.0 .01
1 3 21.0 .25
2 1 17.5 05
2 2 - 40.0 NS
2 3 43.5 NS
3 1 13.0 .01
3 2 3040 NS
3 3 27.5 .05
4 1 42.0 s
4 2 - 42,5 NS
4 3 49.0 NS
5 1 - 40.0 NS
] 2 32.5 NS
5 3 45.5 53
6 1 31.5 NS
6 2 43.5 NS
6 3 41.5 NS
7 1 29.5 NS
1 2 - 35.0 NS
7 3 45.0 NS
8 1 37.0 NS
8 2 - 37.5 NS
8 3 57.0 NS
9 1 25.0 .025
9 2 44,5 NS
9 3 48.5 NS
10 1 41.0 NS
10 2 43.5 NS
10 3 53.0 NS
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16 APPENDIX 7

ERROR SCORES FROM EXPERIMENT
(¥C_= WRONG CONCEPT. WE = WRONG ENTRY T = TYPEWRITING)

16,1 Exror Scores for Package 1.

we WE T Session Group
4 8 13 1 1
2 19 4 1 2
1 14 4 1 3
2 15 4 2 1
2 6 6 2 2
3 11 5 2 3
0 4 6 3 1
0 2 3 3 2
2 9 4 3 3

16 es8- 49

16,2 Error Scores for Package 2.

WeC WE T Session Group
2 18 8 1 1
4 6 1 1 2
2 19 4 1 3
2 "9 1 2 1
0 3 3 2 2
1 17 2 2 3
0 5 0 3 1
2 10 4 3 2
0 14 1 3 3

13 101 24




6

Error Scores on Blem Problen
WeC VE T Package
6 59 19 i
4 68 16 2

0



17. APFENDIX 8

DOCUMENTS USED IN THE SURVEY

17.1. Introductory Circular.

Dear Sir,

Durham University Business School is currently engaged
in research concerning on-line computing and its applications to
business problems, and a literature survey of the uses of on-line
computing has just been completed. It is now proposed to
investigate the problems which managers have encountered with
these applications by conducting a series of interviews in
several companies. We would, therefore, be extremely grateful
if you could fill in the attached slip, as soon as possible,
and return it to:-

J.R. Shergold,
Business School,
30 01d Elvet,
Durham City.

We will ensure that these interviews will not take
up too much of your time and that all companies will remain
anonymous in any reports published, so that any information

you may kindly give us will be treated in the strictest
confidence.

Yours sincerely,

G S 0 0090 0908000 PP PCERPRCI0 00000000 RO TOINONRSLIILPPOEGIIIOPIOSDS

From: Company:

Yes No

1. Does your company possess any
on~line computing facilities?

2. Would you be willing to
co-operate in this survey?
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17.2., Original Questionnaire used as a Checklist in Interviews.

17.2.2, Computer Department Section.

1. What type of time-sharing computer do you use?
Manufacturer (IBM, ICL etc)
Model (360/67, 19054 ete)

System (TSS, GEORGE 3 etc)

2. What input-output devices do you have?
Typeﬁriter terminals
Teletype terminals
V.D.U.'s
Interactive displays
Graph plotter
Satellite Computer

Other

3. What percentage of your computer time do you estimate is spent in
the following areas?
Financial and Administrative
Management Planning and Control
Marketing and Sales Operations
Distribution Operations
Factory Operations
Research and Development and
Engineering

Other
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17.2.3. Other Departments Section.

1. Please indicate what on-line computer applications that you have and

your degree of satisfaction with them.

Here the applications described in Chapter 2 for each functional

area were used as a checklist.

2. What dissatisfactions have you had with these applications?

Not enough management involvement in development.

Lack of useful exception information.

Information not produced guickly enough.

Output is not what management wants.

Programming expensive and takes too long.

System requirements outgrow eqﬁipment

i.e. may have many improved applications in mind but limited by.
reéources (cost of extra core too high etc.)

Other.,

3. What advantages have you found with these applications?
Speedier information for decisions.
Ability to try more possibilities.
Ease of information retrieval.

Other.

4. Are there any applications which you have now that were impossible

before time-sharing?

17:2:4. Computer Ugers Section.

1. Do you use the computer directly or via some kind of data-secretary

such as a programmer?



Directly

Indirectly

2. What kind of interactive device do you use?

3. What advantages do you find from using the computer in this way?
Easier access to information.
Speedy response.
Stimulates user in problem-solving process.
Convenience,

Other.

4, What dissatisfactions do you have with this method?
Lack of input—output devices for the user.
Inflexibility in programming.

Poor information retrieval.

Response time slow and irritates user.
Input devices slow and inefficient.
Languages not conversational enough.
Error recovery too difficult.

Other.

5. How would you as a manager like to use the computer in your
problem solving?
Vie a programmer or systems analyst.
Using some interactive device via a data-secretary.
Usging some interactive device directly.
What device,

What language.
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