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ABSTRACT

In the present study a review is given of recent work on educational planning problems using mathematical programming. Furthermore a mathematical model based on data from the British educational system and utilising the technique of Dynamic programming has been developed and it is shown how the computer results from this could be used as an aid in decision making.
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CHAPTER I

EDUCATIONAL PLANNING

This chapter begins with a discussion of the concept of educational planning, its objectives and its scope. Then follows an outline of the main contemporary approaches to educational planning, namely, the Manpower requirements approach, the Social demand approach and the Cost-Benefit approach. Finally, their methodologies are presented together with some problems concerning their applications.

1.1 Definition of educational planning

There have been numerous attempts to define educational planning and to specify its essential elements. ANDERSON and BOWMAN (1967) suggested that educational planning is a process of preparing a set of decisions for future actions relating to the educational sector.

Perhaps the most general definition is that given by UNESCO (1970), defining educational planning as being the application of rational, systematic analysis to the process of educational development with the aim of making education more effective and efficient in responding to the needs and goals of students and society.

This raises the crucial question of the objectives of educational planning.

1.2 Objectives and scope of educational planning

To fix the objectives is the first step in planning and no further progress can be made before doing that. Experience reveals
that this might not be easy, since education effects almost every human activity and in a society opinions differ widely as to the relative importance of each ultimate aim involved.

The traditional educational aims have been for a long time of a social and patriotic nature. Some 2,500 years ago Spartans in ancient Greece planned their education to fit their well defined military and social objectives. Plato in his "Republic" proposed an educational scheme to serve the leadership and political needs of Athens. John Knox, in the mix-16th century described a national educational system to offer the Scots spiritual and material well being. Even today we can find in official declarations and national constitutions these traditional aims.

At a second stage emphasis was laid on intellectual training primarily literacy and general knowledge. One of the earliest attempts to employ educational planning was the first Five year plan in the Soviet Union in 1923. In the industrialised countries of Europe prior to the Second World War, the essential aim was to provide continuity and viability of educational establishments and thus the focus of planning was on the mechanics of education, on the needs of the system.

But the picture changed after the Second World War. Two new dimensions were added to educational planning. First, the explosive increase of student numbers partly because of demographic factors and partly by the democratisation of educational opportunity. Second, a change in the attitude of economists as far as education was concerned. No longer was education seen merely as a non-productive sector which absorbed "consumption expenditure", it was now viewed as an essential "investment expenditure" for economic growth. If educational systems were to serve their students and society, the whole idea of planning must now be seen with new perspective, (COOMBS, 1970).
1.3 Characteristics of contemporary educational planning

Before describing in detail the contemporary approaches to educational planning which have emerged from worldwide discussions and research, some general points may be made.

The educational system in any country in producing trained manpower has a long production cycle and the successive stages of the educational process are intimately connected. Any planning has therefore to be long run and comprehensive.

Economic development implies rapid and profound changes in the methods and techniques of production. Since one of the functions of any educational system is to provide society's labor force with the skills and knowledge required for productive activities, it follows that the educational system must be reasonably geared to the production requirements. Furthermore, General education for the population in the non-industrialised countries particularly can contribute to the industrialisation by making people aware of Science and Technology; but it can also be a powerful weapon for social and political change. However skills may be rendered unusable by the social and economic change in the outside world with the problems of "job opportunities" and the so-called "educated unemployment".

Given that one of the essential tasks in planning is to determine the objectives and establish priorities among them some of which may be qualitative (cultural, ethical, etc.), educational planning need not be confined to quantitative aspects only.

1.4 Approaches to educational planning

The classification scheme used here is from "The World Year Book of Education 1967 : Educational Planning" (1967), namely, the
Manpower requirements approach, the Social demand approach, and the Cost-Benefit approach. Each of them in turn will be discussed attempting to analyse their strengths and weaknesses.

1.4.1 The Manpower requirements approach

The rationale behind this approach is the idea that the output of the educational system should be determined by a quantitative forecast of the requirements for educated manpower necessary to support the pace of the economic development in a country. Therefore acceptance of the Manpower approach as a basis for planning depends on this particular view of the function of the educational system in a modern society. This approach requires

1) The assumption that there is no such mechanism analogous to the market which is provided by the Perfect Competition theory, that will control automatically and efficiently the supply and demand needs of the educational system. In fact the advocates of the Manpower approach go a step further claiming that even if such a mechanism does exist it operates too slowly to ensure allocation of the educational resources according to national needs. As a result no country has based its educational planning entirely on a market mechanism.

2) The assumption that the labor force can be subdivided into groups of persons performing different sets of functions which demand various skills and knowledge.

3) The assumption that these requirements can be acquired through the process of the educational system.

4) The assumption that there is an occupational-educational correspondence which provides the basis for determining the "outputs" during the planning period from the several levels of the educational system. These "output" estimates permit the calculation of required enrolments, teachers, plants and equipments.
The assumption that there is a fixed relationship between productivity levels and occupational structure on the one hand and between occupation and educational qualification on the other.

The assumption that there is or at least should be a distinction between projections and forecasts as they are used in the Manpower requirements approach. PARNES (1964) explained that the projections indicate what will happen if the education system remains undisturbed. Forecasts indicate what the educational needs should be in the target year if a certain economic growth rate is to be realised. In other words forecasts are conditional predictions and for the purposes of educational planning do not need to be detailed.

The assumption that although the maintenance of the economic system is the main function, other functions which education serves are not excluded. On the contrary a large place is given to social and cultural objectives which underlie the educational needs. Manpower criteria provide a first estimate of the minimum educational needs. To these, requirements derived from other objectives can be added. For a full treatment of the Manpower requirements approach see PARNES (1962).

A. Some methodological aspects of the Manpower requirements approach

There is no single generally accepted method of making Manpower forecasts. BLAUG (1970) summarised the methods as:

(a) The employer's opinion method.
(b) The incremental labor-output ratio method.
(c) The density ratio method.
(d) The Parnes-MRP method.

At this point a description of the methodology used in the Mediterranean Regional Project (M.R.P.) will be presented. M.R.P. was
a major operational activity undertaken by the "Organization for Economic Cooperation and Development" (O.E.C.D.) together with six of its member countries to apply a common methodology in formulating their educational plans. It represents one of the most significant efforts in educational planning to move from theory to reality and to prove that it is possible to base educational plans on Manpower forecasts. Full presentation of the M.R.P. is given in HOLLISTER (1966). Briefly the sequence of steps is as follows:

Step 1: Since the logic of the Manpower approach is to link the targets of the economic system with those of the economic one, estimates of the total output of the economy during the planning period are exogenously provided by the economic plan in the form of Gross National Product (G.N.P.).

Step 2: The total output is subdivided into sectoral output, such as agriculture, manufacturing, etc.

Step 3: Estimates of the average labor-output coefficient, which is the inverse of the sectoral productivity, are taken. The average labor output coefficient represents the number of persons employed per unit of sectoral output. Multiplying these estimates by those in step 2 the resultant is an estimate of the number of workers required in each sector.

Step 4: Estimates of the sectoral occupational distribution are taken. Multiplying these estimates by the estimates of step 3, we get the number of workers required in each occupation, in each sector.

Step 5: Estimates of the total occupational distribution are derived, by adding up the numbers in a given occupation for all sectors.

Step 6: Estimates of the education associated with occupation. Multiplying these estimates with the estimates representing the numbers
of workers in a given occupation, gives the numbers of people with each kind of education in each occupation.

Step 7: Estimates of the total education stock. The estimates derived in step 6 are added up over all occupations for each educational level. The resultant are estimates of the required stock of the number of workers in the labor force having each type of education in the target year. (= target year educational stock.)

Step 8: Estimates of the increment of manpower by education. The estimates of step 7 represent the educational stock needed in the target year if a predetermined growth path is to be achieved. By subtracting from these estimates those who are already in the labor force and who are expected to survive until the target year, we get the increment of manpower by education category which will be necessary to be added to the labor force.

Step 9: Estimates of the total output flow. Since only a portion of the graduates of the educational system enter the labor force estimates of step 8 must be multiplied by estimates of the inverse of labor force participation rates of such graduates. The resultant figures represent the final estimates of the required total flow of graduates over the planning period.

The estimation of the occupational distribution of the labor force plays a central role in the methodology discussed above. From step 1 - 4 the number of workers in any occupation is determined by the four factors:

(a) the number in the occupation \( j \), at sector \( i \) as a percentage of the employed labor force in this sector,

\[
\text{i.e. } \frac{L_{ij}}{L_i}.
\]
(b) the number of workers per unit of output in the sector

\[ \left( \frac{L_i}{(\text{GNP})_i} \right) \]

(c) the percentage distribution of GNP among sectors

\[ \left( \frac{(\text{GNP})_i}{\text{GNP}} \right) \]

(d) the level of GNP.

Thus:

\[ L_{ij} = \left( \frac{L_i}{L_j} \right) \left( \frac{L_i}{(\text{GNP})_i} \right) \left( \frac{(\text{GNP})_i}{\text{GNP}} \right) \left( \text{GNP} \right) \]

If for any year these factors are multiplied together for each sector and then summed over all sectors, the resultant will be the required number of workers in that particular occupation in that particular year. The estimated change in the number of workers in the occupation over the period of the plan can be attributed to the estimated change in these four factors. The educational requirements are now calculated as from step 6.

B. Critique of the Manpower requirements approach

While the broad logic of this approach is hard to argue with the practical applications raised a number of problems. Some of the most important issues will be discussed below:

(a) The occupation-education problem

The weakest link in this approach is the lack of enough knowledge about the exact relationships concerning the occupational educational estimates. As a result these estimates are based on various assumptions about their nature.

Analysis in the M.R.P. showed that the final estimates for educational requirements were very sensitive under the assumptions made. If Manpower planning is to be used for educational purposes an "objective
means" should be found to translate the occupational estimates into the educational equivalents. But both advocates and critics of this approach agree that very little is known about this critical relationship between particular occupations and amount of education they require.

(b) **The substitution problem**

This question concerns whether the occupational input coefficients (i.e. the number of workers in a certain occupation per unit of output) at a given point of time are fixed or variable. Requirements estimated on the assumption of fixed coefficients may be erroneously high, because they ignore the possibility that various inputs may be substituted by others.

The results of M.R.P. suggest that substitution possibilities exist at a given point of time indicating that a range of alternative manpower requirements could be available, all compatible with a given economic target. As it was noted in HOLLISTER (1966, p.73) "... the evidence of substitution possibilities can be viewed as indicative and not as conclusive. It follows that more basic research, using better data and more sophisticated techniques is required in order to establish on a more scientific basis the existence and range of substitution possibilities."

(c) **The impact of the Manpower requirements on the educational system**

Educational requirements as derived in the M.R.P. are composed of three main elements:

(1) The education required to keep pace with the growth of the labor force as a whole.

(2) The education required to allow the necessary adjustments in the occupational distribution of that labor force.

(3) The education required because of changes in the kind of education associated with each occupation (i.e. the occupation-education relationship).
An argument developed on these issues questioning the significance of the contribution of factors (2) and (3) to the educational needs, on the grounds that the educational systems will grow roughly in accordance with the economy and the labor force and therefore elaborate calculations of factors (2) and (3) are not justified.

In order to demonstrate the impact of factors (2) and (3) on the educational requirements, sensitivity analysis was undertaken based on estimated Spanish data for the years 1960-75. For the purposes of this example it was considered that coefficients (2) and (3) formed the basis of Manpower requirements and therefore the impact was judged by measuring the effect of those two elements. More precisely, the future requirements for Higher education graduates and Secondary education were calculated assuming first: only changes in element (1), and second: changes in all three elements. The result indicated that 57% of the total educational requirements in Higher education and 80% in Secondary education were due to elements (2) and (3). Thus the impact of the manpower requirements on the educational planning was quite significant.

(d) The technological change problem

This concerns the effects of the rapid technological change on the occupational structure of the society. It is not a problem appearing in the educational planning activities only. It affects economic planning as well and it does not justify by itself the abandonment of the Manpower planning.

1.4.2 The Social demand approach

Social demand is an ambiguous term which can be defined in different ways. The most commonly used is to mean the aggregate popular demand for education, that is, the sum total demand of individuals who wish to enrol in the various levels and types of the educational system.
Whereas the Manpower requirements approach concentrates on meeting the demand by industry for manpower, the Social demand approach is based upon the notion that planning should be used to affect the supply of educated manpower irrespective of market demand. This approach calls for the projection of the demand by individuals so that educational institutions may adapt themselves to the expected demand and any imbalances between supply and demand which will arise, it is assumed, cancel themselves out over time. Philosophically, the approach commends itself to those who view education as a consumption benefit rather than an investment.

Social demand is certainly the basis on which educational decisions are most frequently made, at least in the industrialised countries and even educational plans that purport to be based on other methods often base a large part of their estimates on what students and their families are thought to desire. The principal problem of this approach is not so much its theoretical basis but the technical difficulties which appear when converting the individual preferences into concrete figures for operational actions.

One of the most important examples in educational planning based on the Social demand approach is the now classic ROBBINS REPORT (1963). It comprises the first comprehensive survey of Higher education in Britain and most of its recommendations have already been implemented.

A. Some methodological aspects of the Social demand approach

The underlying principle which guided the Robbins Report was that "Courses of Higher education should be available for all who are qualified by ability and attainment to pursue them and who wish to do so." (p.8). This principle had then to be converted into specific assumptions about which factors influence the individual's demand for
Higher education. The forecasting techniques can be found in MOSER and LAYARD (1964). For the consequences of the Robbins Report on the development of the British educational system see LAYNARD et al. (1968). A brief description of the social trends on which the student projections were based are:

(a) **The rising birth rate**

The result of this factor was to increase the numbers of the annual age groups in the various branches of the educational system and corresponds to 7% of the increased number of places recommended by the Committee for the years 1973-74 and 1980-81.

(b) **The rising level of the educational attainment**

This factor, the so-called "school trend" was the most important and it produces an increasing proportion of the age group capable of proceeding to Higher education. Almost 55-60% of the proposed increased number of places is due to "school trend".

(c) **The public appetite for Higher education**

The Report estimated that this factor will account for 18% and 13% of the additional places for the years 1973-74 and 1980-81 respectively.

(d) **Other miscellaneous factors**

Foreign students, etc. were held to account for about 17% of the increased number of places.

While the Manpower requirements approach uses as its starting point the required output, the Social demand approach begins from the inputs of the educational system (i.e. students, teachers, etc.). It considers the educational system as a rather complex production system and the various inputs proceed through it from one branch to another. The outputs of the process are the educated people.
The procedure of making estimates, used for the first time in the Robbins Report, as now practised at D.E.S. consists of six stages. The projection of each stage is used as an input to the next stage. (See EDUCATIONAL PLANNING PAPER No.2, 1970, and ARMITAGE, 1973). These stages are as follows:

Stage 1: The projection of school populations

In this stage estimates of the future numbers of pupils by age are made. The figures depend on the size of age groups as they are given by the Government Actuary's Department, together with the estimated proportion of each age group who will be in school during the planning period.

Stage 2: The projection of school leavers by age

From stage 1, the figures which represent the entire school population estimates, the projecting numbers corresponding to school leavers by age in any year of the planning period are selected.

Stage 3: The projection of school leavers with a given number of qualifications

At this stage the estimates are obtained by multiplying the estimated number of leavers of each age (stage 2) by the proportions expected to gain a given number of qualifications. (It has been assumed that the proportion of GCE holders will remain the same in the future as it has been in the past.)

Stage 4: Projecting the numbers of entrants into Higher education

Having projected the numbers of leavers with given qualifications, the next step is to determine the number of qualified people who will enter Higher education. This is done according to two criteria; (a) by extrapolating past trends of the various destinations of the leavers, and (b) according to Robbins postulate that: the proportion of qualified
school leavers who enter Higher education should not in the long run fall below the level reached during the 60's. In determining the total number of entrants account was taken of those coming not only from school but from Further education institutions, overseas and employment also.

Stage 5: Calculating the number of places

At this stage the number of places required within the Higher educational institutions is derived from the number of entrants calculated in stage 4 together with appropriate assumptions about the length of time the student spends in Higher education. The device adopted by the Robbins Report is the notion of "effective length of course". This is a single figure and "it broadly reflects the average duration of courses in a sector as reduced by wastage and as extended by repeating years of course." (EDUCATION PLANNING PAPER No.2, 1970, p.20).

Stage 6: Calculating Unit costs

The final stage determines the Unit cost per place in each sector of the system. Multiplying by the projected number of places the total Public expenditure on Higher education is obtained.

Chapters 6 and 11 of the Report give a full reference to the detailed procedure set in the Robbins Report.

B. Critique of the Social demand approach

Three main criticisms were made against this approach.

(a) That the projected numbers do not represent the actual societal demand for education. PARNES (1964) noted that the individual's demands depend on the Government's educational policy, since, within certain limits it determines the number of places, tuition fees, etc. On the other hand the Government can arbitrarily boost social demand by increasing the minimum school leaving age, offering free education,
improving grants or increasing the differential wage return for acquiring skills. Therefore there is a circularity in this approach and it cannot provide much help for decision making.

(b) That it does not take into consideration whether the expenditure in education is worthwhile in comparison with other public projects such as health, crime control, etc. In other words it ignores the broader national problems of resource allocation and implicitly assumes that no matter what the educational expenditure is it should be covered.

(c) As BLAUG (1967) put it: "Social demand projections represent something like a minimum effort at foresight telling the educational planner not what to do, but rather what will happen if he does exactly what he has been doing in the past".

Of course all these do not mean that the social demand estimates are worthless. They are indispensable at least for one thing: the assessing in broad terms whether the individual’s wishes for education can be met within the existing context of the educational system.

1.4.3 The Cost-Benefit approach

It is now generally accepted that expenditure on education constitutes a form of investment, which yields benefits in the future both to individuals receiving the education and to society as a whole by increasing the productive capacity of its members.

Cost-Benefit analysis involves a systematic comparison of the costs and benefits in order to assess the economic profitability of additional education. All forms of investment imply a sacrifice of present consumption in order to secure future benefits in the form of higher levels of output. It provides a means of appraising these future benefits in the light of the costs that must be incurred in the present.
The theoretical development of the concept of Human Capital, which underlies the Cost-Benefit approach to educational planning, as well as early empirical studies on the subject, can be found in SCHULTZ (1963), BECKER (1964).

A. Some methodological aspects of the Cost-Benefit approach

For the purposes of Cost-Benefit analysis, expenditure in education is taken to mean not the money spent each year but the real resources devoted to education which are therefore not available for any other economic activity. Cost-Benefit analysis can be applied to either individuals (= private Cost-Benefit analysis) or to society as a whole (= social Cost-Benefit analysis).

In both cases the total costs are composed of direct costs and indirect ones (= opportunity costs). The social direct costs include teachers' salaries, institutional costs, etc., and the indirect ones earnings foregone by students. If Cost-Benefit analysis is used for evaluating education as a form of investment for the individual then the direct private costs include fees (minus scholarships), expenditure on books, etc. The indirect costs which constitute the major ones are the earnings foregone by the individual. A common measure of the individual's benefits are the lifetime earnings differentials.

Once the Costs and Benefits of alternative investment activities have been calculated the comparison among them can be achieved by either

(a) The Cost-Benefit Ratio: \[ \frac{\sum_{t=1}^{n} \frac{B_t}{(1+r)^t}}{\sum_{t=1}^{n} \frac{C_t}{(1+r)^t}} \]

(b) The Net Present Value: \[ \sum_{t=1}^{n} \frac{B_t}{(1+r)^t} - \sum_{t=1}^{n} \frac{C_t}{(1+r)^t} \]
(c) The Rate of Return: that is the discount rate at which the present value of expected Benefits and the present value of Costs are equal

\[ \sum_{t=1}^{n} \frac{B_t - C_t}{(1+r)^t} = 0 \]

where:
- \( B_t \) = Expected Benefits in year \( t \)
- \( C_t \) = Expected Costs in year \( t \)
- \( r \) = Discount rate
- \( t \) = Investment time in years.

B. Critique of the Cost-Benefit approach

A number of objections have been raised against this approach. BLAUG (1970) summarised them into six groups:

(a) Earnings differentials reflect differences not only in education but in natural ability, social class background, motivation, etc., in such a way that it is impossible to isolate the pure effect of education and consequently to measure it by the earnings differential.

One of the American surveys by DENISON (1964) suggested that about 2/3 of the extra earnings of the highly educated workers can be explained by their additional education, the other 1/3 is attributable to native ability or social class. Sometimes this adjustment is referred to as the "Alpha coefficient".

(b) Because of market imperfections differences in earnings do not correspond to differences in productivity and therefore cannot be used as a measure of the direct economic benefits.

To argue that because of market imperfections or trade unions bargaining earnings tell us nothing about the contribution of the various groups to the total output seems a rather exaggerated point of view. On the other
hand it would be absurd to deny that such facts do have an effect on earnings. What all this means is that earnings differentials are some, though not a perfect, measure of the supply and demand of skills.

(c) Earnings differentials do not reflect the non-economic benefits of education.

The basic issue of Cost-Benefit is the investment aspects of education and how to calculate the direct economic benefits. This approach does not deny the existence of other non-economic benefits of the educational process. On the other hand none of the alternative approaches have succeeded in measuring the indirect effect of education.

(d) Cost-Benefit analysis assumes full employment of educated people though many countries are experiencing unemployment of University graduates and/or Secondary school leavers. Even when unemployment conditions exist in a country the method can still be applied by adjusting the earnings in such a way as to take account of the unemployment rates. If there is a lack of appropriate data, some reasonable estimates can be made about the average rate of unemployment and weight the earnings by the rates. Examples of this case concerning India can be found in BLAUG, et al. (1969).

(e) Earnings differentials obtained often from past data reflect the relations between demand and supply which occurred in the past, whereas the main issue of educational planning concerns the future. So this approach is a poor tool for planning. Cost-Benefit analysis is a form of marginal analysis which measures the effects of small changes of the variables involved. It measures the profitability of past levels of investment in terms of present relationship between supply and demand. The result of these calculations (either a rate of return or a Cost-Benefit ratio or a net present value) can be used for future estimation of profitability only if the present
conditions of supply and demand of educated people are maintained. If the educational authorities are contemplating non-marginal changes then the present rates of return will not continue. In such a case Cost-Benefit analysis is not efficient.

(f) Individuals do not make educational choices on a pure economic basis and therefore private rates of return are meaningless. This objection misses the point of the Cost-Benefit approach. Estimates of the private rates of return due to education are intended to measure how profitable it is for the individual to spend money on his own education, as a way of increasing his future earnings. They do not assume that the economic benefits are the sole motivation for all educational decisions. Financial benefits are just one, though for many people an important, factor influencing educational choices. MORRIS (1973) noticed that Cost-Benefit calculations from the individual's point of view may throw light on future trends of private demand for certain types, courses, and subjects and so provide evidence for, say, the Social demand approach.

Finally, it might be said, that the most important aspect of the Cost-Benefit approach is that it provides a conceptual framework for the examination of the costs of education in relation to the relative earnings of the educated manpower. An introduction to the Cost-Benefit approach can be found in WOODHALL (1970).

A model of this kind utilising the mathematical technique of Dynamic Programming will be discussed in chapter III.

1.4.4 Other approaches to educational planning

In recent years considerable work in the theory and applications of educational planning has taken place, which cannot be strictly classified into any of the three main approaches discussed so far. Typical examples of this work are the econometric model of TIMBERGEN and BOSS
(1964), STONE (1965), ARMITAGE et al. (1967), THONSTAND (1969) etc. BOWEN (1963) presented a survey on the contribution of Economics to educational planning. For recent bibliographies on the economics of education and educational planning see HÜFNER (1968), and BLAUG (1970).

The approaches described in this chapter have been shown to involve very general assumptions about the interrelationships of social, economic and educational factors; detailed applications to educational planning are described in chapter II. Less controversially planning with limited aims at regional or institutional level can also make use of mathematical programming techniques and some examples of this are given also in chapter II.
CHAPTER II

MATHEMATICAL PROGRAMMING AND EDUCATIONAL PLANNING

The purpose of this chapter is twofold. First to describe in very broad terms some of the mathematical programming techniques which have been used in educational planning models and secondly to present a survey of applications of these techniques in various problem areas of educational planning.

Section 2.1 is devoted to programming techniques. The applications are dealt with in sections 2.2 and 2.3.

2.1 The mathematical programming problem and related techniques

Any problem dealing with the maximisation or minimisation of a function of one or more variables may be referred to as an optimisation problem. Such problems have been known for a long time. In the last years a new category of optimisation problems have arisen, in the context of economics particularly, concerning the allocation of scarce resources to competing activities. Problems of this kind are referred to as programming problems. Thus, mathematical programming is a quantitative approach to these problems where some criterion of effectiveness is to be maximised or minimised subject to a set of constraints.

Mathematically the general programming problem can be formulated as follows:

Find a set of variables \( x_1, x_2, \ldots, x_n \) such as to

Maximise/minimise \( z = f(x_1, \ldots, x_n) \) \hspace{1cm} (1)

Subject to \( g_i(x_1, \ldots, x_n) \{\leq, =, \geq\} b_i, \quad i = 1, \ldots, m \) \hspace{1cm} (2)
In the above formulation \( g_i(x_1, \ldots, x_n) \) are assumed to be specified functions and \( b_i \) known constants.

Techniques have been developed to solve special cases of this, e.g. Linear programming, Integer, Quadratic, etc. A few of the most widely used techniques in educational planning are discussed below without any detailed development of the subject.

2.1.1 Linear programming

When in (1) and (2) \( z = f(x_1, \ldots, x_n) = \sum_{j=1}^{n} c_j x_j \) and

\[ g_i(x_1, \ldots, x_n) = \sum_{j=1}^{n} a_{ij} x_j, \quad i = 1, \ldots, m, \] respectively, the general programming model becomes a linear one and takes the following legitimate forms:

Find \( x_1, \ldots, x_n \) such as to:

Maximise/minimise \( z = \sum_{j=1}^{n} c_j x_j \) \hspace{1cm} (3)

Subject to \( \sum_{i=1}^{m} a_{ij} x_j \geq, =, \leq b_i, \quad i = 1, \ldots, m \) \hspace{1cm} (4)

and \( x_j \geq 0, \quad j = 1, \ldots, n \) \hspace{1cm} (5)

where

- \( i \) = the number of limited resources \((i = 1, \ldots, m)\)
- \( j \) = the number of activities \((j = 1, \ldots, n)\)
- \( z \) = the overall measure of effectiveness
- \( x_j \) = decision variables representing the level of activity \( j \)
- \( c_j \) = the increase in \( z \) due to each unit increase of \( x_j \)
- \( b_i \) = the available amount of resource \( i \)
- \( a_{ij} \) = the amount of resource \( i \) consumed by each unit of activity \( j \).
Problems with this structure may also arise in contexts other than those concerned with allocation of limited resources among competing activities.

In common Linear programming terminology (3) is the objective function of the problem. The restrictions (4) are called the functional constraints. The restrictions (5) are called the nonnegativity constraints and the input constants $a_{ij}$, $b_i$, $c_j$ are the parameters of the model.

It can be shown that any Linear programming problem can be rewritten so that it fits the standard pattern:

Find $x_1, \ldots, x_n$ such as to:

Maximise $z = \sum_{j=1}^{n} c_j x_j$

Subject to $\sum_{j=1}^{n} a_{ij} x_j \leq b_i, \quad i = 1, \ldots, m$

and $x_j \geq 0 \quad j = 1, \ldots, n$

In matrix notation the above problem can be represented as:

Find a column vector $X$ such as to:

Maximise $z = CX$

Subject to $AX \leq B$

and $X \geq 0$

where $X = a$ column vector $(n \times 1)$

$C = a$ row vector $(1 \times n)$ of the objective function coefficients

$B = a$ column vector $(n \times 1)$ combing the R.H.S. of the constraint set

$z = a$ scalar representing the overall value of the objective function.

The structure of the Linear programming model implies that measures of effectiveness are proportional to the $x_k$ and additive in k. The $x_k$ produced are of course not necessarily integers.
The concept of Duality

One important extension of Linear programming is the development of the concept of Duality. This term implies that to every Linear programming problem corresponds a dual problem. Given a Linear programming problem (the primal) in the standard form discussed above, its dual is:

Find \( y_1, \ldots, y_m \) such as to

\[
\begin{align*}
\text{Minimise} & \quad y_0 = \sum_{i=1}^{m} b_i y_i \\
\text{Subject to} & \quad \sum_{i=1}^{m} a_{ij} y_i \geq c_j \quad j = 1, \ldots, n \\
\text{and} & \quad y_i \geq 0 \quad i = 1, \ldots, m
\end{align*}
\]

Apart from the fact that the formulation of the dual problem arises in the computation, the economic interpretation of it is interesting. The dual variables \( y_i \) \((i = 1, \ldots, m)\) represent the current unit contribution of all resources that would be consumed by one unit of activity \( j \), \( y_0 = \sum_{i=1}^{m} b_i y_i \) the total implied value of the resources consumed by the activities and finally the constraints \( \sum_{i=1}^{m} a_{ij} y_i \geq c_j \), \((j = 1, \ldots, n)\) indicate that the contribution of the resources to the criterion of effectiveness must be at least equal to the unit contribution of activity \( j \).

Special types of Linear programming problems

Probably the most important special type Linear programming problems which appear frequently in the educational planning literature are those of the classical transportation problem and the very closely related assignment problem.
The general transportation problem is concerned with distributing any commodity from any group of supply centres, called resources, to any group of receiving centres, called destinations, in such a way as to minimise total distribution costs.

The formulation of this problem becomes:

Find \( x_{ij} \) (\( i = 1, \ldots, m \), \( j = 1, \ldots, n \)) such as to

\[
\text{Minimise } z = \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij}
\]

Subject to

\[
\sum_{j=1}^{n} x_{ij} = s_i, \quad i = 1, \ldots, m
\]

\[
\sum_{i=1}^{m} x_{ij} = d_j, \quad j = 1, \ldots, n
\]

and \( x_{ij} \geq 0 \) all \( i, j \)

where \( z \) = the total distribution cost

\( m \) = the number of sources (\( i = 1, \ldots, m \))

\( n \) = the number of destinations (\( j = 1, \ldots, n \))

\( s_i \) = supply from source \( i \)

\( d_j \) = demand at destination \( j \)

\( c_{ij} \) = cost per unit distributed from source \( i \) to destination \( j \)

\( x_{ij} \) = the number of units to be distributed from source \( i \) to destination \( j \).

In general \( \sum_{i=1}^{m} s_i = \sum_{j=1}^{n} d_j \). If this condition is not satisfied a fictitious source or destination can be introduced to convert it into the above pattern. Any Linear programming problem which fits this special structure regardless of its physical context is of transportation type.
The assignment problem is concerned with the allocation of resources to activities on a one to one basis. There is a cost associated with assignment and the objective is to determine how the assignments should be made in order to minimise the total costs. This problem is a special type of the transportation problem with the assignees being interpreted as sources each having a supply of one and the assignments as destinations with a demand of one. Thus the formulation now becomes:

Find \( x_{ij} (i = 1, \ldots, m, \quad j = 1, \ldots, n) \) such as to

\[
\text{Minimise} \quad z = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} x_{ij}
\]

Subject to

\[
\sum_{j=1}^{n} x_{ij} = 1 \quad i = 1, \ldots, m
\]

\[
\sum_{i=1}^{m} x_{ij} = 1 \quad j = 1, \ldots, n
\]

\( x_{ij} \geq 0 \quad \text{all } i, j \)

2.1.2 Integer programming

Very often the decision variables of a problem make sense only if they have integer values. If, in the general Integer programming problem, the restriction \( x_j = 0, 1, 2, \ldots \) (for all or some \( j \)) is added, an Integer problem arises. If the problem is further more constrained by imposing \( x_j \leq 1 \) then the Integer problem becomes a "zero-one" problem. The mathematical representation of an Integer problem takes the following form:

Find \( x_1, \ldots, x_n \) such as to

\[
\text{Maximise/minimise} \quad z = \sum_{j=1}^{n} c_j x_j
\]

Subject to

\[
\sum_{j=1}^{n} a_{ij} x_j \{\geq, =, \leq\} b_i \quad i = 1, \ldots, m
\]

and

\( x_j = 0, 1, 2, \ldots \) for all or some \( j = 1, \ldots, n \)
In practice a common approach for these cases is to ignore the Integer restrictions and by employing the Simplex procedure to generate optimal solutions (if they exist) and then to round-off the non-integer values. However this approach does not always give feasible solutions or when it does the rounded-off values might not be optimal.

From a computational point of view there are three approaches in solving an Integer programming problem: the Implicit enumeration procedure, the Branch and Bound procedure and Gomory's Cutting Plane method.

2.1.3 Goal programming

Goal programming is a special extension of Linear programming. It is applicable when multiple conflicting goals are involved in a situation and a hierarchy of importance is desirable among them.

Goals might simply be meeting the functional constraints of the problems or might involve an entirely separate function derived from the constraints. Most real world decision problems involve multiple objectives. To deal with these using a simple objective function means combining them, which might involve estimating relative importance and may often mean dealing with goals which are not easily expressible even in the same units. In Goal programming, instead of trying to maximise or minimise the objective function directly as Linear programming does, the deviations between goals and what can be achieved under the given set of constraints are to be minimised. These deviations, the slack variables in Linear programming, take on a new significance in Goal programming. They may be positive, indicating the overachievement of the particular goal, or negative, indicating the underachievement of the goal.
One of the characteristics of this technique is that the objective function is no longer restricted to be a cardinal criterion (i.e. profits, costs, etc.) but it rather provides an ordinal one. To this end negative and/or positive deviations about the goal must be ranked according to the "preemptive" priority factors. In this way the low order goals are considered only after high order goals are achieved.

If there are goals in several ranks of importance, the preemptive priority factor $P_j$ ($j = 1, \ldots, k$) should be assigned to the negative and/or positive deviational variables. These factors generally have the relationship $P_1 \gg P_2 \gg \ldots \gg P_j \gg P_{j+1}$ where $\gg$ means "very much greater than".

The general Goal programming problem can be defined as:

Minimise $P_1, P_2, \ldots, P_m \left[ \begin{array}{c} d_1^+ \\ \vdots \\ d_m^+ \end{array} \right] + P_1, \ldots, P_m \left[ \begin{array}{c} d_1^- \\ \vdots \\ d_m^- \end{array} \right]$

Subject to $\left[ \begin{array}{ccc} a_{11} & \ldots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{m1} & \ldots & a_{mn} \end{array} \right] \left[ \begin{array}{c} x_1 \\ \vdots \\ x_n \end{array} \right] - \left[ \begin{array}{c} 1 \ldots 0 \\ \vdots \\ 0 \ldots 1 \end{array} \right] \left[ \begin{array}{c} a_1^+ \\ \vdots \\ a_m^+ \end{array} \right] + \left[ \begin{array}{c} d_1^- \\ \vdots \\ d_m^- \end{array} \right] = \left[ \begin{array}{c} b_1 \\ \vdots \\ b_m \end{array} \right]$

and $x_j, d_1^+, d_i^- \geq 0$ for $j = 1, \ldots, n$ and $i = 1, \ldots, m$

where $m$ = the number of goals
$n$ = the number of decision variables
$x_j$ = a decision variable for $j = 1, \ldots, n$
$d^+_i$ = the deviation variable associated with goal $i$ indicating an overachievement of this goal

$d^-_i$ = the deviation variable associated with goal $i$ indicating an underachievement of this goal

$P_i$ = a preemptive priority factor associated with goal $i$

$b_i$ = the $i^{th}$ goal.

For a full treatment of Goal Programming see (LEE, 1972).

2.1.4 **Nonlinear programming**

Any programming problem which does not fit the special linear programming structure presented in section 2.1.1, can be classified as a Nonlinear problem. In this sense the Integer programming, the Zero-one programming and the Goal programming problems are Nonlinear.

Also by making various assumptions about the nature of the objective function and the functional constraints we can formulate special subclasses of Nonlinear problems, e.g. Quadratic programming. Certain types of those problems can be found in HADLEY (1964). A number of computerised algorithms is provided by HIMMELBLAU (1972).

The special case of Dynamic programming will be discussed in detail in chapter III.

2.2 **Mathematical programming models in educational planning**

In the remaining parts of this chapter applications of mathematical programming techniques to problem areas of educational planning are presented. The presentation is given in three levels according to the model's coverage, national, regional or institutional.

2.2.1 **Programming models at national level**

Because of the very general nature of the models at national level it has not been thought profitable to list all variables and constraints. Instead an account only of the structure will be given.
The most ambitious models link the educational system to the manpower and economic systems. Recent linear models of this type are by ADELMAN (1966) applied to Argentina, GOLLADAY and ADELMAN (1972) applied to Morocco and BENARD (1967) applied to France. The particular applications produce some modifications but the broad outlines of all of these are similar. A somewhat more limited linear model which optimises the state of the educational system when it is supplied with given resources is presented by BOWLES (1969) and applied to Nigeria and Greece.

In all these cases the state of the educational system is described by a series of vectors one in each time period, giving the new enrolments in the different levels of the educational system. The constraints governing these take a similar form in all the models: the enrolments \( N_p^{(t-1)} \) at level \( p \) in period \( (t-1) \), less a proportion \( \lambda_p \) who drop out during the course and a proportion \( \mu_p \) who do not continue either with education or in employment produce a number of qualified people \( (1 - \lambda_p) (1 - \mu_p) N_p^{(t-1)} \); these may be considered as wholly distributed in known proportions as workers \( W(t) \), teachers \( T(t) \), and continuing students \( N(t) \) (as in GOLLADAY and ADELMAN, 1972), or as wholly assigned but in unknown amounts to particular skill categories of work, teaching at particular levels or continuing education at particular levels as in ADELMAN (1966). BENARD (1967) similarly allows the proportions joining the labor force and continuing in education to be variable. BOWLES (1969) simply requires the admissions to level \( p \) at time \( t \) to be less than or equal to the output at \( (t-1) \), of all levels which qualify a student to enter level \( p \). There is in each case a restriction that the entrants to the educational system cannot exceed the number of potential students in the population and
there may be requirements for a minimum growth rate in education requiring at least a certain proportion of \( N(t-1) \) to continue (BERNARD, 1967) or \( N(t) \geq N(t-1) \) (ADELMAN, 1966) and also some assignments of the dropouts, \( \lambda_p N(t-1) \), to some work level or even to low level teaching (GOLLADAY and ADELMAN, 1972).

The educational system requires trained persons as teachers and monetary resources for equipment, buildings, etc.; these are constraints concerning \( N(t) \), the enrolments at \( t \), with \( \Gamma(t) \) the vectors of new teachers recruited at \( t \) and \( B(t) \) the resources devoted to buildings at time \( t \). The intake \( N(t) \) is converted by multiplying by the appropriate matrices into a requirement vector for teachers and this must be less than or equal to the existing teaching force allowing in some cases (GOLLADAY and ADELMAN, 1972, BOWLES, 1969) for recruitment of foreign teachers; similarly, depending on \( N(t) \), a requirement vector for school buildings can be produced, which must be satisfied by the original stock together with additions allowing for depreciation. There may be limits on the maximum recruitment of teachers or on maximum importation of foreign teachers.

The BOWLES (1969) model incorporated the above constraints within an overall framework of limited resources devoted to education; i.e. a limit on the amount of resource \( i \) in period \( t \); this gives an overall inequality governing the enrolments in period \( t \) and in previous periods. It was implemented with about 200 activities and 450 constraints. The objective function to be maximised was the sum, over the planning period, of the present value of the lifetime incomes of the students \( N(t) \) less their incomes had they not received education at that level, less the present value of the recurrent costs by the enrolments less the capital costs of providing the student places (this is an aggregate Cost-Benefit objective function).
The other three models all incorporated links with the economic system connecting the supply of workers \( W(t) \) with vectors of production. The GOLLADAY and ADELMAN (1972) scheme allowed for educated workers to count as efficiency units, whereas BENARD (1967) connected certain work skills with certain educational levels; both then combined the work force with resources and investments, including imports, foreign capital, and allowed the resulting production to be used for consumption, exports or further investment, including investment in education. The objective functions were however somewhat different. ADELMAN (1966) considered

1. maximise discounted sum of G.N.P. over the planning period
2. maximise the growth in G.N.P., i.e. \((GNP)_{\text{end}} - (GNP)_{\text{initial}}\)
3. minimise the discounted sum of net foreign capital inflow.

This was an implicit manpower requirements model.

GOLLADAY and ADELMAN (1972) carried out extensive calculations involving a number of objective functions and a parameter linear programming analysis. As well as (1) and (2) above they used

1. maximise a weighted vector of employment
2. maximise a weighted vector of education enrolments
3. minimise a weighted vector of unemployment
4. minimise weighted vectors of expatriate workers or teachers
5. maximise consumption.

(1) - (4) are social aims of the above.

BENARD (1967) defined a simple social preference function which he stated as: maximise the present discounted value, over the planning period of

1. the sum of successive increases in personal consumption
2. the residual value of the capital equipment installed in the productive sector
(3) the residual value of capital equipment installed in education
(4) the value of educated individuals to the labor force beyond the
planning horizon.

In weighting these components of the objective function he
made use of the dual variables in the model to assign shadow prices to
resources. His model is again based on an aggregate Cost-Benefit
approach with implicit manpower requirements.

A general model of training at one or many levels was given by
BALINSKI and REISMAN (1972), BALINSKI (1974). Here the aim is very
much more modest: it assumes levels of education \( p \) and periods \( t \) as
before but now adds known requirements \( d^t \), for all levels and periods
\( t \), i.e. it is a straight manpower requirements model. The objective
function is a sum of possible nonlinear penalty functions depending on
the defect or excess of the actual manpower with the required manpower
over each level and each period, together with educational costs. There
is also a functional relationship, not necessarily linear, between
enrolments, dropouts, and those qualified who actually join the labor
force. Thus the previous \((1 - \lambda_p^p) (1 - \mu_p^p) N_p^t \) now becomes:

\[
L_p \left\{ N_p^t - \lambda_p^p (N_p^{T_p}) \right\}
\]

where \( \lambda_p^p(n) \) is the number of dropouts from an enrolment of \( n \)
at level \( p \).

and \( L_p(m) \) is the number joining the labor force from a
number \( m \) of qualified personnel.

The student flow equations now take the form

\[
S_{p+1,t+1} = S_{p+1,t} + \lambda_{p+1} (N_{p+1}^t) + L_p \left\{ N_p^t - \lambda_p^p (N_p^{T_p}) \right\} - d_{p+1}^t
\]
i.e. the available pool \( S_{p+1,t+1} \) of manpower qualified at level
\( (p+1) \), in period \( (t+1) \), is that present at period \( t \) \( \{ S_{p+1,t} \} \) plus
those of the \( N_{p+1}^t \) who dropped out of higher training \( \{ \lambda_{p+1} (N_{p+1}^t) \} \),
plus those who qualified and entered the labor force less \( d_{p+1}^t \) required
in period \( t \). Also
\[ N_{p+1}^{t} = N_{p}^{t-1} - \lambda_{p} (N_{p}^{t-1}) - L_{p} \left( N_{p}^{t-1} - \lambda_{p} (N_{p}^{t-1}) \right) \]

since the students who enrol at time \( t \), for level \( p+1 \), are those who leave qualified at level \( p \) and have not dropped out or joined the labor force.

The objective function is now to minimise

\[ \sum_{t=1}^{T} \left( \sum_{p} c_{p}^{t} (N_{p}^{t}) + \sum_{p} g_{p}^{t} (S_{p}^{t+1}) \right) \]

where \( c_{p}^{t} (N) \) is the cost of enrolment \( N \), at level \( p \), in period \( t \)
and \( g_{p}^{t} (S) \) is the penalty cost of having either a shortage or a surplus of manpower.

COMAY \textit{et al.} (1973) developed a model within the framework of Cost-Benefit analysis concerning the option value of education, in which Dynamic programming was used. The basic relation was given by

\[ V_{ke} = q_{ke} V_{ko} + (1 - q_{ke}) P_{ke} \frac{1}{(1+r)^{t_e}} (V_{eo} - C_{e}^{-}) + \]
\[ + (1 - q_{ke})(1 - P_{ke}) \frac{1}{(1+r)^{t_e}} (V_{e^{*}} - C_{e}) \]

where \( k, e \) are educational stages; \( V_{ke} \) is the net discounted income following stage \( k \), assuming optimal decisions after \( e \); \( V_{ko} \) is the net discounted income (= n.d.i) following stage \( k \) and entry into the labor market; \( V_{e^{*}} \) is the net discounted income assuming optimal decisions at \( k \) and after it; \( V_{eo} \) is the n.d.i. for a dropout at stage \( k \); \( C_{e} \) is the discounted costs of stage \( e \) for a completer; \( C_{e}^{-} \) is the discounted costs for a dropout; \( P_{ke} \) is the probability of dropping out of stage \( e \); \( q_{ke} \) is the probability of not being accepted into stage \( e \); \( r \) is the discount rate; \( t_{e} \) is the length of stage \( k \) in years and \( t_{k} \) is the length of stage \( k \) in years for a dropout.

A numerical example relating to the U.S. educational system was also presented.
A survey of mathematical models at national level, from several countries, are quoted in O.E.C.D. (1973) and the accompanied volume O.E.C.D. (1974). DAVIS (1968) provides also several models based on Linear programming within the context of planning human resource development.

2.2.2 Programming models at the regional level

Numerous applications reported in the literature deal with planning problems arising at the local or district level. To facilitate the discussion the various models are grouped by topic areas:

(a) School desegregation and busing

Although operational researchers have been studying these problems for only a few years diverse literature is now available. Most of them have attempted to utilise Linear programming algorithms as a means of assigning students to schools to achieve racial balance or by using other operational research techniques to design bus routes and schedules to transport students to schools. (Similar techniques are required if the object is to produce a satisfactory mixed ability rather than race.)

The problem can be stated as follows:

Given: the distribution by race of students in a community; the location and capacity of each school; the ethnic composition derived at each school and the mass transportation in the community, Find: a plan of assignment of students to schools which achieves the desired ethnic composition at each school; and it minimises some performance criterion (e.g. the student's daily travelling time, or the distance travelled, etc.).
The above defines, in practical terms, a distribution problem where the areas of student residence (= tracts) are sources, the schools are destinations and each ethnic group is a commodity. The costs are the distance travelled.

Mathematically the problem can be formulated as follows:

Let

\[ i = \text{a tract} \quad i = 1, \ldots, m \]
\[ j = \text{a school} \quad j = 1, \ldots, n \]
\[ k = \text{a race} \quad k = 1, \ldots, K \]

\[ x_{ijk} = \text{number of students of race } k, \text{ in tract } i, \text{ assigned to school } j \]
\[ d_{ijk} = \text{distance students of race } k, \text{ in tract } i \text{ travel to school } j \]
\[ a_{ik} = \text{percentage of students of race } k, \text{ in tract } i \]
\[ p_i = \text{total number of students in tract } i \]
\[ S_j = \text{school capacity of school } j \]
\[ e_{jk} = \text{upper bound on the percentage of students of race } k \text{ assigned to school } j \]
\[ \delta_{jk} = \text{lower bound on the percentage of students of race } k \text{ assigned to school } j \]

Minimise

\[ z = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{K} d_{ijk} x_{ijk} \]

A. Assigning students of race \( k = 1, \ldots, K \), from all tracts \( i = 1, \ldots, m \), to schools \( j = 1, \ldots, n \).

\[ \sum_{j=1}^{n} x_{ijl} = a_{il} p_i \quad i = 1, \ldots, m \]

\[ \vdots \]

\[ \sum_{j=1}^{n} x_{ijk} = a_{ik} p_i \quad i = 1, \ldots, m \]

B. Limits on school capacity

\[ \sum_{i=1}^{m} \sum_{k=1}^{K} x_{ijk} \leq S_j \quad j = 1, \ldots, n \]
CLARKE and SURKIS (1968) formulated the same problem with additional constraints concerning upper limits on the allowable daily transportation time and walking distance per student. The objective was to minimise the total daily one way transportation time, i.e.

\[
\text{Minimise } z = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{K} t_{ij} x_{ijk}
\]

where \( t_{ij} \) = the daily one way transportation time, in minutes, over a minimal route from the \( i \)th tract to the \( j \)th school.

A general purpose computer system, called MINTRAN, was developed to solve the school desegregation problem. It comprises eight computer programs called JS1-JS8, together with the MPS/360, the general purpose Mathematical Programming System of I.B.M.

The first six, JS1-JS6, compute the minimal time rates from each tract to each school which are compatible with the allowable transportation time. Program JS7 formulates the problem to fit MPS/360 format. A solution (if any exist) is then reached by the MPS/360. The last program JS8 produces the final output.

The MINTRAN system was tested with data of elementary schools in Brooklyn, New York.

The student racial percentages of the three ethnic groups used were 19.6% (Puerto Ricans), 24.2% (Negroes), 62.2% (others).
There were 201 elementary schools with 214,793 total capacity and 783 tracts. Ethnic composition for each of the schools were 7-35% for Puerto Ricans, 12-57% for Negroes and 25-81% for the others. The walking distance limit was 0.227 miles and the daily one way transportation time limit 20 minutes.

The Brooklyn school desegregation problem proved too difficult to solve because of its size.

HECKMAN and TAYLOR (1969) focused on technical details of the L.P. approach. Some alternative constraint possibilities were discussed together with certain improvements concerning computer's execution time. KOENINGSBERG (1968) proceeded basically on the same lines as the others did, with two modifications. First he categorised the students within a tract by $H$ age groups and second the objective function was of the type

$$z = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{K} \sum_{h=1}^{H} x_{ijkh} (d_{ij})^2$$

where

- $h$ = an age group
- $h = 1, \ldots, H$

$$x_{ijkh} = \text{number of students in tract } i, \text{ of age } h, \text{ race } k, \text{ assigned to school } j$$

$$d_{ij} = \text{distance from tract } i \text{ to school } j.$$

In a recent paper STIMSON and THOMSON (1974) developed six hypothetical examples under various assumptions about the racial distribution of students in the tract and the desired upper and lower limits of each school. They considered only three schools, two races and four tracts. The objective functions used were of the type

$$z = \sum_{i=1}^{4} \sum_{j=1}^{3} \sum_{k=1}^{2} d_{ijk} x_{ijk}$$

and

$$z = \sum_{i=1}^{4} \sum_{j=1}^{3} \sum_{k=1}^{2} (d_{ijk})^2 x_{ijk}$$
All the examples were run on a computer using the revised Simplex algorithm. The dual problems were solved too. Several points were made about the sensitivity of the optimal solution by changing the parameters of the model. The authors emphasised the fact concerning the information which can be extracted from the dual solution of the problem. For instance, consider the values of the dual variables at optimality, which correspond to the constraints \( (B) \) (= limits on school capacity). They represent a measure of the effect on the objective function (= the total distance travelled, say) by a change of one unit in the student capacity of a school. For those schools, where the dual values are zero, there is an excess of capacity and therefore their facilities could be expanded.

Another attempt at the same problem is the procedure developed by BELFORD and RATLIFF (1972). This problem was formulated as a minimum cost flow problem in a single commodity network. The advantage of their model over the Linear programming approach is that it permits the use of more efficient solution methods and also provides integer answers.

The mathematical formulation is as follows:

Minimise
\[
\sum_{i=1}^{L} \sum_{j=1}^{S} d_{ij} \{f(x_i^{+}, s_j^{+}) + f(x_i^{-}, s_j^{-})\}
\]

Subject to
\[
\begin{align*}
\sum_{j=1}^{S} f(x_i^{+}, s_j^{+}) &= b_i & \quad i = 1, \ldots, L \\
\sum_{j=1}^{S} f(x_i^{+}, s_j^{-}) &= u_j + v_j = \bar{b}_j & \quad j = 1, \ldots, S \\
\sum_{j=1}^{S} f(x_i^{-}, s_j^{+}) &= K_i - b_i & \quad i = 1, \ldots, L \\
\sum_{i=1}^{L} f(x_i^{-}, s_j^{-}) &= v_j + u_j = \bar{K}_j - \bar{b}_j & \quad j = 1, \ldots, S
\end{align*}
\]
\[ 0 \leq f(x_i, s_j) \quad i = 1, \ldots, L, \quad j = 1, \ldots, S \]

\[ 0 \leq f(x_i, s_j) \quad i = 1, \ldots, L, \quad j = 1, \ldots, S \]

\[ 0 \leq u_j \leq \left\lfloor \frac{\bar{p} K_j}{S} \right\rfloor - b_j \quad j = 1, \ldots, S \]

\[ 0 \leq v_j \leq b_j - \left\langle \frac{\bar{p} K_j}{S} \right\rangle \quad j = 1, \ldots, S \]

and all variables are integer

where:  
- \( S \) = number of schools  
- \( L \) = number of locations in a district  
- \( p, \bar{p} \) = the lower and upper bound on the percentage of blacks assigned to each school respectively  
- \( K_j \) = a positive integer indicating the students assigned to school \( j \)  
- \( \left\lfloor \frac{\bar{p} K_j}{S} \right\rfloor \) = is the largest integer less than or equal to \( \frac{\bar{p} K_j}{S} \)  
- \( \left\langle \frac{\bar{p} K_j}{S} \right\rangle \) = is the smallest integer greater than or equal to \( \frac{\bar{p} K_j}{S} \)  
- \( x_i \) = the black part of a location \( i \)  
- \( p_i \) = the white part of a location \( i \)  
- \( S_j \) = the black part of a school \( j \)  
- \( S_j^w \) = the white part of a school \( j \)  
- \( f(x_i, s_j) \) = a decision variable indicating the black students assigned to school \( j \) from location \( i \)  
- \( f(p_i, s_j) \) = a decision variable indicating the number of white students assigned from location \( i \) to school \( j \)  
- \( u_j \) = the amount by which the number of black students assigned to school \( j \) exceeds \( b_j \)  
- \( v_j \) = the amount by which the number of white students assigned to school \( j \) exceeds \( K_j - b_j \)  
- \( b_j \) = the desired number of blacks assigned to school \( j \)

The above model was used to generate a desegregation plan for the school system of Gainsesville, Florida.
For the elementary school system there were 6687 students of which approximately 30% were black. The total number of tracts was 248 and the race distribution of each school 25-35% black. No student should be forced to travel more than 10 miles. A student was considered as being bussed to a school only if he lived further than two miles from the school to which he was assigned.

A similar analysis was performed for the middle and high school system.

LUTZ et al. (1972) approached the school desegregation problem differently. The essential element in their model is that students attend their home school but each school is responsible for a certain specialty area such as science, maths, etc. Students taking specialty courses have to travel to these schools. The objective is to minimise the weekly student travelling time.

Although the model can be formulated as a zero-one Quadratic programming problem, because of computational difficulties a computer program was written to provide an efficient though not necessarily optimal solution.

The formulation for scheduling one section course is given below:

Let

\[ N = \text{be number of one section courses} \quad (i = 1, \ldots, N) \]

\[ c_{ik} = \text{number of students requesting both courses} \quad i \quad \text{and} \quad k \]

\[ T = \text{number of time blocks. (the term "time block" was utilised to distinguish among periods of different lengths, instead of the traditional definition of periods. There were five different types of time blocks. For example a time block might be: 2 hours - five days a week course)} \]

\[ t_{pq} = \text{an element of the "time block" matrix} \]

\[ t_{pq} = \begin{cases} 1 & \text{if time block} \quad p, \text{conflicts with time block} \quad q \\ 0 & \text{otherwise} \end{cases} \quad (p, q = 1, \ldots, T) \]

\[ K_i = \text{a set of time blocks allowed for course} \quad i \]
\[ x_{ij} = \begin{cases} 1 & \text{if course } i \text{ is scheduled in time block } j \\ 0 & \text{otherwise} \end{cases} \quad i = 1, \ldots, N, \; j \in K_i \]

And the problem can be written as:

Minimise \[ \sum_{i=2}^{N} \sum_{j=1}^{i-1} \left( \sum_{p \in K_i} \sum_{q \in K_j} c_{ij} \cdot t_{pq} \cdot x_{ip} \cdot x_{jq} \right) \]

Subject to \[ \sum_{p \in K_i} x_{ip} = 1 \quad i = 1, \ldots, N \]

and \[ x_{ij} = 0, 1 \quad i = 1, \ldots, N, \; j \in K_i \]

This 0-1 quadratic form can be transformed into a 0-1 linear form. But if we try to do so, for a problem with, say, \( K_i = 5 \) and \( N = 10 \) we need to add 123750 new variables and constraints.

Another group of problems closely related to the assignment of students to schools in order to achieve racial desegregation is the one related to scheduling the bus routes. The situation becomes even more complex if we consider a racial balance as well. The problem consists of issues like the determination of a route and a time schedule for each bus, with the objective of minimising the number of routes and/or the minimisation of mileages, etc.

One approach to this problem is the one attempted by NEWTON and THOMAS (1969), who utilised a modified algorithm of the "travelling salesman problem". They programmed a heuristic procedure in FORTRAN IV to generate near optimal solution. The procedure consists of two steps. First the shortest route, which starts at the school, visits every stop once and terminates at the school, is determined. Second this single near to optimal route is then partitioned into individual bus routes which satisfy the bus capacity, bus loading policy and the passenger's time constraints.
Several references on the school busing problem can be found in STIMSON and THOMSON (1974).

(b) Optimal school location

O'BRIEN (1969) provided a model for planning the location and size of urban schools. He introduced a methodology concerning the factors that determine the effectiveness of decisions about school planning. Several submodels are presented related with the location of the school, the costs, the social composition of the school attendance area, etc.

Although no attempt has been made to optimise an overall objective function, the various submodels allow a systematic study of the relationships between school location decisions and other objectives such as the minimisation of total students' travelling time.

(c) Financing local schools and salary scheduling

This is another area of applications of Mathematical programming techniques and it concerns the allocation of funds among district schools.

The purpose of the model is to minimise the state's financial commitments without seriously affecting the financial support for educational expenditures at the school district level.

BRUNO (1971) developed a model applied to the California junior college foundation program. The basic relations are as follows:

Minimise \[ S = \sum_{i=1}^{n} ADA_i \cdot Y_i \]

Subject to \[ A_i \cdot X + Y_i - 600 - E_i = 0 \quad i = 1, \ldots, n \] (2)

\[ E_i - 600 \leq 0 \] (3)

\[ \sum_{i=1}^{n} ADA_i \cdot Y_i + \left\{ \sum_{i=1}^{n} ADA_i \right\} X - T = 0 \] (4)
\[ \sum_{i=1}^{n} A_{i} \cdot Y_{i} - .50T \leq 0 \] (5) 

\[ \sum_{i=1}^{n} A_{i} \cdot Y_{i} - .37T \geq 0 \] (6) 

\[ \left\{ \sum_{i=1}^{n} A_{i} \cdot ADA_{i} \right\} \cdot X - .629T \leq 0 \] (7) 

\[ \left\{ \sum_{i=1}^{n} A_{i} \cdot ADA_{i} \right\} \cdot X - .500T \geq 0 \] (8) 

\[ X \geq 5 \] (9) 

\[ X \leq 50 \] (10) 

where: 

\( i \) = a district

\( n \) = number of districts \( (i = 1, \ldots, n) \)

\( ADA_{i} \) = Average Daily Attendance in district \( i \)

\( A_{i} \) = the assessed situation/\( ADA_{i} \) in district \( i \), modified and adjusted as necessary by the state. This value is used to measure local ability at the school district.

\( X \) = the uniform state-mandated computational tax rate required to qualify for the state support program.

\( Y_{i} \) = the total state aid to district \( i \)

\( F \) = the foundation level for the state support program

\( T \) = total local funds used by the program

\( E_{i} \) = the amount of funds per \( ADA_{i} \), in addition to the foundation level \( F \)

\( \psi \) = the optimal percentage spread (that is the % spread required to either maximise or minimise the particular objective function).

In other papers the same author BRUNO (1969, 1969a, 1970) utilised a L.P. model for selective salary evaluation schemes for district school personnel. The model is capable of incorporating factors which are considered important by the teacher unions, school board, etc. such as
the type of area in which the school is located (= $X_1$), the subject matter area being taught (= factor $X_2$), the supervisory responsibilities of the personnel (= factor $X_3$), and so on.

Once the factors $X_1, X_2, \ldots, X_{10}$ have been defined it is possible to describe each function in the organisational hierarchy by means of two equations: one representing the highest salary and the other the lowest salary, i.e.:

$$\sum_{i=1}^{10} a_i X_i = \lambda_j \quad j = 1, \ldots, n$$

$$\sum_{i=1}^{9} \beta_i X_i = \sigma_j \quad j = 1, \ldots, n$$

where:

- $a_j$ = the highest rated characteristics associated with those factors appropriate to function $j$
- $\beta_j$ = lowest rated characteristics associated with factors appropriate to function $j$
- $X_j$ = factors associated with function $j$
- $\lambda_j$ = theoretically highest salary to be paid within function $j$
- $\sigma_j$ = theoretically lowest salary to be paid within function $j$

The various constraints concern the total budget available as well as the percentage of the total budget spread for each function $j$.

The objective function can take many forms, depending upon the criteria used by the school district. For example if the school district desires to attract young inexperienced teaching personnel then the corresponding $\lambda_j$ could be maximised.

(d) Vocational training and establishing posts in schools

McNAMARA (1971) illustrated how Linear programming might be used as an aid to evaluate alternative decisions about the efficient allocation of vocational funds to district schools. The state
educational system is viewed as a set of input-output relationships, which can be designed so that the use of vocational funds will be optimised.

The model provides the decision maker with some estimated numbers of future graduates who could be produced to fill critical occupational shortages existing in the labor force. Clearly the model lies within the conceptual framework of the manpower requirements approach of planning.

The utilised procedure requires the completion of two phases. Phase one provides the information necessary to calculate the parameters of the Linear program. Phase two involves the actual operation of the Linear programming scheme, which generates the optimal solutions. We give below a broad description of phase two, assuming that the parameters used have already been calculated in phase one. The Linear program is:

Maximise \[ z = \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} \] (1)

Subject to \[ \sum_{j=1}^{n} x_{ij} \leq d_i \] \[ i = 1, \ldots, m \] (2)

\[ t_{ij} \leq x_{ij} \leq t_{ij} \] \[ i = 1, \ldots, m \] \[ j = 1, \ldots, n \] (3)

\[ t_{ij} = m_{ij} y_{ij} \] \[ i = 1, \ldots, m \] \[ j = 1, \ldots, n \] (4)

\[ t_{ij} = n_{ij} y_{ij} \] \[ i = 1, \ldots, m \] \[ j = 1, \ldots, n \] (5)

\[ T_j = g_j \sum_{i=1}^{m} y_{ij} \] \[ j = 1, \ldots, n \] (6)

\[ \sum_{i=1}^{m} x_{ij} \leq T_j \] \[ j = 1, \ldots, n \] (7)

\[ \sum_{j=1}^{n} h_{ij} x_{ij} \leq H_i \] \[ i = 1, \ldots, m \] (8)

and \[ x_{ij} \geq 0 \] all \( i, j \)
where: $n =$ the number of counties $j = 1, \ldots n$

$m =$ the number of national programs $i = 1, \ldots m$

$x_{ij} =$ the output of additional students required in occupational program $i$, county $j$

$d_i =$ the unsatisfied demand for occupational program $i$ (have been found from phase one)

$t_{ij} =$ the minimum increase which is desired in the output of program $i$, in county $j$

$t_{ij} =$ the maximum increase in $x_{ij}$

$m_{ij} =$ the minimum percentage of increase in program $i$, county $j$

$n_{ij} =$ the maximum percentage of increase in program $i$, county $j$

$y_{ij2} =$ the output of program $i$, in school $j$ during the second year of the planning period

$T_j =$ the maximum increase which is desired in the total output of all $m$ programs in county $j$

$g_j =$ the maximum percentage of increase for all $m$ programs in county $j$

$h_i =$ the fixed amount of educational funds allocated to the public schools in the $n$ counties for each additional student enrolled in program $i$

$r_{ij} =$ the percentage of students in program $i$, county $j$ necessary to produce the desired number of graduates at the completion of the two year program ($r_{ij} \geq 1.0$ for all $i, j$)

$H_i =$ the total amount of vocational education funds available for reallocation to the public schools to support additional students in program $i$.

Constraint set (2) represents the market constraints based on the results of phase one.

Constraint sets (3), (4), (5), (6), (7) represent the school capacity constraints in terms of increased number of graduates.

Constraint set (8) are budgeting constraints.

PSOINOS and XIROCOSTAS (1973) discussed several aspects of a Centralised educational system susceptible to optimisation techniques and
developed a model which deals with the problem of establishing teaching posts in schools according to certain criteria of the system's effectiveness (e.g. minimizing teacher's overtime, etc.).

One of the problems studied, uses as effectiveness criterion the minimization of the total overtime and idle time per teacher. The problem was formulated as a Dynamic programming one and a mathematical description of it is given below:

Let
\[ n = \text{the number of schools} \quad i = 1, \ldots, n \]
\[ N = \text{the number of teachers} \]
\[ x_i = \text{the number of established teaching posts at school } i \]
\[ A_i = \text{the number of teaching hours per teacher} \]
\[ V_L(x_i) = \frac{A_i - hx_i}{x_i} \quad (= \text{overtime per teacher}) \quad i = 1, \ldots, n \]

\[ h = \text{the standard weekly teaching hours per teacher} \]
\[ V = \sum_{i=1}^{n} \left| \frac{A_i - hx_i}{x_i} \right| = \text{the total overtime} \]

\[ f_n(N) = \text{minimum total sum of overtime and idle time per teacher}, \]
and the recurrence relation takes the form:
\[ f_n(N) = \min_{x_n} \left\{ V_n(x_n) + f_{n-1}(N - x_n) \right\} \]

2.2.3 Mathematical programming models at the institutional level

The educational expansion in size, complexity and costs has made the need for more systematic planning and management inevitable.

SCHROEDER (1973) suggested that one way of classifying the various models is to group them in four categories:

(a) Planning-Programming-Budgeting Systems
(b) Management Information Systems
(c) Simulation models
(d) Mathematical models.
For the purposes of this study only one subclass of the fourth category will be dealt with, namely, the Optimisation models. The central theme of these is that they cover a wide range of activities which take place within an academic institution, (e.g. administration, teaching, research, etc.).

(a) Allocating available resources in a University

A common problem to all Universities is that of allocating faculty staff among alternative teaching tasks and research of different types under a reasonable set of restrictions concerning available teaching and/or research manhours, facilities, etc.

Winkelmann, as it is quoted in FOX and SENGUPTA (1968), considered the following Linear programming formulation of the problem of allocating faculty time between teaching and research.

Let $p_{ijk} = \text{the price of the } i^{th} \text{ staff member in the } k^{th} \text{ section of the } j^{th} \text{ course}$

$$c_{jk} = \begin{cases} 
1 & \text{if the } i^{th} \text{ individual teaches the } k^{th} \text{ section of the } j^{th} \text{ course} \\
0 & \text{otherwise} 
\end{cases}$$

$p_{Rk} = \text{the price of the } k^{th} \text{ unit of research by the } i^{th} \text{ member}$

$$c_{Rk} = \begin{cases} 
1 & \text{if the } i^{th} \text{ individual produces the } k^{th} \text{ unit of research} \\
0 & \text{otherwise} 
\end{cases}$$

$B_i = \text{the number of units of teaching and research that can be allocated to the } i^{th} \text{ staff member.}$

Then the problem is:

$$\text{Maximise} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{K} p_{ijk} c_{jk} + \sum_{i=1}^{m} \sum_{k=1}^{K} p_{Rk} c_{Rk}$$
Subject to
\[ \sum_{j=1}^{n} \sum_{k=1}^{K} c_{jk} + \sum_{k=1}^{K} c_{Rk} = B_j \] (= faculty availability)
\[ \sum_{k=1}^{K} \sum_{i=1}^{m} c_{jk} = B_j \] (= course availability)
\[ \sum_{i=1}^{m} \sum_{k=1}^{K} c_{Rk} = B_R \] (= research time available)

The assumption of linearity is probably not very realistic and various refinements are possible to remove this assumption. For instance, we can postulate a quadratic objective function. The overall parameter is the calculation of prices \( p \) of research and teaching which is done very broadly on the basis of net return value to an average student benefiting from teaching and an approximate estimate of research costs.

A more generalised version of the above scheme has been considered by PLESSNER et al. (1968) at Iowa State University. The Department has been involved in both undergraduate and post-graduate teaching, awarding B.Sc., M.Sc., Ph.D. degrees as well in research activities. Five categories of students are recognised: students receiving a B.Sc. degree, those receiving M.Sc. and three types of Ph.D. The technique used is Parametric linear programming.

The objective function is assumed to be the additional discounted lifetime income of graduating students over the four year period. There are nine activities in total. Apart from the first five which are concerned with the above student category, the model also considers new faculty hired, research by existing faculty members, research by new faculty and office space addition. \( (j = 1, \ldots, 9) \).

The first five objective function coefficients \( c_j \) \( (j=1, \ldots, 5) \) were computed as follows:
\[ c_j = R_j \frac{(1 + r)^{n_j - k_j - 1}}{r(1 + r)} - F_j \frac{(1 + r)^{m_j - k_j - 1}}{r(1 + r)} \]

\[ (j = 1, \ldots, 5) \]

where:
- \( R_j \) = starting annual salary
- \( F_j \) = annual income foregone
- \( r \) = interest rate (= 4.3%)
- \( k_j \) = years elapsed from the start of the program to the year of admission
- \( n_j \) = expected worklife + \( k_j \)
- \( m_j \) = \( n_j \) + years of study

For the remaining coefficients \( c_6 \) was computed by assuming the starting salary of a new faculty member and calculating the total discounted salary from the entering time to the system until the end of the program. \( c_7 \) and \( c_8 \) are defined as "the total research expenditures, other than faculty and student salaries, per hour of faculty research", and \( c_9 \) is the cost per unit of such facilities.

Constraints. There are sixteen constraints. Constraints (1), (2) concern manpower for undergraduate and postgraduate teaching. (3) and (4) posts of existing and new manpower. (5) and (6) manpower for undergraduate and postgraduate administration. (7) office space. (8) and (9) admission of undergraduates and graduates. (10) and (11) ratios of Ph.D (student) instructors and of M.Sc. to total graduates. (12) manpower of research assistants. (13) dissertation supervision requirements. (14) existing manpower transferable to undergraduates teaching. (15) new manpower transferable to administration, and (16) manpower for available research activities.
Technology coefficients \( a_{ij} \) (\( i = 1, \ldots, 16, \ j = 1, \ldots, 9 \))

The \( a_{ij} \) coefficients were estimated from existing departmental data, from a survey conducted among faculty members and from some common practice regarding the curricula.

A few \( a_{ij} \) coefficients have been calculated in the way shown below:

\[
a_{11} = \frac{h_1}{s_1} t_1, \quad a_{2j} = \frac{h_2}{s_2} t_j \quad \text{for } j = 1, \ldots, 5
\]

where:

- \( h_i \) = the number of hours an experienced teacher devotes to a class which meets three times a week for 45 minutes. (\( i = 1, 2 \))
- \( s_i \) = average class size (\( i = 1, \ldots, 2 \))
- \( t_j \) = number of classes a student attends in the course of three quarters (\( j = 1, \ldots, 5 \)).

The information about \( h_i \) was supplied by the faculty members, \( s_i \) from departmental data, \( t_j \) from frequent practice.

The novel aspect of the model is that it suggests not merely the optimum number of the students but also the allocation of existing teaching staff between teaching, research, the allocation between undergraduate, postgraduate etc.

By changing the various parameters of the model the sensitivity of the optimal solution was tested. It was also shown that certain \( a_{ij} \) had more effect on the objective function than others.

More general models of this kind, as well as a comprehensive systems approach to resource allocation in educational planning can be found in FOX (1972) and OECD (1972).

A crucial and realistic element in the administration of higher education is the one of setting priorities among conflicting multiple objectives. A model which takes account of that issue is developed by LEE and CLAYTON (1972) using Goal programming. The scope of the model is
limited to planning in one College within the University and the planning horizon is of one year. The main objective is to allocate optimally human and physical resources and to satisfy the imposed constraints and desired priorities. A brief description is given below:

**Priority structure:**

\[ M_7 = \text{maintain the necessary requirements of accreditation} \quad (= \text{top priority}) \]

\[ M_6 = \text{assume adequate salary increases for the academic staff} \]

\[ \vdots \]

\[ M_1 = \text{minimise costs} \quad (= \text{lower priority}) \]

**Constraints:** There are seven groups of constraints but here only a few of them will be illustrated.

**Constraints of accreditation**

\[ \sum_{i=1}^{5} y_i - 0.75 \left( \sum_{i=1}^{6} x_i + \sum_{i=1}^{6} y_i \right) + d^-_3 - d^+_3 = 0 \]

**Constraints for the number of academic staff**

\[ \sum_{i=1}^{7} x_i + \sum_{i=1}^{8} y_i + d^-_6 - d^+_6 = 91 \]

**Constraints for the distribution of academic staff**

\[ 0.07 \left( \sum_{i=1}^{8} x_i + \sum_{i=1}^{5} y_i \right) - x_2 + d^-_8 - d^+_8 = 0 \]

**Objective function:**

\[ \text{Minimise} \quad z = M_7 \sum_{i=1}^{3} d^-_i + M_6 d^+_2 + M_5 d^-_2 + 2M_4 d^-_5 + 2M_4 d^-_7 + M_4 d^- + M_4 d^- + M_3 \sum_{i=8}^{11} d^-_i + M_3 d^-_13 + M_3 d^-_14 + M_3 d^-_15 + M_3 \sum_{i=14}^{17} d^+_i M_3 d^+_19 + M_2 d^+_20 + M_1 d^+_21 \]
where: \( x_i \) \((i = 1, \ldots, 9)\), \( y_i \) \((i = 1, \ldots, 9)\) are variables indicating the number of various groups of teaching staff with different academic qualifications, e.g. \( x_2 \) represents the number of graduate teaching assistants, \( y_1 \) represents the number of assistant professors with Ph.D. etc. \( d_i^+ \), \( d_i^- \) are deviational variables indicating the overachievement or underachievement of the various goals, represented by the constraints.

The model provides three types of solutions:
- identification of the inputs (= resources) requirements to attain the desired goals.
- the degree of goal attainments with the given inputs.
- the degree of goal attainments under various combinations of inputs and goal structure.

SCHROEDER (1974) utilises Goal programming too in a model for resource planning for a University. Although this model has some of the goal structures of the previous one of LEE and CLAYTON (1972) it concerns several academic units (departments or schools) on a multiyear planning horizon.

The goal programming formulation is as follows:

Let

\[
\begin{align*}
& f_{ij}^t = \text{faculty level in academic unit } j, \text{ rank } i, \text{ at the beginning of period } t \\
& x_{ij}^t = \text{number of new faculty hired at the beginning of period } t, \text{ unit } j, \text{ rank } i \\
& w_j^t = \text{number of teaching assistants in unit } j, \text{ at the beginning of period } t \\
& z_j^t = \text{number of staff in unit } j, \text{ at the beginning of period } t. \\
\end{align*}
\]

Unless otherwise specified \( i = 1, \ldots, m, j = 1, \ldots, n, \) \( t = 1, \ldots, T. \)

**Constants**

\[
\begin{align*}
& c_{ij}^t = \text{salary per faculty member, unit } j, \text{ rank } i, \text{ period } t \\
& g_j^t = \text{faculty goal level desired in unit } j, \text{ period } t \\
\end{align*}
\]
\[ b_{ij}^t = \text{desired proportion of faculty in rank } i, \text{ unit } j, \text{ period } t \]

\[ D_{ij}^t = \text{proportion of faculty who stay from period } t \text{ to } t+1, \text{ rank } i, \text{ unit } j.\]

\[ p_{ij}^t = \text{proportion of faculty promoted from rank } i-1 \text{ to rank } i, \text{ during period } t, \text{ in unit } j.\]

\[ U_{ij}^t = \text{upper bound on the number of faculty who can be hired in period } t, \text{ unit } j.\]

\[ d_{ij}^t = \text{desired teaching assistant-to-faculty ratio, in unit } j, \text{ period } t.\]

\[ a_{ij}^t = \text{cost per teaching assistant during period } t, \text{ in unit } j.\]

\[ R_{ij}^t = \text{desired staff-to-faculty ratio in unit } j, \text{ period } t.\]

\[ A_{ij}^t = \text{cost per staff member in unit } j, \text{ period } t.\]

\[ r_{ij}^t = \text{proportion of staff who stay from period } t \text{ to } t+1, \text{ (by choice), in unit } j.\]

\[ B^t = \text{total budget available during period } t.\]

### Constraints:

\[ f_{ij}^{t+1} = D_{ij}^t f_{ij}^t + x_{ij}^{t+1} + p_{ij}^t f_{i-1,j}^t \quad \text{(Faculty flow)} \]

\[ f_{ij}^t = f_{ij}^0 + x_{ij}^t \quad \text{where } f_{ij}^0 = \text{given, } t = 1, \ldots, T \]

\[ \sum_{i=1}^m x_{ij}^t \leq U_{ij}^t \quad \text{(Maximum hiring)} \]

\[ z_{ij}^t + t \geq r_{ij}^t + z_{ij}^t \quad \text{(Staff reduction)} \]

\[ \sum_{i=1}^m \sum_{j=1}^n c_{ij} f_{ij}^t + \sum_{j=1}^n a_{ij} w_j^t + \sum_{j=1}^n A_{ij}^t z_{ij}^t \leq B^t \quad \text{(Budget payroll)} \]

### Goal constraints:

\[ \sum_{i=1}^m f_{ij}^t + y_{ij1}^t - y_{ij1}^t = g_{ij}^t \quad \text{(Teaching-load goal)} \]

\[ w_j - d_j^t \sum_{i=1}^m f_{ij}^t + y_{ij2}^t - y_{ij2}^t = 0 \quad \text{(Teaching-assistant ratio goal)} \]

\[ z_j - R_j^t \sum_{i=1}^m f_{ij}^t + y_{ij3}^t - y_{ij3}^t = 0 \quad \text{(Staff ratio goal)} \]

\[ f_{ij}^t - b_{ij}^t \sum_{i=1}^m f_{ij}^t + y_{ij4}^t - y_{ij4}^t = 0 \quad \text{(Faculty-rank distribution goal)} \]
Objective function:

Minimise \[ \sum_{j=1}^{n} \sum_{t=1}^{T} \left( M_{j1} y_{j1}^{t} + M_{j1} y_{j1}^{t} + M_{j2} y_{j2}^{t} + M_{j2} y_{j2}^{t} + M_{j3} y_{j3}^{t} + M_{j4} y_{j4}^{t} \right) \]

where \( y_{-}'s \) and \( y_{+}'s \) are the deviational variables from the goals.

A third model utilising Goal programming has been developed by WALTERS et al. (1976). It concerns planning and decision making for a five year period. The model includes faculty staffing goals, career constraints, teaching and course levels and budget constraints.

(b) Assigning faculty to courses

A special subclass of the general allocation of resources problem is the one of assigning faculty to courses. One of the first successful applications is the model developed by ANDREW and COLLINS (1971) whose procedure has been applied for many semesters in the Electrical Engineering Department of the University of Minnesota. This is a Linear programming model and its basic formulation is as follows:

Let \( i = \) a faculty member \((i = 1, \ldots m)\)

\( j = \) a course \((j = 1, \ldots n)\)

\( p(i,j) = \) the preference rating indicated by the \( i \)th faculty member of the \( j \)th course

\( e(i,j) = \) the effectiveness of the \( i \)th member for the \( j \)th course as determined by the Department Chairman

\( x(i,j) = \) the number of sections of the \( j \)th course assigned to the \( i \)th member

\( w = \) a weighting factor chosen between 0 and 1

\( c(j) = \) the number of sections of the \( j \)th course to be assigned

\( f(i) = \) the number of sections which constitute a full teaching load for the \( i \)th member.
then the problem is to:

\[
\begin{align*}
\text{Maximise} & \quad \sum_{i=1}^{m} \sum_{j=1}^{n} x(i,j) \left( w(i,j) + (1-w) e(i,j) \right) \\
\text{Subject to} & \quad \sum_{i=1}^{m} x(i,j) = c(j) \quad j = 1, \ldots, n \\
& \quad \sum_{j=1}^{n} x(i,j) \leq f(i) \quad i = 1, \ldots, m
\end{align*}
\]

TILLETT (1975) provided a slightly different formulation of the same problem in the Secondary school context. His model was a Zero-one Integer Program. A broad description of this model is given below:

Let

\[
\begin{align*}
m & = \text{the number of teachers} \quad (i = 1, \ldots, m) \\
n & = \text{the number of courses} \quad (j = 1, \ldots, n)
\end{align*}
\]

\[
x(i,j,k) = \begin{cases} 
1 & \text{if teacher } i \text{ is assigned to teach} \\
\quad \text{k sections of course } j \\
0 & \text{otherwise}
\end{cases}
\]

\[
a(i) = \text{the number of course-sections to which teacher } i \text{ is} \\
\quad \text{to be assigned}
\]

\[
b(j) = \text{the number of sections of course } j \text{ to be allocated}
\]

\[
k = \text{number of sections of course } j \\
k = 1, 2, \ldots, c(i,j) \quad \text{where } c(i,j) = a(i) \text{ or } b(j) \text{ whichever is less}
\]

\[
e(i,j) = \text{the effectiveness of teacher } i \text{ for course } j
\]

\[
k e(i,j) = \text{the contribution to total effectiveness of any}
\quad x(i,j,k) \text{ which has the value of } 1
\]

\[
p(i,j,k) = \text{the preference rating teacher } i \text{, for the assignments}
\quad \text{of } k \text{ sections of course } j
\]

\[
k p(i,j,k) = \text{the contribution to the total preference of any}
\quad x(i,j,k) \text{ which has the value of } 1
\]

\[
w(i) = \text{the weighting assigned by the department to the}
\quad \text{preference of teacher } i \quad 0 \leq w(i) \leq 1
\]

\[
u(i) = \text{the maximum number of courses acceptable to teacher } i
\]
then the formulation of the problem is:

Maximise \[ z = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{c(i,j)} d(i,j,k) x(i,j,k) \]

Subject to

\[ \sum_{j=1}^{n} \sum_{k=1}^{c(i,j)} k x(i,j,k) = a(i) \quad i = 1, \ldots, m \quad (1) \]

\[ \sum_{i=1}^{m} \sum_{k=1}^{c(i,j)} k x(i,j,k) = b(j) \quad j = 1, \ldots, n \quad (2) \]

\[ \sum_{k=1}^{c(i,j)} x(i,j,k) \leq 1 \quad i = 1, \ldots, m \quad (3) \]

\[ \sum_{j=1}^{n} \sum_{k=1}^{c(i,j)} x(i,j,k) \leq m(i) \quad i = 1, \ldots, m \quad (4) \]

\[ x(i,j,k) = \begin{cases} 1 & \text{for all } i, j, k \\ 0 & \end{cases} \]

Constraints (1) indicate that all teachers receive precisely the total number of sections for which they are available.

" (2) indicate that all sections of all courses are allocated.

" (3) indicate that from the assignments only one occurs.

" (4) indicate that no teacher is assigned more than the agreed number of courses.

(c) Classroom allocation

In the design of a new campus the type and size of classroom, laboratories, offices, etc. constitute a problem. GRAVES and THOMAS (1970), developed a Linear programming model for finding the location-allocation of classrooms which maximises the attainment of academic location preference while at the same time minimises the construction costs.

Let

\[ m = \text{number of departments} \]

\[ n = \text{classroom categories} \]

\[ x_{ij} = \text{the number of classrooms of capacity type } j , \text{ for department } i \text{ which are to be located with laboratories and faculty offices} \]
\( y_{ij} \) = the number of classrooms of capacity type \( j \) for department \( i \) which are to be located in a general congregation of classroom type facilities

\( p_{ij} \) = preference measure for classroom type \( x_{ij} \)

\( q_{ij} \) = preference measure for classroom type \( y_{ij} \)

\( c_{ij} \) = cost of construction for each classroom type \( x_{ij} \)

\( d_{ij} \) = cost of construction for each classroom type \( y_{ij} \)

\( C \) = total budgeted cost of construction of classrooms for the group of department under consideration

\( t_{ij} \) = total number of classrooms of category \( j \), which are authorised for department \( i \) and budgeted for construction.

The model then takes the following form:

Maximise \[ z = \sum_{i=1}^{m} \sum_{j=1}^{n} (p_{ij} x_{ij} + q_{ij} y_{ij}) \] \hspace{1cm} (1)

Subject to \[ \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} x_{ij} + d_{ij} y_{ij}) \leq C \] \hspace{1cm} (2)

\[ x_{ij} + y_{ij} = t_{ij} \hspace{1cm} j = 1, \ldots, n \] \hspace{1cm} (3)

\[ \vdots \]

\[ x_{nj} + y_{mj} = t_{mj} \]

and \[ x_{ij} + y_{ij} \geq 0 \] \hspace{1cm} (4)

Although the variables are inherently integers, the Linear programming procedure was utilised.

In order to find both the maximum preference and the cost minim solution the following three step process has been taken:

(a) Solve the above mentioned problem to maximise the academic location preference.

(b) Set the objective function (1) equal to optimal value, say \( \bar{z} \).

(c) Solve the following problem:

Minimise \[ a = \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} x_{ij} + d_{ij} y_{ij}) \]
Subject to \[ \sum_{i=1}^{m} \sum_{j=1}^{n} (p_{ij}x_{ij} + q_{ij}y_{ij}) = z \]

\[ y_{ij} + y_{ij} = t_{ij} \quad \text{for all } j = 1, \ldots, n \]

The same authors CRAVES and THOMAS (1976) dealt with the problem of locating departments at a multicampus University.

Mathematically their model takes the following form:

Minimise \[ z = \sum_{k=1}^{n} \sum_{r=1}^{N} \sum_{i=1}^{N} \sum_{j=1}^{N} c_{rk} f_{rk} \{ y_{jk} \{ 1 - y_{ik} \} \{ y_{ik} \{ 1 - y_{jr} \} \} \} \] \hspace{1cm} (1)

Subject to \[ \sum_{j=1}^{N} \left\{ \sum_{j=1}^{N} f_{ij} y_{jk} \right\} \leq A_k \quad k = 1, \ldots, n \] \hspace{1cm} (2)

\[ \sum_{k=1}^{n} y_{jk} = 1 \quad j = 1, \ldots, N \] \hspace{1cm} (3)

\[ y_{jk} = 0, 1 \quad \text{all } j, k \] \hspace{1cm} (4)

where: \[ z \] = the value of the objective function

\[ n \] = the number of campuses

\[ N \] = the number of departments

\[ k, r \] = campus indices \[ k, r = 1, \ldots, n \]

\[ i, j \] = department indices \[ i, j = 1, \ldots, N \]

\[ y_{jk} = \begin{cases} 1 & \text{if department } j \text{ is established at campus } k \\ 0 & \text{otherwise} \end{cases} \]

\[ f_{ij} \] = flow of FTE (= full time equivalent) students from department \( i \) to department \( j \)

\[ A_k \] = constraint constant for campus \( k \) in terms of FTE student population

\[ c_{kr} \] = relative cost per FTE student associated with travel from campus \( k \) to campus \( r \).

The objective is to minimise the sum of the intercampus flow costs in the context that \( N \) academic department can be located at \( n \) campus.
Constraint set (2) sums the "sizes" of those academic departments located on a particular campus to assure that the solution is feasible. Constraint set (3) requires that somewhere among the \( n \) campuses a given department \( j \) is placed. Constraint set (4) insure that the decision variables may only have the integer values zero-one, i.e. that a department cannot be split between two or more locations.

The solution method of this zero-one problem has been found by implicit enumeration.

(d) Timetabling

There have been a number of approaches to computerise the construction of timetables for educational establishments (BARRACLOUGH, 1965, ALMOND, 1966, YULE, 1968). However the above models did not attempt finding optimal solutions. LAWRIE (1969) formulated the timetabling problem as an integer linear one and produced a computational procedure based not on units of the teacher or the class but on larger units of departments, year groups of pupils, and layouts. (The layout is a statement of the curriculum and its organisation for a group of pupils, e.g. all the pupils in the first, say, year of the school.)

(e) Planning curriculum - Test construction and servicing

The application of optimising procedures in this area of educational planning is rather limited.

CORREA (1965) reported an application of Integer programming in the preparation of an educational curriculum. Given the courses and a list of prerequisites the following formulation results in the best solution of which courses should be taught:

Maximise \( z = \sum p_i x_i \)
where:

\[
\text{Subject to } \sum_{h} n_h x_h \leq \left[ \begin{array}{c} S_{hj} \\ x_j \end{array} \right]
\]

\[
r \geq \left[ \begin{array}{c} c_i \\ x_i \end{array} \right]
\]

\[
x_j = 0, 1
\]

\[
x_i = \begin{cases} 1 & \text{if course } s_i \text{ is taught} \\ 0 & \text{otherwise} \end{cases}
\]

\[
S_{ij} = \begin{cases} 1 & \text{if subject } j \text{ is a prerequisite of subject } i \\ 0 & \text{if it is not and } s_{ij} = 1 \text{ by convention} \end{cases}
\]

\[
n_i = \text{the number of prerequisites of subject } i
\]

\[
c_i = \text{cost of teaching course } i
\]

\[
p_i = \text{benefits of course } i
\]

\[\text{(benefits of the prerequisites are not included)}\]

\[
r = \text{amount of resources available.}
\]

A different approach to the curriculum planning problem has been presented by TAFT and REISMANN (1967). They utilised a composite equation for the educational potential for one particular course based on the learning process theory and propose a heuristic algorithm for the selection of best (or near best) sequence for the subject presentation. Applications of this method can be made at all levels of the educational system.

The basic function used is:

\[
P = \text{MH} \left( 1 - S^{-2L(t_i)} \right)^{-1} S^{-At_0}
\]

where:

\[
P = \text{the educational potential of a student at time } t
\]

\[
S = \text{the type of subject matter}
\]
\( H = \) the total time devoted to subject matter \( S \) for teaching and repetition

\( L = \) type of learner

\( M = \) method of teaching

\( t^L = \) represents the cumulative amount of time that a given subject has been studied in the classroom

\( R = \) the total number of times a given subject has been taught

\( t_0 = \) the decay (or forgetting) time.

FEUERMAN and WEISS (1973) have developed a model for test construction and scoring which utilises the "knapsack" problem of dynamic programming. The method applies to examinations of the type of multiple question.

For a heterogeneous examination, an examination where the various questions carry a different weight, the student is asked to attempt all the questions. The instructor, in turn, would then proceed to mark all the questions and assign a score for each question. After that he selects, via the "knapsack" algorithm a subset of the questions answered in which the total weight does not exceed a weight limit \( w \). The sum of the scores for all the questions in the subset is a maximum for the student over all other possible subsets.

The mathematical model is as follows:

Let

- \( w_i = \) the weight of each of the questions in the examination \((i = 1, \ldots, n)\)
- \( v_i = \) the value of student score on each question \((0 \leq v_i \leq w_i)\)
- \( x_i = \begin{cases} 1 & \text{if the } i\text{th question is selected} \\ 0 & \text{otherwise} \end{cases} \)

The problem then is:

Maximise \( z = x_1v_1 + \ldots + x_nv_n \)

Subject to \( x_1w_1 + \ldots + x_nw_n \leq w \)

and \( x_i = \begin{cases} 0 & \text{for all } i \end{cases} \).
For a comprehensive review of Mathematical programming models in educational planning see McNAMARA (1973), CASE and CLARKE (1967), WEITZ (1969). Numerous applications of Operational research techniques can be found also in OECD (1969) and in the PROCEEDINGS OF THE SYMPOSIUM ON OPERATIONS ANALYSIS OF EDUCATION (1969).

2.3 A note on the contribution of Operational research to educational planning

From the above discussed models it is clear that Operational research techniques have been widely used in assisting educational planners and administrators in solving a great variety of problems. Although not all of them have been dealt with adequately, as ACKOFF (1975) put it "The outputs of such studies have not been insignificant. They have reduced waste of valuable human and material resources and they have led to greater efficiency of operations".

However, some of the limitations of the Operational research contribution to educational planning should be mentioned. Certain aspects of education, such as the quality of education, are difficult to quantify and state mathematically. Furthermore, basic assumptions of the mathematical techniques used may often be violated, since they do not correspond too well with the system being modelled. For instance, in the school busing problem the proportionality assumption of Linear programming does not hold (HECKMAN and TAYLOR, 1969).

Finally, the solution to a mathematical programming model of an educational planning problem, should be judged as a specific one and not as "the solution" to it.

Further discussion on the role of Operational research in socio-economic problem areas can be found in STIMSON and THOMSON (1975).
CHAPTER III

A DYNAMIC PROGRAMMING MODEL

In the first section of this chapter a brief account of the educational system as it operates in the U.K. is given. Since our purpose is to present the general picture detailed aspects have been ignored. A basic description of Dynamic programming is the subject of section 3.2. The remaining sections are devoted to a single mathematical model concerning an individual's decision making process through the educational system by utilising the technique of Dynamic programming.

3.1 Outline of the educational system

Basically, the education system can be divided into three parts: the Primary education (including Nursery), the Secondary, and the Post compulsory education.

Primary education. The compulsory schooling starts at the age of five and lasts until the age of eleven. The aims at this stage are to provide the children a full scope for their individual development.

Secondary education. Provision of Secondary education could take many forms. Until the early sixties the great majority of schools were of three types: grammar - "modern" - technical, organised on a selective basis depending on the results of tests taken at about the age of 11. Later on a new type of comprehensive school took over, based on a non-selective attitude. The comprehensive school has increased in importance in recent years, although some controversy still exists, and the system is rather moving toward this direction, ending in this way the selective secondary school. Today almost 60% of the maintained secondary schools are comprehensive.
Post secondary education. The minimum school leaving age of all children is now 16 (raised from 15 in 1972). At this age pupils have a variety of options, i.e., they may discontinue their formal education and enter employment or they may continue at school full time or at some kind of Further education establishment.

At the end of the compulsory schooling, there are two types of examinations: the Certificate of Secondary Education (C.S.E.) and the General Certificate of Education (G.C.E.). G.C.E. examinations are conducted at two levels, an "Ordinary" ("O" level) and an Advanced "A" level. Ordinary level papers are usually taken at the end of a five year course in a secondary school. Advanced level examinations are taken two years later.

Further education. This term is commonly used to mean Post-secondary education excluding Universities and Colleges of education. It covers a variety of courses and qualifications awarded from "O" level to postgraduate studies. Conventionally they are classified into non-Advanced and Advanced. The former are those courses reaching standards not above "A" level standards (e.g. O.N.D., O.N.C. etc.).

First degree courses at Further education establishments are open to those having appropriate G.C.E. "A" level or equivalent qualifications. Minimum entrance requirements are similar to those imposed by Universities, i.e. five G.C.E. passes of which at least two are at Advanced level. The final degree must be approved by the Council for National Academic Awards (C.N.A.A.). Other Advanced qualifications awarded in Polytechnics, Colleges of Further Education, Technical Colleges are the two year Higher National Diploma (= H.N.D.) and the two-to-three year Higher National Certificate (= H.N.C.) in a wide range of technical subjects. Non-Advanced qualifications, practical in content designed mainly for industrial requirements, are those of O.N.D., O.N.C., and City and Guilds, etc.
Teacher training colleges. Colleges of education were (in 1972) the main source of supply of teachers for the Primary and Secondary education. The minimum entry requirements are five passes at 'O' level, although in practice two-thirds of the entrants have at least one 'A' level pass. The duration of the courses for the Certificate of Education is three years full time, and opportunities exist for a fourth year to obtain a B.Ed. Also one year courses are provided for graduates and for holders of specific qualifications.

Considerable changes are now (1976) taking place in the Colleges after the JAMES Report (1974). These will mean ultimately the abolition of the Teacher's certificate and possibly the widespread introduction of a two year Diploma of Higher education which can serve as a basis for an Ordinary B.Ed. (one further year) or Honours (two further years) or as an introduction to other qualifications. However in what follows the structure as in 1972 is taken as a basis since the statistics available are based on that situation.

Universities. University degree courses generally extend over three or four years, although in some fields (Medicine, Architecture) five or six years of study are required. In most universities an "Ordinary" (= General) degree, or an Honours (= Special) degree can be taken. Over 75% of students take Honours degrees.

Further study or research for one or two years and at least three years are required for a Master's degree and Ph.D. respectively. A pictorial representation of the educational system is given at scheme 1.

3.2 Introductory concepts of Dynamic programming

Dynamic programming is not only an optimisation technique but it is also a way of viewing a problem. It mainly deals with optimising
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Scheme 1
multistage decision processes. In such a process a sequence of
decisions is made which optimises (maximises or minimises) some
predefined objective function.

The essence of this procedure is to subdivide the entire
decision problem into smaller subproblems which can be handled more
efficiently from a computational point of view and find the optimal
solution. We then enlarge our search by considering more subproblems
and try to find the current optimal solution from the previous one.
Continuing in this manner we cover the entire problem.

A main difference between Dynamic programming and the
optimisation techniques described in chapter II is that the latter
describes the entire decision process in one set of inequalities and
optimises the objective function. Dynamic programming on the other
hand splits the entire problem into smaller ones.

A major disadvantage is that a general purpose preprogrammed
computational algorithm does not exist as in the case of Linear
programming.

3.2.1 Basic characteristics of Dynamic programming problems

Although there is a lack of a well defined formulation scheme
which can be applied to all Dynamic programming problems, HASTINGS (1973),
McMILLAN (1975), HILLIER and LIEBERMAN (1974) noted that some common
features do exist. These characteristics are discussed below:

Stage \( \{ n \} \). A stage might be seen as a single step in the decision
process. Very often a stage is identifiable with a time interval. How­
ever the precise definition of a stage depends on the content of the problem.

State \( \{ i \} \). By this term we mean all the relevant information about
the situation under consideration. It is a relevant term depending
on the depth of the analysis undertaken. In general we may say that the 'states' identify all possible conditions in which the system might be at a particular stage. The number of states may be either finite or infinite, and so one (or many) discrete (or continuous) variables may be used to define it.

Action \( \{ k \} \). At each stage a policy decision is required. The effect of the decision is to transform the current state into a state associated with the next stage.

Plan (or Policy). A set of actions constitute a plan. An Optimal plan is that sequence of actions which yields the optimal value of the objective criterion.

Return \( \{ r(n,i,k) \} \). A return is some quantity generated by the system due to the transition of the system from one state to another. Usually it takes the form of profit or cost or distance or the consumption of a resource, etc. In general its effect is cumulative.

Value of a state under action \( k \) \( \{ f(n,i,k) \} \) is the value of the objective function when the system starts in state \( i \), at stage \( n \) and action \( k \) (one of the available actions at that state) is taken followed by the best plan subsequently. Furthermore, to each state at the terminal stage \( n = 1 \) a defined value is assigned.

The principle of optimality. This relates an optimal policy for the remaining stages (given the current stage and state) with the policy adopted in previous stages.

As stated by BELLMAN (1957) an optimal policy has the property that, whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.

Sufficient conditions to justify the above principle can be found in HASTINGS (1973).
Recursive relationship. This is the mathematical expression of the optimal value of a state $i$ at stage $n$ and the optimal value of a subsequent state $j$ at stage $(n-1)$. That is

$$f(n,i) = \text{maximum/minimum } \{f(n,i,k)\}$$

over all actions $k$

and

$$f(n,i,k) = r(n,i,k) + f(n-1,j),$$

when the returns are additive

where

$$r(n,i,k) = \text{the return due to action } k$$

and

$$f(n-1,j) = \text{the Optimal value of the successor state } j.$$

Since the returns, the states, the stages, the form of the recursive relationship, the terminal values at $n=1$, etc. have been decided upon, the solution procedure, as described in HASTINGS (1973), runs as follows:

(a) The optimal value and optimal action for each state, for all stages, are determined by employing the recursive relation starting from stage $(n=1)$ and working backwards to stage $(n=2)$, stage $(n=3)$, etc. until all stages have been considered.

(b) The optimal value and optimal action of each state from step (a) are selected. The sequence of optimal decisions constitutes then an optimal policy, (= optimal plan).

3.2.2 Deterministic-Probabilistic Dynamic programming problems

One way of classifying Dynamic programming problems is by looking at whether the successor state $j$ can be completely determined at the current stage. Using this criterion we distinguish between deterministic and probabilistic Dynamic programming problems.

A. Deterministic Dynamic programming

A Dynamic programming problem can be categorised as a deterministic one when the state $j$ at the next stage $(n-1)$ is completely determined by state $i$, action $k$ at the current stage $n$. 
The common structure for Deterministic dynamic programming is illustrated in scheme 2, which can be interpreted as follows: suppose that the system is at stage \( n \), state \( i \) and some action \( k \) is taken by the decision maker. The objective function at state \((n,i)\), under action \( k \) is denoted by \( f(n,i,k) \). The system by moving from \((n,i)\) to \((n-1,j)\) under action \( k \), generates a return \( r(n,i,j,k) \). The optimal value of state \((n-1,j)\) is denoted by \( f(n-1,j) \). By combining the immediate return \( r(n,i,j,k) \) and the optimal value \( f(n-1,j) \) we take the objective value at \((n,i)\) i.e.

\[
f(n,i,k) = r(n,i,j,k) + f(n-1,j)
\]

Therefore the recursive relationship over all possible actions is

\[
f(n,i) = \max_{k} \\min_{k} \left\{ r(n,i,j,k) + f(n-1,j) \right\}
\]

B. **Probabilistic Dynamic programming**

By introducing an element of uncertainty at some point of the decision process, the deterministic version can be generalised into a stochastic one. Some common types of stochastic Dynamic programming problems encountered in the field of Operational Research are given below:

1. At each state several decisions exist, but the decision maker cannot make his decisions with certainty. It is rather a probability distribution that determines the decisions taken. This kind of problem might be called the stochastic-policy problem.

2. Another type is the one where, given the state and action variables \( i \) and \( k \) respectively, the next state \( j \) at stage \((n-1)\) is not completely determined, but it is a probability distribution which determines what the next state will be.

3. The new state \( j \), is deterministically known, but the immediate return is only statistically known.
Scheme 2: Basic structure of Deterministic Dynamic Programming Problems

Scheme 3: Basic structure of Probabilistic Dynamic Programming Problems
(4) When the form of the distribution of the random variable involved is known, but the parameters, such as mean or variance are unknown, then we have an adaptive process.

As far as the objective function is concerned it often takes the form of the "expected value" of some function. But there are other criteria introduced as well such as "maximise the probability that the return exceeds some fixed amount", etc.

Scheme 3 illustrates type 2 mentioned previously.

3.3 Decision making through the educational system

In this section a simple mathematical model is given concerning an individual's decision making through the educational system. The individual's decisions are considered as being a multistage process in which two factors play an important role: the financial improvement due to additional education he receives and also the uncertainty associated with his decisions. The basic idea originated from the work by COMAY et al. (1973) (see section 2.2.1).

The main features of our model are illustrated in scheme 4 in the form of a decision tree. The precise interpretation of the various symbols will be given in the following sections. The mathematical technique used is that of Dynamic programming. A decision network covering the entire educational system is given in Appendix A, scheme 1.

3.3.1 The statement of the problem

Consider an individual within an educational system, who is to decide whether to continue his studies further or to leave the system. Assuming (a) that he is aware of the average earnings associated with each qualification offered; (b) the flows of students among the various
Scheme 4: Decision Tree
branches of the educational system as well as the failure rates; (c) that he can estimate broadly his own probabilities of acceptance and failure; and (d) that his only objective is the maximisation of the expected sum of net benefits generated because of additional training.

Determine (i) the sequence of decisions which yield the best earnings (ii) the value of the total expected net earnings.

3.3.2 Formulation of the problem - terminology

First the variables used in the Dynamic programming formulation of the above problem will be defined. It is assumed that the educational system has been divided into educational levels.

**Stage \{n\}**. The stage variable \( n \) represents the number of educational levels to be considered until the end of the educational process. The successor to stage \( n \), is denoted by \( m \). Generally, \( m = n - 1 \), but not always as it is shown in scheme 1, Appendix A. In this sense a stage is a step, a transition within the system. Only the postcompulsory educational system will be considered which, for the purposes of our model, has been decomposed into six stages. If \( N = 6 \) denoted the total number of stages then \( n = 1, \ldots, N \).

**State \{i\}**. The state variable is defined as the possible outcome of a transition between the educational levels. The next state to state \( i \), which is in stage \( m \), is denoted by \( j \). We shall consider the possible outcomes:

- \( j = j_3 \) meaning the "successful completion" of a transition.
- \( j = j_2 \) meaning "not successful completion".
- \( j = j_1 \) meaning the outcome of a transition from any state to the market state.

**Action or Decision \{k\}**. This variable is defined as a particular choice that the individual is going to make among the alternatives for which he is eligible.
In general, it is assumed that there is a set \( K \) of alternative decisions open to qualified persons at any stage \( n \) and state \( i \). I.e. \( K = \{ k = 1, \ k = 2, \ ... \ k = r \} \).

\( k = 1 \) means that the individual leaves the system and goes to employment. (No account has been taken of the reverse procedure, i.e. reentry to education from employment.) The possible transitions from a general state \((n,i)\) under action \( k = 1 \) or \( k \neq 1 \), can be interpreted as follows: Assume that a person is at some educational level (= stage \( n \)) and holds a certain qualification (= state \( i \)). If he makes a decision (= action \( k \neq 1 \)) then at the end of the next educational level (= stage \( m \)), provided he has been accepted, he will either succeed in completing his course \((j = j_3)\) or he will not \((j = j_2)\). If he makes the choice \( k = 1 \) (= take a job) at either a successful or a D/0 state then deterministically he will be in the market \((j = j_1)\) at the next stage \((n-1)\).

Although the above variables can describe any transition two points should be made:

(a) The market state \( j = j_1 \) is an absorbing one whenever occurs and therefore transitions toward other states are not considered.

(b) When transitions are made to '0' or 'A' level (either full time or part time), state \( j = j_2 \) (= "not successful completion"), does not mean a failure, but it rather means that the student in question has not been awarded the uppermost qualification granted. Thus, \( j = j_2 \) for '0' level or 'A' level corresponds to \(< 5 \ '0'\) and \( \leq 1 \ 'A'\) respectively. A similar point can be made for the City and Guilds transitions. For these, \( j = j_2 \) (= "not successful completion") is taken to mean the qualification awarded to students after three years of studies and it does not necessarily imply a dropout of the two year course where
successful completion is denoted by \( j = j_3 \). For any other transition \( j = j_2 \) means a failure. The only available transition from \( j = j_2 \) (when it means a failure) is under \( k = 1 \), i.e. toward employment. Returns \( \{r(n,i)\} \) and Costs \( \{c(n,i)\} \). We assume that with any stage and state, i.e. with any \((n,i)\), there is associated an expected return \( r(n,i) \) reflecting roughly the "price" of the awarded qualification as it is estimated in the market. This has been estimated as average lifetime earnings, taken arbitrarily to be 40* average annual earnings. The absolute values have of course changed considerably since this data was collected but the relative values may still have some reality. No discounting has been done over the lifetime period, since the individual is assumed to make a subjective estimate, and on past experience salaries rise at a fairly constant rate due to inflation. Also with each \((n,i)\) is associated a cost \( c(n,i) \), measured in terms of earnings foregone up to that stage by the individual when he continued his studies rather than entered the labor force. Direct costs, i.e. fees, have been ignored since the great majority of students have all their education costs paid by local authorities. The values for earnings and costs associated with various qualifications are given in Appendix B, Table 1.

The return of a dropout state \( j_2 \), for which no data was available, has been taken arbitrarily as giving an advantage which is \( 1/3 \) the advantage of the corresponding successful state \( j_3 \); i.e. \[ r(n-1,j_2) = \frac{1}{3}\{r(n-1,j_3) - r(n,i)\} + r(n,i) \]
The dropout is always assumed to occur half way through the course, so the foregone earnings are those of the previous state augmented by \( 1/2 \) of the foregone earnings of the current successful state i.e. \[ c(n-1,j_2) = \frac{1}{2}\{c(n-1,j_3) + c(n,i)\} \].
These assumptions have been made before in similar studies (COMAY, et al. 1973). Returns and costs have been discounted over the educational period, with a discounted factor:

\[ b(n,i,j,k) = \frac{1}{1+r} t(n,i,j,k) \], all \( n,i,j,k \)

where \( r \) is the discount rate taken as 8% and \( t(n,i,j,k) \) is the transition time from state \( (n,i) \) to \( (m,j) \) under action \( k \). It has been assumed that the transition time under \( k = 1 \) is zero.

Transition probabilities \( \{p(n,i,j,k)\} \). With any action \( k > 1 \) there is associated a probability \( Q(n,i,k) \) of being accepted as a student for the desired qualification, and a probability \( P(n,i,k) \) of not successfully completing the course. Thus the possible outcomes of decision \( k \) (see scheme 4) are:

(i) not accepted, probability \( 1 - Q(n,i,k) \), which is assumed to mean leaving the educational system for employment.

(ii) accepted, but dropping out, probability \( Q(n,i,k)P(n,i,k) \)

(iii) accepted and successful, probability \( Q(n,i,k)(1-P(n,i,k)) \).

Each of these outcomes leads to a different successor state \( (m,j) \).

Thus, e.g. from state \( (3,7) \), successful completion of OND, under action \( k = 2 \), attempt HND, the possible successor states are \((2,14) (= employment as qualified OND), (2,11) (= dropout from HND course) or (2,10) (= successful completion of HND).\)

Any individual can assess his own probabilities \( Q(n,i,k) \) and \( P(n,i,k) \). In making this assessment he will be guided by information about the proportion of people of his state and stage who actually make any decision (e.g. the proportion of 2 'A' level people accepted for university degrees, the proportion of 5 'O' level people accepted for HNC, etc.) since this will define an average \( Q(n,i,k) \) and also by information about the proportion on any course who fail to complete that
course since this will define an average $P(n,i,k)$. These averages are simply used to indicate what range of $Q$'s and $P$'s would be reasonable. However, an individual's optimal path through the educational system will be evaluated on the basis of his own subjective probabilities. The calculation of average probabilities is given in Table 2 in Appendix B.

3.3.3 Recurrence relationship

The aim of the individual at any state and stage in the educational system is assumed to be to maximise his expected total benefits from the educational process. If $f(n,i,k)$ is the maximum expected lifetime income less incurred costs for an individual at state $(n,i)$ under action $k$, and $f(n,i)$ his best expected income less cost, over all $k$, then by the principle of optimality we may write

$$f(n,i,k) = \sum_j p(n,i,j,k) f(m,j)$$

where $p(n,i,j,k)$ is the transition probability from $(n,i)$ to $(m,j)$ under action $k$, calculated as previously described and the summation is over those $j$ accessible from $(n,i)$ under action $k$.

These quantities may now be expressed in terms of those previously given. At $(n,i)$ the lifetime earnings are estimated as $r(n,i)$ and the costs to date, i.e. the earnings foregone, are $c(n,i)$. Thus the advantage of attaining state $(n-1,j)$ is $f(n-1,j) - r(n,i) + c(n,i)$ discounted over the time taken to attain this state. Hence,

$$f(n,i,k) = r(n,i) - c(n,i) + \sum_j p(n,i,j,k) b(n,i,j,k) \left\{ f(n-1,j) - r(n,i) + c(n,i) \right\}$$  \hspace{1cm} (1)

and

$$f(n,i,k) = r(n,i) - c(n,i)$$  \hspace{1cm} (2)

and

$$f(n,i) = \max_k f(n,i,k)$$  \hspace{1cm} (3)

The process terminates in market states from which there are no actions, i.e. in absorbing states. For any such state it follows automatically that

$$f(n,i) = r(n,i) - c(n,i)$$  \hspace{1cm} (4)
From (1), (2), (3), (4) the values of $f(n,i)$ for all nodes may be calculated terminating in the value of $f(6,1)$ which is the best expected lifetime income less cost for a school leaver based on taking what is the best route for him through the educational system. The recurrence relationship begins with

$$f(0,1) = r(0,1) - c(0,1)$$
$$f(0,2) = r(0,2) - c(0,2)$$

the assigned lifetime earnings less costs for a successful and a dropout respectively. Then

$$f(1,6) = f(1,6,1) = f(0,1)$$
$$f(1,7) = f(1,7,1) = f(0,2)$$

since there is only one $k = 1$ from each of these states.

Further, since (1,5) is a market state

$$f(1,5) = r(1,5) - c(1,5)$$

and $f(2,6,1) = f(1,5)$ is the return under action $k = 1$

while

$$f(2,6,2) = r(2,6) - c(2,6) + b(2,6,7,2) p(2,6,7,2) \left\{ f(1,7) - r(2,6) + c(2,6) \right\}$$
$$+ b(2,6,6,2) p(2,6,6,2) \left\{ f(1,6) - r(2,6) + c(2,6) \right\}$$

is the expected return under action $k = 2$ (= continue postgraduate studies)

where $p(2,6,7,2)$ is the probability of dropping out of the postgraduate course, $p(2,6,6,2)$ is the probability of successful completion of the postgraduate course, $b(2,6,7,2)$ and $b(2,6,6,2)$ are the discount factors corresponding to states (1,7) and (1,6) respectively, $f(1,7)$ and $f(1,6)$ are the best expected benefits less costs for a dropout and successful postgraduate respectively. In terms of $Q$ and $P$ defined earlier

$$p(2,6,7,2) = P(2,6,2) Q(2,6,2)$$

and

$$p(2,6,6,2) = \left\{ 1 - P(2,6,2) \right\} Q(2,6,2).$$
3.4 Numerical application

The general model described in the previous section, will be illustrated by means of British data. The British system of post-compulsory education is now changing but the system described is that which obtained in 1972, since it is for that period that statistics were available.

3.4.1 Grouping the transitions

There are 79 different actions in total and therefore 79 different transitions covering the entire system. Since the aim was to investigate the effect of changes in $P$ and $Q$, this number of transitions could not be treated and they have been grouped into eight sets:

Set A: It covers transitions from school leavers to 'O' level
B: It covers transitions from school leavers to ONC, C & G
C: It covers transitions from 'O' level to 'A' level
D: It covers transitions from 'O' level to OND, C & G, etc.
E: It covers transitions from 'A' level to Degree
F: It covers transitions from 'A' level to Teaching qualification
G: It covers transitions from 'A' level to HND, CNNA degree
H: It covers transitions from Degree to Postgraduate studies

The detailed list with all possible transitions is given in Table 3, Appendix B.

3.4.2 Upper-lower subjective probabilities

The program was run to find the optimal paths for 256 individuals whose $Q$'s and $P$'s were chosen to be in some sense representative of the population; representative in the sense that their average overall is the population average. (A similar idea was used in the paper by CAMAY et al. 1973 but they assumed that all $Q$ were 1.0 and all $P$'s
were uniformly distributed in the interval \((0,1)\). Here there are known the average probabilities for the population; it is possible then to define arbitrarily a lower and upper probability whose mean is the average and which lie entirely within the range \((0,1)\). The subjective probabilities used are defined as:

\[
\begin{align*}
Q_u &= \text{An individual's acceptance probability, for given } n,i,k, \text{ when he anticipates that his own acceptance probability is higher than the corresponding average } Q \\
Q_x &= \text{An individual's acceptance probability, for given } n,i,k, \text{ when he anticipates that his own acceptance probability is lower than the corresponding average } Q \\
P_u &= \text{An individual's "non successful" completion probability, for given } n,i,k, \text{ when he anticipates that his own "non successful" completion probability is higher than the average } P \\
P_x &= \text{An individual's "non successful" completion probability, for given } n,i,k, \text{ when he anticipates that his own "successful" completion probability is lower than the average } P.
\end{align*}
\]

The values of \(Q_u\), \(Q_x\), \(P_u\), \(P_x\) assigned are:

\[
\begin{align*}
Q_u &= 0.50 \times (1.0 + Q) \quad \text{if } Q \geq .5 \\
Q_u &= 0.75 Q \quad \text{if } Q < .5 \\

P_u &= 0.50 \times (1.0 + P) \quad \text{if } P \geq .5 \\
P_u &= 0.75 P \quad \text{if } P < .5
\end{align*}
\]

Similarly for \(P_u\), \(P_x\) i.e.

\[
\begin{align*}
P_u &= 0.50 \times (1.0 + P) \quad \text{if } P \geq .5 \\
P_u &= 0.75 P \quad \text{if } P < .5
\end{align*}
\]

Diagramatically the subjective probabilities are illustrated as in Scheme 5.

From the above equations \(Q_x\), \(P_x\) are as follows:

\[
\begin{align*}
Q_x &= 0.50 \times (3Q - 1.0) \quad \text{if } Q \geq .5 \\
Q_x &= 0.50 Q \quad \text{if } Q < .5 \\

P_x &= 0.50 \times (3P - 1.0) \quad \text{if } P \geq .5 \\
P_x &= 0.50 P \quad \text{if } P < .5
\end{align*}
\]
Scheme 5: $Q_u$ and $Q_l$ Probabilities
Each $Q_u$, $Q_l$ of either $\geq 0.5$ or $< 0.5$ interval can be combined with each $P_u$, $P_l$ of either $\geq 0.5$ or $< 0.5$ producing 16 combinations. Combinations of $Q_uP_u$ and $P_lQ_l$ type which indicate above average "acceptance" - above average "not successful" completion and below average "acceptance" - below average "not successful" completion, are excluded from further consideration as representing a rather unrealistic situation.

The following four combinations:

(a) $Q_u = 0.50(1.0 + Q)$, $Q \geq 0.5$  
(b) $Q_u = 0.50(1.0 + Q)$, $Q \geq 0.5$  
\[ P_u = 0.50(3P - 1.0), P \geq 0.5 \]  
\[ P_u = 0.50P, P < 0.5 \]

(c) $Q_u = 0.75Q$, $Q < 0.5$  
(d) $Q_u = 0.75Q$, $Q \geq 0.5$  
\[ P_u = 0.50(3P - 1.0), P \geq 0.5 \]  
\[ P_u = 0.50P, P < 0.5 \]

give all definitions of $Q_u$, $P_u$, which describe an individual's personal assessment when he estimates his own "acceptance" probability is higher than the average one and his "non successful" completion probability is lower than the average one. These constitute an upper (or type 1) assignment. In the computer program the upper assignment is given by the UPPER subroutine.

The remaining four combinations

(e) $Q_l = 0.50(3Q - 1.0)$, $Q \geq 0.5$  
(f) $Q_l = 0.50(3Q - 1.0)$, $Q \geq 0.5$  
\[ P_u = 0.50(1.0 + P), P \geq 0.5 \]  
\[ P_u = 0.75P, P < 0.5 \]

(g) $Q_l = 0.50Q$, $Q < 0.5$  
(h) $Q_l = 0.50Q$, $Q < 0.5$  
\[ P_u = 0.50(1.0 + P), P \geq 0.5 \]  
\[ P_u = 0.75P, P < 0.5 \]

are referred to as the lower (= type 2) assignment, where an individual considers that he has an "acceptance" probability below the average and a "non successful" completion probability above the average. In the computer program the subroutine LOWER deals with this situation. By assigning the upper and lower values and employing the recurrence relation
of the previous section for all the values of stage \( n \), state \( i \), action \( k \), \( 2^8 = 256 \) different outputs are produced. Each of these outputs corresponds to one optimal path through the educational system for a student with a particular combination of upper and lower assessments. For example: A student who assesses that his chances for the groups A (= taking '0') level), B (= taking ONC or C & G), D (= taking OND or HNC) are above average (= upper) and for the groups C (= taking 'A' level), E (= taking a Degree), F (= taking Teaching course), G (= taking CNNA or HND), H (= taking postgraduate) his chances are below average (= lower), the corresponding output will be denoted by:

\[
\begin{align*}
A &\quad \text{transition type 1} \\
B &\quad " " 1 \\
C &\quad " " 2 \\
D &\quad " " 1 \\
E &\quad " " 2 \\
F &\quad " " 2 \\
G &\quad " " 2 \\
H &\quad " " 2
\end{align*}
\]

3.4.3 Output of computer program

A computer program written in FORTRAN IV was developed and run for the purposes of our model (for a listing see Appendix C). Its main functions are briefly described as follows:

(a) Given any state \((n,i)\), it assigns to each action associated with that state, a pair of subjective probabilities \(Q (= \text{acceptance})\) and \(P (= \text{non successful completion})\) through the UPPER and LOWER subroutines.

(b) It calculates the transition probabilities \(P(2)\) and \(P(3)\) from a state \((n,i)\) to a dropout and successful state respectively.

(c) It calculates the value of every state \((n,i)\) for each action \(k\) and it selects the maximum value (= optimal value).

(d) It determines that action which corresponds to the optimal value. When the above steps have been accomplished the procedure starts again examining the next stage.
**THE OUTPUT:** Any output starts with the appropriate headings denoting the combinations of transitions we are dealing with and there follows the main body of the output consisting of ten columns.

**Column N** shows the stage variable, i.e. the number of the educational stages remaining to be considered. \( N = 0 \) means that the end of the process is reached. \( N = 1 \) means that one stage is left, and so on.

**Column 1** is referred to the state variable which indicates the outcome of any transition as far as the educational qualifications are concerned.

**Column K** shows the decisions (= actions) made at a particular state. The decision to "Go to the Market" is denoted by \( k = 1 \). All other decisions are denoted by \( k = 2, k = 3, \) etc.

**Column Q** shows the "acceptance" probability under a particular decision. Whenever \( k = 1 \), \( Q(n,i,k) = 1 \) since the transition from any state toward the market is certain.

**Column P** indicates the "non successful" completion probability associated with some action \( k \) at state \((n,i)\).

**Columns P2, P3** show the transition probabilities of being in the dropout state and successful state respectively.

**Column TRIVAL** gives the value of the objective function (= trial value) under action \( k \) when the system is in state \((n,i)\) and an optimal path is followed for the remaining stages.

**Column OPT.VALUE** gives the maximum value of all values in column TRIVAL.

**Column BEST K** gives the action corresponding to the optimal values.

As an illustration, a typical part of output of the \( A = 1, B = 2, C = 1, D = 1, E = 2, F = 2, G = 1, H = 1 \) transition is given in Table 1. The first five lines give \( f(n,i,k) \) for \( k = 1,2,3,4,5 \). The sixth line gives the optimal value of state \((6,1)\). That is:

\[
\begin{align*}
\text{f(6,1)} &= \max \{14,640.00; 21,373.56; 17,775.97; 15,153.79; 14,898.25\} \\
&= 21,373.56, \text{ under } k = 2.
\end{align*}
\]

The complete output is given in Appendix C.
TABLE 1

A sample output of the
A = 1, B = 2, C = 1, D = 1, E = 2, F = 2, G = 1, H = 1
transitions

<table>
<thead>
<tr>
<th>N</th>
<th>I</th>
<th>K</th>
<th>Q</th>
<th>P</th>
<th>P2</th>
<th>P3</th>
<th>TRIVAL</th>
<th>OPT.VALUE</th>
<th>BEST</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14,640.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>0.8046</td>
<td>0.1933</td>
<td>0.1556</td>
<td>0.6491</td>
<td></td>
<td>21,373.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>3</td>
<td>0.1550</td>
<td>0.7867</td>
<td>0.1219</td>
<td>0.0331</td>
<td></td>
<td>17,775.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>4</td>
<td>0.0217</td>
<td>0.3213</td>
<td>0.0070</td>
<td>0.0147</td>
<td></td>
<td>15,153.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>5</td>
<td>0.0232</td>
<td>0.2000</td>
<td>0.0046</td>
<td>0.0186</td>
<td></td>
<td>14,898.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21,373.56</td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
3.4.4 How the optimal path is obtained

By entering the output at the final state, the optimal action corresponding to the optimal value is determined, i.e. in the output shown in Appendix C action \( k = 2 \) is the optimal one since it corresponds to the optimal value \( f(6,1) = 21,373.56 \). From the decision network (shown in Appendix A) the successor states, under the above optimal action, are found, i.e. \((5,1)\) or \((5,2)\). The optimal actions corresponding to these states can now be determined by re-entering the output at the respective entries, i.e. the optimal action for state \((5,1)\) is \( k = 5 \) and for \((5,2)\) is \( k = 2 \). The above procedure is repeated until a market state is reached. The sequence of all optimal actions found constitutes an optimal path. The optimal path for the transition in question is shown in scheme 6.

3.5 Summary and analysis of the results

The program produced 256 outputs. An analysis of these outputs indicated that the various combinations of the transitions could be grouped into 23 sets according to the final optimal values. Table 2 shows the optimal value of the final state \((6,1)\), the conditions under which it occurs, the optimal action and the number of combinations sharing the same optimal value.

The optimal path corresponding to set 1 (i.e. combinations of type \( B = 1, A,C,D,E,F,G,H \)) is shown in scheme 7. It is also clear from Table 2 that the \( B = 1 \) transition (i.e. school leavers to C & G) is a very important one; all individuals who have greater than average ability in the transition from school to technical training have an optimal total return of 24,428.89 whatever their capabilities elsewhere.
Those with lower than average probability (i.e. B=2) at the same transition may have any one of the remaining total returns (from 22,826.12 to 17,775.97) depending upon the values of A,C,D,E,F,G,H transitions.

The optimal path confirms the importance of B transitions indicating that the best action is $k = 3$ (i.e. take C & G), followed by taking a job, as a technician, whether the course has been completed in two or in three years.

A further analysis of Table 2 reveals that when a student considers himself as belonging to the A = 1, B = 2 transitions, i.e. above average for 'O' level, below average for technical training (sets 2-19), then his best choice would be to take 'O' level ($k = 2$). From this point onwards his next choice would depend upon his future assessments with varying optimal values and optimal paths associated with them.

For example consider

Set 3: $A = 1, B = 2, D = 1, E = 1, F = 1, G = 1, H = 1, \underline{C, G} = 1 \text{ or } 2$

Set 4: $A = 1, B = 2, D = 1, E = 1, F = 1, G = 2, H = 1, \underline{C} = 1 \text{ or } 2$

differing on the G transition only, with $f(6,1) = 22,758.9$ and $f(6,1) = 22,713.43$ respectively. The sensitivity of the optimal value, depending on G transitions, is better illustrated on schemes 6 and 8 showing the optimal paths corresponding to sets 3 and 4 respectively; that is the difference in ability in G transition results in a deviation in the optimal action at state (4,3) giving: optimal action $k = 4$ (= continue to Art and Design course), when G = 1 (set 3) and optimal action $k = 3$ (= continue to teaching training course), when G = 2 (set 4).

A similar comparison among

Set 20: $A = 2, B = 2, D = 1, E = 1, F = 1, H = 1, \underline{C, G} = 1 \text{ or } 2$

Set 21: $A = 2, B = 2, D = 1, E = 1, F = 2, G = 1, H = 1, \underline{C} = 1 \text{ or } 2$
Set 22: $A = 2$, $B = 2$, $D = 1$, $E = 1$, $F = 2$, $G = 2$, $H = 1$, $\frac{C}{1 \text{ or } 2}

indicate that when a student assesses his own abilities in both transitions $A$ and $B$ as below average ($A = 2$, $B = 2$) then his best choice at the final state $(6,1)$ is to take '0' levels ($k = 2$), as in the transitions discussed above. A comparison of sets 21 and 22 shows once more that transition $G$ is the important one, generating difference in the optimal values and in the associated optimal paths (schemes 6 and 8). On the other hand, a comparison between sets 20 and 21 or 22 reveals that the difference in the optimal values and optimal paths is attributed not to a single transition but to both transitions $F$ and $G$.

Finally, set 23 consists of two distinct transitions, either

$$\frac{A = 2}{B = 2}, \text{ not } \frac{D = E = H = 1}{C,F,G} = 1 \text{ or } 2$$

i.e. a student "poor" at the early stages and not sufficiently good in the intermediate ones, or

$$\frac{A = 1}{B = 2}, D = 2, E = 2, \frac{C,F,G,H}{1 \text{ or } 2}$$

i.e. students good in taking '0' levels but below average in $D$ and $E$ transitions. These two transitions of set 23 share a common optimal path (scheme 7). The same optimal path $G$ applies to set 1 ($B = 1$), although there is a considerable difference in the optimal values:

Set 23: $f(6,1) = 17,775.97$
Set 1: $f(6,1) = 24,428.89$.

3.5.1 Second best

In a further analysis of the results interest was focused on four particular combinations of the type

(a) $\frac{A = 1}{B = 1}, C, D, E, F, G, H, \frac{1}{}$

(b) $\frac{A = 2}{B = 1}, C, D, E, F, G, H, \frac{2}{}$
(c) $A = 1$, $B = 2$, $C = 1$, $D = 2$, $E = 2$, $F = 1$, $G = 1$, $H = 1$

(d) $A = 2$, $B = 2$, $C = D = E = F = G = H = 1$

(a) and (b) transitions represent the extreme combinations of set (1). (c) and (d) the extremes of set 23. For each of them the non market second best value at state $(6, 1)$ was examined. Table 3 shows the second best values of the above combinations.

In all these cases the second best value corresponds to an initial decision $k = 2$, i.e. take '0' level. The margin between best and second best in cases (a) and (c) is quite small, and in case (b) $k = 4$ gives nearly the same result as $k = 2$.

It was shown in the previous section that combinations (a), (b), (c), and (d) showed a common optimal path (scheme 7). In the case of the second best values a common optimal path also exists, different from the previous one (scheme 8). It is because (b) and (d) share the same second best path, not including a B-transition, that their second best value is the same since all their other transitions are of the same type. This path is more complicated than the previous one, including '0' level course rather than C & G and subsequent various possibilities up to the postgraduate level. However, the second best expected benefits are outweighed by the expected benefits of the technical routes. Therefore given the probabilities, it would be necessary to increase the state returns or decrease the costs of time in order that routes which include '0' and 'A' level and Degree courses could compete with the technical ones. For instance from Table 2 it is clear that in order to change the route from $k = 3$ to $k = 2$ of a student belonging to the transition a subsidy of $24,425.59 - 22,362.12 = 1,566.47$ would be needed, whereas in order to achieve the same change (i.e. from C & G to '0' level) for a person belonging to a subsidy of $24,428.59 - 16,156.37 = 8,272.22$ would be needed.
<table>
<thead>
<tr>
<th>No. of Sets</th>
<th>Optimal value at state $(6,1)$</th>
<th>Conditions under which it occurs</th>
<th>Optimal first action</th>
<th>No. of combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$f(6,1) = 24,428.89$</td>
<td>$B = 1, A, C, D, E, F, G, H$</td>
<td>$k = 3$ ($= \text{Take } C &amp; G$)</td>
<td>128</td>
</tr>
<tr>
<td>2</td>
<td>$f(6,1) = 22,862.12$</td>
<td>$A = 1, B = 1, E = 1, F = 1, H = 1, C, G = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>$f(6,1) = 22,758.19$</td>
<td>$A = 1, B = 1, E = 1, F = 2, G = 1, H = 1, C = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>$f(6,1) = 22,713.43$</td>
<td>$A = 1, B = 1, E = 1, F = 2, G = 2, H = 1, C = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>$f(6,1) = 22,632.12$</td>
<td>$A = 1, B = 1, E = 1, F = 1, H = 2, C, G = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>$f(6,1) = 22,528.18$</td>
<td>$A = 1, B = 1, E = 1, F = 2, G = 1, H = 2, C = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>$f(6,1) = 22,483.43$</td>
<td>$A = 1, B = 1, E = 1, F = 2, G = 2, H = 2, C = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>$f(6,1) = 21,477.49$</td>
<td>$A = 1, B = 1, E = 1, F = 1, H = 1, C, G = 1$</td>
<td>$k = 2$ ($= \text{Take } '0'$)</td>
<td>4</td>
</tr>
</tbody>
</table>

(cont.)
<table>
<thead>
<tr>
<th>No. of Sets</th>
<th>Optimal value at state (6,1)</th>
<th>Conditions under which it occurs</th>
<th>No. of combinations</th>
<th>Optimal first action</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>( f(6,1) = 21,432.18 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 1, H = 2, \quad C_G = 1 )</td>
<td>4</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>10</td>
<td>( f(6,1) = 21,373.56 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>11</td>
<td>( f(6,1) = 21,308.25 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>12</td>
<td>( f(6,1) = 21,263.49 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>13</td>
<td>( f(6,1) = 19,003.34 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>14</td>
<td>( f(6,1) = 18,899.41 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>15</td>
<td>( f(6,1) = 18,854.65 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>16</td>
<td>( f(6,1) = 18,773.34 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>17</td>
<td>( f(6,1) = 18,773.34 )</td>
<td>( A_1 = 1, D = 1, E = 2, F = 2, G = 1, H = 1, \quad C_G = 1 )</td>
<td>2</td>
<td>( k = 2 (\text{=Take '0')} )</td>
</tr>
<tr>
<td>(cont.)</td>
<td>( f(6, 1) = 18,669.41 )</td>
<td>( A=1 ) ( B=2 ), ( D=2 ), ( E=1 ), ( F=2 ), ( G=1 ), ( H=2 ), ( \frac{C}{G} = 1 ) or 2</td>
<td>( k=2 ) (=Take '0')</td>
<td>2</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>19</td>
<td>( f(6, 1) = 18,624.64 )</td>
<td>( A=1 ) ( B=2 ), ( D=2 ), ( E=1 ), ( F=2 ), ( G=2 ), ( H=2 ), ( \frac{C}{G} = 1 ) or 2</td>
<td>( k=2 ) (=Take '0')</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>( f(6, 1) = 17,906.73 )</td>
<td>( A=2 ) ( B=2 ), ( D=1 ), ( E=1 ), ( F=1 ), ( H=1 ), ( \frac{C}{G} = 1 ) or 2</td>
<td>( k=2 ) (=Take '0')</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>( f(6, 1) = 17,826.53 )</td>
<td>( A=2 ) ( B=2 ), ( D=1 ), ( E=1 ), ( F=2 ), ( G=1 ), ( H=1 ), ( \frac{C}{G} = 1 ) or 2</td>
<td>( k=2 ) (=Take '0')</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>( f(6, 1) = 17,791.99 )</td>
<td>( A=2 ) ( B=2 ), ( D=1 ), ( E=1 ), ( F=2 ), ( G=2 ), ( H=1 ), ( \frac{C}{G} = 1 ) or 2</td>
<td>( k=2 ) (=Take '0')</td>
<td>2</td>
</tr>
<tr>
<td>23</td>
<td>( f(6, 1) = 17,775.97 )</td>
<td>( A=2 ) ( B=2 ), ( \not{D} = E = H = 1 ), ( \frac{C,F,G}{H} = 1 ) or 2</td>
<td>( k=3 ) (=Take C &amp; G)</td>
<td>72</td>
</tr>
</tbody>
</table>
Scheme 6: Optimal path (shown by the red lines) of the transitions:

\[ A=1, \ C=1, \ D=1, \ E=2, \ F=2, \ G=1, \ H=1 \]
\[ B=2, \ C=1, \ D=1, \ E=2, \ F=2, \ G=1, \ H=1 \]

\[ A=1, \ D=1, \ E=1, \ F=2, \ G=1, \ H=1, \ C \quad = \quad 1 \text{ or } 2 \]  
\[ \text{ (set 3)} \]

\[ A=2, \ D=1, \ E=1, \ F=2, \ G=1, \ H=1, \ C \quad = \quad 1 \text{ or } 2 \]  
\[ \text{ (set 21)} \]
Scheme 7: Optimal path (shown by the red lines) of the transitions:

\[
\begin{align*}
B=1, & \quad A, C, D, E, F, G, H, \\
& \quad = 1 \text{ or } 2 \\
A=2, & \quad \text{not} \quad D = E = F = H = 1, \\
& \quad C, G = 1 \text{ or } 2 \\
\text{or} & \\
A=1, & \quad D=2, E=2, \\
& \quad C, F, G, H = 1 \text{ or } 2
\end{align*}
\]
Scheme 8: Optimal path (shown by the red lines) of the transitions:

\[ A=1, D=1, E=1, F=2, G=2, H=1, \frac{C}{1 \text{ or } 2} \] (set 4)

\[ A=2, D=1, E=1, F=2, G=2, H=1, \frac{C}{1 \text{ or } 2} \] (set 22)
path for any individual through the British educational system. This path is dependent on the individual's own estimate of his P's and Q's and also on the state of the market in salaries payable for levels of educational attainment. Though the transitions here have been drastically grouped, the model is of course applicable without such grouping so that any desired level of detail could be incorporated. Further any change in educational structure could be included by simply redrawing the network (thus the raising of the school leaving age and the changes in Teacher training have already made the network illustrated out of date). The model then gives for any individual his own cost-benefit assessment of non compulsory education.

(b) As mentioned in section 3.5.2, the complete set of results for a number of individuals representative of the whole population can be used to aggregate demand and thus to estimate what educational facilities are going to be needed. In this sense the model gives a realisation of the Social demand approach.

(c) The effect of any change in relative salary structure could be found directly by rerunning the program and reassessing social demand. Hence it would be possible to connect any desired pattern of social demand fulfilling given manpower requirements with some range of salary structure.

(d) The model could thus be used as an aid to decision making on three levels: (i) by the individual, (ii) by the provider of educational facilities, (iii) nationally, in assessing the changes in salary structure required to produce desirable changes in the stock of qualified manpower.
APPENDIX A

- Abbreviations
- Decision network
L = School leavers
'O' = 'O' levels at school
'A' = 'A' levels at school
'O'-FT = Full time 'O' levels in Further Education
'O'-PT = Part time 'O' levels in Further Education
'A'-FT = Full time 'A' levels in Further Education
'A'-PT = Part time 'A' levels in Further Education
NAD = Non advanced Courses in Further Education
OND = Ordinary National Diploma
ONC = Ordinary National Certificate
C & G = Technical qualifications awarded by City and Guilds
C & G II = Two year Course of City and Guilds
C & G III = Three year Course of City and Guilds
A & D = Diploma in Art and Design
T = Teaching Training
Dgr = University Degree
CNNA = CNNA Degree
HND = Higher National Diploma
HNC = Higher National Certificate
PG = Postgraduate studies
M = Market
D/O = Dropout
Success = Successful Completion
M-success ... = In Market after successful completion of ...
   (e.g. M-success HND = In Market after successful completion of HND.)
M-D/O ... = In Market after Dropout from ...
APPENDIX B

- Transition Probabilities
- Costs and Returns
- Grouping of Transitions
<table>
<thead>
<tr>
<th>State</th>
<th>State Returns</th>
<th>State Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success  PG</td>
<td>40 x 2,500</td>
<td>7,021</td>
</tr>
<tr>
<td>D/O PG</td>
<td>40 x 2,100</td>
<td>5,121</td>
</tr>
<tr>
<td>Success  A &amp; D</td>
<td>40 x 1,200</td>
<td>2,044</td>
</tr>
<tr>
<td>D/O A &amp; D</td>
<td>40 x 818</td>
<td>1,730</td>
</tr>
<tr>
<td>Success  T</td>
<td>40 x 1,500</td>
<td>3,221</td>
</tr>
<tr>
<td>D/O T</td>
<td>40 x 918</td>
<td>2,318</td>
</tr>
<tr>
<td>Success  Dgr</td>
<td>40 x 1,900</td>
<td>3,221</td>
</tr>
<tr>
<td>D/O Dgr</td>
<td>40 x 1,054</td>
<td>2,318</td>
</tr>
<tr>
<td>Success  CNNA</td>
<td>40 x 1,900</td>
<td>3,221</td>
</tr>
<tr>
<td>D/O CNNA</td>
<td>40 x 1,054</td>
<td>2,318</td>
</tr>
<tr>
<td>Success  HND</td>
<td>40 x 1,900</td>
<td>3,221</td>
</tr>
<tr>
<td>D/O HND</td>
<td>40 x 1,054</td>
<td>2,318</td>
</tr>
<tr>
<td>Success  HNC</td>
<td>40 x 1,590</td>
<td>415</td>
</tr>
<tr>
<td>D/O HNC</td>
<td>40 x 1,103</td>
<td>286</td>
</tr>
<tr>
<td>2 'A' - FT</td>
<td>40 x 628</td>
<td>1,146</td>
</tr>
<tr>
<td>1 'A' - FT</td>
<td>40 x 628</td>
<td>1,146</td>
</tr>
<tr>
<td>2 'A' - PT</td>
<td>40 x 628</td>
<td>649</td>
</tr>
<tr>
<td>1 'A' - PT</td>
<td>40 x 628</td>
<td>649</td>
</tr>
<tr>
<td>2 'A'</td>
<td>40 x 628</td>
<td>1,146</td>
</tr>
<tr>
<td>1 'A'</td>
<td>40 x 628</td>
<td>1,146</td>
</tr>
<tr>
<td>5 'O' - FT</td>
<td>40 x 525</td>
<td>732</td>
</tr>
<tr>
<td>5 'O' - PT</td>
<td>40 x 525</td>
<td>523</td>
</tr>
<tr>
<td>5 'O' - FT</td>
<td>40 x 525</td>
<td>523</td>
</tr>
<tr>
<td>5 'O'</td>
<td>40 x 525</td>
<td>366</td>
</tr>
<tr>
<td>5 'O'</td>
<td>40 x 525</td>
<td>366</td>
</tr>
<tr>
<td>Success  OND</td>
<td>40 x 860</td>
<td>1,416</td>
</tr>
<tr>
<td>D/O OND</td>
<td>40 x 635</td>
<td>891</td>
</tr>
<tr>
<td>Success  ONC</td>
<td>40 x 860</td>
<td>157</td>
</tr>
<tr>
<td>D/O ONC</td>
<td>40 x 637</td>
<td>78</td>
</tr>
<tr>
<td>C &amp; G II</td>
<td>40 x 1,000</td>
<td>523</td>
</tr>
<tr>
<td>C &amp; G III</td>
<td>40 x 1,000</td>
<td>236</td>
</tr>
<tr>
<td>Success  NAD</td>
<td>40 x 1,100</td>
<td>891</td>
</tr>
<tr>
<td>D/O NAD</td>
<td>40 x 717</td>
<td>628</td>
</tr>
<tr>
<td>L</td>
<td>40 x 366</td>
<td>0</td>
</tr>
</tbody>
</table>

(1) The returns and costs of the market states are taken to be the same as the returns and costs of the states to which they correspond (e.g. return of success Dgr = return of M-success Dgr, and cost of success Dgr = cost of M-success Dgr). For a few states the costs (i.e. foregone earnings in getting to that state) may not be uniquely determined since it can be arrived at in different ways, e.g. \( <1 'A' - PT, <1 'A' \). In this case, to avoid introducing transitional costs, the assigned cost has been taken as the average of costs incurred by each route.

(2) The figures of state returns and costs have been taken from SURVEY of EARNINGS of QUALIFIED MANPOWER IN 1966 (1971) and MORRIS (1973). For the D/O states for which data were not available estimates have been made.
<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Acceptance Prob. $Q(*)$</th>
<th>Non successful completion probab. $P(*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Dgr</td>
<td>M-success Dgr</td>
<td>0.6000</td>
<td>-</td>
</tr>
<tr>
<td>Success Dgr</td>
<td>PG</td>
<td>0.4000</td>
<td>0.3500</td>
</tr>
<tr>
<td>≥ 2 'A' - FT</td>
<td>M-≥ 2 'A' - FT</td>
<td>0.1250</td>
<td>-</td>
</tr>
<tr>
<td>≥ 2 'A' - FT</td>
<td>CNNA</td>
<td>0.2500</td>
<td>0.2727</td>
</tr>
<tr>
<td>≥ 2 'A' - FT</td>
<td>Dgr</td>
<td>0.6250</td>
<td>0.1379</td>
</tr>
<tr>
<td>≤ 1 'A' - FT</td>
<td>M-≤ 1 'A' - FT</td>
<td>0.8750</td>
<td>-</td>
</tr>
<tr>
<td>≤ 1 'A' - FT</td>
<td>HND</td>
<td>0.1250</td>
<td>0.2500</td>
</tr>
<tr>
<td>≥ 2 'A' - PT</td>
<td>M-≥ 2 'A' - PT</td>
<td>0.3333</td>
<td>-</td>
</tr>
<tr>
<td>≥ 2 'A' - PT</td>
<td>CNNA</td>
<td>0.3333</td>
<td>0.2727</td>
</tr>
<tr>
<td>≥ 2 'A' - PT</td>
<td>Dgr</td>
<td>0.3333</td>
<td>0.1379</td>
</tr>
<tr>
<td>≤ 1 'A' - PT</td>
<td>M-≤ 1 'A' - PT</td>
<td>0.9772</td>
<td>-</td>
</tr>
<tr>
<td>≤ 1 'A' - PT</td>
<td>HND</td>
<td>0.0227</td>
<td>0.2500</td>
</tr>
<tr>
<td>Success OND</td>
<td>M-success OND</td>
<td>0.6666</td>
<td>-</td>
</tr>
<tr>
<td>Success OND</td>
<td>HND</td>
<td>0.3333</td>
<td>0.2500</td>
</tr>
<tr>
<td>Success ONC</td>
<td>M-success ONC</td>
<td>0.0909</td>
<td>-</td>
</tr>
<tr>
<td>Success ONC</td>
<td>HNC</td>
<td>0.9090</td>
<td>0.3000</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>M-≥ 2 'A'</td>
<td>0.2317</td>
<td>-</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>A &amp; D</td>
<td>0.0975</td>
<td>0.2307</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>T</td>
<td>0.1219</td>
<td>0.0500</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>Dgr</td>
<td>0.4512</td>
<td>0.1379</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>CNNA</td>
<td>0.0731</td>
<td>0.2727</td>
</tr>
<tr>
<td>≥ 2 'A'</td>
<td>HND</td>
<td>0.0243</td>
<td>0.2500</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>M-≤ 1 'A'</td>
<td>0.5641</td>
<td>-</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>HND</td>
<td>0.0256</td>
<td>0.2500</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>T</td>
<td>0.1794</td>
<td>0.0500</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>A &amp; D</td>
<td>0.1282</td>
<td>0.2307</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>'A' - FT</td>
<td>0.0256</td>
<td>0.6666</td>
</tr>
<tr>
<td>≤ 1 'A'</td>
<td>'A' - PT</td>
<td>0.0769</td>
<td>0.9361</td>
</tr>
<tr>
<td>≥ 5 '0' - FT</td>
<td>M-≥ 5 '0' - FT</td>
<td>0.2083</td>
<td>-</td>
</tr>
<tr>
<td>≥ 5 '0' - FT</td>
<td>OND</td>
<td>0.3750</td>
<td>0.4545</td>
</tr>
<tr>
<td>≥ 5 '0' - FT</td>
<td>'A' - PT</td>
<td>0.1250</td>
<td>0.9361</td>
</tr>
<tr>
<td>≥ 5 '0' - FT</td>
<td>'A' - FT</td>
<td>0.2916</td>
<td>0.6666</td>
</tr>
</tbody>
</table>

(cont.)
<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Acceptance Prob.</th>
<th>Non successful completion prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 5'0' - FT )</td>
<td>( M \leq 5'0' - FT )</td>
<td>0.5000</td>
<td>-</td>
</tr>
<tr>
<td>( \leq 5'0' - FT )</td>
<td>C &amp; G</td>
<td>0.5000</td>
<td>0.5734</td>
</tr>
<tr>
<td>( \geq 5'0' - PT )</td>
<td>( M \geq 5'0' - PT )</td>
<td>0.3333</td>
<td>-</td>
</tr>
<tr>
<td>( \geq 5'0' - PT )</td>
<td>'A' - PT</td>
<td>0.2777</td>
<td>0.9361</td>
</tr>
<tr>
<td>( \geq 5'0' - PT )</td>
<td>'A' - FT</td>
<td>0.1111</td>
<td>0.6666</td>
</tr>
<tr>
<td>( \geq 5'0' - PT )</td>
<td>C &amp; G</td>
<td>0.2777</td>
<td>0.5734</td>
</tr>
<tr>
<td>( \leq 5'0' - PT )</td>
<td>( M \leq 5'0' - PT )</td>
<td>0.3125</td>
<td>-</td>
</tr>
<tr>
<td>( \leq 5'0' - PT )</td>
<td>C &amp; G</td>
<td>0.6875</td>
<td>0.5734</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>M - ( 5'0' )</td>
<td>0.0746</td>
<td>-</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>'A'</td>
<td>0.0207</td>
<td>0.3223</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>C &amp; G</td>
<td>0.1244</td>
<td>-</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>'O' - FT</td>
<td>0.1244</td>
<td>0.2000</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>'O' - PT</td>
<td>0.4688</td>
<td>0.4000</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>NAD</td>
<td>0.1327</td>
<td>0.2500</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>'A' - FT</td>
<td>0.0125</td>
<td>0.6666</td>
</tr>
<tr>
<td>( \leq 5'0' )</td>
<td>'A' - PT</td>
<td>0.0414</td>
<td>0.9361</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>( M \geq 5'0' )</td>
<td>0.0460</td>
<td>-</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>'A'</td>
<td>0.7631</td>
<td>0.3223</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>T</td>
<td>0.0197</td>
<td>0.0500</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>'A' - FT</td>
<td>0.0328</td>
<td>0.6666</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>'A' - PT</td>
<td>0.0723</td>
<td>0.9361</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>OND</td>
<td>0.0131</td>
<td>0.4545</td>
</tr>
<tr>
<td>( \geq 5'0' )</td>
<td>NAD</td>
<td>0.0526</td>
<td>0.2500</td>
</tr>
<tr>
<td>L</td>
<td>M-L</td>
<td>0.0217</td>
<td>-</td>
</tr>
<tr>
<td>L</td>
<td>'O'</td>
<td>0.6093</td>
<td>0.3867</td>
</tr>
<tr>
<td>L</td>
<td>C &amp; G</td>
<td>0.3100</td>
<td>0.5734</td>
</tr>
<tr>
<td>L</td>
<td>ONC</td>
<td>0.0434</td>
<td>0.2142</td>
</tr>
<tr>
<td>L</td>
<td>'O' - PT</td>
<td>0.0155</td>
<td>0.4000</td>
</tr>
</tbody>
</table>

\( (*) \) SOURCE: EDUCATIONAL STATISTICS (1972)
## TABLE 3

### Grouping of the state transitions

<table>
<thead>
<tr>
<th>Group</th>
<th>From</th>
<th>To</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>L</td>
<td>'0'</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>'0' - PT</td>
</tr>
<tr>
<td>B</td>
<td>L</td>
<td>ONC</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>C &amp; G</td>
</tr>
<tr>
<td>C</td>
<td>'5'</td>
<td>'A'</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - FT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - FT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td>D</td>
<td>ONC</td>
<td>HNC</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>C &amp; G</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'0' - FT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>'0' - PT</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>NAD</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>OND</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>OND</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>C &amp; G</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>C &amp; G</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>C &amp; G</td>
</tr>
<tr>
<td>E</td>
<td>'2'</td>
<td>Dgr</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>Dgr</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>Dgr</td>
</tr>
<tr>
<td>F</td>
<td>'2'</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>'5'</td>
<td>T</td>
</tr>
<tr>
<td>G</td>
<td>'2'</td>
<td>HND</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>HND</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>HND</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>HND</td>
</tr>
<tr>
<td></td>
<td>OND</td>
<td>HND</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>CNNA</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>CNNA</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>CNNA</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>'A' - FT</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>'A' - PT</td>
</tr>
<tr>
<td></td>
<td>'2'</td>
<td>'A' - A &amp; D</td>
</tr>
<tr>
<td></td>
<td>'1'</td>
<td>'A' - A &amp; D</td>
</tr>
<tr>
<td>H</td>
<td>Dgr</td>
<td>PG</td>
</tr>
</tbody>
</table>
APPENDIX C

- Computer Program
- Computer Output
Computer Program
46 D(i)=0.1
47 CONTINUE
50 C
51 READ(5,160) IA(1),IA(2),IA(3),IA(4)
52 CONTINUE
53 C
54 READ TERMINAL VALUES AT THE FINAL STAGE.
55 C
56 READ(5,150) F01,F02
57 150 FORMAT(2F10.2)
58 C
59 CD 111 I = 1.87
60 IF(0.9,0.1,0.05,0.15,0.05,0.15,0.05,0.15)
61 3 1
62 2 1
63 3 1
64 N(I) = N(I) + 1
65 CALL G(I)
66 CONTINUE
67 C
68 READ(5,777) I, J
69 777 FORMAT(2I2)
70 IF(N(I),0.1,0.1,0.15,0.15,0.15,0.15) GC TO 121
71 IF(N(I),0.1,0.1,0.15,0.15,0.15,0.15,0.15) GC TC 122
72 C
73 121 DO 201 J = 1.87
74 IF(N(I),0.1,0.1,0.15,0.15,0.15,0.15,0.15) CALL UPPERP(0,J)
75
201  CONTINUE
59    C
58    GO TO 123
57
56 122  DO 202  J = 1,87
 121    IF (AA(J) .EQ. 1) CALL LOWER(P,Q,J)
55 202  CONTINUE
54
53 123 CONTINUE
52    IF (P .EQ. 1) GO TO 131
51    IF (P .EQ. 2) GO TO 132
50
49 131  GO 301  J = 1,87
48    IF (ND(J) .EQ. 1) CALL UPPER(P,Q,J)
47 301  CONTINUE
46
45 132  GO 202  J = 1,87
44    IF (ND(J) .EQ. 1) CALL LOWER(P,Q,J)
43 202  CONTINUE
42
41 133  GO 407  MC = 1,2
40    IF (MC .EQ. 1) GO TO 141
39    IF (MC .EQ. 2) GO TO 142
38
37 141  GO 401  J = 1,97
36    IF (MC(J) .EQ. 1) CALL UPPER(P,Q,J)
35 401  CONTINUE
34
33 142  GO 402  J = 1,97
32    IF (MC(J) .EQ. 1) CALL LOWER(P,Q,J)
31 402  CONTINUE
30
29 145  GO 406  MD = 1,2
28    IF (MD .EQ. 1) GO TO 151
27    IF (MD .EQ. 2) GO TO 152
26
25 151  GO 501  J = 1,87
24    IF (ND(J) .EQ. 1) CALL UPPER(P,Q,J)
23 501  CONTINUE
22
21 502  CONTINUE
20
19 506  KE = 1,2
18    IF (KE .EQ. 1) GO TO 161
17    IF (KE .EQ. 2) GO TO 162
16
15 161  GO 601  J = 1,87
14    IF (NF(J) .EQ. 1) CALL UPPER(P,Q,J)
13 601  CONTINUE
12
11 602  CONTINUE
10
9
8 555
GO TO 173

GO TO 183

GO TO 2000

WRITE HEADINGS.

WRITE(*,10000)

1000 FORMAT(1X,'A',I,K,Q,P)

ACSTAG = NUMBER OF STAGES IN THE SYSTEM
NOST1 = NUMBER OF STATES AT STAGE 1
N = A VARIABLE DEANING THE CURRENT STATE
I = A VARIABLE DENOTING THE CURRENT STATE.
GO TO 230

WE ARE AT STATE (2,1). THERE ARE 2 ACTIONS.

NACT1 = A VARIABLE DENOTING THE NUMBER OF ACTIONS AT STATE (2,1).

K = THE CURRENT ACTION.

210  
CD 220  K = 1; NACT1

IF (K.EQ.1) CALL CNE (N,1,K,M(1),C(1),F15,TV261)

IF (K.EQ.3) CALL VALUE (1,K,M(3),P19,P3,P3,TV28)

1 M21(F13,TV21),C(21),M(21),C(21),F17,TV262

220  CONTINUE

F26 = A'WAXXTV261,TV262

IF (ABS(IF26-TV251).LT.0.0001) CALL OPTIMA (N,1,F26,1)

IF (ABS(IF26-TV262).LT.0.0001) CALL OPTIMA (N,1,F26,2)

220  CONTINUE

GU TC 5000

AT THIS POINT STAGE 2 ENDS. STAGE 3 STARTS NOW.

NCST = NUMBER OF STATES AT STAGE 3.

240  
CD 370  I = 1, NCST

IF (I.EQ.1) GO TO 250

IF (I.EQ.2) GO TO 270

IF (I.EQ.3) GO TO 290

IF (I.EQ.4) GO TO 310

IF (I.EQ.5) CALL TECPN (1,F35,R(42),C(42))

IF (I.EQ.6) CALL ZERO (N,F35,R(43),C(43))

IF (I.EQ.7) GO TO 330

IF (I.EQ.8) CALL TWO IN,1,0.034,F(45),F215,TV318,TV38

IF (I.EQ.9) CALL TWO IN,1,F35,R(46),C(46)

IF (I.EQ.10) CALL TWO IN,1,F35,R(47),C(47)

IF (I.EQ.11) GO TO 350

IF (I.EQ.12) CALL TWO IN,1,0.035,F35,F219,TV219,F312

IF (I.EQ.13) CALL TWO IN,1,0.041,C501,F220,TV213,F313

IF (I.EQ.14) CALL TWO IN,1,0.041,C51,TV214,F314

GO TO 370

WE ARE AT THE STATE (3,1). THERE ARE 3 ACTIONS.

NACT = NUMBER OF ACTIONS AT STATE (3,1).

250  
CD 250  K = 1; NACT

IF (K.EQ.0) CALL CNE (N,1,K,M(38),F213,TV311)

IF (K.EQ.2) CALL VALUE (N,1,K,M(24),P25,P25,P3,P3)

1 B215,F312,F312,M(31),C(31),P25,C(25),C(25),P25,F213,TV312

IF (K.EQ.3) CALL VALUE 1 N,1,K,M(26),P26,P26,P26,TV26

1 B26,F312,F312,M(38),C(38),K123,C231,K122,K122,F27,TV26

260  CONTINUE

F31 = A'WAXXTV311,TV312,TV313

IF (ABS(IF31-TV311).LT.0.0001) CALL OPTIMA (N,1,F31,1)

IF (ABS(IF31-TV32).LT.0.0001) CALL OPTIMA (N,1,F31,2)

IF (ABS(IF31-TV33).LT.0.0001) CALL OPTIMA (N,1,F31,3)

GO TO 370

WE ARE AT STATE (3,2). THERE ARE 2 ACTIONS.

NACT = NUMBER OF ACTIONS AT STATE (3,2).
357 C GO TO 370
358 C
359 C WE ARE AT (5,11), THERE ARE 2 ACTIONS.
360 C NACT = NUMBER OF ACTIONS AT (5,11).
361 C
362 360 GO TO 360 K = 1, NACT
363 IF (K, #1) CALL CBEN1(K, C(37), C(48), F21, TV3111)
364 IF (K, #2) CALL CBEN2(K, C(36), P21, P22, P3(30), P2(38), P1(38), P3(38), F21, TV3111)
365 IF (K, #3) CALL CBEN3(K, C(48), P21, P22, P3(30), P2(38), P3(38), F21, TV3111)
366 360 CONTINUE
367 C F311 = MAX(TV3111, TV3411)
368 C IF (T3(F311, TV3111), LT. 0, CC011) CALL OPTIMA(N, 1, F311, 1)
369 C IF (T3(F311, TV3411), LT. 0, CC011) CALL OPTIMA(N, 1, F311, 2)
370 C 370 CONTINUE
371 C GO TO 5000
372 C STAGE 7 ENDS HERE AND STAGE 4 STARTS.
373 C NUST4 = NUMBER OF STATES IN STAGE 4.
374 C
375 380 GO TO 310 K = 1, NUST4
376 IF (K, #1) CALL ZEPHI(N, 1, F41, P(52), C(52))
377 IF (K, #2) CALL ZEPHI(N, 1, F42, P(53), C(53))
378 IF (K, #3) GO TO 390
379 IF (K, #4) GO TO 410
380 IF (K, #5) GO TO 430
381 IF (K, #6) GO TO 470
382 IF (K, #7) GO TO 470
383 IF (K, #8) GO TO 490
384 IF (K, #9) CALL T3(41, 1, 0(64), C(60), F35, TV491, F49)
385 IF (K, #10) CALL T3(41, 1, 0(47), C(61), F310, TV410, F410)
386 371 GO TO 510
387 C
388 390 GO TO 400 K = 1, NACT
389 IF (K, #0) CALL CBEN1(K, C(36), C(43), P(43), P(43), P(36), C(36), C(43), C(48), F21, TV3111)
390 IF (K, #1) CALL CBEN2(K, C(36), P21, P22, P3(30), P2(38), P3(38), F21, TV3411)
391 IF (K, #2) CALL CBEN3(K, C(48), P21, P22, P3(30), P2(38), P3(38), F21, TV3311)
392 IF (K, #3) CALL CBEN4(K, C(48), P21, P22, P3(30), P2(38), P3(38), F21, TV3211)
393 IF (K, #4) CALL CBEN5(K, C(48), P21, P22, P3(30), P2(38), P3(38), F21, TV3211)
394 390 CONTINUE
395 C F400 = MAX(TV3111, TV3411, TV3311, TV3211)
396 C IF (T3(F400, TV3111), LT. 0, CC011) CALL OPTIMA(N, 1, F400, 1)
397 C IF (T3(F400, TV3411), LT. 0, CC011) CALL OPTIMA(N, 1, F400, 2)
398 C IF (T3(F400, TV3311), LT. 0, CC011) CALL OPTIMA(N, 1, F400, 3)
399 C IF (T3(F400, TV3211), LT. 0, CC011) CALL OPTIMA(N, 1, F400, 4)
400 400 CONTINUE
477 IF (X, EQ, 1) CALL OMIT(N,1,K,0,(60),C(58),F36,TV481)
478 IF (X, EQ, 2) CALL VALUE(N,1,K,0,(60),C(58),F36,TV481)
479 IF (X, EQ, 1) CALL OMIT(N,1,K,0,(60),C(58),F36,TV481)
480 DC 5CC X = 1, NACT13
481 F4 = AMAX1(TV461,TV462)
482 IF (X, EQ, 1) CALL OMIT(N,1,F46,11)
483 IF (X, EQ, 1) CALL OMIT(N,1,F46,12)
484 NACT = NACT12 = NUMBER OF ACTIONS AT STATE (4,7).
485 NACT12 = NACT12 = NUMBER OF ACTIONS AT STATE (4,7).
486 NACT12 = NACT12 = NUMBER OF ACTIONS AT STATE (4,7).
487 NACT12 = NACT12 = NUMBER OF ACTIONS AT STATE (4,7).
488 CCNTINUE
489 F4 = AMAX1(TV471,TV472,TV473,TV474)
490 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
491 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
492 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
493 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
494 CCNTINUE
495 F4 = AMAX1(TV461,TV462)
496 IF (X, EQ, 4) CALL OMIT(N,1,F46,11)
497 IF (X, EQ, 4) CALL OMIT(N,1,F46,12)
498 CCNTINUE
499 CCNTINUE
500 CCNTINUE
501 CCNTINUE
502 CCNTINUE
503 CCNTINUE
504 CCNTINUE
505 CCNTINUE
506 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
507 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
508 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
509 NACT13 = NACT13 = NUMBER OF ACTIONS AT STATE (4,7).
510 CCNTINUE
511 CCNTINUE
512 CCNTINUE
513 CCNTINUE
514 CCNTINUE
515 CCNTINUE
516 CCNTINUE
517 CCNTINUE
518 CCNTINUE
519 CCNTINUE
520 CCNTINUE
521 CCNTINUE
522 CCNTINUE
523 CCNTINUE
524 CCNTINUE
525 CCNTINUE
526 CCNTINUE
527 CCNTINUE
528 CCNTINUE
529 CCNTINUE
530 CCNTINUE
531 CCNTINUE
532 CCNTINUE
533 CCNTINUE
534 CCNTINUE
535 CCNTINUE
NACT14 = NUMBER OF ACTIONS AT STATE (5, 1).

F51 = \text{MAX}(TV511, TV512, TV513, TV514, TV515, TV516, TV517, TV518).

CONTINUE

GO TO 570

WE are at STATE (5, 2). THERE ARE 7 ACTIONS.

NACT15 = NUMBER OF ACTIONS AT STATE (5, 2).
807 IF (EXTX(F2-TV2=0),LT,0,00001) CALL OPTIMAIN(1,F3,6)
808 IF (EXTX(F2-TV2=0),LT,0,00001) CALL OPTIMAIN(1,F3,7)
809 C
810 C
811 C 57C CONTINUE
812 C
813 C
814 C STATE 6 STARTS HERE. THIS IS THE LAST STAGE.
815 C THIS IS THE STATE ONLY STATE (6.1).
816 C I = THE STATE VARIABLE.
817 C II = NUMBER OF ACTIONS AT STATE (6,1).
818 C
819 C
820 C I = 1
821 C
822 C
823 C DC 5000 K = 1,44000
824 C
825 C IF (I5,60,1) CALL C(KI,1,K,CI,1,1,CR,1,1,CR,1,1,CR,1,1,TV1,1,TV1,2,TV1,3,TV1,4,TV1,5)
826 C
827 C IF (I5,60,1) CALL C(KI,1,K,CI,1,1,CR,1,1,CR,1,1,CR,1,1,TV1,1,TV1,2,TV1,3,TV1,4,TV1,5)
828 C
829 C IF (I5,60,1) CALL C(KI,1,K,CI,1,1,CR,1,1,CR,1,1,CR,1,1,TV1,1,TV1,2,TV1,3,TV1,4,TV1,5)
830 C
831 C 58C CONTINUE
832 C
833 C
834 C 6,1 = (MAX(LTV1,TV1,12,TV1,12,TV1,14,TV1,15)
835 C
836 C
837 C IF (I5,60,1) CALL OPTIMAIN(1,F61,1,1)
838 C
839 C IF (I5,60,1) CALL OPTIMAIN(1,F61,1,1)
840 C
841 C
842 C
843 C 5500 CONTINUE
844 C
845 C
846 C DC 501 LL=1,87
847 C
848 C IF (I5,60,1,1) P(1,L)=P(L)
849 C
850 C
851 C 511 CONTINUE
852 C
853 C
854 C 592 CONTINUE
855 C
856 C
857 C 612 CONTINUE
858 C
859 C
860 C 544 CONTINUE
861 C
862 C
863 C 544 CONTINUE
864 C
865 C
866 C 544 CONTINUE
867 C
868 C
869 C 544 CONTINUE
870 C
871 C
872 C 544 CONTINUE
873 C
874 C
875 C 544 CONTINUE
876 C
877 C
878 C 544 CONTINUE
879 C
880 C
881 C 551 CONTINUE
882 C
883 C
884 C 592 CONTINUE
885 C
886 C
887 C 544 CONTINUE
888 C
889 C
890 C 544 CONTINUE
891 C
892 C
893 C 544 CONTINUE
894 C
895 C
896 C 544 CONTINUE
897 C
898 C
899 C 544 CONTINUE
900 C
901 C
902 C 544 CONTINUE
903 C
904 C
905 C 544 CONTINUE
906 C
907 C
908 C 544 CONTINUE
909 C
910 C
911 C 544 CONTINUE
912 C
913 C
914 C 544 CONTINUE
915 C
916 C
917 C 544 CONTINUE
918 C
919 C
920 C 544 CONTINUE
921 C
922 C
923 C 544 CONTINUE
924 C
925 C
926 C 544 CONTINUE
927 C
928 C
929 C 544 CONTINUE
930 C
931 C
932 C 544 CONTINUE
933 C
934 C
935 C 544 CONTINUE
936 C
937 C
938 C 544 CONTINUE
939 C
940 C
941 C 544 CONTINUE
942 C
943 C
944 C 544 CONTINUE
945 C
946 C
947 C 544 CONTINUE
948 C
949 C
950 C 544 CONTINUE
951 C
952 C
SUBROUTINE ZERO calculates the terminal values at the intermediate stages and writes p, t, and p.

We call subroutine ZERO whenever a terminal state occurs.

SUBROUTINE ONE calculates the value of the state under action n with other actions.

We call subroutine ONE whenever action n appears, together.

SUBROUTINE TWO A) calculates the trivial value of a state.

Under action 1, when this action is the only one, it sets the trivial value equal to optimal value and writes it.

We call subroutine TWO whenever there is only one action.

SUBROUTINE TWO B) calculates the trivial value of a state.

The trivial value is the maximum of the weights of the states.

We call subroutine OPTIMA assigns the best action.

SUBROUTINE OPTIMA (n, l, k, best)

writes (6, 3001), l, f, k, best

format x, 12, 2x, 15, 79x, f10.2

return

END
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