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PREFACE

This thesis describes two projects. The first concerns the Author's share of the design, construction and operation of the Durham High Energy Cosmic Ray Spectrograph. This conaisted in the development of an automatic momentum analyser and its operation over a period of several months during which time some 250,000 particles were recorded. The development of a momentum selector with which very high energy particles may be selected is also described.

The second project is concerned with an experiment using the spectrograph in a measurement of the ionisation loss of relativistic
$\mu-m e s o n s$ in neon. This experiment was the responsibility of the Author alone. The design and construction of the proportional counters and ancillary electronic equipment used in the experiment are described and preliminary resmlta are given of the variation with momentum of the ionisation loss of fast $\mu$-mesons in neon.

This work was carried out at the University of Durham under the supervision of Dr. A.W. Wolfendale.

Some of the results of the work with the spectrograph have been published by the Author and his colleagues; Ashton et el, 1960.
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INTRODUCTION

### 1.1. General features of the Cosmic Radiation

The primary cosmic ray flux at the top of the atmosphere has been shown to consist predominantly of protons with smaller numbers of alpha particles and heavier nuclei. On entering the atmosphere the primary particles interact with the nuclei of the air molecules with a mean free path of about $125 \mathrm{gm} \mathrm{cm}^{-2}$. Thus most of the interactions take place in the first few hundred $\mathrm{gm} \mathrm{cm}^{-2}$ of the atmosphere, i.e. at heights above about 10 km .

Although the flux of primary particles falls with increasing energy, in many cases the energies involved in the collisions are considerably above the threshold for $\pi$-meson production. The $\pi$-mesons are unstable particles with a mass of about 270 electron masses and are produced in both neutral and charged states. The neutral $\pi^{0}$-meson has a half life $<5 \times 10^{-16} \mathrm{sec}$. and decays into two photons. The charged $T^{t}$-meson has a half life of $2.56 \times 10^{-8}$ sec. and decays into a $\mu^{ \pm}$-meson and a neutrino. As a consequence of the very short half life of the $\pi^{\circ}$-meson the photons are formed very close to the point of collision whereas the $\pi^{ \pm}$-mesons have some probability of interacting before decay, especially when their velocity is high enough for time dilation to be important. At a depth of a few hundred $\mathrm{gm}_{\mathrm{Cm}}{ }^{-2}$ however, the air density is so low
that only the very fast $\pi^{ \pm}$-mesons (energy $>100 \mathrm{GeV}$ ) have an appreciable chance of interacting before they are essentially 'removed' by $\pi-\mu$ decay.

The photons produced when a $\pi^{0}$-meson decays interact strongly with the electromagnetic fields of the air nuclei and produce electron-pairs. Some fast electron production also occurs by the Compton effect. These fast electrons lose energy by ionisation and, to a greater extent, by Bremsstrahlung radiation. Thus further photons are produced which, in turn, produce more electron pairs. The result is that an electron-photon cascade is built up which is propagated through the atmosphers. If the energy of the initial particle is sufficiently high a significant number of electrons may penetrate to sea level, constituting an 'extensive air shower'; for example a primary cosmic ray of energy $10^{14} \mathrm{eV}$ produces a shower of about 2,000 electrons at sea level.

In the vast majority of interactions however, the $\pi$-mesons are emitted with comparatively low energy and after very fow generations the energies of the individual photons fall below that necessary for pair-production, and other non-multiplicative processes complete the energy degradation. These small showers die out in the upper levels of the atmosphere.

As mentioned already, the charged $\pi^{*}$-meson decays into a $\mu^{t}$-meson (of mass $206 \mathrm{~m}_{\mathrm{e}}$ ) and a neutrino of these particles the $\mu^{t} \rightarrow$ meson is of greater importance in so far as development of the cosmic radiation is concerned, since, although the neutrino
carries off an appreciable fraction of the energy of the $\pi^{ \pm}$-meson, its cross-section for interaction with nuclei is only $\sim 10^{-45} \mathrm{~cm}^{2}$ and therefore vanishingly small. The $\mu$-meson is a far more stable particle than the $\pi^{ \pm}$-meson having a half life against decay of $2.22 \times 10^{-6}$ sec. Its interaction with nuclei is very weak and, at energies below about $10^{12} \mathrm{eV}$, the most important source of energy loss is due to ionisation which, for a high energy $\mu$ meson in air, amounts to about $2 \mathrm{Mev} / \mathrm{gm} \mathrm{cm}^{-2}$, i.e. about 2 GeV for traversal of the whole atmosphere. Many of the $\mu$-mesons therefore reach sea level and the more energetic particles even penetrate far underground. The $\mu$-mesons which deces do so into an electron and two neutrinos. These decay electrons undergo some slight cascade multiplication and are responsible for some of the electron-photon component at sea level. The remainder is due to electrons which have been knocked on by fast $\mu$-mesons and those electrons and photons which reach sea level from cascades initiated by $\pi^{\circ}$-mesons.

The cosmic ray flux at sea level therefore consists predominantly of $\mu$-mesons, electrons and photons with bmaller numbers of protons, neutrons and $\pi$-mesons. There is also a very small component of unstable mesons of higher masses and other strange particles.

## 1.2

The Sea Level Spectrum

## Signifjcance of the Spectrum

In order to obtain information on both the oualitative and quantitative aspects of Cosmic Rays, measurements of the momentum spectrum have been made at various altitudes and below ground. The work to be described is concerned with measurements of the sea level spectrum. A precise knowledge of this spectrum is important for a variety of reasons. Apart from its owm intrinsic worth it is possible by comparison with other data to obtain information on several aspects of Cosmic Radiation. These may be conveniently listed:
(1) A comparison with the depth-intensity curve provides information on the energy loss of very high energy $\mu$-mesons.
(2) A comparison with the spectrum at difforont derthe underground yields ainilar inforination, but in this case as the spactra cen be compared at different momenta a comparison with the spectrum obtained at one point underground is equivalent to several measurements on the depth intensi.ty curve.
(3) A comparison with the sea level spectrum predicted from a knowledge of the primary cosmic ray spectrum and the diffusion equations of the various components is an indirect source of information on very high energy nucleon-nucleon interactions.
(4) A study of the time-variation of the sea level spectrum, its energy dependence and its correlation with terrestial or extraterrestial phenomena may provide information on the sources of cosnic radiation.

## Provious measurements

A review of the technique and instruments used by previous workers is given in Chapter 2. The most precise measurements have beon made with magnetic spectrographs, notably those at Manchester, Hyams et al (1950), and Sydney, Caro et al (1951), The Manchester group have measured the spectrum fron 0.5 to $20 \mathrm{GeV} / \mathrm{c}$, making measurements on some 20,000 particles. Later modifications of the Manchester Spectrograph extended the upper limit of measurement to $300 \mathrm{GeV} / \mathrm{c}$ (Holmes et al, 1955) and a preliminary analysis by Rodgers (1957), based on 1000 particles of monenta $>20 \mathrm{GeV} / \mathrm{c}$, has yielded some interesting results. Using the method of item 1 above, an unexpectedly high value for the energy loss of very high energy $\mu-$ nesons was found. Also, an increasing difference between the predicted and experimental sea level spectra with increasing energy appeared to indicate a large contribution to the fast $\mu$-meson flux at sea level from sources other than the decay of $\pi$-mesons.

## Future measurements

The spectra deternined by the instruments at Manchester and • Sydney are not in very good agreement in the common momentum region $<20 \mathrm{GeV} / \mathrm{c}$. This may be due to the differing experimental bias in
the two instruments, but further precise measurements are required both to decide the issue and to improve the statistics.

The work of Rodgers has shown the importance of measurements of the spectrum at momenta $>100 \mathrm{GeV} / \mathrm{c}$, but more results are required and an extension to higher monenta.

The study of the time variation of the sea level spectrum as opposed to the total flux offers considerable scope for future work.

In order to carry out this programme an instrunent is required which has not only a high maximun detectable momentum, but also a high rate of particle collection, without which good 'statistics' will take time to attain. The Durham Spectrograph has been built to satisfy these requirements and has a maximum detectable momentum $\sim 10^{12} \mathrm{eV} / \mathrm{c}$ with an overall collection rate of $3.5 / \mathrm{min}$, and a rate above the maxtmum detectable momentum of rather less than I/day. The Spectrograph will be considered in detail in Chapter 2.

## Autonatic Analysis of Particle Momentum

A number of methods have been employed for the deter:nination of particle momenta in magnetic spectrographs. Probably the simplest is that used by Hyams et al (1950), and described by Owen (1950), where the counters discharged by the ionising particle are recognised by a hodoscope arrangement. The magnetic deflection is then found by a simple calculation. Another method has been used by Caro et al (1951) in which the hodoscope is replaced by a punched card system. Both methods suffer from the disadvantage that the data produced directly by the instrunent is not the quantity actually required,
viz, the magnetic deflection, and further analysis of the data is required. At high rates this problem is serious and some form of automatic analysis is required. The punched card system lends itself to automatic analysis, but the cost is rather great, and the system is rather inflexible. A purely electronic system would obviously be advantageous.

Owen (unpublished) has used an analogue pulse circuit in which the pulses are added simultaneously to permit the rather coarse division of particles into groups of high and low momenta. A refined version of this circuit has been developed for use in conjunction with the Durham Spectrograph.

## 1.3

## Measurements On High Energy $\mu-$-Mesons

Two types of experiments can be carried out with cosmic ray spectrographs. The firsttype concern measurements of spectra, positive-negative ratio etc., and their comparison with other cosmic ray measurements. In the seond type the spectrograph is used as a source of high energy particles of known momentum and sign; the particles being predominantly $\mu$-mesons. The interactions of these particles with atomic electrons and nuclei can therefore be studied. It is experiments of this type that are the special concern of the author.

The study of the behaviour of strongly interacting particles, protons, $\pi$-mesons etc., is the province of the accelerating machines, at least for energies below about 30 GeV . The position
with regard to $\mu$-mesons is otherwise. On account of the comparatively long life time of fast $\pi$ mesons the generation of pure beams of $\mu-m e s o n s$ is difficult and at the present time there appear to have been no machine experiments carried out with $\mu$-mesons of energy above one GeV . Experiments with high energy $\mu$-mesons are therefore still in the province of the cosmic ray physicist.

### 1.4. Statement of work to be described

The work to be described concerns the construction of tho Durham Cosmic Ray Spectrograph, in particular the design, construction and operation of the apparatus associated with the automatic analysis of the particle momenta. The first part of this thesis is devoted to a description of this apparatus together with a brief summary of the results which have been obtained.

The sccond part of the thesis is concerned with a specific experiment with the spectrograph; the measurement of the ionjsation loss of $\mu$-mesons in a gas. The monentum of the $\mu$-meson is determined by the spectrograph and the ionisation loss measured using neon filled proportional counters placed in the particle 'beam'.

## CHAPTER 2

## THE MEASUREMENT OF COSMIC RAY MOMENTA

### 2.1. Introduction

It has been pointed out that measurements of the monenta of sea level cosnic rays are useful and some discussion will be given of the various methods available.

The monentum or energy of a charged particle can be determined by observing its behaviour when acted upon by either electromagnetic or nuclear forces. The theory of electromagnetic interactions is well developed and forms a self consistent whole whereas nuclear forces have proved much more difficult to investigate, both experimentally and theoretically. So far as measurements on $\mu$-mesons are concerned, the methods used to measure monentun or energy have been electromagnetic in nature. The methods are based on measurement of range, scattering or magnetic deflection.

### 2.2. Range measurements

The flux of cosmic rays from a given direction is selected by some form of telescope, usually comprising two or three sets of geiger counters connected in coincidence, and the flux measured with different thicknesses of absorber above the apparatus. This yields the integral range spectrum.

Two modifications of this basic apparatus are also used. One is concerned with the direct measurement of the differential spectrum. This spectrum can be obtained from the results which gave the integral
spectrum, but this is unsatisfactory from a statistical standpoint. The modification consists in placing a further absorber below the telescope and counting only those particles whose range is greater than the thickness of the upper absorber and less than the combined thickness of the two absorbers. This is done by using another detector connected in anticoincidence with the other counters. The other modification is designed to deal with the shorter ranges, where the electron component becomes comparable with the $\mu$ meson component, and it is necessary to distinguish between the two. This is carried out by using the apparatus designed for direct measurenent of the differential spectrum, but only selecting these ovents in which a particie is brought to rest in the lower absorber and is followed by the delayed emission of an electron. The method is rather uncertain, especially for absolute measurements, as it is difficult to predict the detection efficiency for the decay electron.

The range method has been used by various workers to measure the range spectrum at sea level over a range of 10 to $10^{4} \mathrm{gm} \mathrm{cm}^{-2}$ of air. Lead can be used as the absorber for the low ranges, but becomes impracticable for higher momenta and it is necessary to use naturally occurring absorbers; the experiments being performed oither at different depths under water or underground.

### 2.3. Scattering measurement

Measurements of multiple coulomb scattering in a multi-plate cloud chamber, or in a nuclear emulsion, have been used to determine
the momenta of charged particles, usually under conditions where more satisfactory instruments could not be used: for example at the top of the atmosphere (emulsions) or far underground (emulsion and multi-plate cloud chambers).

## The Multi-plate Cloud Chamber

The cloud chamber is controlled by geiger counters which cause it to operate when a particle passes through the sensitive region of the instrument. The statistical accuracy of the measurements is limited by the number of observations of the angle of scattering and therefore by the number of plates. Increasing the number of plates, however, aggravates the turbulence caused by convection currents in the chamber and the number of plates used is rarely more than 10. The uncertainty In momentum of a single particle is usually in the region of $30 \%$ or more.

This technique is of limited use in measuring the momentum spectrum of cosmic rays owing to the low upper limit of measurement $\sim 5 \mathrm{GeV} / \mathrm{c}$ imposed by turbulence, and the poor statistical accuracy. It has been used to study the low momenturn region (up to $1 \mathrm{GeV} / \mathrm{c}$ ) of the spectrum underground (Nash \& Pointon, 1956). Its main application, however, is in the study of the nature and momenta of particles produced in interactions in the plates, and in this connection it has been used, for example, to investigate the interactions of $\mu$ mesons underground.

## The Nuclear Emulaion

The procedure used in measurement is to divide the track up into convenient cells and either measure the mean inclination of each segment or, more usually, measure the co-ordinates of the cell boundaries with respect to some fixed line. The angular deviations are then found from the second differences of these co-ordinates.

The actual relationship between $p \beta$ (the product of the monentum and the particle velocity in units of $c, 1 . e . v / c$ ) and the angular deviation depends on the form that the measurements take and also on the cut-off criterion applied to large gingle scatters, but it can always be expressed in the form $P \beta=\frac{k}{\langle\theta\rangle}$ where $k$ is a constant and $\langle\theta\rangle$ is the particular mean value of $\theta$ used. The maximum value of $P \beta$ that can be measured depends on the size of the grains of the emulsion, mechanical imperfections in the microscope stage, the length of the cell and the magnitude of distortions in the emulsion. The maximum length of cell is usually governed by statistical considerations of the number of cells available. The error to be attached to a measurement in the case of a long track is $\sim 5 \%$ and the maximum $v a l u e$ of $p \beta$ is $\sim 10 \mathrm{GeV}$.

### 2.4. Magnetic Deflection Messurements

The early work was carried out using counter controlled cloud chambers with a uniform magnetic field applied transversely across the chamber. Blackett (1937) and Wilson (1946) using this technique measured the differential sea level spectrum up to $15 \mathrm{GeV} / \mathrm{c}$.

Theory shows that the momentum of a charged particle with unit electronic charge is given by the relation:

$$
\mathrm{p}=300 \mathrm{Hp}
$$

where p is in $\mathrm{eV} / \mathrm{c}, \mathrm{H}$ is in gauss and the radius of curvature of the trajectory $\rho$ is in am. The equation is relativistically invariant.

Consider a section of the trajectory of a charged particle in a uniform transverse magnetic field. Let the length of the chord be 1 and the sagitta be s. Then:

$$
p=300 \mathrm{H} \frac{\frac{1}{2}^{2}}{8 s} \quad \text { if } \quad s \ll \rho
$$

and the highest momentum that can be measured for a given value of H and 1 will depend on the uncertainty in s . The error in s will be the sum of the instrumental error due to finite track width, turbulence, etc. and the error due to multiple scattering. The error due to multiple scattering varies as $1 / \mathrm{p} \beta$, so that at high monenta the fractional error in the momentum tends to a constant value. On the other hand the instrumental exror in s is independent of the momentum of the particle, and the fractional error in the momentum determination therefore increases as the momentum increases.

The instrumental error is determined by operating the chamber without magnetic field and measuring the mean of the apparent values of $s$ for high energy particles, for which the error due to scattering is negligible. The corresponding value of momentum.is known as the maximum detectable momentum.

A lower limit of momentum measurements is set by the multiple scattering which increases as the momentum decreases, but in spectrum measurements this limit is not reached as a cut off is imposed due to low momentum particles being deflected out of the system by the magnetic field.

The maximum detectable momentum can be increased by:

1. Increasing the value of H . This is limited by saturation in iron-cored magnets. Air-cored coils of the Heimholtz type have been used, but to surpess the performance of existing iron-cored magnets the power requirements would be of the order of megawatts.
2. Increasing the track length. This requires both a larger magnet and a larger cloud chamber. A larger cloud chamber means in general a longer cycling time, with a consequent increased loss of events; also the greater turbulence due to increased convection currents may cancel out any gain due to increased track length.

It seems likely that the limit has been reached with the magnet cloud chamber technique and other techniques are necessary in order to extend the range of investigation to higher momenta.

### 2.5. Magnetic Spectrographs

0
The optical arrangement for photographing the tracks in a magnet-cloud chamber are such that the full potentialities of the uniform field region of a given magnet are not realised, and the non-uniform field region is, of course, not used at all. Hyams
et al (1950) give a figure of $5 \%$ for the ratio of $\int \mathrm{H} d \mathrm{~V}$ ( $V$ - volume) used to total value of $\int H d V$ for a typical magnet-cloud chanber.

A great advance in the magnetic deflection technique was made when instruments were devised which used almost all of the field region. In this method the direction of the particle trajectory before and after deflection is measured, the detecting elements lying outside the field region. Thus, besides making much fuller use of the magnetic field, the distance between location points can be increased independently of the magnet dimensions.

Several instruments employing this principle (spectrographs) have been operated. The first high energy spectrograph was the instrument at Sydney (Caro et al, 1951). A diagram of this spectrograph is shown in Fig. 2.5.1. Each of the throe sets of gelger counters used to locato the particle trajectory consists of two overlapping layers of counters connected so as to be equivalent to a single layer of counters of one third the diameter. The magnetic field is produced by an electromagnet with appropriately shaped pole pieces. The maximim value of H is 13,500 gauss giving a value of $\int \mathrm{Hdl}$ of $7.4 \times 10^{5}$ gauss-cm and a maximum detectable momentum of $\sim 100 \mathrm{GeV} / \mathrm{c}$. The instrument has been used to measure the sea level spectrum at vertical incidence (Garo et al, 195.1) and at angles to the vertical (Moroney \& Parry, 1954).

A diagram of a later spectrograph, the Manchester instrument (Hyams et al, 1950) is shown in Fig. 2.5.2. Two magnets are used here with three sets of geiger counters to locate the particle
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trajectory. The counters designated $G$ ensure that the particle actually passes through the air gaps of the two magnets and also reduces the number of spurious events. The two magnets are operated with their fields similarly directed and the total value of $\int$ Hdl at maximum field is $\sim 12.8 \times 10^{5}$ gauss cn yielding an m.d.m. (́maximum detectable monentum) of $\sim 20 \mathrm{GeV} / \mathrm{c}$.

Geiger counters are not the only detectors that have been used in this type of spectrograph. Glaser et al (1950) used two cloud chambers one above and one below the magnet, attaining an m.d.m. of $\sim 70 \mathrm{GeV} / \mathrm{c}$ by this method. This arrangement suffers, however, from two defects when compared with the two instruments described above.

1. The long cycling time of the cloud chambers limits the rate of particle collection.
2. The instrumental errors are not constant, so that the m.d.m. may vary over the period of the experiment.

Both of these defects apply wherever cloud chambers are used in spectrographs.

Cloud chambers have also been used in the Manchester Spectrograph to increase the m.d.m. to $\sim 300 \mathrm{GeV} / \mathrm{c}$ (Rodgers, 1957). The modification to the Manchester instrument consisted in placing horizontal shallow cloud chambers just above each tray of geiger counters. The chambers were controlled by the five-fold coincidence
between the three trays of locating counters and the two sets of guard counters, and by photographing the tracks in all three cloud chambers simultaneously it was possible to locate the particle trajectory at each level to within $\pm 0.8 \mathrm{mn}$.

The work of Rodgers with the modified instrument has been outlined above. The rate of particle collection by this instrument is limited by the use of two magnets, and although the cycling time is not so important at high momenta, when a system of preliminery momentum selection is used, the other disadvantage of cloud chamber systems, the inconstancy of the m.d.m., is very important.

A spectrograph has been constructed at Durham with the aim of achieving a high rate of particle collection, coupled with a high m.d.m. This instrument also uses two forms of particle detection; geiger counters for low momenta and neon flash-tubes (Conversi, 1955) for high monenta. In this case the m.d.m. is constant for a given arrangement, being set by the geometrical properties of the flash-tubes. The rate of particle collection is also improved over that of the Manchester instrument by using one magnet and detecting trays of large area.

## CHAPTER 3

## THE DURHAM COSMIC RAY SPECTROGRAPH

### 3.1. The geometrical arrangement

A schematic diagram of the instrument is show in Fig. 3.1.1. The particle trajectory through the apparatus is defined by Geiger counters in the five levels designated $A, B, C, D \& G$. The counters in $A, B, C \& D$ locate the position of the trajectory and the counters in $G$ ensure that it also passes through the magnetic field.

The distance from the extreme counter trays to the centre of the magnetic field is 2.67 m and the solid angle subtended by these trays at the centre of the instrument is $8.0 \times 10^{-2}$ sterad. 25 geiger counters are used in the trays A \& D and 11 in each of the trays B\&C. All the counters have internal diameter 3.6 am and are spaced 3.8 an apart in each tray. The counters in $A \& D$ are 60 an long and those in B, C \& G are 26 cm long. The entire system is aligned by two hanging wires to an estimated accuracy of 0.25 mm at each level.

### 3.2. The Magnatic Field

The magnet is an air-cooled Blackett-type electromagnet operating at a maximun current of 70 amps at 440 volts. The pole faces are $30 \times 40 \mathrm{~cm}$ with the longer dimension horizontal. With the existing pole gap of 15 cm the maximum field strength is 12,010 gauss and the line integral, $\int \mathrm{H} d \mathrm{l}$, for vertical trajectories through the centre of the field is $6.60 \times 10^{5}$ gauss-cm.


The value of the line integral $\int H A l$ has been determined by two methods. Firstly by the indirect method of measuring the value of H at various points with a flumeter and evaluating the integral numerically, and secondly by using the deflected wire technique. The two methods give concordant results to within $1 \%$.

### 3.3. Particla rates

The rate of particles through the spectrograph varies from $5.5 \mathrm{~min}^{-1}$ at zero field to $3.6 \mathrm{~min}^{-1}$ at maximum field. The decrease in rate with increasing magnetic field is due to the reduction in acceptance angle for particles of large deflection.

### 3.4. The accuracy of momentum measurement

Using the nomenclature of Fig. 3.4.1. the momentum of a particle is given by:

$$
p=\frac{D}{(a-b)^{+(d-c)}} \times 300 \int H d l \mathrm{eV} / \mathrm{c}
$$

In practice the deflection (a-b) + (d-c) is measured in terms of geiger counter diameters and each particle is allotted to a momentum category $n$ given by the relation

$$
n=\left(n_{A}+n_{D}\right)-\left(n_{B}+n_{C}\right)
$$

where $n_{A}$, etc. refers to the number of the counter discharged in layer A etc. The finite diameter of the counters imposes an instrumental limit on the accuracy of the momentum determination. Another limit is imposed by scattering in the instrwant.

N.T.S.
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## The Instrumental Iimit

The uncertainty due to finite size of the geiger counters is given, for large category numbers, $n$, by the approximate relation $\delta_{p} / p=\frac{0.3}{n}$

At high moments, i.e. low category numbers, the error is not symmetrical and it is necessary to determine the complete momentum spectrum for particles within the category.

The momentun spectrum for a given category is found as follows. The acceptance function of the category is determined as a function of monentum (or, more precisely, the displacement of the particle trajectory). The product of this function and the intensity of the incident differential spectrum for given values of momentum then gives the required monentum spectrum for tho category. The acceptance function has been determined by making a series of trial measurements on a scale diagram of the spectrograph and has also been evaluated analytically.

As an example, the author used the sea level spectrum measured by the Manchester group and the acceptance function derived analytically by a colleague, Mr. J.L. Lloyd, to determine the momentum spectrum for categories $n=2$ and $n=10$. They are shown in Fig. 3.4.2. and Fig. 3.4.3.


FIG. 3. 4.2. THE MOMENTUM SPECTRUM FOR CATEGORY 2.


FIG. 3.4.3. THE MOMENTUM SPECTRUM FOR CATEGORY 10.

## Scattering

The uncertainty in monentum due to scattering has been calculated. At maximun field strength and with the geiger counters alone the error amounts to 2.06\%. When the neon flash tube assembly is inserted, in order to raise the limit of momentum measurement, the error is increased to $4.06 \%$. When the ionisation measurements are made it necessarily increases the amount of material in the beam of the instrument still further giving a final error of $5.4 \%$.

The principle of the scattering oalculation will be illustrated by calculating the scattering introducad by the proportional counters and their container.

The simplifying assumption will be made that the scattering can be treated as if it took place at a series of discrete points rather than spread out over a series of finite distances. The inj.tial scattering problem, i.e before the proportional counters are inserted, then becomes as shown in Fig. 3.40.

The total r.m.s. angle of scattering in a given direction is given by

$$
\begin{aligned}
& \sqrt{\overrightarrow{\theta^{2}}}=\left[\frac{\left.\bar{\theta}_{1}^{2}+\bar{\theta}_{2}^{2}+{\overline{\theta_{3}^{2}}}_{2}^{2}\right]^{\frac{1}{2}} \quad \text { or since } \overline{\theta_{1}^{2}}=\bar{\theta}_{3}^{2}}{\sqrt{\bar{\theta}^{2}}}=\left[\frac{2 \bar{\theta}_{1}^{2}+\bar{\theta}_{2}^{2}}{2}\right]^{\frac{1}{2}}\right.
\end{aligned}
$$



FIG. 3. 4. 4 SCATTERING IN THE SPECTROGRAPH:
BOTH THE TRAJECTORY SHOWN IN FULL LINE \& THE TRAJECTORY SHOWN IN DOTTED BELONG TO THE SAME CATEGORY. IN THIS CASE Q, THE EQUIVALENT DEFLECTION AT THE CENTRE OF THE SYSTEM, IS EQUAL TO $\theta$.
$\sqrt{\overline{\theta_{1}^{2}}}$ is the total r.m.s. angle of scattering in the G.M. counter and flash tube assembly in level B.
$\sqrt{\theta_{3}^{2}}$ is the same for level $C$.
$\sqrt{\overline{\hat{\theta}_{2}^{2}}}$ is the r.m.s. angle of scattering in the G.M. counters in level $G$.

The scattering introduced when the proportional counters are inserted into the spectrograph cannot be added to the initial scattering in quite the same straightforward manner, as the scattering in this case takes place not within the magnetic deflection region, but between two of the direction defining levels $A$ and $B$. It is required therefore to replace an actual romes. angle for scattering $\sqrt{\overline{\theta_{4}^{2}}}$ at a distance say 1 above level $B$ by an equivalent romes. angle of scattering $\sqrt{\overline{\theta_{s}^{2}}}$ at the centre of the system. Using the nomenclature of Figure 3.4.5. It can be seen that for small angles and for near vertical trajectories

$$
\left.\sqrt{\overline{\theta_{s}^{2}}}=\left(\frac{D-L}{D}\right) \sqrt{\overline{\theta_{4}^{2}}} \quad \& \quad \sqrt{\bar{\theta}^{2}} \quad \frac{2 \bar{\theta}_{1}^{2}+\bar{\theta}_{2}^{2}+\overline{\theta_{s}^{2}}}{2}\right]^{1 / 2}
$$

Calculation of $\sqrt{\overline{\theta_{4}^{2}}}$.

The romes. angle of scattering is given, to sufficient accuracy, by the relation:

$$
\sqrt{\overline{\theta^{2}}}=\frac{E_{s}}{p \beta}\left(\frac{x}{x_{c}}\right)^{1 / 2}
$$



FIG. 3.4.5. SCATTERING IN THE PROPORTIONAL COUNTERS.
BOTH THE TRAJECTORY SHOWN IN FULL LINE \& THE TRAJECTORY SHOWN IN DOTTED BELONG TO THE SAME CATEGORY. IN THIS CASE OE. (SEE FIG. 3.4.4), DOES NOT EQUAL $\theta_{4}$ BUT IS EQUAL TO $\left(\frac{D-l}{\Delta}\right) \theta_{4}$ :
where $\mathrm{E}_{\mathrm{g}}=21 \mathrm{MeV}, \mathrm{X}_{0}$ is the radiation length of the scattering medium in units of $\mathrm{gm} \mathrm{cm}^{-2}$, and $x$ is its thickness in $\mathrm{gm} \mathrm{cm}^{-2}$, and $P \beta$ is the product of momentum (in $\mathrm{MeV} / \mathrm{c}$ ) and velocity/c.

The relevant values for the proportional counter assembly are shown in table 3.4.1.

## Table 3.4.1.

Material $X_{0}$ Thickness (cm) density (gm/c.c.) $\quad x\left(\mathrm{gm} \mathrm{cm}^{-2}\right)$

| Glass | 32.34 | 0.60 | 2.5 |
| :--- | :--- | :--- | :--- |
| Cu | 13.3 | 0.40 | 8.9 |
| Al | 26.3 | 0.16 | 2.7 |
|  |  |  |  |
| The magnetic deflection is given by $\theta=\frac{300 \int_{\mathfrak{P}} \mathrm{Hdl}}{}$ |  |  |  |

where $\int$ Hal $=6.6 \times 10^{5}$ gauss-cm at max. current.
The percentage error due to scattering in the proportional counters then becomes:

$$
\begin{aligned}
\left(\frac{\theta_{5}^{2}}{2}\right)^{1 / 2} \frac{x}{\theta} \frac{100(\%)}{\theta} & \left.=\left(\frac{D-L}{D}\right) \frac{E}{p \beta}\left[\sum\left(\frac{x}{x_{0}}\right)\right]^{\frac{1}{2}} \frac{1}{\sqrt{2}} \frac{p}{300}\right] \mathrm{Hd1} \\
& =3.6 \%
\end{aligned}
$$

for high momentum particles where $\beta \simeq 1$.
This gives a total error due to scattering throughout the whole spectrograph of $5.4 \%$.

By comparing this result with the uncertainty introduced by the finite size of the Geiger counters we see that equality is reached for $\mathrm{n} \simeq 6$.

### 3.5. The Neon Flash Tube Assembly

The maximum detectable momentum of the spectrograph using geiger counters is $\sim 20 \mathrm{GeV} / \mathrm{c}$. In order to increase this to a figure of $\sim 10^{12} \mathrm{eV} / \mathrm{c}$ it is necessary to locate the particle trajectory with much greater accuracy. This is done by using additional detectors in the form of neon flash tubes.

These consisi of glass tubes, filled with neon, which can be made to flash by applying a high voltage pulse within a few microseconds of the passage of an ionising particle. They were invented by Conversi's group at Pisa (Conversi et al, 1955) and dovoloped for use in Cosuic Ray Spactrographes by the Durham Group (Gardener et al, 1957, Coxell et al, 1960).

In the spectrograph, 4 stacks of the tubes are used; one in close proximity to each of the 4 trays of geiger counters as shown In Fig. 3.5.1. Each stack consists of 8 layers of carefully staggered tubes. The tubes are 0.75 cm in diameter, and 62 cm long in the stacks adjacent to the extreme counter trays and 22 can long in the two middle stacks. The system is aligned by two vertically hanging nylon threads which pass through holes drilled in graticules fixed at either end of each stack frame. In this way the system is
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FIG. 3.5.\% THE COMPLETE DURHAM SPECTROGRAPH
aligned to $\pm 0.2 \mathrm{~mm}$ at each level and the accuracy of trajectory location at each level is $\pm 0.3 \mathrm{~mm}$.

The high voltage is applied across a set of thin horizontal aluninium plates placed between the various layers of tubes. When a particle passes through the geiger counter trays a coincidence pulse triggers the high voltage pulsing unit and layers of flashtubes are 'pulsed'. Most of the tubes through which the particle passed flash and photographs are taken of all the layers. Measurement of the reprojected photographs then gives an accurate determination of the deflection of the particle and thus its momentum.

Since the increased accuracy of particle location is only required for small category numbers, i.e. high momentum particles, a 'monentum selector' has been constructed. This comprises an electronic circuit which triggers the high voltage pulsc gonerator only when a fast particle has traversed the spectrograph. In this way a considerable saving in time and film is affected.

The electronic circuits will next be described in sone detail.

## CHAPTER 4

## THE AUROMATIC MQMENTOM ANALYSER

### 4.1. Introduction

A block diagram of the apparatus for the automatic recording and analysis of the particle momenta is shown in Fig. 4.1.1. The overall appearance of the instrument is shown in Plate 4.1. The operation of this unit will be described first in general terms, then the individual units will be considered in some detail and finally an outline of the operating procedure will be given. Details of the performance of the apparatus and the results obtainer using it will be given in Chapter 5 and a description of the unit that sslects only the very high momentur particles in Chapter 6.

### 4.2. General Description

From the diagram (Fig. 4.1.1.) it is seen that each geiger counter is connected to a quenching unit and the outputs from the quenching units in any one tray are connected by a common line to one channel of a Rossi coincidence circuit. When a particle traversing the spectrograph gives rise to a 5 -fold coincidence pulse by discharging a counter in each of the five layers $A, B$, $C, D \& G$ it is recorded.

In order to measure the deflection of the particles traversing the apparatus it is necessary to identify the counters which are discharged. This is done by assigning to each counter in trays



A, B, C and D a pulse forming unit which is triggered each time a particle discharges the counter. The height of the output pulses from each of these units is related in a simple manner to the position of the corresponding counter in each tray, viz:

$$
e_{n}=n \in+k
$$

where $\theta_{n}$ is the output voltage, $n$ is the number of the counter, i.e. its position in the tray. $k$ and $E$ are constants.

The counters in the extreme top and bottom trays, i.e. $A$ and D are each numbered from 1 to 25 and the counters in the two middle trays i.e. $B$ and $C$ are numbered in accordance with their position relative to the counters in $A$ and $D$, i.e. since each of the $B$ and $C$ trays contains eleven counters, they are numbered from 8 to 18.

If now all the pulses associater with tho outcr A and D trays are of positive polarity and all those associated with the middle trays $B$ and $C$ of negative polarity, then addition of the pulses, one from each layer, will give a resultant pulse whose height is a measure of the deflection of the particle and hence its momentum.

## Since:

$$
\begin{aligned}
e_{0} & =\left(e_{A}+e_{B}+e_{C}+e_{D}\right) \\
& =\left[\left(n_{A} \epsilon+k\right)+\left(-n_{B} \in-k\right)+\left(-n_{C} E-k\right)+\left(n_{D} \in+k\right)\right] \\
& =\left[\left(n_{A}+n_{D}\right)-\left(n_{B}+n_{C}\right)\right] E \\
& =n \in
\end{aligned}
$$

where $n$, which gives the deflection in terms of the diameter of the counters, is the category number as defined in Chapter 3.

The resultant pulse is then displayed on a cathode ray oscilloscope and recorded photographically.

Only those pulses associated with a 5-fold coincidence correspond to a particle traversing the whole of the spectrograph and in order to select these pulses it is necessary to ensure either that the pulses are only produced when a 5-fold coincidence has been registered or that they are only recorded under these conditions. The former can be accomplished by gating the individual pulse forming units with the 5-fold coincidence pulse fron the coincidence unit, and the latter by using the coincidence pulse both to trigger the time base of the recording oscilloscope and to brighten the trace. The latter method is in practice easier and has been adopted.

A modification of the same procedure is used to eliminate those events in which one or more additional particles traverse part or the whole of the apparatus at the same timc as a particle rogisters a 5-fold coincidence.

The second particle may arise:
(a) As part of a shower.
(b) Fron a knock-on event produced by the first particle.
(c) By the chance passage of another particle within the resolving time of the system.

These spurious results associated with otherwise genuine 5-fold events are automatically blanked out and do not appear on the
photographic record. They are, however, counted in the total of 5-fold events, and also separately.

### 4.3. The Pulse Forming Onits

The circuit is based on the Manchester design and is shown in Fig. 4.3.1. Under normal conditions $V_{1}$ is on, the potential at the point $B$ is thus less than at $C$ and $V_{2}$ is non conducting. If a positive going pulse is applied at A the potential of the point $B$ rises until it is comparable with that at $C$ and $V_{2}$ starts to conduct. Once this occurs any further rise in potential at $B$ is limited since a continuing rise could only occur if current passed from $A$ to $B$ when the potential of the former was greater than that of the latter, i.e. when $V_{1}$ is biassed in the revorse direction. Thus if a positive pulse of magnitude greater than a certain amount is applied at $A_{2} \nabla_{1}$ is cut off, $V_{2}$ is turned on and the potential of the point $C$ rises by an amount independent of the input pulse and determined only by the power supplies and the circuit parameters, associated with $V_{2}$.

The height of the voltage step at $C$ is then given by

$$
e_{0}=\frac{R_{3}}{\left(R_{2}+R_{3}+R_{\text {diode }}\right)} \quad\left(E_{\text {H.T. }}-E_{\text {Bias }}\right)
$$

When the input pulse is removed the circuit reverts to its original state.

fig 4.3.\% the analogue pulse generator (Positive pulses)

The voltage change at A necessary to achieve satisfactory operation must be greater than ( $E_{B}$ final $-E_{A}$ initial ) or approximately $E_{B i a s}-E_{A}$ initial since with the circuit values employed here point B rises only slightly above Eias.

The size of $\mathrm{R}_{2}$, the common anode load, is chosen to be much greater than either $R_{3}$ or $\mathrm{R}_{\text {diode. The output pulse height then }}$ becomes almost independent of small changes in $R_{\text {diode }}$ and at the same time vuriations in the output load resistor $\mathrm{F}_{3}$ have littie effect on the current flowing through it, so that the circuit beheres as a current pulse generator, a fact of some importance as explained below.

A small amount of capacitative coupling takes place between the input and output terminals via the interelectrode capacity of $V_{1}$ which is of the order of a fow pF. Less than $1 \%$ of the input pulse height breaks through in this manner, however, since in operation the capacitative load across $R_{3}$ is several hundred pF and with $\mathrm{R}_{3}$ $\sim$ Iknthis pulse decays with a time constant less than a microsecond.

A similar circuit can be used to generate negative going pulses by replacing the positive power supplies by negative ones, interchanging the connections of anode and cathode, and applying a negative input pulse to operate the circuit.

It is also possible to construct a pulse forming unit of the required type around a single pentode or triode, but in this case the output pulse is very sensitive to valve characteristics and reliable operation over a long period would not be possible.

In the adopted circuit positive analogue pulses are generated using the double diode circuit (Fig. 4.3.1.) and negative ones by using the complementary circuit preceded by a simple inverter. The height of the output pulse from the pulse forming unit is controlled by varying $R_{2}$. The analogue pulse forming units for the counters in Fray A (or D) are connected together as shown in Fig. 4.3.2. and those for Tray B (or C) as shown in Fig. 4.3.3. The output pulses from all units appear across a common load resistance $R_{3}$ which consists of $R_{3 A, 0}$ and $R_{3 B, c}$ in parallel, D.C. isolation being provided by suitable coupling condensers. The pulses are derived from a high impedance source, i.e. constant current sources, so that the current flowing into $\mathrm{R}_{3}$ from a particular unit is unaffected by the current flowing into it from other units and their effects are additive.

The valuos of $R_{2}$ and $R_{3}$ were chosen to ensure sufficient accuracy of pulse height addition without making the pulse heights too smail (see section 4.8.). The values chosen make $k=0.4$ volts, and $\epsilon=0.08$ volts in the equation $e_{n}=n \epsilon+k$ giving a range of pulses heights from 0.48 to 2.4 volts corresponding to $n=1$ and $n=25$.

### 4.4. The coincidence Circuit

It will be seen from Figs. 4.3.2, and 4.3.3. that the output from each quenching unit in a given tray, besides being connected to a pulse forming unit, is connected via a 100 K resistor to a common line. Pulses on this line are amplified and fed into one of the channels of the Rossi coincidence circuit.

$\begin{array}{cl}\text { VALVES } & V, \text { TO V2S TYPE EB9I } \\ " & V_{26 ~ T Y P E ~ E F G I ~}^{\prime}\end{array}$
FIG. 4.3.2. THE ANALOGUE ,OULSE UNITS IN TRAYS A \& D


The value of the resistor connecting the quenching unit to the common line was chosen to ensure that no interaction took place betwreen the units. This method of coupling unfortunately means that an attenuated version of the quenching unit pulse appears on the common line and in order to operate the Rossi circuit efficiently the pulses must first be amplified. This is done by a grounded grid amplifier ( $V_{1}$ in Figure 4.4.1.) which provides amplification without phase reversal. The positive output pulses from this then pass to the cathode followers $V_{2}$ and $V_{3}$.

The purposes of the double cathode follower arrangement $\nabla_{2}$ and $\nabla_{3}$ and its associated resistance network $R_{4}$ and $R_{5}$ are:
(a) To provide a low impedance source for the signal which has to be fed via a length of coaxial cable to the Rossi circuit. The low impedance source reduces the attenuation and distortion in the connecting link, and
(b) To prevent "grid-current-limiting" in the first valve of the Rossi circuit from reacting back on the Rossi preamplifier. This must not occur since it wouldinterfere with the operation of the multiple event eliminating unit.

The Rossi circuit follows standard practice. The circuit is show in Figure 4.4.2. Five channels are show, but in the proportional counter experiment this was increased to six. $V_{1 A}$ $B, C, D$, and $G$ are inverters. $V_{2 A}, B, C, D$ and $G$ are the Rossi coincidence valves. The univibrator $V_{4}$ is triggered by coincidence pulses from the

TYPE EFgI
discriminator valve $V_{3}$ and operates a message register recording the number of 5 -fold coincidences. The unit gives negative and positive output trigger pulses. The negative one serves to trigger the time-base and the positive one is used to gate the circuit connected with the elimination of spurious records from multiple events and to gate the momentum selector circuit.

## The resolving time of the coincidence circuit

The resolving time is controlled by either the length of the quenching unit pulses or by the time constant of the differentiating networik whici precedes the Rossi valve, depending on which factor limits the length of the pulse appearing at the Rossi valve anode. In this case the tine constant of the differentiating network controls the resolving time, although the dependence is not linear, as it is also a function of the quiescent grid potential of $\mathrm{V}_{2}$.

The choice of suitable values for the differentiating network components was a conpromise between several opposing factors.
(a) The time constant should be as small as possible in order to reduce the number of spurious events.
(b) Instrumantal Iimitations of the minimum value of the time constant.

In its original form the differentiating network did not include the resistor $R_{i}$ and the time constant was given by $\mathrm{C}_{2} \mathrm{R}_{1} 6^{\circ}$. The minimum value of $R_{6}$ was then limited by the grid dissipation of the

Rossi valve and further reduction is $C \int_{2} R_{6}$ could only be obtained by reducing $C_{2}$, but there was a limit here also. The grid resistor $\mathrm{R}_{6}$ was in parallel with a capacity made up of the input capacity of the valve $\mathbf{g}^{C_{k}} \sim 10 \mathrm{pF}$, and the stray capacity of the wiring, of the order of a fow pf, and this, together with $\mathrm{C}_{2}$ formed a potential divider across the source of the signal. Therafore if $C_{2}$ was reduced to only a few pF the signal reaching the grid would be Insufficient to turn off the valve and would make discrimination difficult.

The purpose of the second resistor $R_{7}^{\prime \prime}$ is to overcome this difficulty. $R_{r y}$ is in parallel with $R_{6}$ as far as A.C. signals are concermed, and it is possible to reduce the time constant, without increasing the grid current or attenuating the aignal. Short pulses $\sim 1 \mu s e c$. can he obtained, but unfortunately theso short pulses are not rectangular in shape as the rise and decay times are also of the order of 1 psec. This means that with short pulses the resolving time is a somewhat uncertain quantity and depends very much on the setting of the discriminator stage.

## (c) The Effect of Time Delays

The signals from $A, B, C, D$ and $G$ do not arrive simultaneously. This will lead to a loss of 5 - fold coincidences if the resolving time is too short. The time delays are due to several causes.

1. Time delays in the Geiger counters $\sim$ few $0.1 \mu \sec$.
2. Variations in time delays between input and output pulse among quenching units due to the tolerance of components. A spread of up to $0.5 \mu s e c$, has been found.
3. The delay $\sim 0.5 \mu s e c$. introduced into $A, B, C$ and $D$, but not $G$ counters by the Rossi preamplifiers and associated equipment.
4. Dclays $\sim 1 \mu$ sec. in the inverter stages of Rossi circuit as result of self biassing action and finite pulse rise times.

The distribution of the overall time delays was measured by triggering an oscilloscope from the $G$ counters and examining the 5-fold coincidence pulses on the Rossi valve anode. The results shown in Fig. 4.4.3, are for the final circuit. From these results it is possible to detemino:
(a) The mean time delay relative to the G counters. This was $2.5 \mu \mathrm{sec}$.
(b) An estimate of the number of 5-fold coincidences which were lost. This was less than 1\%.
(c) A measure of the resolving time, since pulses arriving after this time are severely attenuated. The value obtained was $6.0 \pm 1.0 \mu \mathrm{sec}$.

This value was checked by counting the number of 2-fold coincidences between two sets of counters and applying the formula:


FIG. 4.4.3 DISTRIBUTION OF TIME DELAYS

$$
\mathrm{n}=2 \mathrm{~N}_{1} \mathrm{~N}_{2} \mathrm{C}
$$

where $n=$ number of coincidences, $N_{1}$ and $N_{2}$ are the individual rates of two sets of counters and $\mathbb{T}$ is the resolving time. After correction for the genuine 2 -fold coincidence rate this gave $\tau=6.2 \pm 0.6 \mu \mathrm{sec}$. Using this value of $\tau$ the spurious $5-f o l d$ coincidence rate was found to be $0.3 \%$ of the total. (The calculation is given in Chapter 5).

The time delays also affect the amount of overlap of the pulses from the pulse forming units and it was found necessary to increase the original pulse length of the quenching units from 7 to $15 \mu$ secs., in order to obtain a useful plateau region.

### 4.5. The time-base

The internal time-bese of the oscilloscope (Furzehill) that was available was unsuitable and an appropriate one was constructed. The circuit used is shown in Fig. 4.5.1. The negative pulse from the Rossi circuit triggers $V_{1}$ a cathode coupled univibrator. The negative output pulse from this performs two functions.
(a) It cuts off $V_{2}$, producing an exponentially rising pulse at its anode. This pulse is then fed into the X-amplifier of the oscilloscope, and


FIG. 4.5.\% THE TIME BASE
(b) It operates the automatic trace-brightening circuit $V_{3}$ and $V_{4}$. $V_{3}$ is an inverter and amplifier and $V_{4}$ is a cathode follower the positive output pulse from which is fed on to the modulator grid of the cathode ray tube.

### 4.6 The Elimination of Nultiple Events

The purpose of the unit for the elimination of multiple events has already been explained. Its action is based on the fact that if $m$ counters in one tray go off simultaneously the pulse on the common line ie $m$ times as large as that due to a single counter alone. A discriminator $\mathrm{V}_{4}$ following the Rossi preamplifier (Figure 4.4.1.) discriminates between $m=1$ and $m>1$ events, but as only those events which occur at the same time as a 5-fold coincidence are of importance the discriminator valve is normally biassed off at the suppressor grid. The valve is gated by a positive pulse from the Rossi circuit. The anodes of the four discriminators are joined, so that in event of a 2 - or more-fold coincidence occurring in any tray at the same time as a 5-fold coincidence between $A, B, C$, D and G a pulse will appear across the common anode load and trigger the univibrator $V_{5}$. The univibrator and $V_{6}$ and $V_{7}$ then generate a negative pulse which is used to blank out the trace on the oscilloscope. The number of these events is recorded by a message register circuit.

### 4.7. The Oscilloscope and Pul Recording Equipment

The screen of the oscilloscope, which is about three inches in diameter, is masked by a black disc with a vertical rectangular slot in the middle and a corresponding mask fitted inaide the recording camera. Two bulbs are mounted inside the canera cone. One is used to illuminate the scale and the other to provide a time marker. The camera is motor driven, and has an $\mathrm{f} / 1.9$ lens which is used at full aperture. The film used is Ilford HPS.

### 4.8. Factors affecting the accuracy of the momentum analysar

## 1. Accuracy of measurement of $R_{3}$ and $R_{2}$

$R_{3}$ is of the order of one hundred times snaller than $R_{2}$ so that an accuracy of $1 \%$ in $\mathrm{R}_{3}$ is quite sufficient.
$r_{2}$ can be measured to about 1 part of $10^{4}$ at the low resistance end ( $\sim 100 \mathrm{~K}$ ) and to about 1 part in $10^{3}$ at the high resistance end ( $\sim 520 \mathrm{~K}$ ). The limits are imposed by the sensitivity of the galvanometer used in conjunction with the Wheatstone Bridge. The accuracy of the latter is about 1 part in $10^{5}$ at the rated temperature. The actual measurements were performed at a slightly higher temperature, but as relative values only were required this was not important.

It is important that high accuracy be maintained over an appreciable period of time. To this end high stability resistorg were used. A small part of the carbon deposit on each was
carefully removed until their values were within $1 \%$ of the required calculated values. They were then coated with 'Aquatect', allowed to dry and soldered into position. A 'soak-test' in the form of the full H.T. voltage applied across them was performed and no changes in resistance were detected over some 24 hours. The resistors were then made up to the required values by adding small value carbon resistors in series or large values in parallel.

It had been hoped originelly that temperature variations would have little effect on the resistors and that the 'cold' value of the resistors would be sufficiently accurate. Unfortunately this proved not to be the case. The temperature coefficient was found to be $10^{-2} \%$ per ${ }^{\circ} \mathrm{C}$ and taking the anbient temperature of a resistor runnine at its rated value to be $70^{\circ} \mathrm{C}$ (manufacturers' data) this gives an error of about $1 \%$. If all the resistors operated at the same temperature the errors would tend to cancel out, but a considerable proportion of the resistors dissipate far less than their rated wattage. It was necessary therefore both to enclose the resistors in a themostatically controlled cabinet and to measure their values at their maintained working temperatures under such conditions. This was achieved by measuring the resistance, with a bridge circuit, at various times after switching off the H.T., extrapolation back to zero time interval then gave the 'hot' value.

## 2. Variations of Diode Resistance

The diode resistance is a function of several variables, but nowhere does its resistance become greater than about $1 / 2 \%$ of the corresponding value of $R_{2}$. It is shown below that the maximum required accuracy for $R_{2}+R_{3}+R_{\text {diode }}$ is 1 part in 600 , the accuracy required being directly proportional to pulse height. This means that $R_{\text {diode }}$ must be known to about 10 \% to enable the value of $R_{2}+R_{3}$ to be calculated and for reasonable allowances to be made for deviations of the experimental values from the requi.red ones.

## Method of Measurement

An identicel copy of the practical circuit was set up. The voltage drops across both $R_{2}$ and the diode were measured with a high resistance voltueter of high quality. The value of $R_{\text {diode }}$ was found to be dependant on several parameters.
(a) Value of the anode current, $\mathbf{i}_{a}$.

Theory shows that the potential drop across the valve should vary as $i_{a}$ (Child's Law). This was found not to be the case under the conditions in question. Reference to the manufacturer's data for the valve showed values of $i_{a}$ and $v_{a}$ which did agree with the $2 / 3$ power law, but the values of $i_{a}$ were all much larger than the ones being used here. Close examination of the assumptions made in derivation of the formula revealed that the initial kinetic energy of the electrons had been neglected. This contribution to the final energy of the electrons will become more important as $\nabla_{a}$
decreases. Measurements showed that $\mathrm{R}_{\text {diode }}$ varied from about 500 ohm to $I K$ ohm over the range of $i_{a}$ used in practice.
(b) Effect of age.

The effect of age on $\mathrm{R}_{\text {diode }}$ was found to be most noticeable under low current conditions where the initial kinetic energy of the electrons has most effect. The change in $R_{\text {diode }}$ with time appeared to be most rapid in the first few hours after which it settled down.
(c) Heater Voltage, $\mathrm{V}_{\mathrm{h}}$.

A $10 \%$ variation $\operatorname{in} V_{h}$ gave a $10 \%$ change in $R_{\text {diode }}$.

A spread in the value of $R_{\text {diode }}$ was also found for a group of valves operating under identical conditions. The spread amounted to $\pm 15 \%$ of the mean value.

The procedure eventually adopted to cope with these variations due both to heredity and environment was to divide the valves into groups according to their resistance. Valves from the numerically largest group were then used to fill the positions where $R_{\text {diode }}$ is of greatest significance, i.e. where $R_{i}$ has its lowest values. The remainder were then filled with valves from groups of progressively lower resistance. In this way some compensation for the increase of $R_{\text {diode }}$ with decrease of $i_{a}$ could be made. This took care of the majority of the valves and the
values of $R_{\text {diode }}$ in the few remaining positions was of such little importance that the remaining valves could be used in any order. The value of $\mathrm{R}_{\text {diode }}$ used in the calculation is the measured value for $R_{\text {diode }}$ for position 25, i.e. $R_{2}$ minimum.

Replacements for valves are obtained from a collection of aged valves.

## 3. The accuracy of the addition process

(a) Addition of pulses of the same polerity.

The equivalent circuit for this is shown in Fig. 4.8.1. From this it can be show that the output (sum) pulse $\theta_{0}$ is given by:

$$
\begin{aligned}
\theta_{0} & =\left(e_{01}+e_{02}\right)(1-k) \\
\text { where } e_{01} & =\frac{R_{3} E}{R_{2,1}+R_{3}+R_{\text {diode }}} \quad \& \theta_{02}=\frac{R_{3} E}{R_{2,2}+R_{3}+R_{\text {diode }}} \\
\text { and where } k & =\frac{2 R_{3}}{R_{2,1}+R_{2,2}}
\end{aligned}
$$

(b) Addition of pulses of opposite polarity.

The equivalent circuit is show in Fig. 4.8.2. As in the above.

$$
\theta_{0}=\left(\theta_{01}+\theta_{02}\right)(I-k)
$$
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where $\theta_{01}=\frac{R_{3} E}{R_{2,1}+R_{3}+R_{\text {diode }}} \& e_{02}=\frac{R_{3} E}{E_{2,2}+R_{3}+R_{\text {diode }}}$ and in this case $k=\frac{\mathrm{R}_{3}^{2}}{\mathrm{R}_{2,1} \times \mathrm{R}_{2,2}}$

For the values used here, i.e. $R_{3} \sim 1 k \quad \& R_{2} \sim 100 K$ this expression is always very small and can be neglected.

The addition of the four pulses, one for each of the groups of pulse gencrators associated with trays $\Lambda, B, C \& D$, con be considered in three steps.

$$
\begin{aligned}
& \text { (i) } e_{A}+e_{D} \longrightarrow e_{f} \text { say } \\
& \text { (ii) } e_{B}+e_{C} \longrightarrow e_{g} \\
& \text { and finally } \\
& \left(\text { iii) } e_{f}+e_{g} \longrightarrow e_{o}\right.
\end{aligned}
$$

Steps (i) and (ii) both involve the addition of pulses of the same polarity and are therefore subject to an appreciable error, but step (iii) is concerned with pulses of opposite polarity and introduce negligible error. In fact since the errors in $e_{f}$ and $e_{g}$ are oppositely directed they will tend to cancel out in step (iii).

The overall result of this is that because a given category number can arise in a variety of ways due to the several combinations of $e_{A}+e_{B}+e_{C}+e_{D}$ that give $e_{n}$, it will not be represented by a unique pulse height, but by a range of pulse heights. This spread in pulse height in a given category will depend on the category number. In category 0 it is clear from considerations
of symmetry that the errors in steps (i) and (ii) must always cancel, so that the overall error is nil. In other categories the spread increases with the category number.

Fig. 4.8.3. shows the calculated variation in the overall error as a function of category number.

The inaccuracy leads to a non-linear scale, but the actual spread of pulse heights corresponding to a given deflection is not serious.

Taking these facts into consideration it was decided to make the resistors ( $R_{2}$ ) in the analogue pulse unit to an accuracy equivalent to $1 / 20$ of a deflection category in the pulse height. This should ensure that the maximum spread of pulse height corresponding to a given category does not exceed $\pm 0.3$ catcgory.

## 4. Accuracy of the oscilloscope and associated equipment

There is a slight non-linearity in response of the oscilloscope to positive and negative signals. This has been corrected by using a non-linear scale.

## 5. The Stability of the Apparatus

The stability is mainly dependent on the constancy of the power supplies. The oscilloscope is fed from a constant voltage transformer. The pulse forming units have electronically stabilised H.T. supplies, also fed from a constant voltage transformer, and in practice it has been found that the drift in output pulse due to H.T. changes does not exceed 0.1 of a deflection category per day.
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### 4.9. Operational Sequence for the Momentum Analyser

The sequence is, of course, governed by the actual experiment being performed. Much of the work, with the spectrograph has concerned the measurement of the spectrum and it is the operational sequence for this experiment that will be described.

Briefly, photographs are taken of the pulse heights corresponding to the cosmic rays passing through the spectrograph. Since the chance is snall of successive particles having the same category number a number of pulses can be recorded on the same photograph. In practice it is sufficient to accunuiate traces for a period of 2 minutes before moving on the film in the camera. Since the magnet current is not stabilised it is necessary to measure the current at frequent intervals; this measurement is performed photographically. All tiaing operations are controlled by 1 second inpulses from a standard clock. These operate a system of uniselectors which control

1. The oscilloscope camera motor. This is switched on for 1 sec. every 2 minutes.
2. The illumination of the oscilloscope scale. This is done every 2 minutes for 25 secs.
3. The flashing of a time marker bulb inside the camera cone. This occurs every 10 minutes, i.e. once in 5 frames.
4. The motor of the camera which records the time and the magnet current.
5. Illunination for the above camera.

Before the apparatus is allowed to operate automatically a number of checks are performed manually. These are as follows:1. Adjustment of stabilised H.T. voltages to give equality between positive and negative pulses. This is done by triggering all the pulse forming units corresponding to the central counters, i.e. to number 13, from a common line. The positive H.T. supply is then altered until zero output is obtained when the coincidence circuit is set to 4-fold operation.
2. Adjustment of CRO amplifier. This time the pulse forming units corresponding to A25, B13, Cl3 and D13 (i.e. corresponding to category 12.) are triggered from the same counter and the gein control adjusted until the pulse height coincides with the +12 mark on the scale. The adjustment is then checked by substituting Al for A25. This should give a pulse height of - 12 units.
3. Photographic calibration of the scale to correct for non-linearity. The brilliance of the spot is reduced and the camera replaced. The Rossi circuit is then switched to 2-fold A-B operation and the traces recorded photographically for about 2 minutes after
which the scale is illuminated. The 2-fold coincidence rate is high enough to ensure that in general all possible pulse heights are recorded in the 2 minutes and this calibration is used when the film is projected for analysis.
4. The actual run. All the important parameters are noted, e.g. H.T. plus and minus, Rossi circuit message register, multiple event message register; and the total counting rates for all 5 trays measured. The 'run' is then started using 5-fold coincidences at same noted time, by switching on the uniselector system and the E.H.T. supply for the Geiger counters.

## CHAPTER 5

## THE PERFORMANCE OF THE SPECTROGRAPH

### 5.1. Consistency of pulse heights

Some idea of the consistency of the pulse height for a given category number derived from different combinations of counters can be seen from Plate 5.1. The first photograph (A) shows about 200 pulses derived from $A B$ coincidences and (B) a similar number from $C D$ coincidences. The strong peaking of the distribution of pulse heights about the category numbers is very marked.

A set of typical records for 5-fold coincidences is shown in photograph (C). Each frame corresponds to a 2 minute exposure and the average number of pulses per frame is $\sim 7$ (at maximum field). As already mentioned, this exposure was chosen as a compromise Detween excessive use of film for short exposures and large numbers of unresolved superimposed pulses for long exposures.

In Fig. 5.1.1. is shown the distribution of nominal category 0 pulses about zero. The observed spread in value is due entirely to inaccuracies in the individual pulse heights, since the analysis in Chapter 4 has shown that the error in the addition process is zero for category 0 irrespective of which combination of pulse heights from A, B, C \& D yields this value.

The distribution curve is not absolutely symmetrical about the origin, but this is alnost certainly due to an error in deternining the position of the origin. The mean spread (standard deviation)

c
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FIG. 5.1.1. DISTRIBUTION OF CATEGORY O PULSES
is approximately 0.1 category and the maximum observed spread is 0.35 category.

It can reasonably be assumed that the spread about the nominal value in categories other than zero will be sinilar except for an additional spread due to the addition process. By reason of this the possibility of overlap between adjacent categories will be greatest at the highest category numbers. In category 15 for example which is the highest category number that is measured, the maximum deviation from the centre of the distribution corresponding to this category is 0.06 category.

From this it is concluded that the probability of a particle being allocated to the wrong category is negligible.

### 5.2. The Frequency of Accidontal soincidences

The measured 5-fold rate includes these events in which more than one particie has traversed the spectrograph within the resolving time ( $6 \mu \sec$. ) of the electronic circuits. In this group are included not only those events in which a particle traverses the whole of the spectrograph accompanied by another particle which discharges counters in one or more trays, but also those events in which the 5-fold coincidence is the net result of two particles, for example, one discharging counters in $A$ and $B$ and the other discharging counters in G, C and D. All such events lead to spurious momentum measurements and it is important to estimate thèir expected frequency.

The estimate is made by considering the way in which chance 2-fold and 3-fold etc. coincidences between sets of counter trays could give rise to spurious 5-fold coincidences. (this includes both the above cases). The counting rates for these particular sets of counter trays are then determined and the values substituted in the appropriate equations i.e.

$$
\begin{aligned}
n_{2} & =2 N_{1} N_{2} \tau \quad \text { for chance 2-fold coincidences } \\
\& \quad n_{3} & =3 N_{1} N_{2} N_{3} \tau^{2} \text { for chance 3-fold coincidences }
\end{aligned}
$$

where $N_{1}, N_{2}$ and $N_{3}$ are the rates of the three independent events and $\tau$ is the resolving time of the circuit in question. It was found that the contribution from chance 3-fold coincidences could be neglected, as also could that from 2-fold combinations of the type $A B+G C D$ whose total contribution amounted to a fow percent only of the whole. The important contribution was that due to chance 2-fold coincidences between the counters of a single tray and the 4-foid coincidences of the other four. The results are listed in table 5.2.1. from which it can be seen that about $80 \%$ is due to $A+B C D G \& D+A B C G$. The overall spurious rate at this stage is 1.19\%.

A large proportion of these spurious 5-fold events are eliminated by the device which detects these events in which 2 or more counters are discharged simulataneously in any one of the four trays A, B, C \& D. This device has been described in Chapter 4. The remaining spurious 5-fold rate may then be estimated as follows. Consider, as before, the various possibilitiesl

1. Combinations such as B + AGCD. The required AGCD rate will be that corresponding to particles that have traversed counter tray B without discharging any of its counters since from geometrical consideration the particles must go through B. This rate is found by subtracting the 5-fold ABGCDrate from the measured 4-fold AGCD rate. From this resultant rate and the measured B rate an upper limit for this contribution to the spurious 5-fold rate can be obtained. This is an upper limit since the corrected AGCD rate contains chance 4 -folds which are not detected in these simple rate measurements, and the B rate includes particles which discharge counters in the other trays, but also go undetected. Similar considerations apply to the other four conbinations.
2. Combinations such as $A B+G C D$. From geometrical considerations, with one exception, one or both the particies concerned in any one such event must traverse at least one counter tray without discharging a counter. The probability of this oncurring is $\sim 13 \%$ for each traversal so that this already small contribution becomes negligible. The exception is the combination $A D+B G C$ where there exist possible trajectories which do not give to multiple discharges in any of the trays, but even in this case the contribution is $\& 10^{-4} \mathrm{c} / \mathrm{min}$. and can be neglected.

The values are listed in table 5.2.2. The upper limit of the spurious rate becomes $0.33 \%$ and i.t is egain seen that A + BCDG and D + ABCG making up $\sim 80 \%$ of this rate.

Table 5.2.1. (a)


Table 5.2.2. (b)
Table 2.2.2. (a)

Table 5.2.1. (b)

## Combination Chance 5-fold rate ( $\mathrm{c} / \mathrm{min}$ )

$2.00 \pm 0.20 \times 10^{-2}$
$3.0 \pm 0.37 \times 10^{-3}$
$3.2 \pm 0.4 \times 10^{-3}$
$2.05 \pm 0.20 \times 10^{-2}$
$8.4 \pm 1.07 \times 10^{-4}$

ABCDG
$4.01 \pm 0.08$
$5.68 \pm 0.10$
$4.55 \pm 0.35 \quad \tau=6.2 \pm 0.6 \mu_{\text {sec }}$.
$6.35 \pm 0.47$
Total Spurious rate $=1.19 \pm .07 \%$


Total Spurious Rate $=0.33 \pm 0.03 \%$

It is concluded that the spurious rate arising from accidental coincidences is sufficiently low for almost all envisaged applications of the spectrograph.

### 5.3 Operation With Zero Magnetic Field

By analogy with the "no-field operation" of a magnet-cloud chamber the magnitude of spurious effects can be estimated from the results found with the spectrograph operated without magnetic field.

For example, inaccuracy in the alignment of the counter trays and certain types of electronic faults will result in the ratio $(+/-)$ being signiflcantly different from unity. Other inaccuracies etc., cen be inferred from the absolute magnitudes of numbers of particles having high category numbers.

When operated with zero magnetic field, particles are recorded having cat,egory numbere other than zero cue to the following:-

1. Tracks of zero deflection contribute to categories - $1,0,+1$. This is an instrument characteristic.
2. The scattering of low energy particles in the various layers of the instrument.
3. Accidental coincidences of different particles passing through the layers but satisfying the condition that only one counter. be discharged in the layers $A, B, C$ and $D$.
4. Malfunctioning of the apparatus.

The instrument was operated for an extended period in which 48,900 particles were recorded. The results were analysed by a
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FIG. 5.3.I. ZERO FIELD RESULTS
colleapue Mr. M. Gardner and the distribution that he obtained is shown in Figure 5.3.1. Also shown is the expected distribution considering Item 2 above. Almost the whole contribution arises from the scattering of electrons. The expected distribution was calculated using the data summarised by Puppi (1956). Complete agreement between the two was not to be expected as Puppi's spectrum Includes electrons which are produced accompanied by another particle and which are rejected by this instrument if the two pass through any of the detecting levels.

In order to investigate Items 3 and 4, a 2 cm lead absorber was placed some distance above the spectrograph. This had the effact of attenuating the electron flux considerably: slow electrons were absorbed and many fast electrons produced showers which discharged more than one counter and were rejected. The distribution of category numbers for 20,900 particles normelised to the same number of particles in catcgory eero as for the previous experiment is also shown in Figure5 3 , together with the expected distribution based on Wilson's data (1952) on the probability of electron penetration. The excess of observed frequency over expected frequency is not inconsistent with a spurious rate of a few per 1,000, as expected from the analysis of the resolving time of the circuits and the known particle rates given in 5.2 .

## 5.4

 Operation With Magnetic FieldIn an extended experiment at the maximum field 102,874 particles were recorded. The direction of the field was reversed periodically and roughly half of the particles were recorded for each field

direction. The positive-negative ratio has been datermined from the data by Mr. M. Gardner and Figure 5.4.I. shows his results for the variation of this quantity with momentum. A difference between the values for the ratio found with opposite fialds was accounted for by a small displacement in $G$. The error in the mean ratio due to this displacement is second order and estimated to be <1\%。

The variation of the positive-negative ratio with momentum is compared in Figure 5.4.1., with the previous most accurate result found by Owen and Wilson (1951) for the totel flux (i, e. mesons and protons) at sea level. It is apparent that there is no significant difference between the results of the two experiments.

Also shown in Figure 5.4.1. are the results of an oxtondod experiment with reduced magnetic field $\quad \int \mathrm{HdI}=2.67 \times 10^{5}$ gauss-cm. The results are seen to be consistent with those at higher field.

## CHAPTER 6

THE MOMENTUM SELECTOR

### 6.1 The Basic Principle

It has been mentioned already (Chapter 3) that the speed of analysis of high momentum particles is considerably increased if the flash-tube part of the spectrograph is triggered only for the high momentum particles. In practice this means the selection of categories 0 and 1 . The method used is to measure the height, regardless of sign, of the pulses from the momentum analyser, and to mix any pulse greater than that corresponding to category 1 in anticoincidence with the 5-fold pulse from the Rossi circuit.

### 6.2 The Electronic Circuits;Difficulties of Design

In the design of the circuit there were three main difficulties to contend with.

1. Differing time delays between a particle passing through the spectrograph and the start of the four momentum analyser pulses corresponding to levels $A, B, C$ and $D$ produce output pulses with large peaks at the beginning and end. This is overcome by applying a delayed gating pulse to the amplitude discriminator.
2. The amplitude of a category 1 pulse is roughly 80 mV and in order to discriminate satisfactorily against pulses greater than this prior amplification is necessary. The degree of amplification ${ }^{\circ}$ must be such as to make the division between category 1 and 2 pulses quite distinct despite the spread in pulse amplitude associated with each category. An amplification factor of 100 is suitable,
since if the minimum separation is 0.3 category (See Chapter 5) this will give a difference of at least 2.4 volts which makes the design of the discriminator a relatively straightforward task. Unfortunately the amplifier has a wide range of input pulses to deal with varying from a possible -3.7 volts corresponding to B18 - C18 to + 4.8 volts corresponding to A25 + D25. A normal amplifier would overload on many of these pulses and even if the rate of input pulses was low enough to allow the amplifier to recover between successive pulses trouble would still be experienced from the large positive peak that precedes tha plateau region of the pulse. If this initial positive vol.tage excursion is sufficient to overload the amplifier, then the amplifier will be blocked to normal operation throughout the operative period of the discriminator.
3. The circuit must be capable of dealing with the high rate of input pulses $\sim 50,000 /$ min, the main problem being to avoid the pile-up of pulses anywhere in the circuit. This is most likely to arise as the result of overloading in the amplifier which will cause grid current to flow and charge up the coupling condensers through the relatively low grid to cathode resistance. Discharge at the end of the pulse can then only take place through the grid resistor, so that the overloading pulse will give rise to a long exponentially decaying tail which at worse will block the amplifier to normal operation and at best introduce an uncertain amount of jitter in the zero level.

## The Amplifier

A conventional amplifier could be made to operate satisfactorily
under these conditions, but it would be necessary to use a high voltage h.t. line and valves which would handle the power involved and get remain capable of operating in the $\mathrm{Mc} / \mathrm{s}$ region. An alternative solution is to use the amplifier designed by Chase and Higinbotham (1952). This is so dealgned that it never blocks on negative input pulses and will handle positive input pulses $u$ p to an appreciable fraction of the h.t. line voltage.

The basic circuit is shown in Figure 6.2.1. $V_{1}$ and $V_{2}$ are long tailed pairs. The resistance condenser network $R_{1} R_{2}$ and $C$ forms the negative feedback loop. The amplifier operates normally for small pulses, say c/volt, but a large negative input pulse causes $V_{l a}$ to be cut off and the current through $V_{I b}$ to approximately double. The resultant negative pulse at the anode of $V_{l b}$ is then treated in a similar manner by $V_{2}$. Thus with the proviso that $V_{1 b}$ cen cerry twice its quicacont curront without being driven ints the grid current region there is no limit to the size of a negative input pulse than can be handled without "blocking".

The conditions for a positive input pulse are more critical. A large positive input pulse raises the potential of $V_{1}$ cathode eventually causing $V_{1 b}$ to be cut off and allowing $V_{1 a}$ to function as a cathode follower. The mioximun allowable input pulse is then that which just does not draw grid current and can be an appreciable fraction of the h.t. voltage. $\quad V_{2}$ must of course be capable of dealing in similar manner with the positive pulse produced when $V_{\text {Ib }}$ is cut off.
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## The Complete Circuit

A block diagram of the final circuit is shown in Figure 6.2.2. and the complete circuit in Figure 6.2.3.

The mode of operation is as follows: The input pulses from the momentum analyser are amplified 100 times and fed via a phase splitter to two identical discriminators whose outputs are connected in parallel. One of the discriminators operates on positive pulses produced by negative input pulses and the olher on positive pulses produced by positive input pulses. Separate controls for their bias levels enable any differences in amplification of positive and negative signals to be corrected. The discriminators are normally off in operation, being biased off by their suppressor grids, and are gated by a $4 / \mathrm{s}$ pulse from a pulse generator which fis trigered by a delayed phise ( $\sim 2 \mu_{\mathrm{s}}$ ) from the Rosei circuit, so that the height of the plateau region of the desired pulse is measured. If this pulse is sufficient to nperate either discriminator an output pulse is produced triggering a univibrator. This generates a. negative anticoincidence pulse which serves to cut off a valve through which a further delayed pulse from the Rossi would normally pass. If the pulse is insufficient to operate the discriminator the delayed Rossi. output pulse passes through this anticoincidence valve, is inverted and is fed to the flash tube high voltage pulse generator via a cathode follower.

In the main circuit diagram Figure 6.2.3. $\mathrm{V}_{1} \mathrm{~V}_{2}$ and $\mathrm{V}_{3}$ form the amplifler and $V_{4}$ the phase splitter. $V_{12} V_{13}$ and $V_{14}$ generate



cathode decoupling condensers are omitted from these valves so that they always present a high input impedance to the limited range of output pulses from the amplifier. $V_{7}$ is the univibrator which controls the anitcoincidence valve $\nabla_{8}$. The period of this univibrator is designed to be shorter than that of the univibrator in the $4 \mu_{\text {sec. }}$ pulse generator so that there is no confusion if the pulses arrive within a short time of each other. $\nabla_{9}$ and $\nabla_{10}$ form the inverter and output cathode follower respectively.

The circuit was tested by the author and shown to discriminate between pulses from adjacent categories. A short period test using attenuated input pulses showed discrimination to within $1 / 5$ category.

The instrument has since between operated by a colleague Mr. F. F. Taylor in the measurements on the cosmic ray spoctrum referred to in the next section.

### 6.3 Performance of the Spectrograph When Operated With the Momentum Selector

The spectrum of fast $\mu$-mesons has been determined by the author's colleagues and the main result is given here for the sake of completeness. The differential spectrum is shown in figure 6.3.1. The 5-fold counter measurements refer to the results in which the momentum analyser was used to determine the particle momenta. At higher momenta the flash tubes were used to give the necessary higher. spatial resolution For points marked "5-fold" all 5-fold coincidences operated the flash tabes, "Selector" refers to the use of the momentum selector; analysis in this range was by measurements of the track
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positions on the photographs the accuracy being~l mm at each level. For the "Selector - Simulator" points measurements of the highest accuracy were made.

An approximate analysis has been made to determine the form of the $\pi$ - mesons production spectrum which gives rise to a predicted sea level $\mu$-meson spectrum which fits the observed spectrum. It is found that the $\pi$-meson production spectrum can be written in the form
$W(p) d p=K p^{-\gamma} d p$
where $\gamma$ is roughly constant over the momentum range $1-1000 \mathrm{GeV} / \mathrm{c}$ and equal to 2.6 .

The fact that there is no inconsistency apparent in the overlap regions of momentum where differing techniques give concordant results is of considerable relevance to the present study of the teohnical aspects of the instrument. .

## CHAPTER 7

## THE IONISATION LOSS PROCESS

### 7.1 General Features

Charged particles traversing matter lose energy in a variety of ways, one of the most important, the so-called ionisation loss process, is the subject of the present study. This energy loss arises from collisions between the incident particle and atomic electrons. The most probehle value of this energy loss for a particle traversing a section of a given medium is independant of the mass of the particle and is a function only of its charge and velocity. It is proportional to the square of the charge and varies with velocity $v$ and energy (expressed in terms of the rest mass) in the manner show in Figure 7.1..1. From this figure it can be seen that initially the energy loss decreases with increasing velocity as $\frac{\mathrm{l}}{\mathrm{v}} 2$, reaching a minimum at about $v=0.96 \mathrm{C}$, and thereafter rises logarithmically with energy reaching a steady value at an energy (and velocity) dependent on the nature of the medium traversed.

The initial $1 / v^{2}$ dependence results from the decrease in collision time with increase in velocity, tending to a limiting value as $\mathrm{v} \longrightarrow \mathrm{c}$ and can be explained on simple classical grounds. The logarithmic rise after the minimum position, on the other hand, is a relativistic effect, and is due to the Lorentz elongation of the electric field of the incident particle in the direction at right angles to its path. This extends the region

of influence of the particle and increases the number of inelastic collisions. The increase with velocity does not continue indefinitely however, as the polarisation induced in the medium by the field reduces the field at large distances from the particle trajectory and screens electrons which would otherwise be affected. This saturation effect is known variously as the Polarisation or Density Effect.

### 7.2. Specific Features of the Process

The total cnergy loss, by collision, of a particle traversing a given thickness of a medium is governed by random processes and therefore does not lead to a unique value for the energy loss; thus in order to interpret the mechanism quantitatively a mean value has to be chosen. Two mean values are in cominon usage. The first is the average value of the energy distribuition, defined by $\vec{E}=\quad \int_{0}^{\overrightarrow{0}} f(E) E d E$ where $f(E) d E$ is the probability of an energy loss $\mathrm{E} \rightarrow \mathrm{E}+\mathrm{dE}$, and secondly there is the mode, or most probable value, of the energy distribution.

The most important difference between them is that the average value depends on both high and low energy collisions and is much affected by the relatively few high energy ones, which, because of the small impact parameters involved, depend on the nature of the particles involved in the collision, i.e. on their masses and spins etc. The most probable value on the contraxy is determined mainly by the more frequent low energy collisions, and the nature of the particle (other than the charge) is not important. The two mean values can therefore be expected to differ in their
variation with velocity and on their dependance on the particles involved. It must be pointed out, however, that the average value measured in some experiments is not the average of all the results, but is an average value based only on those results in which the particle does not lose more than a certain amount of energy in a single collision. The extent of the difference between the behaviour of the two means will therefore be determined by the choice of the upper limit imposed on the energy loss in a single collision and it is clear from this that measurements of the average energy loss defined in this way are confined to experiments in which the individual collisions can be examined.

### 7.3 The Average Encrgy Loas

A theory of the collision loss process was worked out by Bohr as early as 1915 by using purel.y classical methods. Bohr obtained for the average rate of energy loss for a particle, charge ze and velocity $\bar{V}$ traversing an absorber the expression:

$$
-\frac{d E}{d x}=\frac{4 \pi z^{2} e^{4} n}{m v^{2}} \ln \frac{b_{\text {max }}}{b_{\text {min }}}
$$

Where $n$ is the number of electrons $/ \mathrm{gm}, \mathrm{m}$ is the mass of an electron, the thickness is measured in $\mathrm{gm} / \mathrm{cm}^{2}$ and $b_{\text {max }}$ and $b_{\text {min }}$. are the limits of the impact parameter that results in an inelastic collision. $b_{\text {min }}$. corresponds to the maximum energy transfer, and can be determined from the amount of energy lost in a "head on" collision. $b_{\text {max. }}$ can be found from the fact that if the collision time, $\sim \frac{b}{v}$ is greater than the period of oscillation of the atomic electron no energy is transferred (When Bohr's original paper
appeared this referred to oscillation about an equilibrium position not to revolution about an atomic nucleus).

At a later date quantum mechanics was introduced into the theory to the extent of modifying one of the limits. $b_{\text {min. was }}$ then determined by the fact that impact parameters smaller than the dimensions of the wave packets representing the electron and incident particles have no meaning.

This method of introducing quantum mechanical congiderations was not very satisfactory and in any case the theory did not give the correct frequency distribution of energy transfers. A more direct approach to the problem was made by Bethe $(1932,1933)$. He considered the case of energy loss resulting from distant collisions where it is necessary to consider the shell structure of the atom. Using Born's approximation for the atom he ohtained for a singly charged particle

$$
-\frac{d E}{d x}=\frac{2 \pi e^{4}}{m V^{2}} \frac{N z}{A}\left[\ln \cdot \frac{2 m c^{2} \beta^{2} \eta}{\left(1-\beta^{2}\right) I^{2}(z)}-\beta^{2}\right]
$$

$\eta$ is the maximum energy transfer for which this model is appropriate $\eta \sim 10^{4}-10^{5}$ ev.I (z) is the minimum energy transfer leading to excitation or ionisation. Empirically it is found that $I(Z)=I_{H} Z$ where $I_{H}=13.5$ ov (Bloch 1933). (Rather higher values have been taken in very recent work, e.g. $I_{H}=14.6 \mathrm{eV}$ (argon) \& $I_{H}=24.7 \mathrm{eV}$ (helium) ref. Kepler et al

The total energy loss is the sum of this energy loas and that due to close collisions. In a close collision the electrons can be considered to be free. The lower energy limit in any collision
for which this is a reasonable assumption is of the same order as $-\frac{d E}{d x}(>\eta)=\int_{\eta}^{E_{\text {max }}^{\prime}} E^{\prime} \Phi_{\text {col }}\left(E, E^{\prime}\right) d E^{\prime}$
where is the energy loss in a given energy transfer and
$\Phi_{c a l}\left(E, E^{\prime}\right) d E^{\prime}$ is the probability per unit path length (gin $\subset \mathrm{m}^{-2}$ ) of absorber that a particle of energy $E$ will lose an amount of energy $E^{\prime} \rightarrow E^{\prime}+d E^{\prime} \quad$ in a collision. Theoretical expressions for $\Phi_{\text {cal }}\left(E, E^{\prime}\right) d E^{\prime}$ for various particles are listed by Rossi (1952). For single charged particles heavier than electrons:

$$
\Phi_{c o l}\left(E, E^{\prime}\right) d E^{\prime}=\frac{2 \pi N z}{A} \frac{e^{4}}{m v^{2}} \frac{d E^{\prime}}{\left(E^{\prime}\right)^{2}}\left[1-\beta^{2} \frac{E^{\prime}}{E_{\text {max }}^{\prime}}\right]
$$

Then:

$$
\begin{aligned}
& \int_{\eta}^{E^{\prime}} E^{\prime} \Phi_{c \mathrm{ci}}\left(E_{1} E^{\prime}\right) d E^{\prime}=\frac{2 \pi N Z}{A} \frac{e^{4}}{m v^{2}}\left[\ln \frac{E_{\max }^{\prime}}{\eta}-\beta^{2}\right] \\
& \text { for } E_{\text {max }}^{\prime} \gg \eta .
\end{aligned}
$$

The total energy loss from both close and distant collisions then becomes:

$$
-\frac{d E}{d x}=\frac{2 \pi e^{4}}{m v^{2}} \frac{N Z}{A}\left[\ln \frac{2 m c^{2} \beta^{2}}{\left(1-\beta^{2}\right)^{2}(z)} E_{\max }^{\prime}-2 \beta^{2}\right]
$$

where $E^{\prime}$ max. is given from dynamical considerations by

$$
E_{\max }^{\prime}=\quad \frac{E_{0}^{2}-\mu^{2} c^{4}}{\mu c^{2}\left(\mu / 2 m+m / 2 \mu+E_{0} / \mu c^{2}\right)}
$$

where $E_{c}$ is the total energy of the incident particle and $\mu$ is its rest mass.

$$
\begin{aligned}
& \text { If } \mu \gg m \text { and in addition } \frac{E_{0}}{\mu c^{2}} \ll \frac{\mu}{m} . \\
& E_{\max }^{\prime}=\frac{2 m c^{2} \beta^{2}}{1-\beta^{2}} \\
& \text { and }-\frac{d E}{d x}=4 \pi \frac{e^{4}}{m v^{2}} \frac{N z}{A}\left[\ln \frac{2 m c^{2} \beta^{2}}{\left(1-\beta^{2}\right) I(z)}-\beta^{2}\right]
\end{aligned}
$$

### 7.4 The Primary and Secondary Ionisation

The above equation describes the variation with velocity of the total average energy loss by collision of a charged particle, that is, energy loss both by ionisation and excitation processes, whereas in prectice it is the ionisation alone that is measured. This ionisation is made up of the primary ionisation produced directly by the incident particle and the secondary ionisation produced by the more energetic products of the primary ionisation. The primary specific ionisation, defined as the average number of ionising collisions per cm. at N.T.P., is given according to Bethe (1933) by

$$
J_{p r}=2 \pi r_{0}^{2} m c^{2} n_{0} z^{2} \frac{Z_{n}}{I \beta^{2}}\left[\ln \frac{2 m c^{2} \beta^{2}}{\left(1-\beta^{2}\right) I_{0} z}+b-\beta^{2}\right]
$$

Where $f_{0}=\frac{e^{2}}{m c^{2}}$ is the classical radius, $n_{0}$ the number of atoms per c.c. of gas and $a$ and $b$ are constant for the given gas. a and $b$ have been calculated for atomic hydrogen, but for other gases have only been determined by adjusting their values to fit experimental results.

The secondary speciflc ionisation has until fairly recently not been similarly evaluated as it is a complex problem involving many factors. Experimentally it is found to contribute about the same amount of ionisation to the total as the primary ionisation. Because of this uncertainty, therefore, it was not possible to obtain an expression for the total specific ionisation, which is the quantity that is most easily measured, but experiments have shown that there is a relationship between the total specific ionisation and the total energy lost by collision over the same path. This relationship is that the average energy required to form an ion pair in a given gas is to a good approximation a function only of the gas and is independent of the velocity or nature of the incident particle, so that the total energy loss by collision can be measured simply by measuring the amount of ionisation formed.

The degree of accuracy with which the relationship holds vardes from gas to gas. Argon is particularly good in this respect. Most of the gases commonly used in ionisation experiments have been investigated and a review of much of this work has been given by Valentine and Curran (1958). Measurements of the amount of energy required to form an ion pair have been performed with electrons up to a few MeV and with protons up to 340 MeV . In the former case the range was fairly extensively covered, but in the case of the protons the high energy measurements were made at energies of 7.65 MeV (Gray, 1944) and at 340 MeV (Bakiker and Segre, 1951). From the measurements that have been made it is believed that for fast particles the average energy per ion pair is constant to within
a few percent.
Later work by Budini and Taffara (1956) has resulted in a sounder theoretical expression for the primary specific ionisation. This theory takes into account the detailed nature of the effect of collisions at large inpact parameters, considering the effect of energy loss by Cerenkov radiation and its possible re-absorption close to the particle trajectory. This it does by considering a multi-frequency model of the gas traversed. The theory predicts the relativistic logarithmic rise and the saturation effect at higher particle momenta. It allows the calculation of the primary specific ionisation for a given gas provided that the relevant energy transfers, oscillator strengths etc., are known.

More recently Budini et al (1960) have extended their previous work to cover secondary and tertiary specific ionisation. They have shown that the behaviour of the primary ionisation, the total ionisation and the total energy loss are different in the relativistic ragion. For instance, the value of the maximum energy transfer in a single collision that is appropriate to a given experiment determines both the total ionisation and the total energy less to a great extent, whereas the primary ionisation is little affected by the choice. Also, the fact that the secondary and further generations of ionisation are in general produced by non-relativistic electrons means that the relativistic increase of the primary ionisation will be greater than that of the total ionisation.

Their expressions for the mean primary, secondary and tertiary
specific ionisation are rather laborious to apply to actual gases, and so far only hydrogen and helium have been considered. The agreement between their theory and actual results is considered in the next chapter.

### 7.5 Fluctuations

As a result of the statistical nature of the collision processes there are considerable fluctuations in the values of the energy loss obtained when particles of equal velocity pass through a thin absorber. This spread in value is due to both the Poisson distribution of the number of collisions and to the variation in energy loss that can occur in any given collision.

Landau (1944) calculated the expected frequency distribution of energy loss for such a case. The result that he obtained is shom graphicelily in Figure \% 5. . There it is plotted in the form of a universal relationship in terms of $\Delta_{0}$, the most probable energy loss, and $\xi$ defined by:

$$
\begin{aligned}
& \Delta_{0}=\xi\left[\ln \frac{3000 \beta^{2} \xi}{z^{2}\left(1-\beta^{2}\right)}+1-\beta^{2}\right] \mathrm{eV} \\
& \text { and } \xi=\frac{2 \pi N e^{4}}{\operatorname{mV}^{2}} \rho \frac{\Xi}{A} x=\frac{1.54 \times 10^{5}}{\beta^{2}} \rho \times \frac{\Sigma}{A} \mathrm{eV} .
\end{aligned}
$$

( $x$ in cm )
The curve of the frequency distribution is seen to be roughly Gaussian in shape with a long tail on the high energy side. The peak at low energies is due to the many collisions with large impact parameters.


FIG. 7.5.\% LANDAU OISTRIBUTION

Experimentally it has been found that the width of the distribution defined as the width at half height, is wider than that predicted by Landau's theory even after correction has been applied for the uncertainty introduced by the measurements. For example, in measurements with a proportional counter a monoenergetic source of ionisation would give an approximately Gaussian distribution of width $\sim 8 \%$. Two reasons have been advanced to account for this discrepancy. Fano (1953) and Hines (1955) have cast doubt on Landau's theory, pointing out that some of the approximations that he adopted were not strictly justifiable. On the other hand, Price (1955) has shown that Lendau's theory should not be applied to many of the experiments performed with proportional counters, as these are much thinner absorbers than those envisaged by Landau in his treatment. In fact, for a gas, the product of the pressure in atmospheres and the dopth in cm should be much greater than two for Landau's treatment to be applicable. Experiments by Bradley (1955) suggest that the product should be as high as $\sim 70$.

The exact shape of the high energy tail of the distribution is difficult to determine experimentally. There is often an instrumental cut off at high levels of ionisation which eliminates some of the higher energy events. In the case of the proportional counter this can arise because of non linearity or even saturation of the counter or its associated amplifier. In addition this type of measurement would also be affected by rare events such as electrons knocked on from the walls of the counter or the undetected simultaneous passage of two particles through the counter. There is little
prospect therefore of making measurements of the average value of the distribution, affected as it is by the few higher energy events in the tail, and only the most probable value can be determined.

In cloud chamber measurements this difficulty can be avoided by measuring a restricted average value as mentioned above. $\mathrm{E}_{\text {max. }}$. is then determined by the condition of the experiment and is not the maximum possible energy transfer in a single collision.

The average value defined in this way is a much oasier quantity to determine than the most probable value, as the latter involves fitting a best curve to the results. In this respect therefore the cloud chamber possesses an undoubted advantage over the proportional counter.

### 7.6. The Density Effect

The effect due to the polarisation of the medium tends to nullify the increasing lateral extension of the incident particle's electric field as its velocity approaches that of light. The existence of this effect was suggested by Swan in 1938, but it was left to Fermi (1939, 1940) to make the first estimate of the magnitude. To do this he divided the medium surrounding the trajectory ginto two regions. Energy loss in the inner region was treated by using the Bethembloch equation, and energy losses in the outer region by assuming this to be governed by purely classical electromagnetic interactions. The medium in this outer region was considered to act as homogeneous dielectric, composed of linear oscillators of one single frequency and the Poynting flux
across the boundary between the two regions was equated to the energy loss in the outer region. On comparing this result with that obtained when the Bethe-Bloch equation was applied to the whole medium Fermi obtained the following corrections.

$$
\begin{aligned}
& \Delta=2 \pi \frac{N z}{A} \frac{e^{4}}{m v^{2}} \ln \epsilon e V / g m \mathrm{~cm}^{-2} \text { for } v<c / \sqrt{\epsilon} \\
& \Delta=2 \pi \frac{N z}{A} \frac{e^{\prime \prime}}{m v^{2}}\left[\ln \frac{\epsilon-1}{1-\beta^{2}}+\frac{1-\epsilon \beta^{2}}{\epsilon-1}\right] \operatorname{lo} / \operatorname{gncm} \mathrm{cm}^{-2} \text { for } v>c / \sqrt{\epsilon}
\end{aligned}
$$

Where $\in$ is the dielectric constant.
If the correction for the case of $\mathbf{v} \rightarrow \mathrm{c}$ is applied to the expression for the most probable value of the ionisation loss given by Landau it is seen to lead to a constant value of the ionisation loss at these velocities. This is to be expected since the most probable value is determined almost entirely by the large impact parameter collisions which are effected by the Density Effect. If, however, the correction is applied to the average value given by the BetheBloch equation no such saturation is indicated since the increase with velocity of the average value of the ionisation loss in the relativistic region depends both on the lateral extension of the field and on the reduction in the size of the smallest impact parameter in an inelastic collision. The correction will therefore not lead to a constant value, but merely a change in the rate of increase.

Halpern and Hall (1940, 1948) and Wick (1941, 1943) have extended

Fermi's theory taking into account the shell structure of the atoms using a multi-frequency dispersion model. Halpern and Hall's theory agrees with that of Fermi at very high and very low energies, but differs in the intermediate region.

The expression for the energy loss predicted for the outer region of Fermi's theory does not drop to zero as the dimensions of the inner region tend to infinity, but instead approaches a constant value. Fermi attributed this to energy omitted in the form of Cerenkov radiation, which is a form of electromagnetic disturbance emitted by a charged particle when its velocity through a medium exceeds that of the velocity of electromagnetic propagation in the same medium. It was pointed out later by Bohr (1948) and Messel and Ritson (1950) that the magnitude of this energy loss alone was equal to the entire increase in energy loss beyond the minimum value, and that if Fermi's model was correct it was difficult to see how the Cerenkov radiation could be trapped in the immediate neightbourhood of the particle trajectory and thereby produce the increase in ionisation loss the had been found experimentally. This criticism was equally true for Halpern and Hall's theory.

Later work by Huybrechts and Schonberg (1953), Fowler and Jones (1953) and Budini (1953) has shown that the amount of energy going into Cerenkor radiation is much smaller than that predicted by Fermi's theory. Budini has shown that the determining factor which also controls the form of the onset of the plateau region is the ratio of the breadth of the spectroscopic lines to the density

of the medium.

Sternheimer (1952, 1953) has further developed the multifrequency model and in a series of papers (1952, 1953, 1954, 1956) has applied his theory to a variety of different media. At present general agreement exists with regard to the overall features of the ionisation loss process, but there is disagreement on the exact form of the changeover from the log rise to plateau region.

The object of recent experiments on ionisation loss has been to investigate the nature of this transition region and to attempt to decide which of the various theories gives the best fit to the experimental data. The degree of agreement that exists between theory and experiment is illustrated by some results of Ghosh et al (1954) shown in Fig. 7.6.1. These are comporad with the theoretical predictions of Budini (1953), Sternhoimer (1953) and Huybrechts and Schonberg (1952). From this it can be seen that it is not possible to decide which theory represents the results better. This is so partly because of the low statistical accuracy of the results in the important transition region and partly because of the low upper momentum limit of the experiment. Work by other groups will be discussed in the next chapter, but the overall conclusions remain unchanged.

The majority of the theoretical work has been concerned with formulating expressions for the average energy loss. This, of course, can only be measured in a cloud chamber so that some of the theories, for example those of Budini and Huybrechts and Schonberg can, strictly speaking, only be compared with measurements made in
this way. Only Sternheimer's work is really applicable to measurements of the most probable energy loss, although for example Budini's theory will be approximately correct if a suitable value is chosen for the maximum energy transfer in a single collision. Since if this is about 1 Kev the average value will differ little from the most probable value in its variation with velocity.

Sternheimer's theory applied to the most probable value of the ionisation loss consists in essence of Landau's expression for the most probable energy loss together with a density effect correction based on a multi-frequency model. The validity of Landau's theory as applied to proportional counters has already been questioned, so that comparison of theory and data from proportional counter measurements is not very satisfactory. With this in mind the present study of the most probable value of the ionisation loss in neon was formulated, not only in order to obtain a statistically more accurate description of the transition and plateau regions, but also in the hope that statistically significant differences between theory and experiments might be found which would prompt and justify further theoretical investigations.

## CHAPTER 8

## PREVIOUS EXPERTMENTS ON IONISATION LOSS OF FAST $\mu$-MESONS

### 8.1. Introduction

A variety of techniques have been used to study the ionisation loss of fast $\mu$-mesons, but only two, drop counting in a cloud chamber and the proportional counter method, have proved really suitable for extensive and accurate measurements on the ionisation loss in gases.

### 8.2. The Cloud Chamber

In Cosmic Ray work the cloud chambers are usually counter controlled. The time sequence of events following the detection of a particle depends on the type of measurement to be performed. If the primary specific i.ons sation is to be measured, the cloud chamber is expanded immediately the particle has been detacted. The ions then have little time to diffuse away from their points of origin and the droplets formed on the primary ions and their secondaries are so close together that they are either not resolved or they form a single blob. If instead the most probable value of the ionisation loss or the average value is to be measured then the ions are given time to separate before the expansion takes place. In a typical chamber measuring the latter the time sequence would be:Time $0 \quad$ Particle detected and expansion started.
+20 msec . Supersaturation achieved.
+250 msec. Chamber illuminated and track photographed.

The chamber is then given a series of slow partial expansions to remove the droplets. The period of waiting time before it is ready for use again is $\sim 10$ min.

Two examples of the use of the Cloud Chamber technique are afforded by the work of Kepler et al (1958) and the work of Ghoish et al (1952). Kepler investigated the ionisation loss process using one cloud chamber operated in a magnetic field, so that momenturn and ionisation measurements could be performed simultaneously. The maximum detectable momentum therefore varied with the gas under investigation and the method suffered from the disadvantage that the condition for maximum drop resolution did not coincide with that giving maximum location accuracy. Although by the use of improved techniques and helium and helium mixtures the conflicting requirements could be more nearly reconciled than heretofore. Kepler's rosults on the ionisation lose of $\mu=$ mosons covered the range of $\beta \gamma=3$ to $\beta \gamma=80$ (ie: $p$ from $\sim 300 \mathrm{MeV} / \mathrm{c}$ to $8 \mathrm{GeV} / \mathrm{c}$ ) and in order to extend these measurements to higher values of $\beta \gamma$ a further series of measuraments were made on electrons also from cosmic rays. In this way results were obtained up to $\beta \gamma=1000$.

The values obtained for helium and heliun + argon by Kepler et al are shown in Figs. 8.2.1. and 8.2.2. together with the predicted curves based on the theoretical work of Sternheimer and Budini. In the case of helium, agreement between theory and experiment is very good, but as the differences between the curves based on the alternative models are comparable with the errors involved in the measurements it is not possible to distinguish between them.



Agreement in the case of the helium + argon mixture is reasonable. The individual points are not significantly different from the predicted curve (Sternheimer's), but taken as a whole they yield a best fit curve that lies below the predicted one. This is even more evident in the heavier gases such as zenon (See Fig. 8.2.3.)

Kepler et al have suggested that these differences may be accounted for by an over simplification in the calculation of the maximum energy transfer involved in a single collision. Alternatively the screening of the inner electron shells in the case of the heavier gases may be important in the relativistic region where the impact parameters leading to ionisation are so much larger than at minimum ionisation. As this and other effects may operate much theoretical work needs to be done in order to disentanple the possible causes.

Returning to the work of Ghosh et al (1952), these workers measured the ionisation loss of $\mu$-mesons in oxygen using a cloud chamber placed in the beam of the Manchester Spectrograph. In this way they were able to extend their measurements up to a momentum of
$\sim 30 \mathrm{GeV} / \mathrm{c}$, corresponding to $\beta \gamma=300$, and were able to establish the general form of the onset and shape of the plateau, but as pointed out previously, the accuracy of their points in this region was too low to distinguish between the models of the ionisation loss process proposed by Budini, Huybrechts and Schonberg and Sternheimer (See Figure 7.6.1.) Technically their method is potentially superior to that employed by Kepler et al, since the cloud chamber is used solely for ionisation measurements and the
counter spectrograph is in any case a more efficient instrument for measuring momentum for reasons that have been discussed before. Providing the time and effort were available there seems no reason why this method should not enable a decision on the correct model to be reached.

In connection with Kepler's work on electrons it is interesting to note that Barber (1956) has used the intense sources of electrons from an accelerator to investigate the ionisation loss. In this way he was able to use an ionisation chamber to perform his measurement. The gases investigated were hydrogen and helium at both 1 and 10 atmospheres and his electrons had energies varying from 2 to 35 MeV ( $\beta \gamma$ from 4 to 70). His results agreed with Sternheimer's predictions to within the experimentel error involved. This was ~1\%.

The results of Barber's work have also been applied to test the calculations of Budini et al (1960). They found good agreement between the experimental results for the total specific ionisation and their theoretical prediction in the case of helium and slightly less good agreoment in the case of hydrogen. The experimental valwes in the latter case are 5-8\% greater than the theoretical ones. This lack of agreement may be the result of the greater uncertainty in the theoretical data applicable to molecular hydrogen as opposed to the atomic helium.

### 8.3. Proportional Counter Measurements

The principle of operation of the proportional counter is
discussed in some detail in the next chapter. Essentially it consists of a vessel filled with gas and containing two electrodes. The cathode takes the form of a cylindrical or rectangular box and the anode is a fine wire stretched dow the centre. Ion pairs formed in the gas are accelerated in the electric field between the electrodes and in the neighbourhood of the wire the electrons gain sufficient energy between collisions with the molecules of the gas to produce further ionisation. Under certain conditions the resultant overall charge multiplication factor is independent of the initial ionisation and the instrument is then known as a proportional counter. By exploiting this linear gas multiplication it becomes posaible to measure amounts of ionisation that would otherwise pass undetected. The amount of ionisation produced by a relativistic $\mu$-meson ( $\sim 2 \mathrm{MeV} / \mathrm{gm} \mathrm{cm}^{-2}$ ) falls into this category.

As in the cloud chamber experiments the momentum of the ionising particle is measured by the same techniques as used in spectrum. measurements. The proportional counter or counters are placed in the beam of the spectrograph together with a set of geiger counters, which act either as a simple telescope, or as guard counters, and ensure that the particle uhose ionisation is measured actually passes through the uniformly sensitive region of the proportional counter.

Several workers have used this technique, e.g. Becker et al (1952) who measured the momentum with a cloud chamber in a magnetic field, Parry et al (1953) who used the Sydney Spectrograph, but
the group that have made the most extensive measurements on the one gas, neon, are the Manchester group, Eyeions et al (1955). Using the Manchester spectrograph in its modified form to determine the particle momenta they were able to make ionisation measurements on $\mu$-mesons with momenta up to $\sim 100 \mathrm{GeV} / \mathrm{C}, \mathrm{i} . e \cdot \beta \gamma=1000$. Four proportional counters were used stacked one upon another, so that four ionisation measurements could be made on each particle. Each of the counters was 25 cm . long, 9 cm . wide and 7.0 cm . deep and was fillod with a mixture of noon and methane at partial pressures of 40 cm Hg and 4.4 cm Hg respectively at a temperature of $15^{\circ} \mathrm{C}$.

The relationship between output pulse height and the amount of initial ionisation produced in the counter was obtained by calibrating with the x -rays from Cr 51 and the linearity of response checked by using a series of such sources. Their results were based on some 5000 particles and covered a range from $\sim 1 \mathrm{GeV} / \mathrm{c}$ to $\sim 100 \mathrm{GeV} / \mathrm{c}$. These results were split up into momentum bands balancing increasing statistical accuracy against the increasing uncertainty in the momentum to be ascribed to a given band as the number of the bands was decreased and the width increased. The most probable value of the ionisation loss for each group was then calculated, using the method of linear unbiased estimators of minimum variance devised for this problem by Hammersley and Morton (1955).

Their results are shown in Fig. 8.3.1. together with a theoretical curve based on Sternheimer's theory (1952, 53).



FIG. 8.3.1. IONIZATION LOSS OFRELATIVISTIC $\mu$-MESONS IN NEON.
(EYEIONS, 1955)

The results suggest that the variation in ionisation with momentum falls off more rapidly than that predicted by theory, although the statistical accuracy is such that these results cannot be considered conculsive evidence for such an effect.

Greater statistical accuracy is required and possible an extension of the results to higher momentum regions, but whether the latter is a profitable policy taking into account the shape of the incident cosmic ray spectrum at these energies will depend largely on the size of the spectrograph. In any case the region already covered must be investigated again and to much greater statistical accuracy, and to do this a spectrograph with a greater collacting area than the Manchester one will be required, so as to accomplish the task in a reasonable time. It is expected that the Durham Spectrograph will enable this to be done.

### 8.4. Advantages and Disadvantages of the two methods

It is easiest if the various points are summarised.

1. Cloud Chambers
(a) Advantages: Long track length enables a series of measurements to be performed on the one track giving good statistical accuracy for one particle measurement. Rare high energy events can be excluded without losing more than a emall fraction of the track length. It can be used to investigate gases with a high electron attachment coefficient. It is completely insensitive to all normal forms of electrical noise. Can distinguish between two
simultaneous events.
(b) Disadvantages: Bulky not easily adaptable. Slow, requires a long time to recycle. Difficult to maintain constant condensation efficiency, both with respect to time and position in chamber. Track measurements very tedious.

## 2. Proportional Counters

(a) Advantages: Capable of dealing with high particle rates. Operation can be made very stable. Easily calibrated. Easily adaptable. Easy to make measurements.
(b) Disadvantages: Very sensitive to electrical interference and so careful screening required. 'Difficult to construct counter of dimensions comparable with those of cloud chamber. Cannot distinguish between two simultaneous events. Only one ionisation measuromont per particle. Only the most probable energy loss can be measured. Cannot use gases with high electron attachment coefficients.

## Conclusions

It wels decided to use the proportional counter technique to carry out the ionisation loss measurements. This decision was based on the following requirements and facts.

1. At low mementa the particle rate through the spectrograph is $\sim 2 / m i n$. and too high for a cloud chamber.
2. Time and resources for construction, operation and data analysis were limited.

## 85.

On all these counts the proportional counter was the obvious choice. Its mode of operation and the factors affecting the accuracy of the ionisation measurements will be considered in some detail in the next chapter.

## CHAPTER 9

## THE PROPORTIONAL COUNTER

### 9.1 The Mechanism of the Proportional Counter

9.1.1. The Basic Processes: The ionisation chamber.

The degree of ionisation of a gas can be determined by applying an electric field between two electrodes immersed in the gas and measuring the charge collected. At low fields the separation and collection of the ions is considerably hampered by the reverse process of recombination and the opposing forces due to diffusion, but as the field strength is increased more and more of the ions are collected until eventually "saturation" sets in and all the ions reach the electrodes. An instrument operating under these conditions is known as an ionisation chamber.

The method of measuring the coilected charge depends on whether the gas is subject to continuous ionisation, for example from a nearby radiation source, or whether the ionisation is produced "instantaneously" by the passage of a charged particle through the gas. In the former case the continuous current passing between the electrodes may be measured either directly with a galvanometer system or indirectly by allowing the charge to collect for a given period and then measuring the resultant voltage change. The ionisation produced by a single particle is more difficult to measure, for two reasons. In the first place the response time of the ionisation chamber and its associated measuring apparatus
limite the maximum rate at which particles can traverse the instrument and still be recorded separately, and secondly, if the effects
of Individual particles are to be studied then methods which depend on the integrated effects of many particles cannot be used to raise the signal level.

The response time of an ionisation chamber is limited by the transit time of the positive and negative ions from their point of origin to the appropriate electrodes. In an ordinary air filled chamber this will be of the order of milliseconds so that the maxdmum particle rate cannot be higher than a few tens, or possibly a few hundreds, per second, but by using certain other gases this rate can be increased considerabiy.

In some gases e.g. $\mathrm{O}_{2}$ it is found that the mobilities of the positive and negative ions are roughly the same while in other eog. $N_{2}$ and $A$, they differ by a considerable factor. This is because in the latter case the negative charge is carried by free electrons. In all gases the negative charge carrier starts as an electron, but in these gases, such as oxygen, which have a high. probability of electron attachment the electron becomes attached to a neutral molecule within a very short time, perhaps after only a hundred collisions. If, therefore, a gas having a negligible probability of electron attachment is used, and measurements are performed only on the effects due to the motion of the electrons, the maximum permissible particle rate could be increased a thousandfold. This can be done quite easily, as the voltage palse from such an ionisation chamber consists of an initial rapid rise due to the motion and collection of the electrons followed by a much slower rise due to the motion of the positive ions. If this
pulse is then differentiated with a time constant long compared with the transit time of the electrons and short compared with that of the positive ions an output pulse is obtained whose height is proportional to the electron component.

Under these conditions the output pulse is also a function of the initial distribution of the ionisation. The effect can be reduced by using non planar electrodes or can be eliminated by introducing a third electrode into the syatem so as to screen the anode from the effects of the positive ions.

The main drawback of the ionisation chamber is its low sensitivity. The lower limit of measurement in a typical case corresponds to an energy dissipation of about 60 KeV in the chamber. This means that in order to meesure the ionisation loss of a relativistic $\mu$ meson in a gas, the ionisation chamber must either be large or the gas filling must be under preasure.

A large chamber is necessarily associated with a high particle rate (of cosmic rays) maling electron collection essential, and thereby introducing the complications alluded to above. In addition the high particle rate increasesthe difficulty of identifying the output pulse that is associated with a particular event. Alternatively if the gas pressure inside the chamber is increased, the dimensions can be reduced for the same stopping power, but this restricts its usefulness. In both cases high operating potentials are necessary to reach "saturation". The simple ionisation chamber is therefors not suitable for a detailed investigation of the ionisation loss
of relativistic particles under a variety of conditions. All these disadvantages can be overcome, however, by operating a smaller chamber with a potential difference between the electrodes greater than that necessary for saturation and sufficient for gas multiplication to occur.

### 9.1.2. Gas Multiplication

In an ionisation chamber the electrons and positive ions do not acquire more than a very small fraction of the energy expended upon them by an electric field. Most of it is lost in collisions with the wolecules of the gas. Under the conditions apertaining in an ionisation shamber all the collisions are clastic ones and electrons reach a form of equilibrium in which, on the average, they gain as much energy from the field between successive collisions as they lose in the collisions. If the field is increased sufficiently, however the electrons can fain enough energy between collisions to undergo inelastic collisions and cause ionisation and excitation of the gas molecules. The secondary electrons produced will, in turn, undergo further Inelastic collisions and the initial amount of ionisation will be considerably enhanced. If the degree of this gas multiplication is independant of the amount of initial ionisation, the device is said to be operating in the proportional region and is known as a proportional counter.

The simple parallel plate system of electrodes used for the ionisation chamber is not the most suitable arrangement for a proportional counter. The size of the output pulse will be a function of the charge distribution, as the degree of gas
multiplicotion will depend on the number of mean free paths traversed by any electron from its point of origin to the anode and elso the potential difference necessary to provide the greater electric field may be excessive. Both of these difficulties are overcome by using a non-plenar electrode system nonsisting in its simplest form of a hollow cylinder dow the centre of which is stretched a wire. With this electrode geometry the field falls rapidly $\left(E=\frac{V}{\ln b / a} \cdot \frac{1}{r}\right)^{*}$ with distance from the central wire and if this is the anode no gas multiplication takes plare ontride a distence of a few wire radii from the centre. This region is very small compared with the whole counter, so that for all pratical purposes all the electrons produced by the passage of an ionising particle uncorgo the same degrec of multiplinstion and the induetion effects at the anode caused by the motion of the positive ions will be rue almost ontirely to the ions formen (in this secondary ymeas:) uthin the sonsitive rezion both by menns of the repic change in riele with distance from the centre and by virtue of their ereater numbers compared with that of the initial positive ions. This will ensure a constant multiplication factor throughout the winole volume and, by the choice of a sufficiently thin anode, gains of the orler of hundreds can be obtained with quite mode:ate operating potentials.

The limit to which the gas nultiplication can be pushed depends on the gas filling. If a ges as pure argon is used gas gains up to the order of a hundred can easily be obtained, but at gains of a few hundred counter operation becomes very difficult and the multiplication factor varies rapidly with changes in applied * $a$ is radius of wire, $b$ radius e.f cylinder.
voltage if indeed the discharge remains stable at all. This is due to the action of photons produced in the multiplication process. As in this instance the counter contains only a pure gas the photons cannot eject photoelectrons from the unexcited gas molecules, but they can do se from the material of the cathode where the work function is only a few voltage e.g. 4.33 volts in the case of copper compared with er $=11.57$ volts for argon. These photoelectrons then multiply in the same manner as before and as the time elapsing between emission of a photon and ejection of an electron from the cathode is only $\sim 10^{-8}$ second and the transit time of the electrons is quite short ( $<1 \mu \sec$ ) the successive avalanchss follow each other so rapidly that their effects are additive. This process can increase the gain considerably. If $A$ is the gain with negligible photo-effects and $\gamma$ the probability of emission of a photoelectron por ion pair produced in the avalanche then the overall gain from both causes becomes $\frac{A}{1-A X}$ and if $A X \rightarrow 1$ the gain becomes very large indeed, $A \gamma>1$ being interpreted as a continuous discharge.

Further delayed production of electrons may also occur when the positive ions strike the cathode, but in this case as the transit time is of the order of milliseconds the danger is not that the gain will be increased, but that these secondary electrons will be recorded as separate genuine events. A similar effect will also occur if a molecule in a metastable state returning to the ground state emits a photon which ejects a photoelectron from the cathode, the time delay in this case will be of the
order of milliseconds.

### 9.1.3 Gas Mixtures

A different state of affairs exists if a mixture of gases is used, because by virtue of the different energy levels existing in the two types of molecule various exchange phenomena can occur in collisions between the two, and it is possible by appropriate choice of gases to eliminate many of the disadvantages of the single pure gas.

One of the common mixtures of gases that is used is a noble gas, e.g. argon or neon, and a smaller amount of an organic gas or vapour, e.g. methane or ethyl alcohol. The ionisation potential of the methane molecule is 22.2 volts compared with 15.7 volts for argon and in addition the methane molecule has broad energy bands which lie below those of the excited states in argon. In fact the absorption spectrum of methane is a continum below 1630 A ( 7.5 oV ). This is due to the ability of the methane molecule to convert energy it has absorbed into energy of vibration or rotation of the molecule as a whole and because of this three important effects result.

1. The photons produced in the avalanche multiplication processes are absorbed.
2. Argon metastables can revert to the ground state by inelastic collisions with methane molecules, the excess energy being converted into rotational energy.
3. Positive argon ions colliding with the methane molecules have a high probability ( $\sim 0.1$ ) of undergoing charge exchange,
with the result that the ion sheath consists almost entirely of methane ions when it reaches the cathode. When the ions are neutralised they lose their excess energy by dissociating, so that no further electrons are ejected from the cathode to restart the process. The argon molecule remaining after the charge exchange may be in an excited state from which it reverts by emitting a photon, but this too is absorbed by the methane.

Using argon and methane and similar gas mixtures gas multiplication factors of several thousand can be obtained before the counter ceases to operate in the proportional mode. The upper limit is set by space charge effecte The space charge created by one avelanche significantly reduces the effective field at the wire and interferes with the formation of successive avalanches formed by other electrons from the original group of ion pairs. Because of this the effective gain falls as the degree of initial ionisation increases. In extreme cases other mechanisms become important and the discharge instead of being localised spreads along the wire and the space charge formed is sufficient to "choke off" the discharge, with the result that the same amount of charge separation occurs whether the initiating particle is a relativistic electron or an alpha particle at the end of its range. Such behaviour is characteristic of the Geiger-Muller counter.

### 9.1.4 Charaderistics of the Pulse From a Proportional Counter

Tha shape of the output pulse from a proportional counter is similar in character to that from an ionisation chamber, but the
mechanism is different. The secondary electrons from the avalanches are produced very close to the wire so that their contribution to the pulse is quite small and the initial rapid rise of the pulse is due almost entirely to the movement of the positive ions in the intense field in the neighbourhood of the wire. This quickly falls off and the pulse rise flattens off. The shape of the pulse profile is independent of the amount of initial ionisation and it is again possible to obtain a measure of the amount of ionisation from the height of the pulse after differentiation. Although excessive differentiation must again be avoided if loss in pulse height is not to be excessive.

### 9.2. Factors Affecting the Accuracy of Ioni sation Measurement

### 9.2.1. The Factors

The degreee of reliability of measurements with a proportional counter depend on
a). The constancy of the gas multiplication factor. Its independence of time, position, distribution and magnitude of initial ionisation and the statistical uncertainty in its actual value.
b). The linearity and constancy of the gain of the associated amplifiers.
c). The accuracy of amplifier output pulse height measuraments.
d). The accuracy with which the output pulse height can be interpreted in terms of the initial ionisation.

Items (b) and (c) are functions of the particular amplifying equipment used and a discussion of these factors is postponed until a later chapter when the amplifying and recording apparatus is considered in some detail.

### 9.2.2 The Constancy of the Gas Multiplication Factor With Time

There are four quantities which may vary with time and cause changes in the gas multiplication factor. These are the temperature, the gas filling, the counter E.H.T., and the electrical insulation of the counter.

Variations in temperature, unless of a large magnitude will cause negligible changes in the actual physical dimensions of the counter. The pressure inside the counter will vary with temperature, but the mass of the gas will necessarily remain constant. The kinetic energy of the gas molecules will increase with temperature and this will influence the length of the mean free path of the electrons between collisions with neutral molecules and thereby alter both the critical radius at which multiplication starts and the number of ionising collisions per unit path length. However, this effect is expected to be very small for the temperature changes envisaged i.e. a few degrees.

Another effect of temperature variations is to alter the concentration of the quenching gas by varying the amount that becomes adsorbed on the walls of the counter. This effect, fortunately, is not important for a gas such as methane used at room temperatures, but it does become so for counter quenched
with ethyl alcohol which are operated at temperatures below $5^{\circ} \mathrm{C}$. The size and nature of the counter walls will also influence the magnitude of the effects.

The gas multiplication factor is very dependent on the counter E.H.T. voltage. In a typical case a change of E.H.T. of a few percent produces a change in gain an order of magnitude greater. It is essential therefore to maintain a very stable E.H.T. supply.

The gas filling may change with time due either to a leak in the counter or to the effect of successive discharges in the counter. If there is a leak and the pressure inside the counter is greater than atmospheric the resulting decrease in pressure will lower the "stopping" power of the counter and at the same time increase the gas multiplication factor. However; for a particle that loses only a fraction of its energy in the counter these two opposing effects will not cancel out, as the variation in the former case is roughly proportional to the pressure while in the latter it varies as a higher inverse power.

If, on the other hand, the pressure inside the counter is less than atmospheric, molecules of oxygen and water vapour in the air leaking in will provide very effective electron traps and even small amounts, of the order of ten parts per million, of counter gas will affect the operation of the counter. The electron trapping is not "permanent" as in the case of a condensed medium, but the negative ions formed have such a small velocity compared with that of the original electrons (about $10^{-3}$ of the electron velocity)
that they are effectively removed from the discharge.

The fraction of the electrons produced at a distance $r_{0}$ from the anode that survive to reach the critical region (radius $r_{c}$ ) is given by:

$$
\exp -\int_{0}^{r_{0}-r_{c}} \frac{d x}{\delta}
$$

(see for example Sharpe, 1955).
or approximately exp- $\int_{0}^{r_{s}-a} \frac{d x}{\delta}$ since $r_{c} \approx a$
Where $\delta=\frac{W^{2} \times 7 \times 10^{-16}}{\varepsilon / p C p h}$
is the mean free path against
capture.
In a gas at pressure $p$ containing a concentration $C$ of. contaminant of electron capture probability $h$, and $w$ is the mean drift velocity when $\mathcal{E}$ is the field strength.
$W \sim \mu_{-}\left(\frac{\varepsilon}{p}\right)^{1 / 2}$
Where $\mu$ is the electron mobility which is $\sim 10^{5} \mathrm{~cm}^{3 / 2} \mathrm{~V}^{-i / 2} \sec ^{-1} \mathrm{arm}^{1 / 2}$. for many gases. Also h~10 $\sim 10^{-4}$ so that of reduces to $\sim \frac{7 \times 10^{-2}}{c p} \mathrm{~cm}$. For the counters in this experiment $C$ is $\sim 10^{-5}$ for oxygen contamination and $p$ is 0.53 atmospheres.

Then:

$$
\exp -\int_{0}^{r_{0}-a} \frac{d x}{d} \text { is }-\exp -\int_{0}^{5.5} 7.5 \times 10^{-5} d x
$$

Therefore only about . $04 \%$ of the electrons are lost by electron capture which is negligible.

In every discharge a certain amount of the quenching gas is dissociated. For a vapour such as ethyl alcohol the dissociation is permanent and its concentration gradually falls with time (of operation). Fortunately in a proportional counter the losses
when using ethyl alcohol or a similar quenching agent are not serious. For example a counter of the type used in the experiments to be described is subject to bombardment by cosmic ray particles at a rate of about 100 particles per second. If they each dissipate 6 KeV in the counter and the counter gain is $10^{3}$ this will produce $2 \times 10^{7}$ ion pairs/sec. Assuming that the quenching mechanism is $100 \%$ perfect this will also be the number of molecules of alcohol that are used up per second, so that in a year $6 \times 10^{1 / 4}$ molecuies or about $10^{-9}$ mole of alcohol will be removed. In comparison with this the counter containg $\sim 10^{-2}$ mole of alcohol so that loss of quenching gas by dissociation is not likely to be of any importance.

Variations in insulation resistance of the proportional counter are due almost entirely to changes in climatic conditions. In an Lonisation chamber, where it is often necessary to measure currents down to $10^{-1 / 4}$ amp., or to collect small quantities of charge over appreciable periods, the degree of insulation between anode and cathode must be very high indeed under all conditions.

In a proportional counter the response of the system to direct currents and low frequencies is zero and a steady small leakage of current between anode and cathode will not affect the pulse shape or size unless the leakage current is sufficiently large to produce a significant voltage drop in the network decoupling the counter from the E.H.T. supply. It may, however, conceivably lead to a further distortion of the electric field in the neighbourhood of the wire support (See 9.2.3c). The flow of current will alter
the d.c. level of the pulse amplifier, if, as in this experiment, the cathode of the counter is at a high potential and the anode is grounded through the grid resistor of the first valve. The change in bias level may make the amplifier response non linear and will increase the noise level, because not only will the valve be operating under conditions different from those selected to give minimum noise, but the leakage current flowing through the grid resistor will, because of its particle nature, be subject to random fluctuations.

The degrees of insulation required to minimise these two effects can be estimated. In the d.c. level case an additional bias of 0.1 volt could certainly be noglected, and if the grid resistor were $10^{7}$ ohms and the E.H.T. supply 1 KV this would require an insulation resistance of $10^{11}$ ohms. This can be relatively easily obtained and in the warm atmosphere of a room containing electrical apparatus disaipating several kilowatts this can easily be maintained.

The noise induced by random fluctuations in the leakage current is given by:

$$
\nabla g=\left[\begin{array}{ll}
\frac{\partial I g}{2 C^{2}} & \frac{T_{1}^{2}}{T_{1}+T_{2}}
\end{array}\right]^{\frac{1}{2}} \quad \text { volts (r.m. s.) (See chapter 10). }
$$

where $e$ is the electronic charge, $I_{g}$ the leakage current, $C$ the total grid capacity and $T_{1}$ and $T_{2}$ are time constantsthat express the bandwidth of the amplifier.

Using the values associated with this experiment $V_{g}$ will be equal to $10 \mu$ volts for a leakage current of $\sim 10^{-7}$ amps.
i.e. an insulation resistance of $10^{10}$ ohms.

### 9.2.3. Constancy of Gas Multiplication Factor With Position,

Distribution and Amount of Ionisation
(a) Amount of ionisation. If space charge effects are not negligible the gas multiplication factor will vary with the amount of indtial ionisation, becoming smaller as the ionisation increases. In any quantitative work therefore the counter mast be checked for linearity over the range of ionisation expected.
(b) Equal quantities of ionisation, but different track lengths. The effect of columar recombination will be more severe in the short dense track than in a long, less dense one. In addition, the spread in transit time of the electrons moving from their points of origin to the critical region may be aufficiently great in a large counter to give a faster rising output pulse from the shorter track and the amplifier being frequency dependent will reapond differently to the varying rise times and introduce an additional uncertainty.
(c) Equal quantities of ionisation and equal track lengths. Variations in the gas multiplication factor may occur both along and across the counter, Variations along the length of the counter result from variations in the diameter of the anode wire or from the effect of field distortion caused by the finite length of the counter and the supports for the wire. The variations in wire
diameter become more important as the diameter decreases and this together with the increasing fragility of the wire, limited the smallest size that can usefully be employed. Apart from mechanical defects, changes in the effective wire diameter along its length may be caused by the presence of dust particles on the wire, so that when constructing a counter great care has to be taken to exclude dust and also to avoid introducing any further mechanical defects as might result from kinking the wire when it is being mounted.

The effect of the finite length of the counter and the wire supports is localised at the ends of the counter and the field is reasonably constant to within a few cathode radii of the ends. This holds when the rire is festened directly to metal supports of sufficient diameter to reduce the gas gain to unity and the length of the counter is defined as the length of the wire. Tf the wire is terminated instead in insulating sleeves the length of the uniform response part of the counter will be more uncertain as an additional field distortion may result from the build up of static charges on the surface of the insulators.

The problem of indefinite length can be overcome either by using guard electrodes at the ends of the wire with the same diameter as the wire or by the more direct method of restricting the flux of particles to the central uniform field section of the counter allowing a suitable safety
margin at either end. The latter is easily put into practice in cosmic ray measurements, because by using a simple Geiger counter telescope array those particles passing through the uniform region are selected.

Variations in gas multiplication factors across the width of the counter are due to a variety of causes. These are the effects of electron attachment, the effect of the radially asymmetrical electric field resulting from the rectangular cross section of the counter necessary to ensure constant track length (for vertical trajectories) and also the misalignment of the anode wire.

The effect of the presence of gases with high electron attachment probabilities is enuivalent to a reduction in the gein of the counter: This effective gain will differ not only for long and short tracks, but also for two equal tracks, one of which passes close to the wire and the other which passes close to the walls of the counter, because the distance the electrons travel to reach the critical region will be different in the two casee and so also, therefore, will the probability of "Trapping". An additional difference may also arise because of the effect of transit times on the rise time of the output pulse, as mentioned above, although in the case of equal track lengths the effect will be smaller.

The radially asymmetrical field will have two effects; firstly, electrons equidistant from the wire may take different times to reach it, and secondly the critical region will
not be circular in cross section, so that the gas gain will vary with angle.

The additional asymmetry introduced by the displacement of the wire from the central position occurs both in the case of cylindrical and rectangular counters. In a cylindrical counter the magnitude of the effect is indicated by:
$\frac{\partial E}{E}=\frac{4 a \Delta}{b^{2}}$ (See Rossi and Staub, 1949). where $a$ and $b$ are the anode and cathode radii respectively, E is the mean field strength in the neighbourhood of the wire and $d E$ is the difference in field strength for directions on either aide of the wire when it is displaced a distance $\Delta$ along this direction.

Smith (Private communication, 1959) has determined the Porm of the electric field configuration inside a rectangular counter both with the wire central and with it slightly displaced. Using the dimensions of the present apparatus it is found that the departure from a radially constant field in the case of zero displacement is negligible at distances of the order of the critical radius, and that the effect of displacing the wire is given to a good approximation by the expression for the cylindrical case on using a geometric mean of the dimensions for $b$.

The expected maximum displacement of the wire, taking into account the predicted sag under gravity, does not exceed I mm and using the value of dA (rate of change of gain
with E.H.T.) obtained for these counters the maximum spread in pulse height from this cause is less than $0.1 \%$ which is negligible.

### 9.2.5. Statistical Variations in the Gas Multiplication Factor

Even if the perfect proportional counter could be made and all the uncertainties described above eliminated there would still remain the spread in the gas multiplication factor die to the statistical nature of the multiplication process itself. The extent of this spread has been evaluated by Curran et al (1949) for the case where the gain is much greater than one. Then, if the initial number of electrons is $N$, and $\bar{M}$ is the mean multiplication factor, the probability that M will lie between M and $\mathrm{M}+\mathrm{dM}$ will be given by:

$$
\frac{M}{\overline{\mathrm{M}}}(3 / 2 \mathrm{~N}-1) e^{-3 / 2 N\left(\frac{M}{\bar{M}}-1\right)_{d \mathrm{H}_{0}}}
$$

The fractional statistical deviation of this curve is $\left(\frac{2}{3} N\right)^{\frac{1}{2}}$ This spread was shown to be approximately equal to that introduced by the spread in the mean value of the average energy loss per ion pair formed, so that the total factional standard deviation of a pulse distribution from a perfect counter will be (4/3N) ${ }^{2}$. An energy dissipation of 5 KeV in argon will therefore give an output pulse whose fractional standard deviation in height will be 1.e.~ $\sim 8 \%$.
9.2.6. The Relationship Between Pulse Height and Energy Dissipation

When the tnaccuracies and variations in response of the
proportional counter and its associated amplifier and display equipment have been reduced to a minimum there remains the problem of determining the numerical relationship between an output pulse height, measured in volts (or cm) and an initial expenditure of energy, measured in ev. It is not practicable to obtain this relationship by determining the relevant factors in the chain of processes, i.e.
(a) The average amount of energy required to form an ion pair.
(b) The gas multiplication factor of the counter.
(c) The gain of the amplifier.
and performing the necessary calculations. This is so, because it is not possible to calculate (b), the gas maltiplication factor, given the dimensions of the counter, details of the gas filling and the E.H.T. voltage. This means that it must be determined experimentally and the method used to do this can by a slight modification be used to calibrete not just the counter, but the syftem as a whole, thereby enabling one to obtain the relationship between final pulse height and energy loss directly.

The way in which the gas multiplication factor can be measured is to expose the counter to radiation, e.g. d-particles or X-rays so that the entire energy of the particles or photons is given to the gas. The output pulse height is then measured under normal conditions and then with the E.H.T. reduced to give a gain of unity. This is a satisfactory procedure for low gains, but not for high where the large amount of ionisation necessary for the measurements with no gas multiplication may be subject to space charge effects under
normal conditions which seriously reduce the measured value of the gain, whereas for the amounts of ionisation that the counter is expected to measure these effects may be completely negligible.

A better method is to irradiate the counter with X-rays of known energy, comparable to the expected energy losses under investigation, and to measure as before the pulse height corresponding to the total absorption of individual photons. This then yields the calibration factor directiy.

Originally the X-rays were produced by irradiating a sheet of a selected metal with $\gamma$-rays from a radioactive source, but with the appearance of easily available radio-isotopes it became possible to use instead K-capture X-ray sources. This method was pioneered by Rothwell et al (1950) in their work on the calibration of proportional counters and their application to energy loss problems notably that of the ionisation loss of relativistic electrons.

The method is a very convenient and powerful one, because not only can the counter pulse be calibrated directly, but by using a number of different X-ray sources the linearity of the system can be checked and by calibrating the counter with a single source placed in different positions the constancy of the gas multiplication factor along and across the counter can be verified. The only restifiction on this is that it is necessary to provide a thin calibration window in the counter walls. Mica is often used for this purpose. If this is not done and a large source is used instead, the low energy ( $\sim 10 \mathrm{KeV}$ ) calibration X-rays are excessively attenuated in comparison with the higher onergy ( $\sim 1 \mathrm{MeV}$ ) X-rays which are also
emitted by the sources. The high energy X-rays have a much smaller probability of losing all their energy in the counter, but they give rise to electrons and photons extending over a wide energy range and the contribution from the callbration X-rays is lost. It is important to note that this method of calibration may be subject to a small systematic error. This arises from the fact that the photoelectrons produced by the K-capture X-rays have a range in the gas of only a few millimetres, whereas the ionisation under investigation is produced along a path of 11 cm . These differences in track length can lead to difference in output pulse height for the same initial amount of ionisation, for the reasons discussed above (section 9.2.3. (b)). The affect is expected to be small, however, it will be considered again in Chapter 12 when the results of the ionisation experiment are analysed.

### 9.3. The Construction of the Proportional Counters

The constructional details of the proportional counters are shown in Figure 9.3.1. The cathodes were made from a section of copper waveguide roughly sown to length and then accurately millied. The two holes for the calibration window were drilled and the ends of the counter polished with fine emery paper ready for the brass and pieces to be soldered in place. These brass end pieces were machined to shape, drilled and tapped to take the feed-through insulators, screening caps and the brass gas inlet pipe. The inlet pipe was brazed on, the edges of the brass plates tinned and the completed end pieces soldered onto the copper waveguide. A rinse with carbon tetrachloride was then given to remove traces of oil and grease.

COUNTER

The central tungsten wire was passed through the holes in the brass end plates using a thick ( 14 SWG) copper wire as a lead and the glass feed-through insulators threaded onto the ends of the tungsten wire. 'Araldite' was then used to fasten the insulators, wire and glass inlet pipes in position. In order to prevent the wire from sagging the 'Araldite' was allowed to set with the counter supported vertically and with the wire stretched by a 200 gm weight. When it was certain that the 'Araldite' had set hard the counters were rinsed out with water and detergent, tap water, distilled water and finally with acetone. They were then allowed to drain and the remaining traces of acetone removed by evacuating them.

The mica windows were fastened on with 'Araldite' and a layer of 'Araldite' painted over all. the soldered joints as a precaution against possibie pin-holes. The constructional work was then completed by putting on the screening cans as shown in the diagram. The connection to the anode was made by binding the tungsten wire to its supporting metal tube with tinned copper wire and soldering the latter in position. The completed counters were then seeled on to the vacuum system, pumped down and tested for leaks. After flushing out with 1 cm . of Neon and re-evacuating, the counters were filled with 2.9 cm of methane and 40.1 cm of Neon at $20^{\circ} \mathrm{C}$. Each counter was then given a preliminary test using cosmic rays as a source of ionisation and were found to operate satisfactorily in the same voltage region.

## CHAPTER 10

## THE ASSOCIATED ELECTRONIC CIRCUITS

### 10.1. General features

A block diagram of the proportional counter and its associated electronic circuits is shown in Fig. 10.1.1. The pulses from the counter, which are of the order of a few hundred microvolte for relativistic particles, are amplified about five hundred times by a head amplifier mounted close to the counter and pass from there via several metres of screened cable to the main amplifier and recording equipment. Each counter has its own head amplifier, but the output pulses from all the units are mixed and fed into one comon main amplifior. Tho system is designed for a maxinum of four separate counter chains.

### 10.2. The Stabilised E.H.T. Supply

This is besed on an A.E.R.E. design and is capable of supplying up to 2.5 kr . The output from this unit, which has its own integral coarse and fine output controls, is connected to the counters via a 25 step potentioneter chain and a decoupling network consisting of 100 K ohm resistor and a $0.5 \mu \mathrm{~F}$ condenser. The resistance to ground of this condenser and the associated feed through insulators was better than a few times $10^{10}$ ohm at 2 kv , so that relative chaiges in the E.H.T. could be conveniently monjtored

FIG. 10.1. BLOCK DIAGRAM OF PROPORTIONAL COUNTERS
\& ASSOCIATED AMPLIFIERS.
at the output terminals of the E.H.T. pack instead of directly across the counters.

The E.H.T. was monitored by comparing a fraction of it with the E.M.F. of a standard cell using a Pye 'Scalamp' galvanometer as null indicator. With this arrangement the sensitivity was such that the lowest limit of measurement of 1 part in 6000 was imposed by the number of decades on the resistance box rather than by the minimum detectable shift of the galvanometer light spot.

A typical set of day to day E.H.T. readings is shown in table 10.2.1.

## Table 10.2.1.

Sunday
Monday.
Tuesday
Tu. (mult. by const.)
Wednesday
Thursday
Friday
Saturday

A study of the gas multiplication factor versus E.H.T. curves
fical proportional counters (Rossi \& Staub, 1949) indicates
for small voltage changes a given fractional change in E.H.T.
roduce a change in gas gain an order of magnitude higher.

This was subsequentiy borns out by experiments on the actual counters used in this experiment (see Chapter 12 for details). If therefore results are to be consistent to within $\pm 18$ over a rum the E.H.T. supply should be stable to at least one part in a thousand in order to remove any uncertainty as far as it is concerned. Table 10.2.1. shows that the E.H.T. pack satisfies this criterion.

### 10.3. The head amplifier

This is based on the well known ring of three circuits, and is shown in fig. 10.3.1. The first three valves are the amplifier proper with the negative feedback loop connected between the cathode of $V_{3}$ and the cathode of $V_{1}$. The fourth valve is a cathode follower providing a low output impedance for the pulses which have to be fed to the mein emplifier via soveral motres of cable. $\nabla_{4}$ is necessary even if, as was done originaliy, the signal is takem from the very low impedance point at the cathode of $V_{3}$ instead of from the relatively high impedance at its anode. This is so, as in the former case the output impedance is not pureiy resistive, but includes an inductive component which causes the amplifier to oscillate when loaded by the capacity of a few metres of cable (see for example Elmore \& Sands, 1949).

The changeover to the present system was prompted by the fact that the ordinary cathode follower can only handle satisfactorily fast riaing pulses of positive polarity and also
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by the need for increased and easily controllable gain. In this way the gain of the individual head amplifier could be adjusted to counterbalance the variations in gas multiplication among the proportional counters when they were operated at the same E.H.T.

In operation the gain of each head amplifier was set approximately correctiy. The negative feedback condenser $C$ was adjusted for no overshoot on a fast rising test pulse and the gain reedjusted to the required value. The problein was made easier by the decision, prompted by the amount of time available and the relative collecting efficiencies of the counters, to use only two of the four available counters. The gain of the amplifier associated with the counter with the lower gas multiplication factor was then set at maximum and the head amplifier of the other counter adjusted accordingiy. The gain in the maximum position is $\sim 500$.

### 10.4. The lower limit of pulse measurement

The lower limit of pulse size measurement is set by the noise level of the amplifier and as there is a limit to the amount of gas multiplication that can be obtained from a proportional counter without passing outside the proportional region, it is necessary to consider the steps that can be taken to reduce the amplifier notse and to keep the signal to noise ratio as high as possible.

The sources of noise can be divided into three categories. These are:
(1) Mechanical. External mechanical shocks or Vibration set up vibration in the components of the amplifier which can cause electrical oscillations of considerable magnitude. This is particularly true for valves.
(2) External sources of electrical interference. In this category are included electromagnetic disturbances picked up by the signal leads, mains-borne interference and mains ripple on the power supplies.
(3) Inherent electrical noise in the amplifier, particularly the input network of the first stage, and in the first valve.

The effect of mechanical Fibrations can be much reduced by first of all making sure that all components are rigidly fastened to the amplifier chassis and then supporting the whole amplifier in such a way that its periad of natural oscillation is very long. Any induced vibration which in general will be of much shorter period will then be heavily damped. Vibrations of period comparable with that of the natural period of oscillation are not likely to occur, but these can be controlled by additional mechanical damping and in any case the response of the amplifier to such low frequencies, of the order of a few cycles per second, is very small indeed.

External sources of electrical interferences are reduced by using adequate electrical screening, multiple if necessary, by avoiding wherever posaible multiple earth returns, by using d.c. supplies for the heaters of the valves and by adequate smoothing and decoupling for all power supplies.

The inherent electrical noise of the amplifier and its input circuit is the source of noise over which least control can be imposed and in general it sets the lower limit of signal detection. When, as in this case, the first stage of the amplifier produces appreciable amplification of the signal, only noise produced in its input stage and within the first valve are important.

The main sources of noise in the first stage of the amplifier are:
(1) Thermal noise due to the thermal motion of electrons in the input resistor of the amplifier.
(2) Shot noise arising from the random emission of electrons from the cathode or from the electron cloud surrounding it, depending on whether the valve is operating under temperature or space charge limited conditions.
(3) Grid current noise due to the random motion of the current carriers in the grid current through the grid resistor.
(4) Flicker noise due to the random appearance of impurity centres on the cathode surface.

The noise level appearing at the output of the amplifier is a function of the frequency response of the anplifier. The limits of the pass band can be reasonably specified in terms of a single integrating time constant $T_{1}$, and a single differentiating time constant $\mathrm{T}_{2}$ corresponding to the upper and lower half power frequencies.

It is convenient to specify the noise level in terms of the equivalent input noise for an amplifier of infinite bandwidth and constant gain. The total rom.s. equivalent noise level can then be show to be (see for example Gillespie, 1953):

$$
\begin{aligned}
\nabla^{2} & =\frac{k T e}{C^{2} R} \frac{T_{1}^{2}}{\left(T_{1}+T_{2}\right)}+k T e \frac{2.5}{g^{m}} \frac{T_{1}}{T_{2}\left(T_{1}+T_{2}\right)} \\
& +\frac{\theta I g}{2 C^{2}}\left(\frac{T_{1}^{2}}{T_{1}+T_{2}}\right)+\frac{10^{-13} T_{1}^{2}}{\left(T_{1}^{2}-T_{2}^{2}\right)} \frac{T_{1}}{T_{2}} \quad \text { volts }{ }^{2}
\end{aligned}
$$

where the successive terms represent the contributions from thermal, shot, grid current and flicker noise respectivaly, and kis Boltman's constant, $T_{e}$ the absolute temperature, $R$ the grid resistor, $C$ the total input capacity including strays, e the electronic charge, $I_{a}$ the anode current, gm the mutual conductance and $I_{g}$ the sum, regardless of sign, of the positive and negative components of the grid current.

In the case of a pentode first stage the shot noise term becomes

$$
\mathrm{kT} \frac{2.5}{\mathrm{gm}}\left(\frac{I_{\mathrm{a}}}{I_{c}}\right)\left(1+8 \frac{I_{s}}{\mathrm{gm}}\right) \frac{T_{1}}{T_{2}\left(T_{1}+T_{2}\right)}
$$

due to the effect of the division of the cathode current $I_{c}$ between the anode current $I_{a}$ and the screen current $I_{s}$.

Not all of these terms are of equal importance. $R$ is generally chosen to make the thermal noise negligible in comparison with the grid current noise and the latter is reduced by increasing $-V_{\mathrm{E}}$ and decreasing $\mathrm{V}_{\mathrm{a}}$. This reduces the number and kinetic energy of the electrons, and by so doing decreases the positive grid current due to the positive ions produced when the electron stream collides inelastically with rcsicual gas molecules. This process cannot be ourried very far however, since the gul is also reduced and the shot noise is increased. In most cases shot noise is the predominant term and undor these conditions it is advantegeous to use a triode input stage.

### 10.5. The Signal to Noise Ratio

In order to evaluate the signal to noise ratio, $\mathrm{S} / \mathrm{N}$, it is necessary to specify the form of the input pulse. For the ionisation chamber and proportional counter this can be reasonably approximated by a pulse with an initial linear rise of period T to a plateau of much longer time period (see Gillespie, 1953) and using Gillespie's treatment it can be shown that the $\mathrm{S} / \mathrm{N}$ is
a maximum for $T_{1}=T_{2}$ for all values of $X$ from 0.5 to $\infty$ where $X$ is defined by $\left(T_{1} T_{2}\right)^{\frac{1}{2}}=X T$.

A similar analysis shows that this condition also gives the least variation in amplifier gain for variations in the pulse rise time.

The size of the single differentiating time constant that limits the low frequency response of the amplifier and its position in the amplifier chain are important for a variety of reasons. It controls to a large extent the ability of the amplifier to deal with pulses which follow in close succession to one another. For this purpose the time constant should be small compared with the transit time of the positive ions in the counter, but not smaller than the initial rapid rise time of the counter pulse, otherwise the pulses will be unduly attenuated without any appreciable gain in resolving power.

If pulses from the counter arrive so rapidly, and their length Is such, that the leading edge of one falls on the tail of the previous pulse, 'pile up' occurs which can, if of sufficient magnitude, drive the amplifier off the linear part of its characteristic. The probability of this happening increases with successive stages as the pulse height increases. It would therefore seem advisable to introduce the differentiating time constant as early as possible in the amplifier chain and in fact this could
be done simply by using a comparatively small load resistor, e.g. $10^{5}$ ohm on the counter, so that the time constant consists of this resistor and the total input capacity of the amplifier, counter and strays. It is know, however, that to reduce thernal noise to the minimum this load resistor should be as large as possible and it would seem better from this point of view to put the small time constant later on in the chain. This would have the additional advantage that the effects of microphonics and a.c. pick-up would be much reduced and in practice the small time constant is placed after the first few stages of amplification where the pulses are too small for 'pile up' to be important in the applications envisaged. A suitable position is after the head amplifier.

In the amplifying system used in this experiment, the differentiating time constant was $5 \mu \mathrm{sec}$. The upper frequency 'limit' wes determined by the constants of the head amplifier and no additional integrating time constant was introduced. The upper half power frequency determined from a series of gain $\boldsymbol{*}$. frequency measurements corresponded to a value of $T_{1}$ of approximately $2 \mu s e c$. In view of the slow variation of $\mathrm{S} / \mathrm{N}$ with the ratio of $T_{1} / T_{2}$ in the neighbourhood of $T_{1}=T_{2}$ this was considered adequate.

The noise level in the first valve was kept down by connecting it as a triode and by suitably adjusting the grid voltage, but no attempts were made to specially select valves for the first
stage or to investigate the effects of operating at reduced anode voltage. This was because it was found possible to obtain a good $\mathrm{S} / \mathrm{N}$ without these elaborate precautions, but if at a later date investigations were carried out with different counter fillings and lower gas gains it might prove necessary to take these precautions.

Experiments showed that S/N was approximately 20 for the most probable pulse height under the conditions of this experiment.
10.6. The main amplifier and recording equipment

The pulses from the head amplifier are mixed by connecting the outputs in parallel, so that the cathode followers in each of the head amplifiers have a conmon cathode load as far as A.C. signals are concerned. The 'mixed' pulse is then delayed by about $5 \mu s e c .$, differentiated by passing through a $5 \mu \mathrm{sec}$. CR coupling and fed into the main amplifier and from thence into an oscilloscope for display or photographic recording. The oscilloscope is triggered by a pulse from the coincidence circuits which select the cosmic ray particles and the delay introduced into the proportional counter pulse enables the 'bright-up' pulse to reach maximum despite delays introduced by the coincidence circuits and also puts the counter pulse beyond the initial nonlinear saction of the time base sweep. A few milliseconds after the initial sweep the timebase is again triggered and the second
sweep used to provide a base line from which measurements can be made.

The coincidence circuits and the cycling system for the cameras etc. are considered in the next chapter.

## GHAPTER 11

## THE EXPERIMENTAL ARRANGPENT

### 11.1. The Geometrical Arrangement

The four proportional counters are mounted side by side at a distance 31 cm . above tray $B$ in the spectrograph, with their longest dimension in a direction at rightangles to the direction of the magnetic field. This is shown in fig. ll.l.l. The geiger counters designated $T$, which are mounted above and below each proportional counter, are connected to form a set of four, two-fold telescopes and in conjunction with the spectrograph select the cosmic ray particles.

The proportional counters, the geiger counters, their associated quenching units and the four head amplifiers are mounted on a trolley which can be moved in and out of the 'bean' of the spectrograph so as to facilitate tests and to enable other experiments to proceed. The proportional counters, supported at either end on insulating blocks, are contained in an aluminium box for screening purposes and are connected by short lengths ( $\sim 15 \mathrm{~cm}$. ) of coaxial cable to their respective head amplifiers. These are supported from the trolley framework by stretched rubber strings to reduce the effects of microphony.
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The trolley is show in plate 1l.1. Part of the screening has been removed to show the proportional counters. The framework supporting the top four geiger counters is hinged and lifts up to enable a radioactive source to be placed on one of the calibration windows.

### 11.2. Particle selection

The particle beam through each of the proportional counters is defined by the geiger counters in the spectrograph and by the individual two-fold telescopes. The spectrograph defines the useful length of the proportional counters and the two-fold telescope the uscful width. The useful length is 52 cm. compared with the actual length of 76 cm. , so that end effects can be safely neglected. The useful width is approximately $60 \%$ of the total.

The particle momentum is determined in the same way as in the spectrum measurements, but the accepted particles have to satisfy the additional criterion of discharging one of the four 2-fold telescopes. This is ensured by mixing the outputs from the four 2-fold coincidences units and feeding the common output pulses into one of the channels of the main Rossi coincidence circuit which is then operating in 6-fold coincidences. The other five channels being operated by pulses from the five trays of G.M. counters as in the spectrum measurements. The master coincidence pulse from the Rossi unit is then used:
(a) to trigger both the momentum analyser oscilloscope and the proportional counter oscilloscope.
(b) to trigger the camera cycling aystems.
(c) to gate the unit which determines the proportional counter through which the particle has passed.

### 11.3. Gorrelation of the film records

It is necessary to adopt some method of correlating the information recorded on the two oscilloscope films, i.e. the momentum of the particle and the amount of ionisation it produces and also to correlate these records with the data obtained from the flash-tube cameras if in use. In principle it should be possible, having started the oscilloscope cameras together, to number the frames mentally from the start, but the necessity of counting up to several hundred frames with absolute certainty and the possibility of lost or doubtful frames due to accidentai fogging or faults in development renders the method highly unsatisfactory. The method used here is to label some of the pairs of corresponding frames with the flashes from a set of neon bulbs. The bulbs are arranged inside the camera cones as close to the actual oscilloscope screen as possible taking care not to obstruct the Fiew of the trace. The 'ionisation' camera sees nine bulbs altogether. Four of these indicate which of the proportional counters is involved in a given event. Two more, together with a corresponding pair associated with the momentum
analyser camera, are arranged to flash and label every 5th Prame. One flashes for every 5th frame and two for every 25th frame. The remaining three bulbs are arranged to perform a similar function in conjunction with the flash tube array except that in this case one bulb flashes for every event in which the flash tubes are pulsed and two bulbs indicate a 5th frame and three bulbs a 25 th.
11.4. Electronic Circuits for particle selection and record correlation

A block diagram of the complete system is shown in fig. 11.4.1. All the units except for the 2-fold coincidence units, the cyciling system and the hodoscope unit have been described in detail elsewhere. The remainder will now be described.

## The 2-fold coincidence unit

The circuit is shom in fig. 11.4.2. The basic 2-fold units are four short suppressor base pentodes $\nabla_{1-4}$ biassed off by both $\mathrm{g}_{1}$ and $\mathrm{g}_{3}$. The two coincident signals are applied to these grids and the output signals from all units mixed by virtue of the common anode load $R$. $\nabla_{5}$ inverts the negative coincidence pulse and by appropriate choice of the values of its associated circuit elements also discriminate against the small non coincident break through pulses due to capacitative coupling between $g_{3}$ and anode. $V_{6}$ is the output cathode follower.
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## The Cycling System

The circuit is shown in fig. 11.4.3. The relays and uniselectors are actuated by pulses from the Rossi coincidence unit and by pulses from the momentum selector (flash tube trigger pulses) applied to the two univibrators $\nabla_{3}$ and $V_{4}$ respectively. $V_{1}$ and $V_{2}$ serve to isolate the univibrators from the input circuits and prevent any spurious pulses generated at the end of the univibrator pulse from being fed back into the Rossi or momentum selector circuits. It is helpful to consider the action of the two sets of univibrators and associated relays etc. separately.

## (a) The Rossi unit section

This part of the circuit performs three functions.

1. It paralyses the Rossi circuit during the cycling period.
2. It 'counts' the number of events and flashes the correlation bulbs at the appropriate frames.
3. After a delay (~200 mg) to allow the bulbs to flash the two cameras are moved on.

## Mode of operation

Normally $V_{3 a}$ is non conducting and $V_{8 b}$ is hard on. When the univibrator is triggered $\nabla_{3 a}$ is switched hard on and relay $\mathrm{RL}_{1}$ energised. The contacts $K_{11}$ close paralysing one of the channels of the Rossi coincidence unit by shunting
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a control grid of one of the inverters to earth. Contacts $K_{12}$ also close, energising the relay system $\mathrm{RL}_{2}$ and $\mathrm{RL}_{3}$. From the circuit diagram it can be seen that $\mathrm{RL}_{2}$ operates first, switching on $\mathrm{RL}_{3}$, which in turn switches off $\mathrm{RL}_{2}$, remaining on itself until the end of the univibrator period by virtue of $K_{31}$ which is in parallel with $K_{2 p}$ Relay $\mathrm{RL}_{2}$ controls the period of flashing of the bulbs used to correlate the film records. Tho poriod is lengthened by use of an eddy current slug onRL ${ }_{2}$ and the period can be controlled by altering the position of a screw in the armature. The camera and uniselector are controlled by contacts on both relays. They operate only when $\mathrm{RL}_{3}$ is on and $\mathrm{RL}_{2}$ is off, so that the camera and uniselector, which move on together, cannot do so until the bulbe have been buitched off. Tho uniselector, which has 25 positions, 'counts' the number of frames and determines whether the bulbs flash or which bulbs flash depending on the setting of the uniselector at the end of the previous cycle.

## (b) The momentum selector section

This section controls the bulbs correlating the ionisation CRO film and the flash tube data films. Essentially, the bulbs and frame-counting uniselector are switched by $\mathrm{RL}_{2}$ and $\mathrm{RL}_{3}$ as for the other set of bulbs and uniselector, but their power supplies are also routed via the contacts on relays
$\mathrm{RL}_{4}$ in $\mathrm{V}_{4 a}$ anode lead. The period of this univibrator is made slightly less than that of the other univibrator to ensure that the paralysis time is longer than the former's period.

## The Hodoscope Unit

The proportional counter through which the particle has passed is identified by determining which of the four 2-fold counter telescopes has been traversed and by means of associated electronic circuits causing one of four neon bulbs located inside the ionisation camera cone to flash. This is done by detecting 2-fold coincidences between pulses from the quenching units associated with the top four geiger counters $\left(T_{1}\right)$ and master Rossi coincidence pulse. The circuit is shown in fig. 11.4.4. $V_{1}$ acts as isolator and phase splitter for the positive Rossi trigger palse. $V_{2-5}$ are 2-fold coincidence units the output pulses from which trigger the associated cathode coupled univibrators $\mathrm{V}_{6-9}$. The neon hodoscope bulbs are directly coupled to the cathode of these valves and flash for $\sim 30 \mathrm{~ms}$.

The isolator valve $V_{1}$ also supplies inverted (negative) Rossi pulses to the delayed trigger unit which triggers the 'ionisation' oscilloscope a few milliseconds after the main event so providing a base line from which measurements can be made. This unit (see fig. 11.4.5.) is merely a modified quenching unit. The positive univibrator pulse from $V_{l b}$ anode is
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differentiated by $C$ and $R$ and fed to the inverter $V_{2}$ which only responds to negative going pulses. The unit therefore produces a positive output pulse at the falling edge of the univibrator pulse.

## CHAPTER 12

## THE EXPERTMENTAL RESULTS

12.1. The linearity of response of the amplifiers and proportional counters

Prior to the main part of the experiment a series of tests were carried out to investigate the performance of the amplifiers and proportional counters. These measurements were performed using a simplified amplifier chain. This consisted of ons head amplifier, the main amplifier and a single channel pulse height analyser.

The linearity of the amplifying system was first checked by feeding suitably attenuated pulses into the head amplifier and measuring the height of the output pulses from the main amplifier with the single channel pulse height ahalyser. The result for one such combination of head araplifier and main amplifier is shown in fig. 12.1.1. The deviation of the input pulses from their nominal values does not exceed $1 \%$ and the deviation from linearity of the output pulses over the range 0 to 10 arbitrary input units corresponding to an energy range in the following experiments of 0 to 29 KeV is $\mathrm{Kl} 6 \$.$% . (Minimum ionisation corresponds to 5.1 \mathrm{KeV}$ ).

The performance of the counter was then tested using the $k$-capture $x$-rays from $\operatorname{Zn} 65$ ( 8.05 KeV ) and $\operatorname{Sn} 113$ ( 24.2 KeV ). These sources were prepared by evaporating a drop of the radioactive salt solution on a small tray ( $2-3 \mathrm{~cm}$. diameter), giving a source strength of $\sim 0.1 \mu C$. The trays, aluminium in the case of
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Zn 65 and polythene in the case of Sn 113 (since $\mathrm{Sn}_{2} \mathrm{Cl}_{2}$ soln. contains free HCl), were then covered with a layer of 'cellotape ! to protect them and in use were inverted in turn over one of the mica windows in the counters.

The $k$-capture $x$-ray photons from these sources are absorbed by photoelectric processes, as Compton scattering is of negligible importance at these energies. The energy absorption takes place in several stages, the electron ejected at the first stage carrying an amount of energy:

$$
e=h \nu=\varepsilon_{i}
$$

where $h \nu$ is the energy of the photon and $\varepsilon_{i}$ is the energy required to remove the electron from the atom. The photoelectron i.s then slowed dow by molocular collisions giving up its oncrgy and producing further ionisation and excitation.

If the electron has been ejected from an inner shell of the atom, electron rearrangement takes place between the shells to fill the vacancy. The energy released in this process is removed either by the emission of a photon or by the ejection of an electron from the ion (the Auger effect). When the latter occurs the energy of the electron is absorbed in the usual manner, but if a photon is emitted there is an appreciable probability that it will escape from the counter, so that a monoenergetic photon source will give rise to more than ene peak in the pulse height
spectrum. These peaks are a main peak corresponding to the total energy of the photons hy and a subsidiary escape peak or peaks of energy $h \nu-h \nu^{\prime}$, where $h \nu^{\prime}$ is the energy of the photon that is emitted when, for example, an electron drops from the $L$ shall to fill a vacancy in the $K$ shell.

The probability that the excess energy is removed by emission of a photon rather than an electron depends on the atomic number of the gas, the probability increasing with increasing atomic number. In the heavier gases, such as xenon, this probability, the so-called fluorescence yield, is high and may give rise to a certain amount of confusion in the interpretation of complex energy spectra, but in the lighter gases it is of much less importance. In argon for example, it is only 9\% and in neon it is even less, so that the escape peak is completely negligible in comparison with the main peak and no difficulty arises.

The efficiency with which the photon energy is converted into the equivalent number of ion pairs is determined almost entirely by the probability for the initial photon interaction in the counter. This is so, because the energy of the primary photoelectron cannot exceed that of the photon and since for a 10 KeV electron the range in the counter gas is only a few millimetres the probability that most of them are absorbed by the counter gas is very high, whereas on the other hand the photon absorption process gives a very low conversion efficiency. For example, in the case of 10 KeV x-rays and for a vertical path through the counter $40 \%$
of the radiation is absorbed by the mics window and only $\mathbf{2 . 0} \%$ by the ges.

The tests that were performed with the sources were:-
(a) A determination of the pulse height distribution corresponding to the 8.05 KeV photons using the central calibration window. The result obtained is shown in Figure 12.1.2. The wicth expressed in terms of the standard deviation (assuming an approximetely normal distribution) is 7.6 F . . This compares favourably with the value $7:$ obtained using Curran's (1949) expression, i.e. $\sigma=(4 / 3 N)^{1 / 2}$. Where $N$ is the number of ion pritis formed initially.
(b) Ifecond deternination for the other calibration window that lies 1.3 cm off the centre line of the counter, and a comparison with the previous measurments tin see if the gas multinlinention factor varies ocross the counter. The result showing the two distributions is given in Figure 12.1.3. It is seen that within the limits of accuracy of the experiment the two distributions are the same, and no variation in gain across the counter cen be detected.
(c) A determination of the positions of the peaks of the pulse height distributions obtained with the $x$-rays from $7 n 65$ and Sn 113. The expected ratio between the positions of the two peaks is $24.2 / 8.05$ i.e. 3.01. The measured ratios for the
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two counters were $3.08 \pm 0.06$ and $2.99 \pm 0.06$ from whi.ch it may be concluded that the results are not inconsistent with a linear counter. response up to at least 24.2 KeV .

It could be argued that two such determinations do not provide conclusive evidence for this, but it is difficult to conceive a mechanism that would yield a non linear relationship between energy and pulse height and still pass through the two experimental points and the 'origin'. This is especially so in view of the fact that experiments in the past with proportional counters using several calibration sources have indicated no such non-linear relationships, but only the saturation that sets in at higher energies.
(d) A determination of the variation of multiplication factor with counter E.E.T. The position of the peak corresponding to 8.05 KeV photons was determined for three values of the E.H.T. At the normal operating E.H.T. 970 volts and at $\pm 25$ volts from this value. This gave a value for $\frac{\delta A}{A} / \frac{\delta V}{V}$ of 11 , 1.0 . $1 \%$ change in E.H.T. will result in a change of $11 \%$ in gain. This is of the magnitude to be expected and since the day to day variation in E.H.T. is only of the order of 1 part in several thousand the stability of the E.H.T. power pack is quite adequate for the present purpose.

In the main experiment the amplifier system was changed to that described in an earlier chapter. The two counters were used simultaneously, the outputs of the head amplifiers strapped together and the common output fed into the main amplifier. The output pulses fron the main amplifier were then displayed on a cathode ray tube and could simultaneously be measured with a single channel pulse height analyser. The system was adjusted for approximate equality of response from both counter chains using a calibration source, as described in chapter 10 and the linearity of the amplifiers tested using a pulse generator. The amplifier linearity in this case was found to be slightly below the previous standard, but to be still sufficiently linear.

The figures for one of the amplifier chains were as follows: Equivalent energy range 0.17 .5 KeV Max. deviation from linearity 1.4\%

$$
\text { Equivalent energy range } 0-20 \mathrm{KeV} \text { Max. deviation from linearity } 5.6 \%
$$

### 12.2. The experimental procedure

When these tests had been completed and it was certain that the counters and amplifiers were operating satisfactorily the main experiment was started and the proportional counters on their trolley pushed into the 'beam' of the spectrograph.

Originally, it had been intended that at least 10,000 events should be accunulated, but shortage of time enabled only some 1,500 events to be recorded.

During the experiment tests were performed daily to check on the constancy of the gain of the amplifiers and proportional counters and also to provide calibration points for subsequent analysis.

The routine daily checks were:

1. The E.H.T. supply voltage was measured.
2. The overall response of each counter chain was checked with the single channel pulse height analyser using the 65 source.
3. A series of pulses from a pulse generator were fed into each head amplifier in turn and the height of the corresponding output pulses recorded photographically from the oscilloscope and also measured directly on the pulse height analyser. In this way tibe 30 calibration measurements made with the pulse height analyser could be converted at a later date into the corresponding pulse height on the oscilloscope display.

The stability of the system was found to be perfectly adequate as no significant change in the position of the zn 65 calibration peak for one counter chain could be detected over the period of the complete run and only an overall change of $\sim 4 \%$ in the other. If the mean position of the latter is taken for the purpose of calculation the effects of this already small drift will tend to cancel out and it can safely be ignored.

### 12.3. Analysis of results

### 12.3.1. The basic data

Each run yields two film records. The momentum analyser film and the proportional counter oscilloscope film. Between them they contain information on the momentur category number, its sign, the height of the proportional counter pulse and the counter involved for each particle that is recorded, and also a photographic rocord of the calibration tests. Pairs of typical frames are shown in plates 12.3.1. and 12.3.2.

Both films were projected and measured, The estimated accuracy of each pulse height measurement from the proportional counter record was better than $2.5 \%$ and the departure from linearity for the two amplifier chains as measured on the film record as distinct from the pulse height analyser measurements were as follows: Agulifier No. 1

Equivalent energy range $0-17.5 \mathrm{KeV}$ Max. deviation from linearity $1.0 \%$
"
"
" $0-20 \mathrm{KeV}$
"
"
11
11

## Amplifier No, 2

Equivalent energy range $0-17 \mathrm{KeV}$ Max. deviation from linearity $1.1 \%$
" " " $0-20 \mathrm{KeV}$ " 1 " " " $2.1 \%$

The results were divided up into groups defined by counter number and momentum category number. The ratio between the m 65 peaks for two counters was only 1.15, and the two sets of results were combined without introducing appreciable error by multiplying

one set by this ratio. From considerations of momentum cell size and number in each cell the results were then grouped as follows:

> Table 12.3.1e

| Cat. Nos. | No. in cell |
| :---: | :---: |
| 0 | 71 |
| 1 | 241 |
| 2 | 256 |
| 3 | 218 |
| 4 | 171 |
| $6 \& 7$ | 130 |
| $8 \& 9$ | 182 |
| $10,11,12,13 \& 14$ | 108 |

### 12.3.2. Determination of the most probable ionisation

Once the grouping of table 12.3.1. was decided upon a variety of methods were available for determining the most probable value of each distribution, but in view of the relatively small number of results in each group it was decided that a complete analysis along the lines of the Behren's curve fitting method (1951) or the

Hammersley and Morton method (1955) was hardly justified. Some discussion of these methods will, however, be given on account of the importance of this topic.

Both of these methods start with a master curve which is known to be of the same form as the distribution curves to which the histograms of the results tend as the number of results is increased and the cell widths are decreased. The master curve is normalised to the data in question and is then fitted to the histogram by suitable adjustment of the curve width and mode. The two methods differ in the manner in which the latter step is carried out.

Eyeions (1955) obtained a master curve by combining all the individual histograms corresponding to the different momentum bands. This was possible, because it was found that the width of each distribution was sensibiy constant from one to another and a master histogram was plotted using all the results, but referring each to an origin based on the median value of the individual group from which the particular result was draw.

Eyeion's method of obtaining a master curve was obviously attractive, since if the shapes of the individual distributions after normalisation were all the same a master curve obtained in this manner could be fitted to each in turn by eye alone. This method would lack the objective approach obtainable by purely mathematical means, but for the number of results available would prove quite adequate.

This method was tried but was not entirely successful, because there was found to be a noticeable decrease in the width of the distribution with decrease in momentum. However, a master curve based on the results corresponding to monentum categories 1,2 , 3 and 4 was calculated and fitted to the various groups. 'Normalisation' of the curves being conveniently carried out by plotting the results on semi-logarithmic graph paper.

In the case of the lower monentum group, i.e. higher momentum category numbers the fit was not too good but this could be improved by either slightly distorting the master curve or by plotting the results on logarithmic paper to obtain a more symmetrical distribution whose width varied little from group to group.

### 12.3.3. Determination of the error in the mode

It is difficult to obtain a meaningful estimate of the error to be attached to the value of the mode of an asymmetrical distribution. If by analogy with the normal distribution one calculates the 'distance' from the origin (mode) of imaginary boundaries within which is contained a certain fraction of the total distribution one is lead to the possibility that the error has two different magnitudes depending on its sign.

The work of Hammersley \& Morton (1955) which is probably the most extensive in this field shows, however, that this is not the case, so that if the error is to be estimated without recourse to a complete mathematical treatment it will be necessary to introduce an element of symmetry into the problem.

One possible approach is to fit a normal curve to the leading edge of the distribution so that the origin of the normal curve passes through the mode and the positive half of the normal curve is a reflection of the leading edge of the distribution in a vertical line through the origin. The number of events contained in the area enclosed by the normal curve is then estimated and the standard error of the mean calculated in the usual manner.

This method cannot lead to a gross inaccuracy in the error, since although the width of the actual distribution is greater than the normal distribution this will be compensated for to a certain extent by the reduced number of events considered when the standard error of the mean of the normal curve is deduced from the standard deviation.

However, when the error corresponding to a particular set of results was calculated by this method it was found to give a maller value than that which one would expect from comparison with the results of Eyeions et al and other experimenters. This is obviously of importance if any quantitative comparisons are to be drawn between these results and those of other workers.

An easier and better way to estimate the error is to use Eyeion's results to derive an empirical relationship between the error and the width of the distribution and the number of events. This was done and the errors calculated on this basis for each set of results.

The distribution curves for the groups are shown in Figs. 12.3.1. to 12.3.9. In each case the value of the mode of the distribution is given together with the estimate of the statistical error involved.

The errors quoted in these results are derived from the shapes of the frequency distributions of the events in each momentum group. The extent of the spread in value in each distribution is determined by several factors. These are :-

1. The inherent statistical spread of the type treated by Landau.
2. The sproad introduced by the statistical nature of the gas multiplication process.
3. The additional spread introduced by variations of the gas multiplication factor throughout the counters.
4. The spread introduced by variations in the overall gain of the system throughout the experiment.
5. The spread due to errors in pulse height analysis etc.
6. The spread due to the finite momentum cell width.

Of all these factors the first is by far the most important.

The error calculated does not include the systematic error due to non linearity in the amplifying systep.. This, as measurements have show, is small and can safely be neglected.
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The results as they stand are in the form of pulse heights measured on an arbitary scale and although satisfactory for a relative determination the form of the variation of ionisation with momentum are not directly suitable for comparison with the theoretically predicted values.

### 12.3.4. Determination of Absolute Values

The conversion of the pulse heights to absolute values of ionisation loss was carried out using the Zn 65 calibrations as follows.

The results of the film record of the pulse height calibrations obtained using a pulse generator were plotted against the corresponding results for the single channel pulse height analyser as show in Fig. 12:3.10. This relationohip was then used to convort the Voltage roading on the analywer corrosponding to the 8.05 KeV x-ray from $\mathrm{Zn}_{\mathrm{n}} 65$ into the equivalent pulse height on the filn record. The result of this was that 1 cm . pulso height was equivalent to an energy loss of $1.27 \pm 0.03 \mathrm{KeV}$.

### 12.3.5. The effective mean momenta for the groups

The effective mean momenta for each momentum group was found by :-

1. Calculating the momentum spectrum corresponding to each category or group of categories. This was done as explained in Chapter 3 by taking the sea level momentum spectrum and multiplying it by the acceptance function of the category or categories.

2. Weighting this resultant spectrum in terms of the expected variation of ionisation predicted by theory and calculating the mean momentum, ie. $I(p)$ is the most probable ionisation loss of a particle of momentum $p$ and $N(p) d p$ is the relative number of particles of momentum $p \rightarrow p+d p$ then the mean momentum $\overline{\mathrm{p}}$ is given by:

$$
I(\bar{p})=\frac{\int_{0}^{\infty} N(p) I(p) d p}{\int_{0} N(p) d p .}
$$

which theory is used to predict $I(p)$ is not very important in this instance, since it only introduces a second order uncertainty. If more experimental results were available, and hence higher statistical accuracy, it might be necessary to calculate $I(p)$ by means of successive approximation, but there is no justification for it in this ease.

The mean effective momentum for each of the selected groups was calculated by a colleague Mr. R. West, using Sternheimer's theory. for the Ionisation loss process. This gives for the energy loss the expression:

$$
-\frac{1}{\rho_{0}} \frac{d E}{d x}=\frac{A}{\beta^{2}}\left[B+0.69+2 \ln \frac{p}{\mu c}+\ln T_{\mathrm{McV}}-2 \beta^{2}-\delta\right]
$$

where $A=\frac{2 \pi n e^{4}}{m c^{2} \rho_{0}}, B=\ln \left[\frac{m c^{2}}{I^{2}}(M C V)\right], \rho_{0}$ is the density,
$\& T_{\text {mev }}=$ the maximum energy transfer in a single collision.

$$
=\frac{E^{2}-\mu^{2} c^{4}}{\epsilon^{2}\left[\frac{\mu}{2 m}+\frac{m}{2 \mu}+\frac{E}{\mu c^{2}}\right]}
$$

$$
\left.\begin{array}{l}
I=9.56, A=0.0761 \text { and } B=17.23 \text { (Rydberg units) } \\
\left.\begin{array}{rl}
\delta= & \text { density effect correction. } \\
& =4.606 X+C+a\left(X_{1}-X\right)^{m} \\
& =4.606 X+C \quad \\
\text { for } \left.X_{0}<X<X_{1}\right) \quad \text { for } X>X_{I}
\end{array}\right\} X=\log _{10}\left(\frac{p}{\mu_{c}}\right)
\end{array}\right\} \begin{aligned}
& \text { Neon. } \quad-C=11.72, a=0.258, m=3.18, X_{I}=4 \& X_{0}=2.14 \\
& \mathrm{CH}_{4} \quad-C=9.56, a=0.0552, m=4.22, X_{I}=4 \& X_{0}=1.55
\end{aligned}
$$

The final results are given in Table 12.3.
TABIE 12.3

Category No. Mean Momentum ( $\mathrm{GeV} / \mathrm{c}$ ) Most Probable Ionisation Loss(KeV)

| 0 | 19.35 | $6.98 \pm 0.28$ |
| :--- | :---: | :---: |
| 1 | 9.2 | $6.86 \pm 0.18$ |
| 2 | 4.58 | $6.35 \pm 0.17$ |
| 3 | 3.06 | $5.97 \pm 0.18$ |
| 4 | 2.29 | $5.84 \pm 0.18$ |
| 5 | 1.83 | $5.84 \pm 0.19$ |
| 6,7 | 1.44 | $5.59 \pm 0.17$ |
| 6,9 | 1.09 | $5.34 \pm 0.15$ |
| $10,11,12,13 \& 14$ | 0.82 | $5.34 \pm 0.17$ |

The results are show graphically in Figure 12.3.11 (opeu circles) together with the theoretical relationship according to Sternheimer.

The experimental points are seen to all lie below the theoretical curve, the discrepancy being of the order of $5 \%$. As this could be due to systematic error in the calibration process (See Figure 9.2.3) the results have been normalised to fit the theoretical curve at the point for categories 8 and 9 and the normalised values plotted

as closed cicles in Figure 12.3.11.
Differences of this nature between the experimentol results and the theoretical curve have been noted before and the normalisation procedure is standard practice. The justification for it is thet by choosing the normalisation point near to the region of minimum ionisation any uncertainty in the theoretical value of the density correction becomes unimportant.

Gystematic errors may enter into the caldbration measurements in two ways.

1. Thore is no experincatal evicence to show that the average energy required to form on ion pair in neon of ony gas is sensibly constant up to particle energies of $\sim 10 \mathrm{GeV}$. Measurements so far have only been extiended up to 340 Mov .
2. The offect of the dinference in irack lenpth of the ionisation produced by the $\mu$-mesons and that of the photoelectrons produced in the gas by the calibration x-rays. This may lead to on error, as explained in chapter 9, because of the higher probability of re-combination in the denser track and also, because of the shorter time spread in arrival at the critical region of the electrons from the shorter track.

### 12.4 Conclusions

### 12.4.1. Ionisation Loss Measurements

Figure 12.3.11 shows that there is good agreement between the normalised results of the present experiment and the theoretical curve of Sternheimer. The statistical accuracy of the results is, however, insufficient to detect an earlier
fall off in the relativistic rise of the form indicated by the results of Eyeions et al (1955) but the results do show that there is no gross discrepancy between experiment and theory in the case of neon as wes found, for example, by Kepler et al (1958) in the case of xenon.

In conlusion some comments will be made on the performence of the apparatus.

### 12.4.2. Performance of the Equipment

The equipment behaved satisfactorily. The slight drift that occurred in one counter chain was due to variation in gain of the head amplifier and was almost certainly caused by changes in resistance of the preset potentiometer used to vary the gain. Replecement of the component ahould cure this fault:

The work carried out with the equipment suggested a few points which require further investigation and improvement. These are:

1. A reduction in calibration time. This is mainly concerned with the time taken to determine the position of the Zn 65 peak and the problems can be tackled in two ways. Firstly by replacing the single channel analyser by a multichannel machine and secondly by investigating the possiblity of using stronger sources. At present an order of magnitude increase in source strength is sufficient to spoil the resolution of the spectrum. The transport times in the counter are of importance in this connection,
but so are the differentiating and integrating time constants in the amplifier and adjustment of these may enable a further decrease in waiting time to be obtained.
2. An increase in accuracy of the method for determining the linearity of the amplifying system. In the present instance the measured departures from linearity in the important region are not inconsistent with the errors involved in the measurement. This has not been important so far since the statistical error involved in the measurement of the most probable ionisation loss is so much larger.
3. A more dotailed study of the proportional counters. This to include a measurement of the gas multiplication factor along the length of the counter and an accurate measurement of the magnitude of the end effects. The precautions taken in the present experiment with regard to the latter are no doubt adcquatc. Any romaining cffoct can only lead to a slight broadening of the pulse height distributions, but broadening due to end effects and imperfections in the anode wire would invalidate any experiments that might be made on the fluctuations in the ionisation loss process and it would be singularly unfortunate if the one central calibration window were situated above an imperfection in the wire. That this is not the case with the counters in this experiment is know from the degree of agreement that exists between the results obtained between the central window and the window that lies 1.3 cm . of.f centre
and at a distance 3.8 cm along the axis of the counters. Finally it is considered that the apparatus modified in the way described above, would be suitable for resolving between the different theoretical distributions if an extended series of measurements is made with it.
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