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## ABSTRACT

This investigation is concerned with the elasto-hydrodynamic squeeze-films generated by the normal approach of two surfaces. It is inspired by the excellent functioning of healthy animal joints under the adverse conditions of high load and low, or even zero, sliding speeds.

The effects on the film of four features are examined from both the theoretical and experimental viewpoints. These four features are the elasticity of the materials bounding the film, the permeability of these materials, an extreme interpretation of the concept of "weeping" lubrication and the presence of a lubricant enrichment in the film. This latter feature is considered only in its theoretical aspects.

It is shown experimentally that when a thin layer of rubber is used as the soft boundary of the film, entrapment occurs, due to the high poisson's ratio involved. The agreement between theoretical predictions and experimental results for the effects of permeability and of a "weeping" mechanism is good.

The models, as examined, are found to be dominated by viscous forces rather than the inertia of the moving surfaces.

It is found that high permeability of the surfaces tends to decrease film life and that high flexibility tends to increase it. However, very low permeability material appears to promote slight "weeping" tendencies and hence prolong film lives.

The effect of an additive confined to motion in the fluid flow is found to be small unless present at extremely high concentrations and in joints it seems likely to be effective only at very thin films.

When the additive is confined not only to the film but also prevented from flowing in the film, squeeze times are found to be increased by several times. The increase is not considered to be enough to make the mechanism totally convincing as a mode of operation of an animal joint.
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## Chapter 1

## INTRODUCTION

The aim of hydrodynamic lubrication is the maintenance of a full fluid film between surfaces that move relative to one another. This is as true when the motion is normal approach as when the motion is rolling, sliding or a combination of the two.

Much of the effort in lubrication research has been directed towards problems occurring in rolling and sliding situations; relatively little ef'fort has been expended in studying the other branch of the subject, that of normal approach, in which so-called "squeeze films" are generated.

The study of the behaviour of such films is by no means of purely academic interest since cyclically loaded journal bearings generate squeeze films and these occur whenever reciprocating motion is converted to rotary motion.

Traditional bearing surfaces have been metallic and at low sliding or rolling speeds, the hydrodynamic lubrication tends to break down and damage to the surfaces results. Recent work (1) in the use of a soft layer has shown that fuil hydrodynamic lubrication can continue in situations of extremely low sliding velocities. A very common example of the bearing in which both low sliding speeds and full film lubrication exist simultaneously is the animal joint. This bearing consists of two thin layers of low modulus material separated by a fluid film and having a stiff backing.

The film is a water-like fluid known as synovial fluid with an additive of extremely high molecular weight called hyaluronic acid. The soft layers are cartilage and exhibit some degree of permeability. The stiff backing is bone.

The various roles that the additive, the permeability and the
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elasticity of the cartilage play have by no means been agreed upon and indeed, the two most publioised current theories of the functioning of joints are diametrically opposed (2, 3).

This bearing is of interest to engineers not only because of the long duration of its squeeze films but also because of the extremely low frictional forces observed.

Scope thus clearly exists for an investigation of the basic behaviour of squegze films in the hope that the action of an animal joint may come to be better understood and also that the design of mechanical bearings in which these films are generated may be improved.

This thesis therefore describes the construction of a mathematical model of a squeeze film, its numerical and partial theoretical solutions, and some experimental comparisons with the theoretical work. The effects on normal approach of permeability and of elasticity of the squeeze film boundary, and of additive in the fluid, are also examined.

Whilst this model was clearly inspired by the efficient behaviour of animal joints, it can lay no claim to describe them accurately or even adequately. The mathematical description of the model is a description only of the model, not of a joint, and thus its predictions relate only to its idealization of a squeeze film.

The work described in this thesis must also be considered as a preliminary, wide-ranging look at the whole field of normal approach. It is to ba hopod that rigorous investigations of speoific squeeze film situations will follow from this initial work.

Since the two mechanisms proposed in modern times to explain joint lubrication, known as "boosted" and "weeping" lubrication, have so far lacked adequate mathematical description, even in idealized situations, it was hoped that the model would enable comparisons to be made between the two theories to decide which was more effective in maintaining full
film lubrication. It was considered that the model might also be applicable to the squeeze f'ilms that occur in machines.

Chapter 2 then, contains the mathematical description of the model, starting with an isoviscous lubricant and rigid impermeable boundaries. An interpretation of the concept of "Weeping" Lubrication is next attempted and the problem of the inclusion of the elastic effects of a thin layer is considered at the same time. Permeability is introduced into the model and finally the effect of an additive, whose flow is confined to the film, is examined.

The assumptions of previous workers that the integral of the pressure distribution over the area of the film is equal to the applied load on the film, and that the time rate of olastic displacement of the thin layer is negigible, are examined with the aim of proukucing accurate film thickness-time curves.

The few analyticel solutions to the governing equations are included in this section.

Chapter 3 is concerned with the numerical solution of the model. The limitations of the numerical methods used, notably in describing accurately the velocity of deformation of the thin layer by a process of numerical differentiation, and the inclusion of this quantity in the solution of the flow in the elastic permeable layer are considered.

Chapter 4 introduces a dimensional analysis of the model based on the use of four reperting variables, the non-dimensional groups including two length parameters instead of the more usual one. Justification of this step is given.

Chapter 5 describes the experimental work that was carried out in order to check the theoretical solutions. The problem of film thickness measurement is considered and observation of the two phenomena, entrapment and cavitation, is described. A comparison of the experimental and
theoretical results is included.
Chapter 6 presents the theoretical predictions of the mathematical model. The effects of permeability and elasticity of the thin layer and of an additive in the lubricant are examined. The implications of these effects on the theories of "weeping" and "boosted" Iubrication are discussed.

Chapter 7 contains a discussion about squeeze films in general and the problems of their mathematical treatment. Also included is a continuation from the previous chapter of the discussion of the possible mechanisms operating in animal joints.

Finally a short description of an early simple finite-element, applicable to lubrication problems is given in Appendix III.

## NOTATION

The notation listed here refers to the theoretical description of the models and does not necessarily correspond to the symbols used in the computer programme.

A flexibility of the elastic layer $\left(\delta_{r} / P_{r}\right)$
$\widetilde{A} \quad$ non-dimensional flexibility $\left(A L / R^{2} D\right)$
$A_{1}, A_{2}, A_{3}$ surface areas of an annulus in the plane of the film.
B
$\left(-M g / 6 \pi \eta R^{2}\right)$
$C_{n} \quad$ nth coefficient of a power series.
$c$
concentration of additive in the lubricant film.
$D$ initial separation of centres of undeformed surfaces.
$F \quad$ integral of the film pressure over the area of the film.
9 acceleration due to gravity.
$h_{r} \quad$ film thickness at radius $r$.
$\tilde{h}_{r} \quad$ non dimensional film thiclmess $\left(h_{r} / D\right)$
I force producing closure of the film with no inertia
effects considered.
$J_{A}, J_{B} \quad$ volume of additive in an annular volume of the film baficro and after a time $\Delta t$
$k_{1-5} \quad$ various numerical constants.
$L$ a force ( $M g$ ) producing closure of the film.
$L_{A}, L_{8}$
volume of an annular region of the film before and after a time $\Delta t$
$M$ mass of the top boundary of the film, produces closure of the film under the action of gravity.

| $M_{T}$ | ratio of viscosity of an additive to the viscosity of the base fluid $\left(\eta_{1} / \eta_{0}\right)$ |
| :---: | :---: |
| $N_{A}, N_{B}$ | concentration of an additive in a region of the film before and after a time $\Delta t$ |
| $P$ | hydrostatic pressure of the fluid in the porous material. |
| $P_{r}$ | pressure in the film at radius r. |
| $P_{0}$ | pressure in the film at its centre. |
| $\varphi_{1}, \varphi_{2}, \varphi_{3}$ | flowrates through the surfaces of an annular region of the film. |
| $R$ | radius of curvature of the top surface of the film. |
| $\tau$ | distance of a point from the axis of symmetry. |
| $S$ | radius of a flat disc. |
| $T$ | initial thickness of the soft layer. |
| $t$ | time. |
| $\Delta t$ | increment of time. |
| $\tilde{t}$ | $\text { non-dimensional time }\left(t L / \eta_{i} R^{2}\right)$ |
| $u$ | radial flowrate in porous material. |
| $V$ | void ratio of undeformed porous layer. |
| $x$ | displacement of the centre of the top surface above the |
|  | undeformed lower surface. |
| $\widetilde{x}$ | non-dimensjonal displacement $(x / D)$ |
| $\dot{x}$ | time derivative of above. |
| $\widetilde{x}$ | $\text { non-dimensional derivative }\left(\dot{x} \eta_{i} R^{2} / L P\right)$ |
| $\ddot{x}$ | acceleration of the top surface. |
| $\ddot{x}$ | non-dimensional acceleration $\left(\ddot{x} \eta_{i}^{2} R^{4} / L^{2} D\right)$ |


| $\dot{\underline{x}}$ | a "lumped" approach velocity. |
| :---: | :---: |
| $\delta$ | a deformation of the thin layer at radius $r$. |
| $z$ | axial co-ordinate in porous layer. |
| $\epsilon$. | compressive strain in axial direction of porous elastic material. |
| $\phi_{T}, \phi_{z}$ | permeability of porous material in radial and axial directions respectively. |
| $\eta$ | viscosity of fluid in the film. |
| $\eta_{i}$ | initial viscosity of fluid in the film. |
| $\eta$ | viscosity of fluid in porous layer, and in the film if no additive present. |
| $\eta_{1}$ | viscosity of pure additive. |
| w | axial flowrate in porous materiel. |
| $w_{0}$ | velocity of deformation of elastic layer (positive upwards). |
| $w_{2}$ | flowrate in axial direction across the boundary of the porous elastic material. |

## Chapter 2

## THEORETICAL DEVELOPMENT OF THE MODEL

### 2.1 Introduction

This discussion is best followed with reference to diagram 1.
One reason that comparatively little work has been done in the field of normal approach lubrication may be found in the fact that the process is time-dependent and both experimental and theoretical work are more difficult than in the steady-state processes of rolling or sliding.

For these steady-state problems, the numerical solution of Reynolds' Equation involves two successive integrations of the equation to find the load carrying capacity ( $F$ ) of a film. In normal approach, however, these two integrations at time $t$, say, must be followed by a substitution of $F$ into the equation of motion of the moving surface and this must be integrated twice over a period of time $\Delta t$ to produce new values of film thickness and relative velocity of approach for a time $t+\Delta t$. The integrations of Reynolds Equation are then repeated and this cycle must be carried out many times to produce a profile of the various parameters, such as film thickness, against time.

Despite the absence of the usual "downstream boundary", calculations in squeeze f'ilm situations are very much more difficult than in steady rolling or sliding films.

Two approximations have been made by several people $(4,5)$ in the tackling of normal approach. First, the mass of the moving surface has been assumed to be zero, i.e. the load applied to the film has no inertia. With this assumption, the variation of film thickness with time is defined by:

$$
\int P_{\tau} d(\text { area })=\text { applied force }
$$

where the integral is taken over the area of the film.
In 2.2 an expression is derived to show the difference between this assumption and the more accurate one of the moving surface having considerable mass.

The other approximation has been concerned with the evaluation of the rate of deformation of an elastic boundary under the pressures generated in the squeeze film. The relevant term in Reynolds Equation is ( $\dot{x}-W_{0}$ ) where $\dot{x}$ is the velocity of the rigid surface and $W_{0}$ that of the elastic boundary. $\dot{x}$ is a function of time alone, $W_{o}$ however depends on time and radius, being zero for all time at the outside edge of the film and a considerable fraction of $\dot{x}$ near the centre of the film at commencement and termination of the normal approach.

A typical approximation replaces $\left(\dot{x}-w_{0}\right)$ by $\dot{\underline{x}}$ and Reynolds Equation is then solved for various values of $\underline{x}$ and $x$, the variation of $x$ with time being found by recourse to the assumption of 'zero inertia' described above. The equations describing normal approach with and without this assumption are presented in 2.3 and 2.4 and compared in 6.2 and 6.3.

### 2.2 Rigid Impervious Boundaries

The governing differential equations reduce to their simplest form when two rigid, impervious surfaces approach each other through an isoviscous lubricant, see diagram 1 (in which $w_{0}=0$ ).

Reynolds Equation becomes

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta r \dot{x}}{h_{r}^{3}} \tag{1}
\end{equation*}
$$

for any point in time.
If the upper surface is parabolic and the lower flat, then

$$
\begin{equation*}
h_{r}=x+r^{2} / 2 R \tag{2}
\end{equation*}
$$

whence

$$
\frac{\partial h_{r}}{\partial r}=\tau / R
$$

and we can integrate (1) to produce

$$
\begin{equation*}
P_{r}=3 \eta R \dot{x}\left(1 / h_{0}^{2}-1 / h^{2}\right) \tag{3}
\end{equation*}
$$

using the boundary condition $P_{\tau}=0$ at $T=T_{a}$
With no loss of generality, we can change the boundary condition to $P_{r}=0$ at $\tau=\infty$. Using the former boundary condition, integration of (3) produces

$$
\begin{equation*}
F=-\frac{3 \pi \eta \dot{x} \tau_{a}^{4}}{2 \times h_{a}^{2}} \tag{4}
\end{equation*}
$$

With the latter boundary condition, a rather simpler integration produces

$$
\begin{equation*}
F=-\frac{6 \pi R^{2} \eta \dot{x}}{x} \tag{5}
\end{equation*}
$$

The equation of motion of the top surface is:

$$
F-M g=M \ddot{x}
$$

substituting from (5) we obtain

$$
\begin{equation*}
-\frac{6 \pi R^{2} \eta \dot{x}}{x}-M g=M \ddot{x} \tag{6}
\end{equation*}
$$

If the system is dominated by viscous forces then a first approximation is found by putting $\ddot{x}=0$ and integrating. This gives:

$$
x=D e^{\left(-M g / 6 \pi \eta R^{2}\right) \cdot t}
$$

where the condition $x=D$ at $t=0$ has been used. For convenience, let

$$
B=-\left(M g / 6 \pi \eta R^{2}\right)
$$

then
and

$$
\left.\begin{array}{l}
\dot{x}=B x \\
\dot{x}=B^{2} x
\end{array}\right\}
$$

An exact solution can be found to equation (6) by writing

$$
\begin{equation*}
x=C_{0}+C_{1} t+\sum_{n=2}^{n=\infty} \frac{C_{n} t^{n}}{n(n-1)} \tag{9}
\end{equation*}
$$

Substitution of this series into (6) and the equating of coefficients yields:

$$
\begin{align*}
& C_{2}=g\left[C_{1}-C_{0}\right] / C_{0}  \tag{10}\\
& C_{3}=\left\{g\left[C_{2} / B-C_{1}\right]-C_{1} C_{2}\right\} / C_{0} \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
C_{n} & =\left\{g\left[\frac{C_{n-1}}{(n-2) \cdot 8}-\frac{C_{n-2}}{(n-2)(n-3)}\right]-C_{1} C_{n-1}\right. \\
& \left.-\sum_{a=2}^{a=n-2} \frac{C_{a} C_{n-a}}{a(a-1)}\right\} / C_{0} \tag{12}
\end{align*}
$$

(12) being valid for $n \geqslant 4$

From (6), if the film closes due to an applied force (I) whose inertia is neglected (or zero) then

$$
x=D \cdot e^{\left(-I / 6 \pi \eta R^{2}\right) \cdot t}
$$

and this is then an exact solution to the equation of motion.
The dominance of the viscous forces in the model and hence the accuracy of (7) is illustrated in Chapter 6.1.

## 2.3 "Weeping Lubrication"

McCutchen (2) has proposed the concept of "self-pressurized hydrostatic lubrication", known conveniently as "weeping lubrication" to explain the functioning of animal joints. He suggests that, as a
joint is loaded, fluid is expelled from the cartilage into the film. Because the stiffness of cartilage without any fluid in its pores is very low, the rate of expulsion of fluid, and hence the rate of deformation of the cartilage, is controlled by its permeability.

It is possible to devise a simple mathematical model to describe an extreme form of this "weeping lubrication", diagram (2). Such a model requires an elastic layer with zero radial permeability and infinite axial permeability, and whose constituent material is incompressible (ie. deformation occurs by closure of the pores). As the layer is deformed, fluid is thus forced out of the pores in an axial direction.

Since the material is elastic, we must consider the question of the stress distribution in this layer and its interaction with the fluid pressures.

Were the elastic layer to be considered as a semi-infinite solid, then it would be possible to devise an iterative process solving first the Reynolds equation and then the elasticity equations. However this process does not always converge (5) and because the material we are considering is a thin layer, then an approximation can be made of the form

$$
\delta_{r} \ll P_{r}
$$

i.e. the deformation at a point is proportional to the local pressure on the surface. Thus

$$
\begin{equation*}
\delta_{r}=A \cdot P_{r} \tag{13}
\end{equation*}
$$

The development and examination of the accuracy of this step can be traced through references (6), (1) and (7) and a discussion of it is included in Chapter 7.

If we define

$$
W_{0}=- \text { (rate of deformation of elastic layer) }
$$

and

$$
\begin{aligned}
W_{2}= & \text { volume rate of flow of fluid out of the porous } \\
& \text { elastic layer, }
\end{aligned}
$$

then at any point on the surface,

$$
W_{0}=-W_{2}
$$

Very conveniently, Reynolds Equation

$$
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta r}{h_{r}^{3}}\left(\dot{x}-w_{0}-w_{2}\right)
$$

becomes

$$
\frac{\partial P_{r}}{\partial \tau}=6 \eta \tau \dot{x} / h_{r}^{3}
$$

Because of the nature of our interpretation of "weeping lubrication", the problem of calculating the rate of deformation of the elastic layer is avoided and it is thus possible to make some progress towards analytical solutions of the squeeze film.

The simplest case of interest is when the top surface of the film is a flat rigid disc of radius $S$.

Reynolds Equation is

$$
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta r \dot{x}}{h_{r}^{3}}
$$

where

$$
h_{r}=x+A \cdot P_{r}
$$

The equation is separable and can be integrated to give:

$$
P_{r}=\frac{x}{A}\left\{\left[\frac{12 \eta \dot{x} A}{x^{4}}\left[r^{2}-s^{2}\right]+\left[1+\frac{A \cdot P_{s}}{x}\right]^{4}\right]^{1 / 4}-1\right\}
$$

if $x>0$ then $P_{s}=0$ and:

$$
\begin{equation*}
P_{r}=\frac{x}{A}\left\{\left[\frac{12 \eta \dot{x} A}{x^{4}}\left[r^{2}-S^{2}\right]+1\right]^{1 / 4}-1\right\} \tag{15}
\end{equation*}
$$

if $x<0$ then $P_{s}=\frac{-x}{A}$ as a first approximation and:

$$
\begin{equation*}
P_{r}=\frac{x}{A}\left\{\left[\frac{12 \eta \dot{x} A}{x^{4}}\left[r^{2}-s^{2}\right]\right]^{1 / 4}-1\right\} \tag{16}
\end{equation*}
$$

At the centre of these discs, the film thickness is

$$
h_{0}=x+A \cdot P_{0}
$$

thus, from (16),

$$
\begin{equation*}
h_{0}=\left(-12 \eta \dot{x} A S^{2}\right)^{1 / 4} \tag{17}
\end{equation*}
$$

for $x<0$

Thus for constant speed of approach, the film thickness is constant. At first sight this is a surprising result, in that the displacement, is not involved. However it well illustrates the fact that the film is provided by lubricant 'weeping' from the elastic layer and that the rate of weeping is connected to the rate of deformation.

It is possible to produce a similar solution to the problem when the top surface is paraboloidal with a radius of curvature $R$.

In this case, the Reynolds Equation is still

$$
\frac{\partial P_{r}}{\partial \tau}=\frac{6 \eta r \dot{x}}{h_{r}^{3}}
$$

However

$$
h_{r}=x+\tau^{2} / 2 R+A \cdot F_{r}
$$

Numerical integration of this equation for various values of $\dot{x}, \eta$ and $x$ shows that the pressure curve resembles a parabola over the central region of the film, for values of $x<0$

If, then, we substitute an expression of the form

$$
P_{r}=k_{1}-k_{2} r^{2}
$$

into (14) and equate co-日fficients of powers of $r$, we find an expression of the form:

$$
\begin{equation*}
P_{r}=\left(-\frac{6 R \dot{x} \eta}{A^{2}}\right)^{1 / 3}-\frac{1}{A}\left(x+\frac{r^{2}}{2 R}\right) \tag{18}
\end{equation*}
$$

Since the expression will be in error for large $r$, it cannot be integrated with respect to $r$ to produce the force $F$. Thus the equation of motion of the top surface cannot be solved.

However, for $x<0$, (18) is an excellent fit to the pressure curve over the important central region of the film, see figure (3).

In this central region, the film thickness is

$$
h_{r}=x+\frac{r^{2}}{2 R}+A \cdot P_{r}
$$

and, from (18) this is

$$
h_{\tau}=(-6 R \dot{x} A)^{1 / 3}
$$

Thus not only is the film thickness constant over the centre of the film, it is also constant for a constant speed of approach, as was found in the case of a flat disc.

### 2.4 Impermeable Elastic Layer

If the "weeping lubrication" is to be an effective mechanism for maintaining fluid between approaching surfaces, then it should produce substantially thicker films for longer periods of time than other possible mechanisms operating under the same loads and geometry.

One such mode of operation is to consider the thin layer as impermeable in any direction but still retaining its elasticity, see diagram (1).

This gives a Reynolds Equation of the form

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial \tau}=\frac{6 \eta \tau}{h_{\tau}^{3}}\left(\dot{x}-w_{0}\right) \tag{19}
\end{equation*}
$$

Once again we must simplify the elasticity equations with expression (13) so that

$$
h_{r}=x+\frac{r^{2}}{2 R}+A \cdot P_{r}
$$

Now $W_{0}=-$ (rate of deformation of the thin layer) so that, using (13),

$$
w_{0}=-\frac{\partial \delta_{r}}{\partial t}=-A \frac{\partial P_{r}}{\partial t}
$$

Several authors ( 4,5 ) have solved similar equations by replacing the awkward function ( $\dot{x}-W_{0}$ ) by a velocity of approach $\dot{\underline{x}}$, assumed independent of $r$.

The Reynolds Equation can then be integrated for ranges of values of $x$ and $\dot{\underline{x}}$ and the life of the $f i l m$ found by assuming $F$ to be a constant with respect to time.

Neither of these assumptions need be made if we maintain the approximation (13). With this approximation, it is possible to integrate (19) twice numerically for some given values of $\boldsymbol{x}, \dot{x}$ and $W_{0}$ and thence to find new values of these quantities at some later instant of time. The full procedure is described in Chapter 3.

### 2.5 Rigid Permeable Thin Layer

If we return to the model described in Chapter 2.2 and replace the lower rigid layer by a permeable rigid layer we have the situation described in figure (4), in which $W_{0}=0$.

Equation (1) becomes

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta r}{h_{r}^{3}}\left(\dot{x}-w_{2}\right) \tag{20}
\end{equation*}
$$

where $W_{2}$ is the volume rate of flow of fluid per unit area out of the porous layer into the film.

$$
\text { Again } h_{r}=x+\frac{r^{2}}{2 R}
$$

It is now necessary to describe the flow in the porous material. D'arcy's Law for the flow of fluids through porous media,

$$
\begin{align*}
& u=-\left(\phi_{r} / \eta_{0}\right) \frac{\partial P}{\partial T}  \tag{21}\\
& w=-\left(\phi_{z} / \eta\right) \frac{\partial P}{\partial z}
\end{align*}
$$


gives us the flowrates $u$ and $w$ in the radial and axial directions respectively and is a widely accepted description of the behaviour of fluids in porous media.
$\phi_{\gamma}$ and $\phi_{z}$ are the permeabilities of the material in the radial and axial directions respectively, having units of area and being a function of the size of the passages and their tortuosity.

We can now say

$$
w_{2}=-\left(\phi_{z / \eta}\right) \frac{\partial P}{\partial z}
$$

where $\frac{\partial P}{\partial Z}$ is evaluated at the surface.

A relation is needed between $u$ and $w$ and this is provided by the equation of continuity,

$$
\begin{equation*}
\frac{\partial u}{\partial \tau}+\frac{u}{\tau}+\frac{\partial w}{\partial z}=0 \tag{22}
\end{equation*}
$$

On the question of permeability, whether the material is isotropic, or not, will depend on its method of manufacture. Thus $\oint_{\tau}$ and $\oint_{Z}$ will be kept separate in this theory and not be assumed to be equal.
(21) and (22) can now be combined to describe fully the flow in the porous layer, ie.

$$
\begin{equation*}
\frac{\partial^{2} P}{\partial r^{2}}+\frac{1}{\tau} \frac{\partial P}{\partial \tau}+\left(\frac{\phi_{z}}{\phi_{r}}\right) \frac{\partial^{2} P}{\partial z^{2}}=0 \tag{23}
\end{equation*}
$$

This is a form of Laplace's Equation.
The use of the co-ordinate $x$ has been confined to describing the film and the motion of the top surface, the coordinate $z$ has been introduce to refer only to the porous material.

The boundaries of the region in which the Laplace-type equation (23) must be solved consist of streamlines on three sides and the film on the fourth side.

Wu (8) has considered a similar situation in which two rigid discs approached one another, one disc having a thin porous annular region. He has solved this analytically by separation of variables in Laplace's Equation and produced a series solution for pressure in $r$ and $z$ and thus substituted for $w_{2}$ in Reynolds Equation.

Such a solution could be found for equation (23) were our discussion of squeeze films to be confined to isoviscous lubricants and rigid boundaries. However such a solution is somewhat inflexible and cannot easily be adapted to films of non-isoviscous lubricants between elastic solids. Numerical solution of such systems automatically includes the problem of rigid boundaries and constant viscosity fluids as a special case.

### 2.6 Permeable Elastic Layer

As discussed above, the next complication to consider is the introduction of elasticity effects into the porous material considered above. Equation (22) becomes

$$
\begin{equation*}
\frac{\partial u}{\partial r}+\frac{u}{r}+\frac{\partial w}{\partial z}=\frac{-w_{0}}{\left(T-A \cdot P_{\tau}\right)} \tag{24}
\end{equation*}
$$

where $T$ is the thickness of the thin layer, and

$$
w_{0}=-A \cdot \frac{\partial P_{r}}{\partial t}
$$

Equations (21) remain valid, but the local values of $\phi_{r}$ and $\phi_{z}$ will no longer be constant but will become functions of the deformation. Thus under any system of loading on the material, these permeabilities will vary with $r$ (but not with $z$ ).

Remembering this, equation (23) changes to
$\frac{\partial^{2} P}{\partial r^{2}}+\frac{\partial P}{\partial r}\left[\frac{1}{r}+\frac{1}{\phi_{r}} \frac{\partial \phi_{r}}{\partial r}\right]+\left(\frac{\phi_{z}}{\phi_{r}}\right) \frac{\partial^{2} P}{\partial z^{2}}=-\frac{w_{0} \eta_{0}}{\phi_{r}\left(T-A . P_{r}\right)}$
The variation of $\phi_{r}$ and $\phi_{z}$ with deformation must now be considered. Inevitably more assumptions must be introduced. These are:-

1) That $\phi_{r}$ and $\phi_{z}$ are equally affected by surface deformation.
2) Deformation of the porous layer is accomplished entirely by closure of the voids in the material, ie. the actual material of the layer is incompressible.
3) The permeability is proportional to the void ratio in the layer. Thus if $V$ is the fractional volume of voids in the undeformed layer, we can say

$$
\phi_{r}=k_{r} V \quad, \quad \phi_{z}=k_{z} V
$$

for the undeformed
material and for the deformed material at some radius $r$,

$$
\begin{equation*}
\phi_{r}=k_{r}\left(\frac{V-\epsilon_{r}}{1-\epsilon_{r}}\right) \tag{26}
\end{equation*}
$$

and

$$
\phi_{2}=k_{2}\left(\frac{V-\epsilon_{r}}{1-\epsilon_{r}}\right)
$$

where $\epsilon_{r}$ is the compressive strain in the material in the axial direction.

$$
\text { Now } \quad \epsilon_{r}=\frac{\delta_{r}}{T}=\frac{A P_{r}}{T} \quad \text { from ( } 11_{4} \text { ). }
$$

Thus in equation (25) we can say that $\left(\frac{\phi_{2}}{\phi_{r}}\right)$ remains constant under any loading and that

$$
\frac{1}{\phi_{r}} \frac{\partial \phi_{r}}{\partial r}=\frac{-A(1-V) \cdot T}{(T-A P)\left(V T-A P_{r}\right)}\left(\frac{\partial P_{r}}{\partial r}\right)
$$

The Reynolds Equation is

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta r}{h_{r}^{3}}\left(\dot{x}-w_{0}-w_{2}\right) \tag{27}
\end{equation*}
$$

where

$$
w_{0}=-A \frac{\partial P_{r}}{\partial t}
$$

and

$$
w_{z}=-\left.\frac{\oint_{z}}{\eta_{0}} \frac{\partial P}{\partial z}\right|_{\text {SURFACE }}
$$

$w_{2}$ is evaluated as a flowrate relative to the moving surface of the elastic layer.
$\omega_{0}$ is a velocity of the lower surface relative to a coordinate system fixed in space and time:

### 2.7 Lubricant Additive and Permeable Elastic Layer

The lubricant in animal joints is not a simple iso-viscous Newtonian fluid (9). The viscosity is grossly dependent on shear rate and it also contains a low concentration of a substance called hyaluronic acid. This additive has a molecular weight of $\quad 10^{6}$ and appears to form 'complexes'
when in solution in the fluid. It cannot flow through the pores of the cartilage and, at very thin films, when the base synovial fluid has been forced away from the high pressure zone, it is believed to form gels of very high viscosity providing a form of boundary lubrication.

This can be modelled in an idealistic manner by enriching the fluid film of the model described in 2.6. The additive will be free to move about the film but not through the porous layer. The non-Newtonian aspects of synovial fluid have been ignored.

If we know the variation of the concentration of this additive with respect to radius, an approximate, new concentration can be found for a time $\Delta t$ later. Consider the annular volume shown in figure (5). Let the volume of additive in this region be $J_{A}$ and the concentration of the additive

$$
N_{A}=J_{A} / L_{A}
$$

Now over a period of time $\Delta t$ the nett flow out of the annulus of the additive will be

$$
\Delta t\left(\varphi_{3} A_{3} N_{A}-\varphi_{1} A_{1} N_{y}\right)
$$

The increase in volume of the annular region will be

$$
\Delta t A_{2}\left(\dot{x}-w_{0}\right)
$$

Thus the new concentration is

$$
\begin{equation*}
N_{B}=\frac{\left\{J_{A}-\Delta t\left(\Phi_{3} A_{3} N_{A}-\varphi_{1} \hat{A}_{1} N_{Y}\right)\right\}}{\left\{L_{A}+\Delta t A_{2}\left(\dot{x}-w_{0}\right)\right\}} \tag{28}
\end{equation*}
$$

Obviously $\Phi_{3}$ can be removed by looking at the continuity of the annular volume, ie.

$$
\varphi_{3} A_{3}-\varphi_{1} A_{1}-\varphi_{2} A_{2}+\left(\dot{x}-w_{0}\right) A_{2}=0
$$

whence

$$
\begin{equation*}
N_{B}=N_{A}\left\{1-\Delta t\left\{\frac{\Phi_{2} A_{2}-\varphi_{1} A_{1}\left(N_{Y} / N_{A}-1\right)}{L_{A}+\Delta t A_{2}\left(\dot{x}-\omega_{0}\right)}\right\}\right\} \tag{29}
\end{equation*}
$$

The numerical calculation of the distribution of additive is described in Chapter 3.

It is however necessary to make two final assumptions before the problem can be solved.

1) A relationship between concentration of additive and the resulting viscosity of the fluid must be postulated. Workers in the field of joint lubrication (9) have suggested that the relation of synovial fluid viscosity and concentration of hyaluronic acid is a linear one. Thus at a concentration $c$,

$$
\begin{equation*}
\eta_{c}=\eta_{0}\left(1+c\left(M_{r}-1\right)\right) \tag{30}
\end{equation*}
$$

where

$$
M_{r}=\eta_{1} / \eta_{0}
$$

$\eta_{1}$ being the viscosity of the pure additive $\eta_{0}$ the viscosity of the solvent.
2) The fluid in the porous material is pure solvent at viscosity $\eta_{0}$ However if the concentration of additive at some point in the film becomes unity, then no flow can occur of fluid from the film into the porous material at that point. Flow can occur though if the concentration is less than unity. For the purposes of numerical computation it is not reasonable to have a step change in flowrate from some current value $W_{2}=\left.\frac{-\phi_{2}}{\eta_{0}} \frac{\partial P}{\partial z}\right|_{\text {SURFACE }}$
to zero as concentration changes from $c<1$ to $c=1$. Thus the assumption is introduced that $\left.\phi_{z}\right|_{\text {surface }}$ is proportional to concentration of solvent, i.e. it falls linearly to zero as concentration of additive approaches unity. This complication is described mathematically in Chapter 3.

## 2.8 'Dowson' Enrichment Model

Dowson (3) has suggested that since the permeability of cartilage appears to play little part in the lubrication of joints, at least until the film is almost closed, the additive, hyaluronic acid, may be bonded in some way to the surface of the cartilage. This would prevent it from moving sideways with the base synovial fluid when the joint is loaded. Thus the concentration will be inversely proportional to the film thickness.

This can be presented mathematically by

$$
c=c_{i} h_{i} / h
$$

where $c_{i}$ is the initial concentration and $h_{i}$ is the film thicleness at some radius at the commencement of the normal approach.

This model is discussed in detail in Chapter 6.5.2.

## Chapter 3

## NUMERICAL SOLUTION OF THE MODEL

### 3.1 Introduction

Whilst the analytical formulation of the differential equations involved in normal approach presents no difficulties beyond the introduction of several approximations and assumptions, the numerical or analytical solution of them is extremely difficult. As already mentioned, two basic assumptions in previously published solutions have been the equality of applied load and the load carrying capacity of the film and the neglect of the velocity of deformation of the elastic material.

Neither assumption was made in Chapter 2 and this has led to difficulties in the numerical solution of the equations. The first assumption is not particularly important but an accurate description of the rate of deformation is vital to determine the flow in the squeeze film. In the oase of this velocity, the difficulty in describing it accurately has been the major factor in limiting the application of the model to systems with low values of flexibility.

Unfortunately the model does not lend itself to a neat numerical solution. It would have been more elegant to be able to consider the solution of the normal approach as the solution of a rectangular finite difference network, which was to be solved for nodal pressures. One coordinate would have been spatial (radial) and the other temporal. (In the case of a porous material the network would have been three dimensional with two spatial co-ordinates ( $r$ and $z$ )). However the equations derived in Chapter 2 are not suitable for this type of treatment. The Reynolds Equation links points in the radial direction, with an expression of the form

$$
\left[\frac{\partial P_{r}}{\partial \tau}\right]_{t}=f\left\{x, \dot{x}, \frac{\partial P_{r}}{\partial t}\right\}
$$

in which $x$ and $\dot{x}$ are not constants but are dependent on previous values of $x, \dot{x}$ and $\ddot{x}$. The latter are derived from some evaluation of $F$, which in turn depends on the integration of previously determined pressures.

The best way to describe the numerical procedure that has been devised to satisfy the Reynolds Equation and the equation of motion is to consider the development of the method starting with the treatment of the simple model with rigid impermeable boundaries and continuing to the more complex models.

The models are treated in the same order as they were in Chapter 2.

### 3.2 Normal Approach with an isoviscous lubricant and rigid boundaries

3.2.1 This subsection describes the direct method of solution of the equations for this model and the flowchart for this approach is shown in fig. (6).

For given $x$ and $\dot{x}$ at time $t$, Reynolds Equation is integrated twice from the starting point $r=r_{a}$ to the centre of the film. The second integration gives us the value of the quantity $F$. This is then substituted into the equation of motion to find $\ddot{x}$ at that instant. New values of $x$ and $\dot{x}$ can then be found for a time $t+\Delta \dot{t}$. The first integration of Reynolds Equation is performed by a 4th-order Runga-Kutta method, the second integration, of the pressure distribution to find F, by Simpson's Rule. The choice of formulae to find $x$ and $\dot{x}$ at $t+\Delta t$ from values of $\dot{x}$ and $\ddot{x}$ at time $t$ is not critical and even the simplest formulae work tolerably well, i.e.

$$
\dot{x}_{t+\Delta t}=\dot{x}_{t}+\ddot{x}_{t} \cdot \Delta t
$$

and

$$
x_{t+\Delta t}=x_{t}+\dot{x}_{t} \Delta t+\ddot{x}(\Delta t)^{2} / 2
$$

The initial conditions chosen for the normal approach are $x=>, \dot{x}=0$, $\ddot{x}=-g$ at time $t=0$.

### 3.2.2 Numerical problems of the direct solution

The curves of distance/time and velocity/time computed from these initial conditions and by the method described above, are shown in fig. (7). It was found that the trajectory eventually becomes unstable for values of $\tilde{t}>40$.

It is from these curves that a numerical procedure has been devised that supersedes the direct approach before this instability becomes evident and dominates the curves.

The curves can be considered in three parts, the dividing line between the first and second regions occurring at around $\tilde{E}=3$

The effect of the initial conditions is most marked in this first region ( $\tilde{t}<3$ ) and here the use of equal increments of time is a suitable approach to the solution of the equation of motion. However, after $\tilde{t}=3$ the trajectory closely follows that calculated in Chapter 2.2, see figs. (64, 69). We can see that $\ddot{x} \simeq B \dot{x}$ and also that $\ddot{x} \ll g$. To calculate $\ddot{x}$ accurately requires that $F$ be known extremely accurately, since $0.01 \%$ exror in $F$ will produce an erpor of $1 \%$ in $\ddot{\boldsymbol{x}}$, By redueing $\Delta t$ in order that $x$ and $\dot{x}$ become more accurate, and hence $F$ becomes more accurate, we introduce more errors by increasing the number of steps needed. Indeed, whatever finite difference method is used to calculate $x$ and $\dot{x}$, the trajectory finally goes unstable, producing a spurious solution.

This is of course to be expected when solving an equation of the form $\frac{d x}{d t}=k x$. by finite difference methods (10). Obviously a
different approach is required to tackle the trajectory when $\tilde{t}>3$. This can be easily accomplished if some assumptions are introduced regarding the behaviour of the film. These assumptions are

1) that $\ddot{x}$, having risen from $-g$ to $+0.01 g$ (approx.) then approaches zero as $\tilde{t} \rightarrow \infty$.
2) that ( $-\dot{x}$ ), having risen to a maximum, then falls to zero as $x \rightarrow 0$.

These assumptions can be summed up by saying that the trajectory should follow the form described in 2.2.

### 3.2.3. Indirect Solution of Equation of Motion

We now have a check on whether a calculated acceleration is accurate. From $\tilde{t}=3$ the trajectory can be calculated by using equal increments of velocity instead of time. Thus the velocity reached at $\tilde{t} \simeq 3$ is divided into about 50 increments and these increments in velocity become the change in velocity between each double integration of Reynolds Equation. Obviously, for each value of $\dot{x}$ for which we calculate $F$ we need to postulate a value of $x$. This is done in the simplest possible way, ie.

$$
\begin{aligned}
& \dot{x}_{2}=\dot{x}_{1}+\Delta(\dot{x}) \\
& x_{2}=2 x_{1}-x_{0}
\end{aligned}
$$

With these values, we can integrate to find $F$ and thus the acceleration

$$
\begin{equation*}
\ddot{x}_{2}=F_{2} / M-g \tag{31}
\end{equation*}
$$

Now we are assuming that the trajectory closely follows the solution found in 2.2 so we can say

$$
\begin{equation*}
\ddot{x}_{2} \simeq B \dot{x} \tag{32}
\end{equation*}
$$

If the values of $\ddot{x}$ in (31) and (32) are equal, within some specified limits, we can then progress to calculate $F_{3}$ with:-

$$
\dot{x}_{3}=\dot{x}_{1}+2 \Delta(\dot{x}) \quad \text { and } \quad x_{3}=2 x_{2}-x_{1}
$$

If, however, the two values of $\ddot{x}$ are sufficiently different from one another, then the value from (31) must be corrected.

It can be seen then that the method is indirect in that $\ddot{x}$ is not used to calculate the trajectory but only used as a check on its accuracy.

The acceleration is corrected by correcting $x_{2}$ in $F_{2}$ by an amount proportional to the error in $\ddot{x}$, since

$$
\begin{equation*}
F_{2} \simeq-6 \pi \eta R^{2} \dot{x}(x)^{-1} \tag{33}
\end{equation*}
$$

$F_{2}$ is then recalculated with the corrected value of $\dot{x}_{2}$ and the acceleration compared with (32).

The process is convergent very rapidly because $1 \%$ error in $\ddot{x} \Rightarrow$ $0.01 \%$ error in $F$.

The time taken between steps can be found from

$$
\Delta t=\left(x_{2}-x_{1}\right) /\left(\dot{x}_{1}+\frac{\Delta(\dot{x})}{2}\right)
$$

As will be realized, the above procedure produces a trajectory very similar to one that would be obtained from the assumption

$$
F=I \quad(\text { ie } \quad \hat{i} 1=0)
$$

This is because, for the values of $B$ chosen, the model is dominated by viscous forces. For larger B however, the trajectories calculated for the model and for the system $F=I$ would no longer by closely comparable.

Whilst the analytical solution' has been found for the above case (if we neglect differences in spatial and temporal boundary conditions), there are no known analytical solutions for the other models proposed in

Chapter 2 and their solution has been based completely on the method outlined above.

## 3.3 "Weeping Lubrication"

The numerical solution of the model representing "Weeping Lubrication" is very similar to that of 3.2 although the mode of operation of the model appears at first sight to be quite different.

Reynolds Equation remains as

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial r}=6 \eta r \dot{x} / h_{r}^{3} \tag{34}
\end{equation*}
$$

However, $h_{r}=x+\frac{r^{2}}{2 R}+A P_{r}$ the last term being the addition to the problem. This addition has dramatic effects on the film thickness/ time curve but the computation is almost unchanged.

The Runge-Kutta method employed in 3.2 is quite suitable for solving (34) even though it is no longer a linear differential equation.

### 3.4 Elastic Impermeable Surfaces

The equation for the film thickness, $h$, remains as in 3.3 but it is now necessary to include the rate of deformation of the elastic layer in the Reynolds Equation since calculation of $\left[\frac{\partial P_{r}}{\partial r}\right]_{t}$ requires evaluation of $\left(\dot{x}-w_{0}\right)$.

Our treatment of the elasticity part of the problem has produced the simplification

$$
w_{0}=-A \cdot\left(\frac{\partial P_{r}}{\partial t}\right)_{\tau}
$$

There is no explicit description available for $\left[\frac{\partial P_{r}}{\partial t}\right]_{\tau}$, thus its value must be implied by the equations of the model and hence these equations must be sufficient to solve the model completely, ie. $\left[\frac{\partial P_{r}}{\partial t}\right]_{r}$ must be
determined from the information already available.
Since the equation of motion is concerned with $\int_{\text {area of film }} P_{r} d$ (area), the only equation from which $\left[\frac{\partial P_{r}}{\partial t}\right]_{r}$ can be obtained is the Reynolds Equation. Unfortunately Reynolds Equation, when integrated once, gives us $\left[P_{r}\right]_{t}$ and to calculate $\left[\frac{\partial P_{r}}{\partial t}\right]_{r}$ from this involves a process of numerical differentation. A formula of the type

$$
\begin{equation*}
\left[\frac{\partial P_{r}}{\partial t}\right]_{r}=f\left\{\left[P_{r}\right]_{t_{2}},\left[P_{r}\right]_{t_{1}}, \cdots,\right\} \tag{35}
\end{equation*}
$$

must be used.
Numerical differentiation is a process that should be avoided if at all possible. A large time increment will produce truncation errors, a small increment will produce errors due to inaccuracies in the evaluation of $\left[P_{r}\right]_{t}$, since $\left[P_{r}\right]_{t_{1}}$, and $\left[P_{r}\right]_{t_{2}}$ will be almost equal. Thus it is the problem of calculation of $\left[\frac{\partial P_{r}}{\partial t}\right]_{\sim}$ which is the weak point in the numerical calculation of the trajectory. The weakness is inherent in the existing mathematical treatment of the model and cannot be eliminated by different difference formula, although this approach was tried to the extent of using a least-squares approach (fitting a parabola through five values of pressure at the same $r$, and successive values of $t$ ).

The effect of this weakness makes itself felt in limiting the model to situations of low flexibility, i.e. $\tilde{A} \leq 10^{-3}$

Besides the errors inherent in the evaluation of $\left[\frac{\partial P_{r}}{\partial t}\right]_{r}$ there is an instability which occurs in the Runge-Kutta procedure.

The integration by Runge-Kutta formulae commences at $\tau=\gamma_{a}$ and $w_{0}=0$ (since $P_{\alpha}=0$ for all $t$ ). As the integration approaches the centre part of the film, $w_{0} \rightarrow \dot{x}$ and so $\left[\frac{\partial P_{r}}{\partial t}\right]_{r} \rightarrow 0$. Thus $w_{0}>\dot{x}$ is a condition that must always be satisfied (remembering that $\dot{x}$ is -we).

When $\left[\frac{\partial P_{r}}{\partial r}\right]_{t} \rightarrow 0$, small errors in the evaluation of $P_{r}$ are sufficient to cause the solution to oscillate and increase exponentially, eventually causing an 'overflow' condition in the computer ( $\left|P_{r}\right|>10^{75}$ ).

This can be overcome fairly easily by a smoothing process. If, for example, we represent the rate of deformation of the elastic layer by

$$
w_{o}=\frac{-A}{\Delta t}\left\{\left[P_{r}\right]_{t_{2}}-\left[P_{r}\right]_{t_{1}}\right\} \quad \text { then }\left[\frac{\partial P_{r}}{\partial r}\right]_{t} \text { is zero when the relative }
$$

velocity of approach of the two surfaces is zero, i.e. $\dot{x}=W_{0}$.
From this was can find $\left[P_{r}\right]_{t_{2}}$, i.e.

$$
\left[P_{r}\right]_{t_{2}}=-\frac{\Delta t \dot{x}}{A}+\left[P_{r}\right]_{t_{1}}
$$

This gives us a limiting value which $\left[P_{r}\right]_{t_{2}}$ must approach as $r \rightarrow 0$ This condition has been written into the programme to suppress the oscillation and is used to calculate $\left[P_{r}\right]_{t_{2}}$ if either condition

$$
\text { 1) }\left[P_{r}\right]_{t_{2}}>\left(\left[P_{r}\right]_{t_{1}}-\frac{\dot{x} \cdot \Delta t}{A}\right) \quad \text { or 2) }\left[\frac{\partial P_{r}}{\partial r}\right]_{t_{z}}>0
$$

occurs while $\left[P_{r}\right]_{t_{2}}$ is being found by use of the Runge-Kutta procedure. See fig. (60) in which oscillation has been suppressed in $\tilde{t}=1$ and $\tilde{r}<0.035$.

### 3.5 Elastic Permeable Surfaces

The cases of rigid and elastic permeable layers can be treated together, since the rigid is merely a special oase of the elastic (though an important one). The introduction of a permeable layer into the model increases the problem of numerical solution by many times. Typical computing times for the two co-ordinate models (in $\mathbf{r}, \mathrm{t}$ ) are in the region of 15 seconds; for the three co-ordinate problem ( $r, z, t$ ) the time
can be 9 minutes.
It was decided to represent the pressure distribution in the porous layer by a finite difference technique and to solve the resulting equations by iteration, using the method of successive corrections, simultaneously with the Reynolds Equation integration. 'This was considered desirable for the following reasons:

1) The mesh had to be fine enough to ensure that $w_{2}$ was represented accurately in Reynolds Equation.
2) The pressure distribution would not change much over the period of one increment of time or velocity $(\dot{x})$. Thus it would be economical to use a previous pressure distribution as the starting point for the next series of iterations.

For a large matrix, the iterative approach is faster than inverting a matrix and solving exactly for pressure every time. Calculation of the trajectory involves solving the mesh some 50 times and the number of nodes ranged up to 2,737 .

The order of solution of the nodes is shown in fig. (8).
Reynolds Equation is altered to

$$
\begin{gathered}
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta_{r}^{3}}{h_{r}}\left(\dot{x}-w_{0}-w_{2}\right) \\
w_{2}=-\frac{\phi_{2}}{Z_{0}}\left(\frac{\partial P}{\partial z}\right)_{\text {SURFACE }} \text { and }\left(\left.\frac{\partial P}{\partial z}\right|_{\text {SHRFACE }}\right. \\
=\frac{\left[P_{-}\right]_{t_{2}}-\left[P_{1}\right]_{t_{2}}}{\Delta z}
\end{gathered}
$$

in a finite difference approximation.
The smoothing applied to Reynolds Equation, as described in (36), is altered and is derived from

$$
\left(\dot{x}-w_{0}-w_{2}\right)=0
$$

In the porous layer, equation (25) must be solved and the following finite
difference approximations are used.

$$
\begin{aligned}
{\left[\frac{\partial^{2} P}{\partial r^{2}}\right]_{I} } & =\frac{P_{I-m}+P_{I+m}-2 P_{I}}{(\Delta r)^{2}} \\
{\left[\frac{\partial P}{\partial r}\right]_{I} } & =\frac{P_{I-m}-P_{I+m}}{2 \Delta r} \\
{\left[\frac{\partial^{2} P}{\partial z^{2}}\right]_{I} } & =\frac{P_{I-1}+P_{I+1}-2 P_{I}}{(\Delta z)^{2}}
\end{aligned}
$$

A one-dimensional matrix was chosen for $P_{I}$ since it, is quicker to "read" and "write" to a one-dimensional array than a two-dimensional one in the computer.
$\Delta r$ is a constant, chosen as $T(m-1) \cdot \Delta z$ however will vary with the deformation of the surface and so

$$
\Delta z=\frac{T-A \cdot P_{r}}{(n-1)}
$$

where m is the number of nodes in the z-direction. The number of nodes in the redirection is $10 \mathrm{~m}-9$, i.e. the mesh has a radial : axial length ratio of $10: 1$.

When the node $I$ is on one of the boundary streamlines, (such as $z=0$ say) then in (37) we replace $P_{I+1}$ by $P_{I-1}$.

At $(r=0)$, the quantity $\frac{1}{T} \frac{\partial P}{\partial T}$ in both the Reynolds Equation and the 'Laplacian' (25) is undefined.

Assume the pressure distribution is parabolic about $r=0$, then

$$
\begin{aligned}
P_{r} & =k_{3}+k_{4} r^{2} \\
\therefore\left[\frac{\partial^{2} P}{\partial r^{2}}\right] & =2 k_{4} \quad, \quad \frac{1}{r} \frac{\partial P}{\partial r}=2 k_{4}
\end{aligned}
$$

Now $k_{3}=P_{0}$ and $P_{r}=P_{\Delta r}$ if $r=\Delta r$ This can be solved for $P_{0}$ in either Reynolds Equation or equation (25).

The convergence of a mesh such as the one described above is approximately first order and this can be speeded up by the use of 'Aitken's $\delta^{2}$ method', which estimates a final value of

$$
P=P_{n}-\left(P_{n}-P_{n-1}\right)^{2} /\left(P_{n}+P_{n-2}-2 P_{n-1}\right)
$$

Obviously the mesh size and the number of iterations required to solve it, to some specified accuracy, has an upper limit, defined by the size and speed of the available computing power.

The number of nodes in the mesh varies as $m^{2}$ and the necessary number of iterations will vary approximately as $m$ or $m^{2}$ also. Thus halving the step length $\Delta z$ will increase computing time by 8 or 16 times.

The largest value of $m$ used in the computing was $m=17$, ie. total number oi f nodes in the porous layer $=m(10 m-9)=2737$. Since the pressure at any one node may only change by a small amount between calculations (i.e. during one increment of time or velocity) a small number of iterations is permissible. Typically the pressure change per increment may be $1 \%$, in which case, 8 or 16 interations is sufficient to produce film pressures consistent to $0.1 \%$. The shape of the matrix (the radial length being $10 \times$ the axial length) helps to produce a faster rate of convergence than for a square matrix.

There is one instability in what one would imagine to be a well behaved system of equations and this occurs for $A \neq 0$. There are two components to the pressure distribution in a porous region, one due to the applied pressures on the boundary of the region (corresponding to the complimentary function of equation (25)) and the other due to the rate of deformation of the region (corresponding to a particular integral of equation (25)). This latter component involves the term $w_{0}$, ie. $\left[\frac{\partial P_{r}}{\partial t}\right]_{r}$ the problems of calculation of which we have already discussed. Unfortunately for some values of $\tilde{A}$ and $\tilde{\phi}$, the computer programme is unable to produce a correct trajectory when this particular integral is included in
the calculation. This must be attributed to difficulty encountered in describing $W_{0}$ accurately. The solutions in which it has been necessary to neglect this particular integral are clearly marked and the problem is discussed further in Chapter 6.

### 3.6 Normal Approach and Variable Viscosity

The equations derived in 2.7 were written in finite difference form and, for a given initial distribution of concentration of additive, the concentration at a time $\Delta t$ later can be found from them. The calculation must commence at the centre of the film, where $\boldsymbol{Q}_{1}=0$. After this central concentration has been found, $\Phi_{3}$ can be calculated and this is substituted into the nexi innermost annular region as $\boldsymbol{\varphi}_{1}$. The calculation proceeds to $r=r_{a}$ and takes place immediately before the simultaneous solution of Reynolds Equation and equation (25).

The viscosities are then found from (30). As pointed out in 2.7, it is necessary to assume that the surface permeability deolines as the concentration of additive increases. For the purposes of computation, we assume that the permeability is affected to a depth $\Delta z$ below the surface (see fig. (9)).

Whence, as $w_{2}=-\frac{\phi_{2}}{\eta_{0}}\left(\frac{P_{r}-P_{1}}{\Delta z}\right)$
then

$$
w_{2}=-\frac{\phi_{3}}{\eta_{0}}\left(1-N_{0}\right) \frac{\left(P_{r}-P_{1}\right)}{\Delta z}
$$

where $N_{B}$ is the current value of concentration.
The calculation of nodal pressures immediately below the surface is not so straightforward. Consider the continuity of the element shown in fig. (9): for the upper half of the element, we have

$$
\begin{equation*}
\frac{\phi_{r}}{\eta_{0}}\left[\frac{\partial^{2} P}{\partial r^{2}}+\frac{\partial P}{\partial r}\left[\frac{1}{r}+\frac{1}{\phi_{r}} \cdot\left[\frac{\partial \phi_{r}^{\prime}}{\partial r}\right]\right]\right]-\frac{\left(w_{a}-w_{b}\right)}{(\Delta z / 2)}=\frac{w_{0}}{\left(T-A \cdot P_{r}\right)} \tag{38}
\end{equation*}
$$

and for the lower half;

$$
\begin{equation*}
\frac{\phi_{r}}{\eta_{0}}\left[\frac{\partial^{2} P}{\partial r^{2}}+\frac{\partial P}{\partial r}\left[\frac{1}{r}+\frac{1}{\phi_{r}}\left[\frac{\partial \phi_{r}}{\partial r}\right]\right]\right]-\frac{\left(w_{b}-w_{c}\right)}{(\Delta z / 2)}=\frac{w_{0}}{\left(T-A \cdot P_{r}\right)} \tag{39}
\end{equation*}
$$

Now $\quad w_{a}=-\frac{\phi_{z}^{\prime}}{\eta_{0}} \frac{\left(P_{r}-P_{1}\right)}{\Delta z}$
and $\quad w_{c}=-\frac{\phi_{2}}{\eta_{0}} \frac{\left(P_{1}-P_{2}\right)}{\Delta z}$
also $\phi_{r}=\phi_{T}\left(1-N_{B}\right)$ and $\phi_{z}=\phi_{z}\left(1-N_{B}\right)$
so, adding (38) and (39) and simplifying, we have

$$
\begin{aligned}
& \frac{\partial^{2} P}{\partial r^{2}}+\frac{\partial P}{\partial r}\left[\frac{1}{r}+\frac{1}{\phi_{r}} \frac{\partial \phi_{r}}{\partial r}\right]+\frac{2 \phi_{z}}{(\Delta z)^{2} \cdot \phi_{r} \cdot\left(2-N_{B}\right)}\{ \\
& \left.\left(P_{r}-P_{1}\right)\left(1-N_{B}\right)-\left(P_{1}-P_{2}\right)\right]=\frac{2 w_{0} \eta_{0}}{\left(T-A \cdot P_{T}\right) \cdot \phi_{r} \cdot\left(2-N_{B}\right)} \\
& \text { if } \frac{1}{\phi_{r}} \frac{\partial \phi_{r}^{\prime}}{\partial r}=\frac{1}{\phi_{r}} \frac{\partial \phi_{r}}{\partial r}
\end{aligned}
$$

We now have an expression in finite difference form for the evaluation of $P_{1}$

## Chapter 4

## DIMENSIONAL ANALYSIS OF NORMAL APPROACH

The film thickness and pressure at the centre of the film are the quantities in which we are most interested. Their relationship to the other parameters of the system can be expressed in the following manner:
$h_{0}, P_{0}=f_{1,2}\left\{t, A, \phi_{2}, \phi_{r}, L, \eta_{i}, R, D, V, r_{a}, \eta_{1}, c, T, \eta_{0}\right\}$
where $f_{1}$ and $f_{2}$ are unknown functions. The three viscosities $\eta_{i}, \eta_{0}, \eta_{1}$ refer to the film at the commencement of normal approach, to the porous layer, and to the additive respectively.

Examining the Reynolds Equation for a porous layer with an additive present, we have:

$$
\frac{\partial P_{r}}{\partial r}=\frac{6 \eta_{r}}{h_{3}}\left(\dot{x}-w_{0}+\frac{\phi_{2}}{\eta_{0}}\left(\frac{\partial P}{\partial z}\right)_{\text {SURFACE }}\right)
$$

For the same system, the flow in the porous layer is given by

$$
\frac{\partial^{2} P}{\partial r^{2}}+\frac{\partial P}{\partial r}\left[\frac{1}{r}+\frac{1}{\phi_{r}} \frac{\partial \phi_{r}}{\partial r}\right]+\frac{\phi_{2}}{\phi_{r}} \frac{\partial^{2} P}{\partial z^{2}}=\frac{w_{0} \eta_{0}}{T . \phi_{r}}
$$

In both equations, $\eta_{0}$ only occurs with $\phi_{z}$ or $\phi_{r}$. We can thus replace $\phi_{r}, \phi_{2}, \eta_{0}$ in (40) by $\phi_{r} / \eta_{0}$ and $\phi_{z} / \eta_{0}$

We have reduced the fourteen variables in (40) to thirteen. Normal dimensional analysis would reduce these thirteen to ten dimensionless groups. If, however, we follow the technique due to Morrison, described in detail in (11), these thirteen parameters can be reduced to nine groups. The method is based on the introduction of extra length dimensions, perpendicular to one another. In the system we are considering, the choice of length dimensions is an obvious one since the model is best described in cylindrical co-ordinates and it possesses axial symmetry. Only two length dimensions are needed to describe the model, these are in the radial
and axial directions. All the parameters concerned with the model can now be described in terms of mass ( $M$ ), a radial length ( $L_{R}$ ), an axial length ( $L_{D}$ ) and time ( $t$ ). The ratio $L_{R} / L_{D}$ is no longer dimensionless. The choice of dimensions for the parameters of the model is not arbitrary but, for the technique to be valid, must be such that the differential equations of the model are dimensionally homogeneous.

With this in mind, the dimensions of the parameters are presented as:

A


L
$\eta_{i}, \eta_{0}, \eta, \eta$
$R, r_{a} r$
$T, h_{r}, D, x$
$\dot{x}$
g, $\ddot{x}$
B
$t$
$c, V$
$M^{-1} L_{R}^{2} t^{2}$
$L_{D}{ }^{2}$
$M L_{D} t^{-2}$
$M L_{D} L_{R}^{-2} t^{-1}$ $L_{R}$ Lp
$L_{D} t^{-1}$
$L_{D} t^{-2}$
$t^{-1}$
$t$
dimensionless.

The derivation of the dimensions for $L$ is straightforward if $L$ is considered as a force in the axial direction. A is defined as $\delta / P$, an axial deformation divided by an axial force acting on unit area in the plane of the film.

To explain the units derived for viscosity, we consider Newton's Law of Viscosity, ie.

$$
\begin{equation*}
\tau=\eta \cdot \frac{\partial u}{\partial x} \tag{41}
\end{equation*}
$$

$\tau$ is a radial shear stress, with units $M L_{R} t^{-2} / L_{R}^{2}$ (remembering that tangential lengths all have the dimension $\left.L_{R}\right) . \quad \frac{\partial u}{\partial x}$ has the units
$L_{R} t^{-1} / L_{D} \quad$ Inserting these dimensions into (41) gives the dimensions for $\eta$ shown above.

It remains to decide the dimensions of the various terms containing 'Pressure' in the two governing equations (25) and (27). Consider the terms $\frac{\partial P}{\partial r}$ and $\frac{\partial^{2} P}{\partial r^{2}}$. When these equations are derived from consideration of the forces acting in a radial direction on an element of fluid, it is implied that $P$ is a pressure acting in a radial direction on a face of that element, the orientation of that face being perpendicular to the radius vector.

The dimensions of $P$ must then be $M L_{R} t^{-2} / L_{R} L_{D}$. Similar arguments are valid for the terms $\partial^{2} P / \partial z^{2}$ and $\left.\frac{\partial P}{\partial z}\right|_{\text {surface }}$, in which we deduce that the dimensions of $P$ here are $M L_{D} t^{-2} / L_{R}{ }^{2}$. We now have the unusual situation of one parameter "pressure" having two distinct sets of dimensions simultaneously. Morrison argues that this is quite legitimate.

Using the dimensions derived above and $\eta_{i}, L, R, D$ as the repeating variables, we can present the non dimensional form of (40) as

Ordinary dimensional analysis, using $L, R$ and $\eta_{i}$ would replace $D$ everywhere in (42) by $R$ and also introduce the extra group $P / R$ (42) will of course reduce to this form if $R$ and $D$ are merged to produce only one length dimension.

Ultimately, the judgement of any dimensional analysis must be based on its usefulness in understanding the relationships between the various non-dimensional groups. In this respect (42) is an improvement over the simpler approach.
( $h / \downarrow$ ) is preferable to ( $h / R$ ) - see the 'rigid' solution in Chapter 2. The equation (7) becomes

$$
\tilde{x}=e^{-\tilde{t} / 6 \pi}
$$

and

also $\ddot{x}=\left(\frac{1}{6 \pi}\right)^{2} e^{-\tilde{t} / 6 \pi}$
and
 on film thickness and pressure. Indeed, Wu (8) has chosen to use $\frac{\varnothing T}{D^{3}}$ as his non-dimensional group in a squeeze film with rigid boundaries and isotropic permeable layers.

It is more convenient to write (42) in the form

$$
\tilde{h}_{0}, \tilde{p}_{0}=f_{1,2}\left(\tilde{t}, \tilde{A}, \tilde{\phi}_{2}, \tilde{\phi}_{r}, c, V, \tilde{\eta}, \tilde{T}, \tilde{r}_{a}\right)
$$

$\widetilde{T}$ and $\tilde{\gamma}_{a}$ refer to the geometry of the model and both of these have remained constant, at 20 and $1 / 6$ respectively in both experimental and theoretical work. $V$ has taken experimentally determined values when the theoretical and experimental results were compared but has remained constant at 0.25 in the theoretical predictions presented in Chapter 6. Similarly $\tilde{\phi}_{z}$ and $\tilde{\phi_{r}}$ were allowed to differ for the purpose of correlating theory and experiment but with one exception, described in Chapter 6.2, the two permeabilities were otherwise considered equal. The range of values of the repeating variables and the non-dimensional groups used in the experimental and theoretical work and also encountered in animal joints is shown in figure (10).

## Chapter 5

## THE EXPERTMENTAL WORK

### 5.1 The Apparatus

Whilst large computers can now handle programmes which solve complicated mathematical models, it is extremely desirable that an independent check be kept on the results from such numerical procedures. Such a check might be hopad to confirm the hypotheses on which the model had been based or to illustrate inadequacies or over-elaboration in the model. Bearing in mind the number of assumptions introduced in Chapters 2 and 3 concerning squeeze-film behaviour, it was considered important that some experimental results be obtained that could be compared with the predictions of the numerical work.

The transient nature of normal approach lubrication is an added complexity to experimentation and the approach to the design of the experiments has been dictated by practical limitations rather than the concept of an ideal experiment.

The easiest configuration with which to work and one similar to an animal joint was considered to be two surfaces approaching each other under the action of gravity.

The choice of geometries for the film shape lay among these three possibilities.
I) Two circuiar fiat suriaces
2) One flat and one cylindrical surface
3) One flat and one spherical surface. The first possibility can be ruled out despite its axial symmetry because of the extreme difficulty in preventing the upper surface from rotating about either of its horizontal axes during its approach towards the lower (fixed) surface.

The second possibility lacks axial symmetry but rotation about only one axis needs to be prevented (a horizontal axis perpendicular to the axis of the cylinder).

The third possibility combines axial symmetry and freedom from the rotational difficulties inherent in the other two geometries. It is the obvious choice.

The rig was constructed around this latter geometry and is shown in figures (11 \& 12). The lower boundery of the squeeze film ( H ) consists of a thin disc of test material, some 150 mm diamater bonded on to a flat (surface ground) mild steel plate ( $\mathbb{K}$ ), 9 mm thick and 220 mm by 170 mm in area. This steel plate is fixed rigidly by four Allen sorews on to the baseplate. The height of a test piece above the baseplate can be varied in increments of 0.05 mm by insertion of packing between the baseplate and the test piece backing plate. The baseplate is 9 mm mild steel plate, some 0.5 m square and could be levelled by means of four feet which rest on a work-bench.

A horse-shoe electro-magnet (B) with surface ground faces is suspended above the test piece from a rectangular arch (A) constructed of 19 mal square bar. The feet of the arch are screwed to the baseplate at each side of the test piece so that interchange of specimens can be carried out without disturbing any other part of the rig.

Between the magnet and the specimen fits the moving part of the rig. This consists of two halves, the upper half (C) being a flat steel plate, the lower half (D) being the upper boundary of the squeeze film. This upper half clamps against the faces of the electro-magnet and carries the lower half rigidly suspended about 20 mm below it. The lower half has, of course, a spherical lower surface. This spherical form was produced on a copying lathe from a template of 300 mm radius.

Although any horizontal movement or any slight rotation of the
spherical surface about a horizontal line would not change the geometry of the squeeze film, such motion was considered undesirable since the purpose of the experiments was to examine fluid films under pure normal approach. Also the instrumentation of the rig was designed to measure phenomena on the axis of symmetry of the film and any motion of the upper surface, other than vertical translation, would move this axis of symmetry either in a horizontal direction or out of the vertical.

Two constraints then were added to the moving part of the rig to prevent any of these undesirable motions. The first constraint consisted of three horizontal lightweight arms (I) radiating out at $120^{\circ}$ intervals from the upper rim of the spherical surface. These arms were pinned to pillars (J) at the outer edge of the baseplate and were of 10 mm width and 1 mm depth. Their length was 300 mm , hence the large size of the baseplate. Free vertical movement of the spherical surface was thus unaffected but horizontal translation was inhibitad. Rotation about a horizontal axis was minimized by constructing an arch $F$ from the plate $C$ over the magnet $B$ and its support $A$. From this arch, a dowel $G$ fitted into a vertical P.T.F.E bush mounted in the crossbar A. Loading of the rig was accomplished by fitting a load carrier (not shown) to sach corner of the steel plate C. This completed the construction of the rig.

### 5.2 Instrumentation

Initially it was hoped to measure three parameters as they varied with time during normal approach. These three were displacement of the upper surface, central film thickness and central film pressure. Not surprisingly, displacement was found to be the easiest to measure. A displacement transducer reading to 0.0025 mm was mounted vertically on the crossbar A and recorded the vertical displacement of $F$ at a point on the axis of symmetry of the film. The transducer was of the inductive type
and its probe was loaded against $F$ by a light spring. This was found to be quite satisfactory and the probe followed the motion of $F$ with no sign of any time-lag. The signal from the transducer was fed to a strain bridge operating at 5 KHz .

Measurement of pressure in the centre of the film was not so straightforward. In rolling or sliding situations where the pressure at any particular point is constant with respect to time, use of a pressure tapping in the wall of the bearing is a satisfactory method to record pressure. However if this method were to be used in a squeeze-film, it would be found unsuitable on three counts. First, the presence of a tapping changes the film shape and hence the pressure gradients in the region of the tapping, second, since all pressure measuring devices require some physical movement of a diaphragm, there will be a fiow from the film to the measuring device through the tapping. This flow will have two effects; there will be a pressure difference between the entrance to the tapping and the diaphragm, and the flow into the tapping will lower film pressures near the tapping. The third drawback to this method is that the pressure reading is purely dynamic and is not capable of measuring static stress due to deformation of the thin layer by the spherical surface.

A commercial pressure transducer was connected to the centre of the film via a tapping but it was considered unsuitable for the reasons given above.

To overcome these difficulties, a direct approach was tried by building in a small stiff diaphragm at the centre of the spherical surface, figure (12). The centre of the top face of $D$ was cut away until only a thin circular diaphragm of 5 mm radius and 0.75 mm thickness was left. On to the centre of the back of this diaphragm was mounted a semiconductor strain gauge, the active part of the device being 0.5 mm by
1.5 mm in size. The gauge factor of the device was nominally 100 and so very small strains could be detected. For fluid pressures of $10^{6} \mathrm{~N} / \mathrm{m}^{2}$, the deformation of the diaphragm was calculated to be $1.5 \times 10^{-3} \mathrm{~mm}$. This was considered an acceptable departure from sphericity for the top surface. The strain gauge and a dummy formed a half bridge which was connected to a strain bridge instrument with a cerrier frequency of 5 KHz . Calibration of this transducer was achieved by applying known uniform hydrostatic pressure to the spherical surface. The calibration was linear.

Error will be present in recordings from the transducer because squeeze film pressures will not be uniform over the area of the diaphragm. Hovever peak pressures will occur in the centre of the film and it is in its centre that the diaphragm will be most sensitive. Drif't of the half bridge was minimized by creating a sealed environment around each gauge and since the rig operated at a reesonably constant room temperature, variation or gauge factor with temperature was ignored.

The two strain bridges used to measure pressure and displacement hed D.C. outputs and these were fed to an Ultra-violet Oscillograph which produced permanent records of the time variation of these parameters. Paper speeds of up to $1000 \mathrm{~mm} / \mathrm{s}$ could be used and the galvanometers employed had natural frequenoies of 100 Hz . They were linear up to 60 Hz in response. However none of the signals recorded had rise-times less than 0.02 s:

Since the problems of measurement of film thickness vary with the nature of the lower surface, the attempts made to measure films are described separately in the following sections.

To continue the pattern of the previous chapters, the various experiments are described in the following order. First, rigid impermeable squeeze films, second, "weeping" lubrication, third, lubrication with an
elastic impermeable layer, and fourth, the squeeze films with elastic permeable layers. No experiments were carried out to test the effect of additives in the lubricants.

All the experiments had several features in common and it is convenient to describe them now. The thickness of the layers of test materials were all nominally 5 mm and the area of each specimen approximately equal to the area of the spherical surface. Each specimen was tested with three different lubricants, all being mineral oils. They were provided by Shell Research Ltd. and denoted as HVI 160, HVI 650, LVI 1100. At room temperature the viscosities were approximately 3 poise, 15 poise and 75 poise giving a ratio of 5 between successive viscosities. Also three loads were applied to the film. The lowest load wes 4.330 kg and was merely the weight of the rig with no extra loads applied. The other loadings were 6.145 kg and 7.960 kg . This upper limit corresponded to the highest value of flexibility that the computer programme could accept without going unstable. It was also within the safe limit of pressures generated in the film in the experiments where the stiff plastics and metal were used as the lower surfaces. The initial height of the top surface above the undeformed lover surface was set at nominally 0.25 mm . The various parameters of interest in the experiments are listed together in figures (10 \& 7).

Before each run, the current in the electro-magnet coils was reduced to the minimum necessery to support the plate $C$ and spherical surface $D$. This was to minimize the effects of retentivity in the iron core on the initial part of the normal approach. The only effect of this retentivity was to produce a slight uncertainty in the zero position of the time scale of the pressure and film thickness curves. This was not considered to be important and had no effect on the experimental results.

With regard to experimental error, it was considered that the UltraViolet Oscillograph traces could be measured to less than $\pm 1 \%$ FSD
( 1 mm in 100 mm ). The strain-bridge instruments were quoted as being accurate to $\pm 1 \%$ FSD also. Thus both pressure and displacement traces will be accurate to within $\pm 2 \%$ FSD. Since the film thickness is deduced from the sum of the displacement and deformation (with the latter proportional to pressure), the error in film thickness curves will be
 results.

The dependency of gauge factor in semi-conductor gauges on temperature is well known. However the variation was quoted by the manufacturers (Electro-Mechanisms Ltd.) as being $6 \%$ over a $100 \mathrm{~F}^{\mathrm{O}}$ range. This is negligible since all experiments were conducted at normal room temperatures.

Because the pressure transducer records strain produced by a nonuniform pressure distribution, there will be a systematic error in the recorded pressures. Thus the accuracy of the transducer can only be estimated by comparing the experimental values with computed values. Whilst the agreement in the experiments with rubber was not so good, that in the porous plastic tests wes excellent.

### 5.3 Rigid Impermeable Boundaries

The lower surface of the squeeze film in this case was a mild steel plate that was surface ground to a roughness of 0.25 microns c.1.a. If the surfaces are considered rigid, the film thickness can be derived directly from the recording of displacement. This assumption has been used to plot the curves of rilm thickness and pressure, shown in figures (13) and (14). The staggering of the origin of co-ordinates has been done in the interests of clarity, and the three graphs could equally well have been grouped together under headings of load rather than viscosity.

The results from all three oils have produced a reasonable agreement between measured and theoretical film thicknesses and the main discrepancy occurs after $\tilde{t}=30$ when the experimental values are $0.025-0.05$ greater
than the theoretical. Possible causes of this are first: friction due to the constraints fitted to the upper surface, and second: deflection of the diaphragm under the generated film pressures. There is no evidence of friction being present in the experiments described later with other materials and a look at the various pressure/time curves suggests that the flexibility of the system is not quite zero. Departure of the experimental curves from the theoretical occurs at $\tilde{t} \simeq 25$ and the final static pressures recorded were $\tilde{p} \simeq 4000$. Thus the model has produced film thicknesses greater and pressures less than the theory would lead one to predict.

If we consider the diaphragm as being of uniform thickness and built in on its edge, its deflection ( $\delta$ ) under a central load (L) is given by

$$
\delta=L a^{2} \cdot 12\left(1-\nu^{2}\right) / 16 \pi E h^{3}
$$

where a is the radius and $h$ the thickness. For the loads used in the experiments, this expression produces a deflection at the centre of $4.3 \times 10^{-3} \mathrm{~mm}$. This is 0.017 expressed as a non-dimensional film thickness and is sufficient to account for most of the observed discrepancies.

It was considered that the high pressures predicted by the theory might damage the diaphragm or its strain gauge and so these experiments were conducted as the final part of the experimental work.


#### Abstract

5.4 The 'Weeping' Thin Layer

As described in Chapter 2, the concept of self-pressurized hydrostatic lubrication can be realized in its extreme form by a thin layer of material on a rigid backing, the thin layer having zero radial permeability and infinite axial permeability. It was attempted to produce a material which had these properties in the following way:


On to a steel plate was cast a disc of silicone rubber (Silcoset 101 manufactured by ICI Ltd.), some 150 mm dia and 5 mm thiok. The surface of the steel was primed to achieve bonding between the rubber and steel addition of a curing agent caused the liquid rubber to set over a period of 24 hours. Care was taken to remove air from the liquid by subjecting it to a pressure of $5-10 \mathrm{~mm}$ mercury for 30 minutes.

Against the upper surface of the liquid rubber was pressed a clean unscratched perspex surface. After setting of the rubber the perspex was removed by prising it free from the surface. In the central region of the rubber disc, 2500 vertical holes were punched to model the concept of weeping lubrication. The pattern of holes was a grid 50 mm square containing 50 holes per side. The spacing of the holes was thus 1 mm and the diameter of each about 0.6 mm at the surface. Froduction of the grid was achieved by using the table of a milling machine which was indexed in both horiz ontal directions.

For the actual manufacture of each hole, a large bore hyperdermic needle ( 0.6 mm bore) was used with the tip ground by trial and error to a shape which produced a clean round hole.

Drilling of the rubber was found to be quite unsatisfactory and it produced a very rough, torn surface. For the first few holes punched, the core was removed by the needle but since these early cores blocked the bore of the needle, later cores were merely pushed down into the rubber as shown in diagram (15). This caused a slight rising of the punched surface above that of the untouched surroundings. To fill the holes with fluid, the fluid was poured on to the surface and the specimen placed under vacuum for several hours.

Measurement of the flexibility of the material was done directly on the rig. The rigid spherical surface was lowered towards the rubber until just touching. On releasing the top surface, the deformation of the soft layer was measured. This was repeated several times and for
three values of load.
The flexibility for the theoretical comparison was calculated from this deformation, knowing the load applied and assuming a parabolic pressure distribution. (This latter assumption is already implicit in the treatment of the elasticity equations in the programme and indeed in all the theory of Chapter 2.) Slightly different values for A were found for the three loads indicating a decrease in flexibility as the deformation increased. These values are shown in the graphs of results for this model, figs. (16-2l).

It was also necessary to measure an 'exporimental' value of flexibility. In the absence of a direct measurement of film thickness, it became necessary to deduce it from the measured displacement curve and a calculated deformation curve. Since deformation and pressure have been assumed proportional throughout this work, the central deformation of the soft layer could be found in an experiment from the measured pressure and an experimental flexibility.

This flexibility was calculated from the recorded static pressure and the measured static deformation (described as above). Since the predicted final pressures were $\sim 20 \%$ greater than the recorded static pressures, the values of flexibility for the theoretical and experimental models were not equal. They are shown in figs. (16-21).

Initial separation of the surfaces was found from the final value of displacement and the total deformation either measured statically or calculated from the final recorded value of pressure.

The same method of production of the thin layer and calculation of film thickness was used for the experiments with an elastic impermeable layer (with the exception of the hole punching).

Originally it was attempted to measure film thickness directly by recording the capacitance between the steel upper surface and a smail electrode buried $0.1-0.05 \mathrm{~mm}$ below the rubber surface. In order that
only the central film thickness would be measured, the electrode was 6 mm square and had four holes drilled in it before insertion in the liquid rubber during casting. However it was found that the presence of the electrode disrupted the pattern of holes in the rubber and also that its area was so small that the peak capacitance measured was of the order of 1 - 2 pf. Consequently there was substantial drif't associated with the measurement of this signal. Also the capacitance varied with the deformation of the rubber even in static conditions. The direot measurement of film thickness was thus abandoned and replaced by the indirect method described above.

With this indirect approach, the main source of error was in measuring the total displacement of the top surface. Fhilst $95 \%$ of the displacement occurs within 3 seconds of release, even with the LVI 1100 oil, the other $5 \%$ may take up to several minutes.

The results are plotted with the corresponding theory in figs. (16-21). Since the non-dimensional flexibility contains the quantity $L$, there are three separate graphs for film thickness and pressure. This applies to the presentation of the results for the elastic impermeable materiel also.

The agreement between theory and experiment is excellent. However the results are shown only to $t=120$ and as already mentioned, the theoretical final pressure attains a value somewhat in excess of the static experimental values $(t \rightarrow \infty)$. This could be due to the non-uniform pressure distribution applied to the diaphragm (parabolic in the theory but not necessarily so in practice) and also to the fact that the calibration of the diaphragm was based on a uniform hydrostatic pressure.

### 5.5 The Elastic Impermeable Layer

The material for the thin layer for these experiments was identical to that used for the 'weeping' lubrication tests, with the exception of the holes. Direct measurement of film thickness was attempted but failed
for the reasons previously given. However it was of use in a qualitative manner for an interesting phenomenon which occurred during testing of the rig.

It was found that rapid separation of the two boundaries of the film produced cavitation of the fluid in the central region of the film. This manifested itself on the pressure and film capacitance traces in a most peculiar manner and the relevant traces are shown in fig. (22). It should be noted that both curves are a qualitative record of events since the position and severity of the cavitation was variable.

Presumably the dip in the pressure trace occurs as the bubble is forced out of the central region - replacement of the air by oil would lead to a slower rate of closure of the film.

Confirmation of the presence of air was found by removal of the magnet, the crossbar and all the moving part of the rig and replacing the latter by a perspex disc with a lower surface of spherical form with the same radius of curvature as used in the steel version. By closing and opening the film by hand, a small cavitated region could be induced to form at the centre of the film. A photographic record of this formation is presented in fig. (23).

During actual experiments, care was taken to avoid rapid separation of the surfaces and consequent formation of air bubbles. The phenomenon was more readily inducible in the models with higher viscosities.

The results are shown in figs. (24-29). The pressure traces show some deviation from the theoretical at large values of $\tilde{t}$, as happened in the experiments with the "weeping" material. However the gross discrepancy is found in the curves of film thickness. For all three flexibilities of the model (i.e. the three loading situations), the difference between theory and mean experiment values is five or six times the standerd deviation of the experimental curves. This is significant and it requires some explanation.

It is proposed that the cause of this discrepancy lies in the phenomenon of entrapment. This effect has been described and experimental evidence obtained for it by Christensen (5) and Dowson \& Jones (12).

The approximation inherent in all the work in this thesis is that the surface deformation of a thin layer is proportional to the fluid pressure at that point on the surface. In the case of the "weeping material" the presence of the holes produces two results. One is that the transfer of strain from one small deformed region to another is rendered more difficult because of the small amount of material left between successive holes. The other result is that the Poisson's Ratio of the layer will be almost zero despite any solid piece of the constituent material - the rubber, having a value of 0.495 . This is due to the rubber being able to expand sideways into the holes when compressed, resulting in a decrease in the volume of the holes. Indeed this effect has been assumed in the theoretical treatment of the "weeping" model. The overall result of the punching of the holes is thus to make the resulting layer agree well with the theoretical analysis.

However the situation in the solid rubber layer is very different. With a Poisson's Ratio of 0.495, the material is virtually incompressible under the loads applied in the experiments. Thus compression of the central region of the thin layer must result in a rise in the surface level elsewhere. This was illustrated when the spherical surface was in dry contact with the rubber. The resulting area of contact was considerably greater than that calculated from the measured deformation.

Direct evidence for entrapment, however, was considered to be necessary and, to this end, two qualitative optical experiments were carried out to examine film shape during normal approach.

The first of these experiments was extremely simple and is shown in fig. (30A).

The two boundaries of the film were a semi-reflecting glass plate
and a silvered piece of silicone rubber that had been cast in a 'watchglass'. Interference fringes were observed and were circular, but instead of moving outwards from the centre, as one would expect from the theory, they were observed to be moving inwards and outwards from a narrow annular region. A sketch of them is shown in fig. (31A). Although semi-silvering of the glass plate and silvering of the rubber improved the definition of the fringes, they could be observed with neither surface coated. Despite the rapid movement of the fringes during the squeeze process, 50 were counted moving inwards from the annulus and it appeared that about 25 could be seen between this annulus and the centre at any one time.

The other experiment was slightly more sophisticated and involved using a Vickers Microscope - the optical set-up is shown in fig. (3OB). The fringe pattern was projected on to a screen and initially, fringes could be seen moving outwards from the centre but, as the sphere approached the rubber, entrapment could be seen to occur (31B). In the first experiment, the loading, the flexibility and the radius of curvature of the system were all similar to the values used in the rig during the experiments. In the second experiment, the load was not known but was less than 5 Newtons and the radius of curvature was only 15 mm .

Since the loads in the theoretical analyses and corresponding experimental models were equal, it would seem that higher pressures exist in the central region and lower pressures elsewhere in the film than are predicted by the computed theory. Clearly a full theoretical treatment and an experimental record of the development of the entrapment (perhaps on cine film ) is called for in systems of high flexibility.

### 5.6 The Elastic Permeable Layer

To test that part of the programme describing the effect of a permeable layer on squeeze film behaviour, experiments were carried out
with two permeable polythenes, both being 5 mm thick and manufactured by Porvair Ltd. Specimens 150 mm square were bonded on to steel plates to form the test pieces. Measurement of the permeabilities of these two materials presented some difficulties.

Axial permeability was easily measured in both cases but the radial permeability presented two problems, neither of which was immediately obvious.

Initially test pieces were prepared as shown in fig. (32A) and the values of permeability derived from these tests were found to be very small - about $1 \%$ of the axial permeability. Microscope examination of the faces of the specimens (through which fluid had to flow) showed that the heat generated in the mechanical cutting of the faces during the preparation of the specimens had melted the surface material and virtually sealed both faces.

To overcome this problem, new specimens were prepared, see fig. (32B), in which fluid could flow through surfaces whose structure had not been altered in any way. Due to the small flowrates expected with mineral oils, water was used initially for the tests and gave very ineonsistent results due probably to a swelling reaction between the polythene and water.

The use of water was thus abandoned and a mineral oil HVI 55 was used as the fluid. A pressure head of 2 m of liquid was used (instead of the original 300 mm ) and measurable flow-rates obtained. It was found that the ratio $\phi_{z} / \phi_{r}$ was 2.26 for the more permeable material and 2.31 for the less permeable one.

The void ratio of the two materials was found by weighing samples before and after impregnation with oil.

The calculation of flexibility of the polythenes presented various problems since deformation due to loading by the spherical surface was too small ( $0.025-0.035 \mathrm{~mm}$ ) to be measured accurately and was anyway subject to some time variation. Also the final static pressures differed somewhat
from specimen to specimen although the flexibility of all must have been the same. (It was necessary to use one specimen for each oil since once a lubricant had been forced into the polythene by vacuum technique, it could not be removed.)

Fortunately, however, it was found that the pressure trace of the actual results could be divided into two parts. The first part corresponded to a hydrodynamic lubrication regime, the second part to alastic contact of the two boundaries of the film. The recorded pressures during the hydrodynamic regime were substantially lower than the elastic contact pressures in all cases so it was decided that the highest value of flexibility calculated from elastic contact pressures would be used in the calculation of experimental film thicknesses and also in producing the theoretical trajeotory. Since the flexibilities of the elastics were at least an order of magnitude lower than those of the rubbers, it was not vital that they were known with high acouracy. The results are presented in figs. (33-44) and show excellent agreement with the theory over the lubrication regime. There was of course no theory developed for the rise in pressure after contact, neither were any experiments carried out with enriched lubricants.

## Chapter 6

## THEORETTCAL PREDICTIONS OF THE MODEL

Before discussing the details of the various theoretical models examined, some general comments can be made about the results.

In order that the large computing timetable could be completed, it was considered necessary to ensure that "turn-round" time for each programme submitted to the computer was less than 24 hours. This imposed an upper limit of 10 minutes on the running time for any one programme. The time limit produced problems only for the models in which permeability was involved, and, in these cases, the permeability was assumed to be zero over the initial part of the trajectory ( $\tilde{t}<6$ ). This assumption effectively halved the running time and brought all models within the 10 minute tiue limit.

Only for the extremely permeable models did this approximation noticeably affect any of the trajectories. In these cases a separate computer run over the period $0<\tilde{t}<6$ mas performed in which the actual value of permeability was used. This corrected any discrepanoy.

The end of all the curves was caused by either impact of the top surface on the lower, completion of the calculation or lack of computing time. This lack of time was due to a rapid rise in sensitivity of acceleration to small changes in position when the film thickness was small.

To maintain the continuity of the previous chapters, the same order of discussion of models is used, starting with the rigid imperneable model and ending with various concepts of enrichment in the lubricant.

### 6.1 The Rigid Impermeable Model

This was the simplest model to solve numerically and the resulting
variations of film thickness and pressure with time agree well with that predicted by the simple "exponential" solution to the equation of motion derived in Chapter 2.

This is due to the predominance of viscous forces in the models examined and the resulting accelerations being correspondingly small.

Comparisons between the analytical and the computed solutions can conveniently be divided into two parts; showing the effect of spatial and temporal boundary conditions respectively. Figures (7) and (45) show how the velocity, displacement and pressure curves develop when the normal approach commences. The effect of the condition $\tilde{x}=0$ at $\tilde{t}=0$ is clearly shown and seems limited to $\tilde{t}<3$. Figures (64) and (69) show small discrepancies between analytical and computed values over the rest of the trajectory ( $\tilde{t}>3$ ). This is no doubt due to the different radial boundary conditions in the two cases.

In the analytical solution the radial boundary condition mas $\widetilde{P}_{r}=0$ at $\tilde{r}=\infty$, in the computed model it was $\tilde{P}_{r}=0$ at $\tilde{r}=1 / 6$. The value of $\int 2 \pi \tilde{r} . \tilde{P_{r}} d \tilde{\gamma}$ for $1 / 6<\tilde{\gamma}<\infty$ is not necessarily negligible.

### 6.2 The"Weeping" Lubrication Model

The only progress towards an analytical solution to the weeping model was an approximate expression for the pressure profile with a condition $\tilde{x}<0$. This expression has been applied to two arbitrarily chosen instants of time in two computed solutions of the model - see fig. (3). The agreement is excellent.

The description of the rest of the results from the programme can be conveniently divided into two parts, pertaining respectively to models whose flexibilities are equal to or less than $10^{-3}$ and those greater than $10^{-3}$. This division is due to the fact that the behaviour of models with elastic thin layers can only be calculated for values of flexibility not greater than $10^{-3}$. Thus the more flexible weeping models have no
corresponding impermeable models with which to compare.

$$
\tilde{A} \leq 10^{-3}
$$

The initial accelerations developed in the weeping model for $\widetilde{A}=10^{-3}$ can be seen to be very similar to those for the rigid model. This also applies to the variations of central pressure, velocity and displacement with time, see figs. (45-48).

Figures (49) and (50) show the variation of pressure and film thickness with time and the shape of the curves, as shown, is quite unexceptional. For $\tilde{A} \leq 10^{-3}$, the resemblance to those of the elastic impermeable model is quite striking. These two models are compared in fig. (51). The effect of the "weeping" material can be seen to be quite small and ineffective in maintaining substantially thicker films than the impermeable model.

Thus, for $\tilde{A} \leq 10^{-3}$ at least, the claim of a 'weeping' model in improving squeeze film lubrication is quite unjustifiable, especially when it is remembered that the experimental work produced sound evidence for entrapment, and consequent thicker films, in the impermeable model.

The 'weeping' model that was proposed in Chapter 2 can be considered as the extreme case of an elastic porous material whose radial permeability is very low and its axial permeability very high. Thus any deformation of the material must be accompanied by flow of fluid out of the surface of the layer.

In figures (52) and (53) the curves of film thickness and pressure are shown for two such layers, also, for comparison, the 'weeping', impermeable and two isotropic permeable models of equal $\tilde{A}$ have been included.

It can be seen that these anisotropic permeable models behave very similarly to the weeping model. Due to numerical difficulties in the initial stages of the squeeze film, it was necessary to make $\widetilde{\phi}_{z}=0$
over the period $\tilde{t}<6$. Since the difference between the 'weeping' and impermeable curves at $\tilde{\mathrm{t}}=6$ is small, this was not thought to affect the resulting curves significantly.

To return to the 'weeping' material, the film thickness for $\tilde{t}<6$ is shown in fig. (47) The shape is surprising and not at all what would be expected. Confirmation of this behaviour with the anisotropic model was attempted butffailed.

Numerical difficulty in this was was due to the presence of the term $\frac{w_{0} \eta_{0}}{\phi_{r}\left(T-A . P_{-}\right)}$in the equation for evaluating pressures in the porous material (equation 25).

$$
\tilde{A} \geqslant 10^{-3}
$$

Due to the absence of the term wo in the Reynolds Equation for this model, the diffioulties encountered in the other models with regard to its evaluation are avoided and hence the behaviour of the 'weeping' model can be calculated for extremely large values of $\tilde{A}(\tilde{A}=1)$, typical of human joints.

Film thickness and pressure is shown in fig. (54) for some of these very high values.

The curves are most extraordinary and it is very debatable whether suoh an increase in film thickness does occur in practice. It is difficult to explain the curves in physical terns although it must be attempted.

On initiation of the normal approach, several events occur quite rapidly. These are: the acceleration rapidly changes from $\ddot{x}=-g$ to $\ddot{x}=g / 30$ and thence slowly falls to zero as the normal approach proceeds. The pressures - which must rise quickly to reduce the absolute magnitude of the acceleration - produce large deformations due to the high values of flexibility. Also the displacement changes only slowly since the rapid change in aoceleration produces quite small velocities and since the difference between deformation and displacement of the top
surface is positive, the film thickness increases over the period of initial pressure rise.

The rapid rise in pressure is not prevented by considerations of the rate of deformation of the elastic layer since fluid always flows out of the surface at a rate equal to the rate of deformation.

Since the material is very flexible, the displacement, $x$, soon becomes negative and hence the expression for film thickness, derived in Chapter 2.3, becomes valid. Thus the film is parallel over all but the initial stages of the trajectory. (For $\tilde{A}=0.5, x<0$ when $\tilde{t}>9$.) If cartilage were found to behave in such a manner, then 'weeping' lubrication would be a very effective mechanism in Joint performance. Indeed one might say that the thin layer in the model is being 'wrung out' by the application of the load. For $\tilde{\mathrm{A}}=0.5$, the final compressive strain in the thin layer is 0.69 . It would be useful to perform some experiments in which film thickness could be measured, or calculated, for very flexible weeping materials in order to investigate this phenomenon further.

### 6.3 The Elastic Impermeable Layer

The pressure and film thickness curves for this model are shown in figures (56) and (55). Their shape is much as would be expected with the more flexible systems producing thicker films and lower pressures.

Development of the pressure profile is shown in fig. (57). It can be seen that the distribution slowly approaches that of the static elastic-contact parabolic shape as $\tilde{\mathrm{t}} \rightarrow \infty$

Figure (58) shows the rate of deformation of the elastic surface and the most important feature is that nowhere could this velocity be considered constant by any stretch of the imagination. The device of a velocity of approach constant with respect to radius has been used by several authors, as discussed in Chapter 2.

More interesting features of the model are found in its behaviour immediately after the commencement of the normal approach. For $\hat{\mathrm{t}}<6$, the system is completely dominated by the effect of $w_{0}$ in the Reynolds Equation. This term prevents rapid change in pressure with respect to time (as observed above), and the overall effect is that the model appears to behave as if it had less "damping" than the weeping model (in which wo is absent).

This is best seen in the curves of acceleration and central pressure in figures (46) and (45). Both graphs show oscillations whose severity increases as A increases. The central velocity of deformation of the elastic layer is shown in fig. (48) along with the corresponding curve of $\tilde{x}$. The condition $\tilde{w}_{0} \geqslant \tilde{x}$ (both normally negative) causes $\tilde{w}_{0}$ to equal $\tilde{x}$ until the pressures have risen sufficiently to produce small values of $\ddot{x}$. This occurs until $\widetilde{t}=3$ in the system $\widetilde{A}=10^{-3}$. Thereaf'ter $\tilde{w}_{0}$ decreases in magnitude and is normally less than $\tilde{x} / 10$ for the rest of the trajectory. Corresponding to this behaviour of wo, the film thickness remains constant over the period $\tilde{t}<3$ and the pressure profile is flat in the centrel region - this is shown in figure (59).

Whilst neither of these last two features is intuitively obvious, or readily acceptable, they are consistent with the treatment of the elasticity equations in Chapter 2.

### 6.4 Elastic Permeable Layers

As already mentioned, the introduction of the term $\frac{\omega_{0} \eta_{0}}{\phi_{r}\left(T-A . P_{r}\right)}$ into the differential equation describing flow in the porous material produces an instability in the numerical analysis. This instability results in longer running times on the computer and also to more frequent programme failures.

Thus the bulk of the results presented represent models in which this term has been ignored. To investigate this approximation three computer
runs were attempted, at $\tilde{A}=10^{-3}$, with this term included. They are shown in figures (60) and (65). It is seen that the total effect is small, it is of course zero for $\bar{\phi}_{z}=0$. The effect on the other curves ( $\tilde{A}<10^{-3}$ ) will be less and will be zero for $\tilde{A}=0$.

Therefore the curves presented in figures (60-69) are an accurate representation of the effect of a permeable elastic layer.

The most interesting feature is that the central pressure actually declines before closure of the film in the more permeable cases. The film pressure in the region $\left.\frac{\partial P}{\partial z} \right\rvert\,<0 \quad$ surface $\quad$ will however tend to increase to counteract the effect of this decline on the force exerted on the top surface by the fluid.

Also interesting is that the film thickness, and thus time taken for the film to close, increases as $\tilde{A}$ increases.

Whilst these ourves are for values of $\tilde{A}$ far smaller than those that occur in joints, it is interesting to note that $\phi_{\text {joint }}^{\simeq} 2 \times 10^{-7}$, a value which would produce curves indistinguishable from those of $\tilde{\phi}=0$ for any of the values of $\tilde{A}$ shown, if the term $\frac{\omega_{0} \eta_{0}}{\phi_{r}\left(T-A . \rho_{r}\right)}$ is excluded.

Without this term, flow will always be from the centre of the film into the porous layer and then radially outwards. This is because equation (23) cannot have a maximum (or minimum) except on its boundaries. However this is no longer true when the equation is changed to (25). Now we can have a maximum pressure inside the material. Such a maximum could produce "weeping" and the curves shown in figures (60) and (65) for isotropic layers of $\tilde{A}=10^{-3}$ and $\tilde{\phi}=2 \times 10^{-7}$, and $\tilde{\phi}=10^{-4}$ appear to be doing just this, although only marginally.

Thus a material with $\widetilde{A}=10^{-3}$ and a permeability similar to that of cartilage can act as a "weeping" layer. Since the effect will be less marked at lower $\tilde{A}$, then presumably it will increase with increase in А.

Finally, one point should be noted. In the impermeable cases, it has been assumed that the layer behaves solely as described by $\delta_{\sim} \propto P_{\tau}$ i.e. the constituent material can be compressed. However, in the permeable models, the equations demand that any change in the volume of an element be accompanied by an equal outflow of fluid from that element. Thus if the permeability of an elastic porous layer were decreased, then its response to loading would become slover and at zero permeability, the material would be effectively rigid. This slight contradiction is present throughout this work but it only affects layers of low permeability and low void ratio.

### 6.5 Enrichment in Normal Approach

The examination of enrichment was accomplished with two slightly different models of squeeze fijlms. The first oorresponded to that described in Chapter 2 where an additive is included in the fluid, the molecules of which are too large to be able to flow in the porous layer. The unenriched fluid can of course flow through this region.

The other model was one suggested by Dowson ( $\overline{3}$ ) and, by its nature, expected to be much more effective in maintaining fluid films. Here the additive is considered bound in some way to the surface of the elastic layer whose permeability is taken to be zero.

### 6.5.1 Enrichment with permeable elastic layers

The relevant parameters for this model are flexibility, permeability (the material considered to be isotropic), initial concentration of additive in the fluid, and the ratio of the viscosity of the additive to that of the unenriched fluid.

Since the purpose of examination of these models is to attempt to draw some conclusions about joint behaviour, the highest flexibility for which the programme would work $\left(10^{-3}\right)$ was chosen for all the calculations.

Also, from exploratory runs of the programme, it was found that the effect of an additive was not marked over the range of time that the trajectory could be calculated.

Thus the highest possible value ( $10^{4}$ ) that could be deduced from published values was chosen for the ratio of viscosities (3). Also the quantity $\frac{w_{0} \eta_{0}}{\phi_{r}\left(T-A . P_{\infty}\right)}$ in equation (25) was ignored since its inclusion would not have helped increase the additive's concentration in the central region of the film.

Of the other parameters, three values of permeability and initial concentration were chosen; $2 \times 10^{-7}, 10^{-5}$, and $5 \times 10^{-4}$ for the permeability giving a ratio of 50 between successive runs and $3.5 \times 10^{-3}$, $3.5 \times 10^{-2}$ and $3.5 \times 10^{-1}$ for the initial concentrations, spaced at one order of magnitude intervals. the first values of these quantities are those most widely quoted as typical of animel joints (9, 13).

It should be noted that no value has been published for the radial permeability and, for the purposes of this model, the material has been assumed isotropic. Also the concentration of $3.5 \times 10^{-3}$ is a gravimetric value and may not be accurate as a volumetric ratio, given the nature of the Hyaluronic Acid molecule.

The initial viscosity used in all these computing runs and in the non-dimensional groups was that produced by adding the initial concentration of additive to the base fluid.

Of the values used in the model, only the extreme case of highest permeability and highest concentration produced results discernibly different from those models with no additive. The relevant curves are shown in figure (70).

At $\tilde{t} \simeq 60$, the central region attains a concentration of unity with a consequent rise in pressure and cessation of flow into the porous layer. The film remains parallel and entrapment, due to high central pressures, does not occur.

The conclusion we can draw from this is that enrichment with permeability and concentration corresponding to typical joint values will only be effective at very thin films, when it will produce boundary lubrication.

This conclusion is of course only valid for the flexibility $10^{-3}$ and a typical joint value is 0.5 , which is many times greater than the model value.

### 6.5.2 The concept of "Boosted Lubrication"

"Boosted Lubrication" was first proposed by Dowson (3) and in concept is extremely simple. The system is considered impermeable and the additive is considered to be bound in some way such that it cannot flow sideways (ie. radially). Thus for $c<1$, we can say $c \alpha / / h$, as already given in Chapter 2.

It was originally intended to compute results for this mechanism for elastic models. However the radial variation of viscosity produced problems in evaluating wo accurately and forced this approach to be abandoned. Various models with zero flexibility have already been examined by Dowson (3), but it is worth repeating the analysis in a slightly different format.

For the model of Chapter 2.2,

$$
\begin{equation*}
\frac{\partial P_{r}}{\partial \tau}=6 \eta \tau \dot{x} / h_{r}^{3} \tag{1}
\end{equation*}
$$

and

$$
c=c_{i} h_{i} / h_{r} \quad(c<1)
$$

also

$$
\begin{equation*}
\eta=\eta_{0}\left(1+c\left(M_{\infty}-1\right)\right) \tag{30}
\end{equation*}
$$

whence

$$
\begin{equation*}
\eta=\eta_{0}\left(1+c_{i} h_{i}\left(M_{\nabla}-1\right) / h_{\nabla}\right) \tag{43}
\end{equation*}
$$

Now $h_{i}=D+r^{2} / 2 R$ where $h_{i}$ is the film thickness at $t=0$. Also $h_{r}=x+r^{2} / 2 R$ for all $t$
so

$$
\begin{aligned}
h_{i} & =h_{r}+(D-x) \\
\eta & =\eta_{0}\left\{1+C_{i}\left(M_{r}-1\right)+\frac{C_{i}(D-x)\left(M_{r}-1\right)}{h_{r}}\right\} \\
& =\eta_{i}\left\{1+k_{s} \frac{(D-x)}{h_{r}}\right\}
\end{aligned}
$$

It can be seen that the effect of enrichment is represented by one parameter, $k_{5}$

$$
\begin{aligned}
& \text { where } k_{5}=\left\{\frac{1}{1+\frac{1}{C_{i}\left(M_{r}-1\right)}}\right\} \\
& \text { since } 0 \leqslant c_{i} \leq 1 \quad \text { then } 0 \leq \operatorname{lom}_{5} \leq 1
\end{aligned}
$$

It is interesting to note that the values quoted for joints, $c_{i}=0.0035$ and $M_{r}=10^{4^{+}}$, give $k_{5}=0.974$, a value very near to the upper limit of $k_{5}=1$.

Integrating (1),

$$
\begin{aligned}
\tilde{P} & =-\frac{3 \tilde{x} R}{\tilde{x}^{2} D}\left\{1+\frac{2 \operatorname{l}_{5}}{3}\left(\frac{1}{x}-1\right)\right\} \\
\tilde{P_{r}}=0 \text { at } \tilde{r} & =\infty
\end{aligned}
$$

Two further integrations give:-

$$
\begin{aligned}
& \tilde{t}_{h_{5}}=2 \pi h_{5}\left\{\frac{1}{x}-1+\left(\frac{3-h_{5}}{h_{5}}\right) \log \frac{1}{x}\right\} \quad(45) \\
& \text { in which } \tilde{t}_{h_{5}}=0 \text { at } \tilde{x}=1
\end{aligned}
$$

if $k_{s}=0, \quad \tilde{t}_{0}=6 \pi \log \frac{1}{x}$ which is the same as (7). Letting $\mathrm{k} 5=0.974$, and $\tilde{x}=0.1$,
then $\quad \frac{\tilde{t}_{0.174}}{\tilde{t}_{0}}=1.95$
for $\tilde{x}=0.01$

$$
\frac{\tilde{t}_{0.974}}{\tilde{t}_{0}}=7.66
$$

If we change the model to one which is perhaps more realistic in terms of animal joints, ie. two parallel circular rigid plates, then we have

$$
\tilde{P}_{0}=-\frac{3 \tilde{x} s^{2}}{\tilde{x}^{3} D^{2}}\left\{1+k_{5}\left(\frac{1}{x}-1\right)\right\}
$$

where $\tilde{x}=x / D, \quad \tilde{x}=\frac{\dot{x} \eta_{i} S^{2}}{F . D} \quad$ and $\quad \tilde{p}=\frac{P S^{2}}{F}$
Two integrations give

$$
\begin{equation*}
\tilde{t}_{k_{5}}=\frac{\pi s^{2}}{4 D^{2}}\left\{\frac{1}{x^{2}}\left[3\left(1-k_{5}\right)+\frac{2 k_{5}}{3}\right]-\left(3-k_{5}\right)\right\} \tag{46}
\end{equation*}
$$

where

$$
\tilde{t}_{A_{s}}=0 \quad \text { at } \quad \tilde{x}=1
$$

putting $k_{5}=0.974$ and $\tilde{x}=0.1$ we get:-

$$
\frac{\tilde{t}_{0.974}}{\tilde{t}_{0}}=6.58
$$

for $\tilde{x}=0.01$,

$$
\frac{\tilde{t}_{0.974}}{\widetilde{t}_{0}}=65.0
$$

It is seen then that the mechanism works quite well in retarding closure of the film.

This latter example of parallel circular flat plates has been treated by Dowson (3) and he has calculated an improvement of 126 for $\tilde{x}=0.1$, compared with the value of 6.58 quoted above.

The discrepancy between results is due not to the calculation of 'boosted' squeeze film times but to the model with which the 'boosted' mechanism is compared. Equations (45) and (46) have been deduced by considering the 'non-boosted' model to operate with a constant viscosity $\eta_{i}$

Dowson's comparisons have been with a model of constant viscosity $\eta_{0}$. The difference between $\eta_{i}$ and $\eta_{0}$ is sufficient to account for the difference in squeeze-film ratios.

## Chapter 7

## DISCUSSION

This chapter can be conveniently divided into two parts, the first relating generally to elastohydrodynamic squeeze films and the second particularly to squeeze films in animal joints.

### 7.1 Squeeze films and olastic permeable thin layers

The work described in this thesis has been a preliminary investigation of normal approach and the effect on the generated squeeze films of several types of thin layers. Inevitably the treatment of the subject has been broad at the expense of depth. This has manifested itself in the major approximation inherent in the work, the description of the behaviour of thin layers under load.

The accuracy of the statement $\delta \propto \rho$ can be examined by solving the full elasticity equations for a thin layer deforming under fluid pressure. This has been done for a Journal Bearing by Hooke, Brighton and D'Donoghue (7). They found that the approximation was valid for a Poisson's Ratio (D) of 0.4 or less but gave large errors for a value of 0.495 , a value typically found in Rubbers.

Further justification can be found by examining the correlation between experiments and theoretical predictions using this approximation. The evidence from this source confirms the findings of Hooke. Bennett (1) found good agreement between experimental and theoretical friction values using plastios of Poisson's Ratio of 0.4. The tests described in Chapter 5 using the porous plastics agreed well with the programme but due to low A, hardly constituted a rigorous test of the approximation.

The tests with the "weeping" layer with $\nu \simeq 0.0$ gave excellent agreement, but the experiments with the solid rubber $\nu \simeq 0.495$ gave large discrepancies.

In conclusion then, the approximation $\delta \propto P$ is justifiable as a first step in the investigation of squeeze films with low moduli thin layers of $\nu \leqslant 0.4$. Consideration of future theoretical work in this field would appear to face severe difficulties.

Hooke (6) has said that the full analysis is only 12 times longer than the simplified in terns of computing time but this is an average figure and at high eccentricities the ratio was considerably higher. This inerease in computing time might be acceptable in the two-dimensional case ( $r, t$ ) but is out of the question for the three dimensional ( $r, z, t$ ).

Closely connected with this question is the problem of evaluating the rate of deformation of the elastic layer. In the case of high flexibility, where both surfaces will move many times their initial separation, i.e. A. $\frac{\partial P_{0}}{\partial t} \simeq-\dot{x}$, a full elasticity treatment would fail if it did not describe the rate of deformation accurately.

It would also be desirable to tackle the problem of calculating squeeze films near the end of the approach when both surfaces have very low (nearly equal) velocities. The programme described in Chapter 3 became slower and slover in converging at these thin films. Christensen (3) has described similar troubles with his numerical methods.

On a more cheerful note, the neglect of the inertia of the top surface by Herrebrugh, Christensen $(2,3)$ has been shown to be a reasonable assumption in squeeze film calculations. The dominanee of viscous forces in the rigid impermeable model has been well illustrated for the loads examined.

Comparison of the 'weeping' model described in Chapter 2 with anisotropic porous models suggests that it gives a fairly accurate description of the extreme case

The effect of flexibility on the squeeze film has been seen to be
much as expected, with thicker films and lower pressures than the rigid case. Also the presence of a porous layer has been shown in most cases to close the films faster although with interesting pressure/time variations. The exceptions to this are discussed in the next section.

On the experimental side, whilst the results have been generally satisfactory with regard to agreement with theory, there are two situations which require further exploration. Both are concerned with film thickness measurement. The first is an optical study of normal approach towards solid thin layers of materials with varying Poisson's Ratio to study the ocourrence of entrapment. The second is a model with high flexibility ( $\tilde{A} \simeq 0.1-0.5$ ) and with the "weeping" characteristics produced in the experimental work by punching holes in a rubber layer. This latter model would attempt to confirm experimentally the surprising results of the corresponding theoretical model described in Chapter 6.2.

### 7.2 The relevance of this work to animal joints

It remains only to discuss whether understanding of the operation of animal joints has been increased by the work described in this thesis.

An indication of the baffling complexity of the subject is that two authorities $(2,3)$ can propose diametrically opposed theories of their operation.

Whilst the models that have been examined, both theoretically and experimentally, bear some relationship to the strueture of animal joints; it is not the author's intention to pronounce definitely in favour of one or the other. It is possible however to make some oomments on the concepts of 'boosted' and 'weeping' lubrication.

The most striking feature of the theoretical models examined was found in the 'weeping' model described in Chapter 2. At high flexibilities ( $0.1-0.5$ ), dramatically thick films developed which would suggest that
such a material would constitute an ideal layer for a low-friction bearing. However, until some experimental evidence is forthcoming that such a material can be found and shown to operate in this manner, the model must remain an interesting theoretical speculation.

Of more relevance are the results from the model in which additives have enriched the film. From the curves shown and discussed in the previous chapter, it is clear that such an enrichment mechanism will only be effective with very thin films. It will form an excellent boundary lubrication mechanism at the termination of normal approach.

The system proposed by Dowson (3) is much more powerful in retarding closure of the film, as equations (45) and (46) show; it operates for the apparently quite low values of concentration and viscosity of additive found in animal joints. Further evidence about the role of Hyaluronic Acid in actual joints is needed, however, before one can accept the mechanism as being an accurate representation of physical processes.

The computer runs with concentrations higher than 0.0035 are not necessarily just of academic interest because 0.0035 is a gravimetric concentration and the programme is designed to use a volumetric value. The shape and activities of the Hyaluronic Acid molecule - or molecular complex - appear to be quite complicated (9).

Another possible model for an animal joint is represented by an elastic isotropic porous layer in which the term ( $\omega_{0} \eta_{0} / \phi_{r}\left(T-A P_{T}\right)$ ) has been included. This is probebly the closest medel to the soncopt of "weeping lubrication" as expounded by McCutchen (4). The behaviour of the high permeability models is unexceptional but for the lower values ( $2 \times 10^{-7}, 10^{-4}$ ) it appears that the film thickness is marginally greater than for the impermeable model. Thus the material is showing slight signs of "weeping". The lower value of permeability ( $2 \times 10^{-7}$ ) corresponds to a value typically quoted for cartilage.

One crucial quantity which it appears has not yet been measured is
the permeability in a radial direction. All figures that have been quoted refer to the axial direction - no doubt due to the difficulty of radial measurements. A value of $\phi_{r} / \phi_{z}$ greater than unity would encourage "boosted" lubrication, a value lower than unity would suggest "weeping". Clearly a theoretical analysis at high flexibility and varying radial and axial permeabilities would help decide this conflict of theories.

### 7.3 Conclusions

This investigation has shown that it is possible to examine squeeze films and the effect on them of various types of boundary in reasonable detail. It is to be hoped that it lays a firm foundation for future investigations into normal approach in general and in particular, investigations of the phenomena of entrapment in elastic impermeable surfaces and of the increase in film thickness with respect to time as found in the "weeping" models of high flexibility. Also the extension of the computing beyond $\widetilde{A}=10^{-3}$ would be a major development.

One other extension of the models considered would be to examine the effect of large scale surface undulations on the squeeze film; Dowson has suggested that such roughness is an important feature of joints (14). This effect could be simulated by allowing the thin layer surface to undulate sinusoidally with radius.

From the point of view of animal joint operation, this work can be looked upon as a synthesis of the various features involved in their efficient operation. The synthesis approach was considered to be more logical, and easier, than attempting the analysis of the complete, and very complex, animal joint when operating under natural conditions.
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## APPENDIX II

## The Computer Programme

The following listing is the computer programme that was used for all the results quoted in this thesis. The language is P.L:l (Programming Language One) and was run on the Northumbrian Universities Multiple Access Computer (NUMAC), an I.B.M. $360 / 67$ machine.

The programme has been divided into small sections with headings of 'oomment cards' to clarify its structure. It is, however, basically two nested 'Do-Loops', the outer one controlling the number of steps taken to calculate the trajectory, the inner one controlling the number of iterations on the pressure matrix for any particular model.

It should be noted that a few internal alterations must be made to the programme to run certain models - e.g. the "Weeping" mechanism.
RNT：PROC OPTIONS（MA！N）；


PLOAD＝0；
VL＝0；
FLDATB＝M；
STEP＝RADIUS／（60＊（FLOATM－1））； DO $N=1$ TO LENGTH－1；
$\operatorname{RAD}(N)=(1-(B-1) /(F L-1)) * R A D \mid \cup S / G_{;} ;$
$Z(N)=D A T I M M+((R A D(N) * * 2) /(2 *$ RADIUS $)) ;$
END：
／＊PRINTOUT OF INPUT DATA AND PROGRAMME CONSTANTS＊／
PUT SKIP DATA（PEFM，RADIUS，MASS，DATUM，A，V，T，MMV，
CONC（1），VISCO，VISC（I），DIFFP）；
PUT SKIP；
PUT SKIP；
PUT SKIP DATA（M，W，TOTAL，LENGTH，STEP，TIM，ENRICH，Y，HI，
H2，H，GIG，GOG，PIP，AITI，AIT2）；
PUT SKIP；
／＊PRINTOUT OF HEADINGS＊／
PUT SKIP EDIT（＇TRAJECTORY RESULTS＇）（X（30），A（19））；


DO $x=$

／＊EQUAL STEPS OF VELOCITY（PART＇B＇）＊／
ELSE DO；
S（GOG－2）＝S（GIG）；
SPEED＝VU（GOG－1）－VU（GIG）；
VU（X）＝VU（X－1）＋SPEED；
IF $(V U(X)>0)$ THEN GOTO FINN；
$G R A D=-18 ;$
$Z I Z(X)=G R A D * V U(X) ;$
$P U T S K I P E D I T(Z I Z(X))(X(106), E(12,4)) ;$
$S(X)=2 * S(X-1)-S(X-2) ;$
$H=H 1 ;$
$E N D ;$
IF $(X=G O G)$ THEN $D O ;$


Y＝PERM／V；
IF（CONC $(13>10 * *-8)$ THEN ENRICH：$=1$ ；
$H=H 2 ;$
END；
PINK：IF $(X>($ GOG－1）$)$ THEN TIH：$=(S(X)-S(X-1)) /(V U(X-1)+S P E E D / 2)$ ；


$$
\begin{aligned}
& \text { /* RATE OF DEFORMATION FOR 'PART 'B' */ } \\
& \text { IF X>GOG THEN DO; }
\end{aligned}
$$






IF（COMC（J）＞1．0）THEN DO；
$\operatorname{CONC}(\mathrm{J})=1$ ；
PUT EDIT（J）（F（H））；
号
VISC（J）$=\operatorname{VISCO} *(1+\operatorname{CONC}(J) *(M M V-1))$ ；
$Y(J)=\operatorname{PERM} *(1-\operatorname{Conc}(J)) /(V *(1-\operatorname{ConC}(1))) ;$
IF $(\operatorname{CONC}(1)<\operatorname{CONC}(1)) \operatorname{THEN} Y(1)=Y(1) ;$
／＊CONCENTRATION OVES REST OF FILM $J=(L E N G T H-1)$
AREA1 $=A R E A 3$ ；-1 TO 2； $12=-Y(J) *(V * T-A * P((J-1) * M+1)) *(P((J-1) * M+1)-P((J-1) * M+2)) /$
$((T-A * P((J-1) * M+1)) *(S T E P-A * P((J-1) * M+1) /(M-1)) * V I S C O) ;$
AREA2 $=2 * 3.14159 * \operatorname{RAD}(J) * S T E P ;$
$((T-A * P((J-1) * M+1)) *(S T E P-A * P((J-1) * M+1) /(M-1)) * V I S C O) ;$
$A R E A 2=2 * 3.1415 S * R A D(J) * S T E P ;$

$\operatorname{VOL}(J)=A R E A 2 *(Z(J)+A * P((1 J-1) * M+1))$
$\operatorname{STORR}(1, J)=\operatorname{CONC}(J) ;$
$\operatorname{STORR}(3, J)=A R E A 2 *(V U(X-1)-V L(J)) ;$
$\operatorname{STORR}(2, J)=(\operatorname{AREA} 2 * \operatorname{LOW} 2 *(1+\operatorname{CONC}(J-1)$
$(\operatorname{CONC}(J-1)-\operatorname{STORR}(1, J+1)) / \operatorname{CONC}(J)+\operatorname{ST}$
$\operatorname{CONC}(J))) / 2 ;$
$\operatorname{CONC}(J)=\operatorname{STORP}(1, J) *(1-\operatorname{TIM} * \operatorname{STORR}(2, J) /(\operatorname{VOL}(J)+\operatorname{TIM} * \operatorname{STORR}(3, J)))$ ；
$\operatorname{VOL}(J)=\operatorname{AREA} 2 *(Z(J)+A * P((1 J-1) * M+1))$
$\operatorname{STORR}(1, J)=\operatorname{CONC}(J) ;$
$\operatorname{STORR}(3, J)=A R E A 2 *(\operatorname{VU}(X-1)-\operatorname{VL}(J)) ;$
$\operatorname{STORR}(2, J)=(\operatorname{AREA2} * \operatorname{LOH} 2 *(1+\operatorname{CONC}(J-1)$
$\operatorname{CONC}(J-1)-\operatorname{STORR}(1, J+1)) / \operatorname{CONC}(J)+\operatorname{ST}$
$\operatorname{CONC}(J))) / 2 ;$
$\operatorname{STORR}(2, j)=(\operatorname{AREA} 2 * F \operatorname{LOW} 2 *(1+\operatorname{CONC}(1-1) / \operatorname{CONC}(J))+\operatorname{FLOW1*AREA1*}$
$(\operatorname{CONC}(J-1)-\operatorname{STORR}(1, j+1)) / \operatorname{CONC}(J)+\operatorname{STORR}(3, j) *(1-\operatorname{CONC}(J-1) /$
FLOW1＝（FLOW2＊AREA2 + FLOH1＊AREA1－STMRR $(3,1)) / A R E A 3$ ；
IF（CONC（a）＞1．0）THEN DO；
PUT EDIT（＇j）（F（4））；
$\stackrel{\dddot{2}}{\underset{\sim}{2}}$
$\operatorname{VISC}(J)=V 1 \operatorname{SCO} *(1+\operatorname{CONC}(1) *(\operatorname{MMV}-1)) ;$
$Y(J)=\operatorname{PERM*}(1-\operatorname{CONC}(1)) /(V *(1-\operatorname{ConC}(1))) ;$
IF $(\operatorname{CONC}(1)<\operatorname{CONC}(1)) \operatorname{THEN} Y(1)=Y(1) ;$
END；



END;









 $\star$

／＊PRESSURE AT OTHER NODES＊／
$P(J)=(P(J-M) *(1+K D * S T E P / 2)+P(J+M) *(1-K D * S T E P / 2)+A L P H 4 *(P(J+1)$
＋P（J－1））－ALPH5）／（2＋2＊ALPH4）；
$Z E D: E N D ;$
$I *$ CENTRE LINE CALCULATIONS＊／
$I=I+1 ; \quad J=$ TOTAL－M＋1； ／＊FILM PRESSURE＊／
ALPHI＝Y（I）＊（V＊T－A＊P（J－M））／（（T－A＊P（J－M））＊（STEP－A＊P（I－M）
$/(M-1)) * V I S C O) ;$
$A L P H 2=3 *(S T E P * * 2) * V I S C(I) /((D A T U M+A * P(J-M)) * * 3) ;$
$P(J)=(P(J-H)-A L P H 2 *(V U(X)-K K K(I)+V L(I) * E-A L P H 1 * P(J+1))) /$
$(1+A L P H 2 *(A L P H I+K K)) ;$
$\quad I F(P(J)\langle P(J-M))$ THEN DO；



$P(J)=((P(J+I) * A L P H 1)-V U(X)+K K K(I)-V L(I) * E) /(K K+A L P H I) ;$
$\stackrel{\infty}{2}$ $(J-M)=(\underline{2}+P(J-M)+P(J)+P(J-? * M)) / 4 ;$
$E N D:$
/* PRESSL $J=T \square T A-A+2$






END；
END；

END；$(($ HAT $(1)))\rangle(D(1) *(1-10 * *-5)))$（ $\operatorname{HAT}(J))\langle(P(1) *(1+10 * *-5))))$
THEN GOTO FIZZZ：
$\operatorname{MAT}(J)=(\operatorname{HAT}(J)-M A T(J)) /(P(, 1)-\operatorname{HAT}(J)) ;$
IF（MAT $(J)>1.021)$ THEN $\operatorname{HAT}(J)=? /($ MAT $(J)-0.979)$ ；
／＊＇CONVERGENCE FACTOR＇＊／
E（J）＝P（J）＋MAT（J）＊（P（J）－HAT（J））：
PIZZZEND；
END；
IF $C>18$ THEN OO；
DO N $=(T O T A L-M+2)$ BY 2 TO TOTAL；
PIJT LIST（P（N））；
END；
END；


END；
ZZZ：

GOTO GREEN：
END；
END；





/* VELOCITY OF DEFORMATION THROUGH THE FILM */ DO $N=2$ TO LENGTH;
$V L(N)=K K K(N)-K K * P(H:(N-1)+1) ;$
CORRN = 0;
/* PRINTOUT OF TRAUECTORY PARAMETERS IN C.G.S. UNITS */ PUT SKIP EDIT $(X, D A T U M, A C C E L(X), V U(X), V L(L E N G T H), ~ P L O A D$,
$P(T O T A L-M+1)$, $A * P(T O T A L-M+1), D A T U M+A * P(T O T A L-M+1), T I M E(X))(F(4)$,
$E(12,4), E(12,4), E(12,4), E(12,4), E(12,4), E(12,4), E(12,4)$, $E(12,4), F(12,4)) ;$
/* NON-DIMENSIONAL PARAMETERS */
DDATUM=DATUM/(2.5*10**-2);
DACCEL $=$ ACCEL $(X) *(Y \mid S C(1) * * 2) *($ RAD|US**4) $/((2.5 * 10 * *-2) *$
((NASS*981)**2));
DYU $=\mathrm{VU}(x) *(\operatorname{TAD} \| \cup S * * 2) * V \mid S C(1) /((2.5 * 10 * *-2) *(\operatorname{MASS} * 931))$;
DVL=VL(LENGTH) *DVU/VU(X);
DPLOAD=PLOAD/(MASS*981);
DPTOT $=\mathrm{P}(T O T A L-M+1) *($ FADIUS**2) / (MASS*981);
DAPTDT $=A * P(T O T A L-M+1) /(2.5 * 10 * *-2) ;$
ПFILM=ПAPTOT+DDATUM;
DTIME=TIME (X)* (MASS*281)/(VISC(1)*(?ADIUS**2));

[^0]






APPENDIX III

## A Finite Element Approach to Laminar Fluid Flow

by

R. Norman

SUMMARY


#### Abstract

A finite element method for the solution of problems involving laminar isoviscous flow between rigid boundaries is presented using a minimization principle. Results of some simple flow situations are calculated to illustrate convergence of the method to the exact solution. It is shown that knowledge of the downstream boundary condition in the case of a rigid cylinder rotating against a rigid plate is not necessary for the calculation of its pressure distribution.


## INTRODUCIION

In both Structural and Fluid Mechanics, traditional methods of solution have relied on the development of general governing differential equations which have then to be solved, usually numerically and often with awkward boundary conditions.

The great success of finite element methods in structural mechanics avoiding such differential equations suggests that similar success may be obtainable in fluid mechanics, reference (1). This paper describes the development of such a method and, it is hoped, points the way to a new approach to other hydrodynamic problems.

In deriving the following equations, three assumptions, all consistent with the simple derivation of Reynolds Equation in one dimension, are made:-

1. The flow is laminar and unidirectional,
2. The fluid is isoviscous,
3. The boundaries of the system are rigid.

An obvious choice for a finite element for thin film flow is shown in fig. (1). The top and bottom of the element are the boundaries of the system, the vertical sides are arbitrary bounds and the element is of unit width (at right angles to the paper). The two boundary velocities are considered parellel to each other and the pressure constant across the thickness of the film.


The first step is to define a function, minimization of which, over the whole system, with respect to the pressures at interelement faces will

## A 3.

yield the correct pressure distribution, i.e. one that satisfies Reynolds Equation in one dimension.

Such a function is $\psi=\int_{\substack{\text { whole } \\ \text { system }}}\left[\frac{h^{3}}{12 \eta} \cdot\left(\frac{d P}{d x}\right)^{2}-h \cdot\left(U_{1}+U_{2}\right) \cdot\left(\frac{d P}{d x}\right)\right] d x$

A full justification of this function can be found in Reference (2).

This function can be approximated as:-


Since $q=\frac{h\left(U_{1}+U_{2}\right)}{2}-\frac{h^{3}}{12 \eta} \cdot\left(\frac{d P}{d x}\right)$ we can rewrite (2) as
$\psi=\sum_{\substack{\text { over all } \\ \text { the elements }}}^{\Sigma} \int_{0}^{L}\left[-\frac{h\left(U_{1}+U_{2}\right)}{2} \cdot\left(\frac{d P}{d x}\right)-q \cdot\left(\frac{d P}{d x}\right)\right] d x$
$=\underset{\substack{\text { over all } \\ \text { the elements }}}{\Sigma}\left\{\frac{-\left(U_{1}+U_{2}\right)}{2}\left[h_{1} \cdot\left(P_{2}-P_{1}\right)+\alpha \int_{0}^{L_{1}} x \cdot\left(\frac{d p}{d x}\right) \cdot d x\right]\right.$
where $h=h_{1}+\alpha x$ and $\alpha=\frac{h_{2}-h_{1}}{L}$

The integral in (4) can be evaluated by substituting a polynomial in x for the pressure distribution through the element,

$$
\begin{equation*}
P=a_{1}+a_{2} x+a_{3} x^{2} \tag{5}
\end{equation*}
$$

Since we want to describe the element completely in terms of $P_{1}$ and $P_{2}$ we must reduce the three unknowns in (5) to two.

This can be done by imposing a continuity condition on the element of zero nett flow into the element,

$$
\begin{equation*}
\int_{0}^{h_{1}} u d x=\int_{0}^{h_{2}} u d x \tag{6}
\end{equation*}
$$

These integrals are evaluated by using
$U=\frac{\left(z^{2}-h z\right)}{2 \eta} \cdot\left(\frac{d p}{d x}\right)+\frac{\left(U_{2}-U_{1}\right)}{h} \cdot z+U_{1}$
and $\frac{d P}{d x}=a_{2}+2 a_{3} x$ fro

Equation (6) gives us the relation
$a_{3}=\frac{h_{1}^{3}-h_{2}^{3}}{2 L h_{2}^{3}} a_{2}+\frac{3 \eta\left(U_{1}+U_{2}\right)\left(h_{2}-h_{1}\right)}{L h_{2}^{3}}=a_{2} F+G$ say

Whence

$$
\begin{aligned}
\psi=\sum\left\{\begin{array} { r l } 
{ - ( U _ { 1 } + U _ { 2 } ) } \\
{ \text { over all } } \\
{ \text { the elements } }
\end{array} \left\{\left(h_{2} P_{2}-h_{1} P_{1}\right)\right.\right. & \left.-\left(h_{2}-h_{1}\right)\left[a_{1}+a_{2}\left(\frac{L}{2}+\frac{L^{2} F}{3}\right)+\frac{G L^{3}}{3}\right]\right\} \\
& \left.-q\left(P_{2}-P_{1}\right)\right\}
\end{aligned}
$$

Now since

$$
\left\{\begin{array}{c}
a_{1} \\
a_{2}
\end{array}\right\}=\left[\begin{array}{cc}
1 & 0 \\
\frac{-1}{L+L^{2} F} & \frac{1}{L+L^{2} F}
\end{array}\right]\left\{\begin{array}{c}
P_{1} \\
P_{2}
\end{array}\right\}+\left\{\begin{array}{c}
0 \\
-L^{2}{ }_{G}
\end{array}\right\}
$$

and $q=\int_{0}^{h_{1}} U d x$ with little error,
we have $\psi$ explicitly as a function of the pressures at the interelement faces through the system. Minimization of $\psi$ with respect to these pressures will yield the pressure distribution through the system,
i.e. we say $\left\{\frac{\partial \psi}{\partial P_{i}}\right\}=0$
$\mathrm{i} \longrightarrow 1$ to $\mathrm{n}+1$ say for n elements in a system.
$\operatorname{Now}\left\{\frac{\partial \psi}{\partial P_{i}}\right\}=\frac{h_{i}{ }^{3} h_{i}{ }^{3}+1}{3\left(h_{i}{ }^{3}+h_{i}{ }^{3}+1\right) n \pi_{i}}[+1,-1]\left\{\begin{array}{l}P_{i} \\ P_{i}+1\end{array}\right\}+\frac{\left(U_{1}+U_{2}\right)}{6\left(h_{i}^{3}+h_{i}^{3}+1\right)}$
$\left[5 h_{i}^{3} h_{i}+1+h_{i}^{4}+h_{i}^{4}+1+5 h_{i} h_{i}^{3}+1\right]+\frac{h_{i}^{3}-1 h_{i}^{3}}{3\left(h_{i}^{3}-1+h_{i}^{3}\right) \eta I_{i}-1}$
$[-1,+1]\left\{\begin{array}{l}P_{i}-1 \\ P_{i}\end{array}\right\}-\frac{\left(U_{1}+U_{2}\right)}{6\left(h_{i}^{3}-1+h_{i}^{3}\right)}\left[5 h_{i}^{3}-1 h_{i}+h_{i}^{4}-1\right.$
$\left.+h_{i}^{4}+5 h_{i}-1 h_{i}^{3}\right]$
(Note: $\frac{d^{2} \psi}{d p}$ is $\left.+v e\right)$
since only the ( $i-1$ ) th and the $(i)$ th elements contribute terms in $P_{i}$ to $\psi$ (see fig. (2))


In a typical lubrication problem, say with 5 elements, equation (7) takes the form

$$
\left\{\underset{i \rightarrow 1}{\left\{\frac{\partial \psi}{\partial P_{i}}\right\}} \underset{i}{ }=0=1 \text { to } 6\left[\begin{array}{llllll}
* & * & & & &  \tag{8}\\
* & * & * & & & \\
& * & * & * & & \\
& & * & * & * & \\
& & & * & * & * \\
& & & & * & *
\end{array}\right]\left\{\begin{array}{c}
P_{1} \\
P_{2} \\
P_{3} \\
P_{4} \\
P_{5} \\
P_{6}
\end{array}\right\}+\left\{\begin{array}{l}
* \\
* \\
* \\
* \\
* \\
*
\end{array}\right\}\right.
$$

where *indicates a term independent of $p_{i}$ (a constant). Normally the first and last pressures ( $P_{(1)}$ and $P_{(6)}$ in equation (8)) are known and so equation (8) would be solved from line (2) to line (5) inclusive to yield $P_{(2)}$ to $P_{(5)}$.

Once assembled, this matrix equation is easily solved by digital computer and, in itself, should present few computational problems. With the narrowness of its band (note that the matrix is
symmetric), a large number of elements can be used if desired. The diagonal term is not dominant however and the speed of convergence of iterative solutions to matrix equations is dependent on this dominance:

CONVERGENCE OF THE METHOD

Three simple situations were solved by Gauss-Seidel iterative procedures for their pressure distributions and convergence of the method with increasing number of elements used is presented in tabular form.

CASE 1. LAMINAR FLOW THROUGH A NOZZLE

Using Reynold's Equation in its one-dimensional form, the pressure mid-way through the nozzle, $P_{M}$ was found to be 1.741 units.

| Number of Elements Used | Error as \% of $P_{M}-P_{\text {OUT }}$ |
| :---: | :---: |
| 1 | -6.25 |
| 2 | +1.89 |
| 4 | +0.57 |
| 8 | +0.15 |

Dimensions

| length | $=$ | 5 cms |
| :--- | :--- | :--- |
| $\mathrm{h}_{1}$ | $=$ | 0.5 cms |
| $\mathrm{h}_{2}$ | $=$ | 0.25 cms |
| $\mathrm{P}_{\text {IN }}$ | $=$ | 2 units |
| $\mathrm{P}_{\text {OUT }}$ | $=$ | 1 unit |



FIG. (3) , CASE 1.
CASE 2. A SIMPLE TILTING-PAD BEARING
Reynolds Equation gave the maximum pressure as $2.5 \times 10^{7}$ dynes/ $\mathrm{cm}^{2}$ at 3.33 cms from the inlet.
Number of Elements Used
1
2
4
3
16
32

## \% Error in Max ${ }^{\text {mi }}$ Press.

$-33.33$
$+10.68$
$+3.25$
$+1.08$
$+0.26$
$+0.05$

## Dimensions

| length | $=$ | 5 cms |
| :--- | :--- | :--- |
| $\mathrm{h}_{1}$ | $=$ | 0.01 cms |
| $\mathrm{h}_{2}$ | $=$ | 0.005 cms |
| viscosity | $=$ | 1 poise |
| $\mathrm{P}_{\text {IN }}$ | $=$ | 0 |
| $\mathrm{P}_{\text {OUT }}$ | $=$ | 0 |
| velocity $U_{1}$ | $=$ | $500 \mathrm{cms} / \mathrm{sec}$ |
|  | $U_{2}$ | $=$ |
|  |  | 0 |



FIG. (4). CASE 2.
CASE 3. A RIGID CYLINDER ROTATING AGAINST A RIGID PLANE
For this case, the element shape no longer conforms to the bearing geometry and to compensate for this, the number of elements used must be somewhat larger than in the previous examples.

Element lengths (as a fraction of the radius of the cylinder) were chosen as $1 / 1000^{2} / 1000^{\text {and }} 4 / 1000^{\circ}$. The length of the system was taken equal to the cylinder diameter.

Element Length/
Radius
$4 / 1000$
2/1000
0.32
0.13
\% Variation in Flowrate From $X=-0.05$ to 0.0
0.31

Note: Error is +we if $\frac{d P}{d x}$ is +ve , -we if $\frac{d P}{d x}$ is -we

## Dimensions

| Radius | $=5.71 \mathrm{cms}$ |
| :--- | :--- | :--- |
| Clearance $h_{0}$ | $=5.71 \times 10^{-4} \mathrm{cms}$ |
| viscosity | $=1.11$ poise |


| $\omega$ | $=300$ r.p.m. |
| :--- | :---: | :---: |
| Pressure | $=\quad 0$ at $x= \pm 1$ |
| and Pressure |  |



FIG. (5) , CASE 3.
The physical condition that the fluid cannot sustain a negative pressure was included in the computer programme by equating to zero, any pressures that were calculated as negative in the Gauss-Seidel procedure. This was done immediately after the calculations on each line in the matrix had been performed, not at the end of a complete iteration. The resulting pressure distribution was found to terminate at the same exit point as used for the computation of the exact curve from Reynolds Equation (in which the exit point satisfied the condition $P=d P / d x=0)$.

This is a most useful feature of this method since it removes the need for knowledge of the position of this exit point prior to calculation of the pressure distribution. Christopherson has shown theoretically the dependence of the position of the exit point on the Principle of Minimum Energy Dissipation (3). (A physical description of $\psi$ in terms of energy dissipation and work done on the system can
be made if so desired, reference (4)).

Failure to impose this condition on the fluid results in the Full-Sommerfeld Solution to the problem. Although interelement continuity is not enforced over the system, no solution of the pressure curve can be correct unless it satisfies the continuity condition to a high degree of accuracy. We can see that this is so in the above table.

It should be pointed out that in this method, flowrate is calculated from the pressure gradient at entry to an element and this gradient can be somewhat in error without affecting nearby pressures (compare \% flowrate variation with \% pressure error in the above table).

## CONCLUDING REMARISS

The three worked examples above show that the element developed is quite powerful in that halving element length reduces errors by a factor of about three. Whilst not as powerful as some structural finite elements that have been devised, this is more than compensated for in its simplicity, its almost total lack of matrix algebra involved in computation of results and in its very low storage requirements. Once assembled, the matrix needs only three quantities for each of its rows. This allows the use of a large number of elements, 2000 in example 3 above.
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## NOMENCLATURE

$a_{1}, 2,3 \quad \begin{aligned} & \text { disposable constants used for the description of the } \\ & \text { pressure distribution. }\end{aligned}$
F, G, constants involving geometry, viscosity and bearing speeds.
h film thickness.
i subscript for a typical element.
n number of elements used in a system.
L element length
P pressure at some point
1, 2 subscripts referring to inlet and outlet of element when applied to $P$ and $h$.
q flowrate through a cross section of an element.
U velocity of fluid at any point
$\mathrm{U}_{1}, 2$ velocity of lower and upper bearing surfaces.
$\alpha$
dit/dx
$\eta$ viscosity of the fluid.
\$ A function whose minimum value yields the pressure distribution.
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DIAGRAM 10
A COMPARISON OF THE REIEVANT PARAMEIERS FOR ANTMAL JOINTS AND THIE EXANINED MODELS.

| PARAMETER REGTME | ANIMAL JOINT (TYPICAL VALUES) | MODEL THEORY | MODEL EXPERTMENTS |
| :---: | :---: | :---: | :---: |
| LOAD (N) | 1000 N | 78.4 | 42.5-78.0 |
| INITIAL VISCOSITTY $\mathrm{Ns} / \mathrm{m}^{2}$ | 0.02-0.03 | 1.5 | 0.2-10.0 |
| RADIUS OF CURVATURE mm | 300 | 300 | 300 |
| INITIAL SEPARATION mm | $10^{-2}$ | 0.25 | 0.25 |
| $\widetilde{A}$ | 0.5 | $0-10^{-3}$ | $0-1.84 \times 10^{-3}$ |
| $\chi_{z}$ | $4 \times 10^{-8}-2 \times 10^{-7}$ | $0-10^{-2}$ | $4.6 \times 10^{-4}, 3.3 \times 10^{-5}$ |
| $\ddot{\phi}_{z} / \ddot{\phi}_{r}$ | ? | 1, 100, 1000 | 2.26, 2.31 |
| $c$ | $3.5 \times 10^{-3}$ | $3.5 \times 10^{-3}-0.35$ | - |
| $V$ | 0.7-0.8 | 0.25 | 0.29, 0.12 |
| $n_{1} / n_{i}$ | 278 | 278, 28.52 .86 | - |
| $\widetilde{T}$ | 500 | 20 | 20 |
| $\tilde{\gamma}^{\sim}$ | 0.05 | 0.167 | 0.16 |

(s)







$\widetilde{P}$

| compures |
| :---: |
|  |
| 4.33 lg |
| $A_{\text {fereremevon }}=0.53 \mathrm{~m} \mathrm{~m}^{3} / \mathrm{v}$ |
|  |


$\stackrel{\sigma}{-}$
 THE "WEEPING" RUBBER
FILM THICKNESS/TIME CURVES



$25<1$


- COMPUTED CURVE
- HVI 160
- HVI 650
- WVI 1100

| AT $\tilde{t}=160:-$ |  |
| ---: | :--- |
| $\widetilde{h}_{\text {EXPSRPMENTAL }}$ | $=0.220 \pm 0.021$ |
| $\tilde{h}_{\text {THEORETICAL }}$ | $=0.098$ |

$$
\begin{aligned}
& 4.33 \mathrm{~kg} \\
& \begin{array}{l}
\begin{aligned}
\text { EXPGRIMENTAL }
\end{aligned} \\
\\
=0.42 \mathrm{~m}^{-1} / \mathrm{N}
\end{array} \\
& \begin{aligned}
& A_{\text {THEORETICAL }} \\
&=0.34 \mathrm{~m}^{3} / \mathrm{N}
\end{aligned}
\end{aligned}
$$

CURVE
$\begin{array}{ll}\text { COMPUTED } \\ \text { HVI } & 160 \\ \text { HVI } & 650 \\ \text { LVI } & 1100\end{array}$
AT $\tilde{t}=160:-$
$\tilde{h}_{\text {EXPERIMENTAL }}=0.245 \pm 0.026$
$\tilde{h}_{\text {THEORETICAL }}=0.115$
$0.38 \operatorname{man}^{3} / N$
MASS $=6.15 \mathrm{log}$
$A_{\text {EXPERIMENTAL }}=$
THE IMPERMEABLE RUBBER TESTS
FILM THICKNESS/TIME CURVES

$10$
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Arrangement

## ²





$\omega$



$\underset{\sim}{\omega}$



$$
\begin{aligned}
& \begin{array}{l|l|l|}
3 & i & i \\
D & 1 & 1 \\
n & 1 & \\
n & 1 & \\
11 & 1 & \\
& 1 & 1
\end{array}
\end{aligned}
$$


$\xrightarrow{7}$










His


$\varphi S$
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| rs\% | 3\%\% | 450 | (1)/mm) |
| :---: | :---: | :---: | :---: |
| ${ }_{85}{ }^{\circ}$ | ${ }_{8<} 0_{0}$ | tro | (W/mem) |
| $96 \cdot 2$ | st'9 | ¢¢ $\dagger$ |  |



| $\frac{\sqrt{N Q}}{\sqrt{2}}$ |  $N Q$ |  | 異 | thiciness, $T$ | void ratio, V |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N |  |  |  | $\begin{gathered} f \\ \vdots \\ \dot{6} \end{gathered}$ | $\stackrel{\dot{\sim}}{0}$ | 畕 |


[^0]:    * PRINTOUT OF MOM-DIMENSIONAL PARAMETERS OF TRAJECTDRY */

    PUT SEIP EDIT (X, DחATUM, DACCEL, DVU, DVI, DPLOAD,DPTOT,DAPTOT, $E(12,4), E(12,4), E(12,4), E(12,4), E(12,4), E(12,4), E(12,4)$,
    $E(12, i), E(12,4)) ;$

