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Abstract 

 

Due to the general interest on the alignment effect of the surface-bound ultrathin layers, 

this thesis presents research of the investigation of anchoring properties for liquid crystal 

(LC) molecules adsorbed on a solid substrate, using dual polarization interferometry 

(DPI). A new theoretical framework is designed based on the dual polarization 

interferometer for the detection of anisotropic information and the average anchoring 

angle of the adsorbed molecules, provided the liquid crystal bulk optogeometric 

parameters are well known. In the experiment, the nematic compound 4'-n-pentyl-4- 

cyanobiphenyl (5CB) is applied onto the silicon oxynitride surface, and a complete 

wetting monolayer with the average 56 ° polar angle and 16.6 Å thickness is observed in 

the stabilized stage. The results match quite well with the theoretical predictions in terms 

of the DPI phase change ratio. The thesis also extends the research into the functionalized 

substrate, in particular the Langmuir-Blodgett (LB) films covered substrate, which can 

give alignment effect to the deposited LC molecules. The LB forming molecule 

quinolinium tricyanoquinodimethanide (Q3CNQ) with long hydrocarbon chain (typically 

C18H37-Q3CNQ) is chosen. In order to justify the functionality of this material as an 

alignment layer, the electronic structure and the optical absorptive properties of this 

molecule in the LB phase are explored both in experiment and theory. Based on the very 

controversial history of this Q3CNQ compound, a robust computational LB model is 

built to examine the ground state, optimal geometry and the optical absorption features. A 

530 nm absorption band is obtained to conclude the properties of the Q3CNQ LB layers, 

and also used to compare with our own experimental results.  
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Chapter 1   Introduction 

 

The recent boom in research using dual polarization interferometry (DPI) is due to its 

highly accurate resolution of the optogeometric properties (refractive index and 

thickness) for surface-adsorbed biological and physico-chemical ultrathin films. Many 

biological and chemical processes are able to be detected in real time by means of the 

DPI measurement since the instrument can provide the adlayer opto-structural 

information as precise as on the subatomic scale. As most of the studied adlayer 

systems essentially possess optical isotropy, the solution of the adlayer refractive 

index and thickness is equivalent to the solution of a conventional waveguide 

eigenvalue problem. However this method is generally not applicable to a system 

where a substantial birefringence arises. Such a system is epitomized by the lipid 

bilayer formation at the interface; layers that are quite important in the understanding 

of the biological cell membrane. We hereby present new research using the DPI 

technique to deal with this problem, in order to resolve the anisotropy and recognize 

the general alignment of the adsorption layers.  

 

The molecules used in the surface orientation studies are chosen to be liquid crystal 

(LC) molecules, since there is a long history of research for the orientation of these 

molecules by the surface; the phenomenon called the liquid crystal surface induced 

alignment effect or the anchoring effect. The fact that the macroscopic bulk alignment 

can be totally rearranged by the surface-contact interfacial layer alignment is of 

special interest for LC displays. The comprehension of the anchoring structure of the 

first few LC interfacial layers is also of a fundamental research interest and the nature 

of which is still far from being understood. In this thesis we present a study of LC 
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anchoring orientation in the adsorption layer deposited upon solid substrates as well 

as various functional substrates using the DPI technique, hopefully to clarify the 

complexity of the LC-substrate interfacial properties. Most significantly, we show 

how DPI data can be used to determine average orientational information for 

molecular monolayers comprising rod-like molecules.  

 

We also put a strong emphasis on the study of Langmuir-Blodgett (LB) film systems 

since the LB film can function as one of the important alignment layers to prescribe 

the LC anchoring orientation. This is because of two reasons: the first due to the long 

aliphatic chain in LB molecules which can produce enough molecular holes for the 

LC to penetrate; the second due to the possibility of a large dipole moment in the LB 

molecular head group which can align the LC molecules through dipolar interactions. 

In this research a quinolinium tricyanoquinodimethanide (Q3CNQ) molecule with 

long hydrocarbon chain (typically C18H37-Q3CNQ) is selected as the LB material to 

form the LB alignment monolayer. The molecule contains a chromophore with a 

strong polar structure which is thus expected to give significant polar interactions with 

the LC molecules, and the molecule itself is historically famous as the first reported 

unimolecular rectifier as well as having a very important role in optical nonlinearity. 

The optical properties, in particular the absorption spectrum, of the Q3CNQ LB films 

is reported in this thesis; a computational simulation of the electronic structure for this 

molecule in the LB multilayer is also given to clarify a long-term controversy of the 

Q3CNQ ground state, optimal geometry and the optical absorption features. The 

appropriateness of the Q3CNQ monolayer as an alignment layer is then discussed 

finally. The study of the properties of Q3CNQ molecule in LB films therefore 



 13

occupies half of the thesis because of its exceptional complexity and ambiguity that is 

unresolved for nearly 20 years.  

 

For the general structure of this thesis, chapter 2 presents the background theory for 

the Langmuir-Blodgett films in which we will give a general introduction to the LB 

materials, the fundamentals of the Langmuir surface floating monolayer, the physics 

of the substrate and the mechanisms of the LB films production.  

 

Chapter 3 focuses on the material properties of the Q3CNQ zwitterionic dye used in 

the LB films research. A very controversial background of this molecule is given and 

divergent arguments are presented on the energy ground state, molecular 

conformation, aggregate configuration, optical spectroscopy and the molecular 

arrangement. The experimental procedures for how the LB films are prepared and 

how the spectroscopy is performed are also shown.  

 

Chapter 4 exhibits the main experimental results for the study of the Q3CNQ 

molecule including the LB film UV-VIS spectroscopy and the Langmuir film in situ 

spectroscopy. The experiments are performed under distinct conditions of filtered 

spreading solution and unfiltered spreading solution which tend to give completely 

opposite results in the optical absorption properties. The alien spectra of the Q3CNQ 

monolayer suggest the necessity of a simulation of the electronic structure for the 

understanding of the Q3CNQ molecule built in LB films.  

 

Chapter 5 deals with the computational issues of the Q3CNQ molecule in LB 

multilayer structure using the density functional theory (DFT). Since this chapter is 
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beyond the general experimental background of this thesis, only the most essential 

DFT theories are introduced due to the space limit, but all the contents described can 

be well referred to the literature. A simulation is performed using the CASTEP code 

to compute the optimal charge distribution, optimal geometry, absorption spectra as 

well as the orbital transition structure for the molecule in an infinite LB lattice. A 

comparison of the calculated optical spectrum with the experimental one is given.  

 

Chapter 6 is used as a summary for the LB work in both experimental and theoretical 

levels and the suitability to use the long chain Q3CNQ monolayer as a liquid crystal 

alignment layer is discussed.  

 

Chapter 7 starts another part of the thesis by introducing the general background of 

liquid crystal molecules, with an emphasis on the nematic liquid crystal anchoring 

effect upon various functional substrates.  

 

Chapter 8 gives the foundation of the dual polarization interferometry. A 

computational model is provided to simulate the formation of the practical DPI fringe 

pattern; and a reasonable algorithm is found for the reliable phase and contrast 

calculation from the fringe intensity distribution. The DPI phase calculation error can 

be maintained very small so that the molecular adlayer properties indicated by the 

experimental data can be accurate enough.  

 

Chapter 9 presents the theoretical basics for the DPI study of the liquid crystal 

anchoring orientation in which a straightforward link between the molecular 

anchoring polar angle and the experimental DPI phase change ratio is provided with 
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the assistance of the simulation. The LC anchoring structure is specifically treated as 

an azimuthally degenerate type.  

 

Chapter 10 shows the experimental setup for the LC molecules deposition on the DPI 

chip surface from the vapour phase. The DPI chip surface is prepared as both the bare 

solid surface and the LB functionalized surface to detect the LC anchoring orientation 

on different substrates.  

 

Chapter 11 displays the experimental results for the LC molecules adsorption on bare 

and LB film covered surface. Different anchoring structure transitions are observed 

with the determined anchoring polar angles according to the computational results 

given in chapter 9.  

 

Chapter 12 gives an overall conclusion for the theoretical and experimental works in 

both LB and DPI areas. And some interesting future work directions are also pointed 

out.  
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Part I   Langmuir Blodgett command layers 

Chapter 2   Background theory of Langmuir-Blodgett films 

 

2.1   Langmuir-Blodgett films materials 

Due to the flourishing research interests in optoelectronics and molecular electronics 

as frontiers of material science, research on Langmuir-Blodgett films also has 

undergone a growth in the past decades since it provides manipulation at the 

molecular level and is a technique for the construction of highly ordered molecular 

architectures. The characteristic molecules the LB technique generally uses can be 

categorized as amphiphiles1.  

 

The formation of Langmuir-Blodgett films are in essence the transference of a 

floating surface monolayer to a pre-treated substrate, thus the molecules used in the 

films must contain some inherent properties to be confined to the surface of a 

subphase and thus produce a stabilized compact monolayer for transference. 

Additionally, it has to resist any chemical reaction with the subphase and to prevent 

any dissolution into the subphase solvent and any self-assembly at the surface.  

 

Molecules satisfying the conditions mentioned above normally have amphiphilic 

structures that possess hydrophilic and hydrophobic moieties simultaneously. The 

equilibrium that allows these molecules to stay on the surface of a liquid subphase as 

surfactants is essentially determined by the balance between the solubility of 

surfactant molecules into the bulk liquid and its counter-tendency against the 
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dissolution. To be specific, for ultra-pure water which is often used as the subphase, 

the polar attribute of this liquid phase renders the capacity of hydrogen bonding and 

strong cohesive properties, and also facilitates interactions to the molecules with 

similar polar structure. The hydrophilic part of an amphiphile identified by a polar 

structure thus readily interacts with the water subphase via hydrogen bonding, and 

consequently has the tendency to be pulled into the bulk phase, whereas the 

counterpart, namely the hydrophobic moiety generally possesses non-polarity, hence 

poorly interacts with the polar bulk phase. It is this non-polarity that prevents the 

amphiphiles being dissolved into the water and keeps the molecules on the surface. 

The balance between this solubility and insolubility gives rise to the surfactant 

monolayer. Additionally, there is an intrinsic association between the non-polar 

moieties of amphiphiles primarily due to the Van der Waals type molecular attractive 

forces. This association actually produces molecular self-assembly in the case of a 

condensed monolayer.  

 

A classical example for the amphiphile is a simple long-chain fatty acid consisting of 

a linear hydrocarbon chain ( 2 1n nC H  ) – an alkyl chain which terminates with a 

carboxylic acid group (COOH ). Typically, a molecular conformation of stearic acid 

( 17 35C H COOH ) is illustrated in Figure 12.  

 

Figure 1   Molecular structure of stearic acid 
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As shown, the non-polar hydrocarbon chain is expected to face outward from the 

subphase surface with the carboxylic polar group interacting with the water. The 

interaction can be characterized by hydrogen bonding between the de-protonated 

oxygen atom on the hydroxylic group and the hydrogen atoms of the water molecules. 

In other words, the anchoring of surfactant molecules on the surface with 

configurations of the inward hydrophilic moiety and the outward hydrophobic moiety 

is energetically favourable; it minimizes the system energy to the equilibrium state 

and gives the preliminary orientations of the surfactant monolayer. 

 

As to the homologues of the fatty acid, the solubility of the monolayer in water 

decreases with increase of length of the hydrocarbon chain because of the increase of 

non-polarity. To obtain an insoluble monolayer of fatty acid, the molecule is said to 

have to contain at least 12 carbon atoms2. Thus amphiphiles with longer chains are 

often preferred in LB work. On the other hand, the polarity of the head group will 

generally determine the stability of the monolayer. For amphiphiles with a variety of 

head group, the less polar head (e.g. 2CH I  or 2CH Cl ) will simply lead to non-

spreading surfactant droplets on the water surface since the diminished interactions of 

polar groups with the subphase result in the reduction of monolayer adhesion to the 

water subphase and merely facilitate the cohesion of the surfactants themselves. 

While the over-large head polarity (e.g. 3SO  ) elicits the dissolution of the 

surfactants. 
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2.2    The theory of the Langmuir layer 

2.2.1   Physics of spreading 

To produce a highly ordered molecular film on a solid substrate, a surface monolayer 

upon an aqueous subphase with uniform distribution of surface density and ordering is 

desired for the transference of the LB films, this floating monolayer is normally 

referred to as the Langmuir layer. The distribution and spreading of the surfactant and 

formation of the Langmuir layer are usually realised by the dropwise addition of the 

surfactant containing solution to the subphase surface, the spreading and quick 

evaporation of the organic solvent will leave only the surfactant solute on the surface 

to form a very dilute molecular film. To efficiently avoid surface aggregation and the 

introduction of the subphase impurity, the surfactant carrier solvent has to satisfy 

some general criteria. It has to be: 

1) immiscible with the subphase and chemically non-reactive with the solute 

2) sufficiently volatile to evaporate from the subphase surface 

3) capable of easily dissolving the solute and preventing aggregation in solution 

4) of high purity to prevent contamination of the Langmuir layer 

Provided the conditions listed above are met, solvents largely preferred in LB 

experiments include n-hexane, benzene, chloroform, ethyl ether as well as 

dichloromethane3.  

 

2.2.2   Tension of surface with surfactant 

On the molecular scale, the formation of the liquid/gas interface is the result of 

different degrees of cohesive energy of molecules at the boundary compared to the 

molecules in the bulk. Specifically, a molecule in the bulk liquid normally 
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experiences a mutual attraction from all its neighbours in all direction, whereas the 

molecule staying on the liquid surface will undergo a smaller attraction from the 

gaseous phase since the force between the liquid molecule and the dilute gas molecule 

is always negligible. Hence, roughly speaking, the surface molecules only feel the 

attraction from the bulk liquid which in magnitude is only half of that of the bulk 

molecules. The tangential component of this attraction actually prescribes the shape of 

the interface and furthermore leads to the definition of the surface tension, as 

illustrated in below. 

 

Figure 2   Molecular attraction at boundary and bulk liquid4 

 

From Figure 2, it can be seen that the existence of surface tension causes the surface 

area to be minimized, and the inward intermolecular attraction exerted on the surface 

molecules could only be balanced by the resistance of the liquid against compression. 

Mathematically, the surface tension can be defined to be the force per unit length of 

the perimeter to keep the surface area from shrinking; it could also be the work done 

to create a unit fresh surface area; or can be viewed as the Helmholtz or Gibbs free 

energy per unit surface area5. The unit of surface tension is generally taken as mN/m.  

 

Gas 
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The addition of any surfactant onto a liquid surface will result in a decrease of the 

liquid surface tension, which can be seen as a consequence of the diminished 

interaction between the original liquid surface molecules due to the disturbance of the 

surfactant. The difference of the surface tensions by the introduction of the surfactant 

is termed surface pressure, as given in below. 

            0                                                                                                                     Equation 1 

where   is the surface pressure, 0  and   are the surface tension of pure liquid and 

liquid with surfactant respectively. Therefore the surface pressure can be used to 

imply the thermodynamics of the surfactant molecules. 

 

2.2.3   Measure of surface pressure 

The experimental measurement of surface pressure can be done using the Wilhelmy 

method3, which is an absolute measurement made by determining the force due to the 

surface tension on a suspended plate. The diagram of the arrangement is shown below. 

 

Figure 3   Forces on Wilhelmy plate: front view (left) and side view (right) 
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For the plate with dimensions l , w  and t , made up of the material with density P , 

immersed to a depth h  in a liquid of density L , the up-pulling force according to the 

force balance is given by 

           2 cosP LF glwt t w ghwt                                                                   Equation 2 

where   is the surface tension,   is the contact angle, g  is the acceleration due to 

gravity, P glwt  and L ghwt  are the plate gravity and buoyancy respectively. The 

variation of the pulling force F  due to the change of the surface tension is thus 

            2 cosdF t w d                                                                                               Equation 3 

Here we use the assumption that the contact angle keeps constant during the surface 

tension variation. From the definition of the surface pressure, we can readily 

get d d   , and thus  

            2 cosdF t w d                                                                                             Equation 4 

So we can trace the shift of the surface pressure by recording the changes of the 

pulling force acting on the Wilhelmy plate, provided the contact angle   is zero; to 

resolve the absolute surface pressure, a calibration is needed to define the force when 

the surface pressure is zero.  

 

2.2.4   Two dimensional surface phase 

The most important characterization of the Langmuir monolayer can be carried out by 

compressing the surface film at a constant rate, in the reduction of the surface area the 

surface pressure is increased due to the enhanced surfactant concentration and 

molecular interaction. The plot of surface pressure with the area per surfactant 

molecule at the constant temperature during the compression is called the isotherm. 

Ideally, an isotherm comprises three distinct regions, corresponding to the gaseous, 
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liquid and solid phase of the Langmuir film respectively (a typical example is stearic 

acid’s isotherm3). The characteristic monolayer morphologies of different phases are 

shown in Figure 4. 

 

Figure 4   Schematic diagram of phases of Langmuir film 

 

It can be seen that in the gaseous phase the molecules have a very dilute distribution 

on the surface and weakly interact with each other; this stage thus usually corresponds 

to the horizontal region of the isotherm. The initial observable register of the surface 

pressure associated with the take-off of the isotherm indicates the entrance to the 

liquid phase for the monolayer where molecules begin to interact more strongly. The 

further change of the isotherm slope means a more compact arrangement of the 

Langmuir film and a stronger molecular force, this last stage normally indicates the 

solid phase formation where the molecules are highly regular and packed with rigidity 

and a molecular orientational ordering can be identified. It is considered that the solid 

phase provides the optimal condition for the LB deposition because of the regularity 

of the film. Further increase of the surface pressure would lead to monolayer collapse 

due to the excessive force existing in the film that pushes the molecules out of the 
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monolayer to form aggregate or multilayer. In this case, the isotherm will normally 

exhibit a sudden drop.  

 

It is worth noting that the 2D phase transitions of many materials are much more 

complicated than the typical one stated above for stearic acid; in most cases, the liquid 

and solid phases are not so distinguishable from the isotherm and the surface 

interactions are far from being quantified in the high surface pressure region. 

 

2.3   Physics of substrate 

Usually when a liquid is placed on a solid surface it still remains as a drop by having a 

finite contact angle at the edge of the three phase contact line between gas, liquid and 

solid phases, the angle is called the three phase contact angle, as shown below. 

 

Figure 5   Three phase contact angle of a liquid on solid surface 

 

According to the figure, there is apparently a force equilibrium at the three phase 

contact line between the three interfacial tensions, given as 

            cosLS LG SG                                                                                                  Equation 5 

where LS , LG  and SG  are the interfacial tension between liquid/solid, liquid/gas 

and solid/gas phases respectively. The equation is the so-called Young’s equation6, 7. 

Theoretically, if a water droplet could completely wet the solid substrate with contact 
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angle to be zero, we say the substrate possesses a hydrophilic surface; if the water 

film completely dewets the substrate and forms a droplet with contact angle of 180 

degrees due to the entire phase separation, the substrate is considered to have a 

hydrophobic surface. Experimentally, we will usually meet the case between these 

two. 

 

A hydrophilic surface is normally obtained by forming hydroxyl groups upon the 

silica glass, this can be experimentally achieved by soaking the glass slide in 

hydrogen peroxide to hydroxylate the silicate lattice surface (details will be described 

below), and the resultant surface is given as  

 

The grown hydroxylic groups will attract the polar molecules of aqueous solvent 

(such as water) via hydrogen bonding to generate strong adhesion to form a surface 

wetting layer. On the other hand, a hydrophobic surface can be produced from 

silanization on a hydrophilic surface. This is usually done by attaching 

dimethydichlorosilane onto the –OH groups on the hydrophilic surface, eliminating 

HCl to give 

 

The silanized silica surface is strongly water-repellent, and can induce a large contact 

angle. 
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2.4   Langmuir-Blodgett films deposition mechanism 

The Langmuir-Blodgett films are conventionally realized by alternate vertical 

immersions and withdrawals of the substrate from the subphase surface that is 

covered with monolayer. The Langmuir layer is compressed into the solid phase with 

a condensed molecular packing and ordered molecular orientation. The surface 

pressure is kept constant during the film transference and is properly chosen to be 

below the monolayer collapse pressure; however, the optimal deposition pressure 

cannot be exactly determined quantitatively, but normally given from empirical 

observations. Different types of LB films can be obtained according to the surface 

chemistry of the substrate and the particular deposition scheme. 
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Figure 6   X, Y, Z type LB films deposition 

 

As illustrated in Figure 6, the Y-type LB film is constructed by the initial upstroke of 

a hydrophilic substrate from the Langmuir surface, the subsequent layers are 

deposited by alternate downstrokes and upstrokes of the slide. The X-type LB film 

can be built from using only downstrokes with a hydrophobic substrate through the 

Langmuir layer; while the Z-type can be achieved from using only upstrokes of a 

hydrophilic substrate. It should be noted that the theoretical highly ordered structure 

of the LB multilayer is normally unachievable in practice, since in experiment it is 

quite possible for the molecules to rearrange their orientation after forming the 

Y-type 

X-type 
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expected multilayer structure, and LB film defects always exist and are influenced by 

many factors in the deposition.  

 

The quality of the deposited film can be indicated by a transfer ratio which is defined 

as the ratio of the decreased Langmuir layer surface area to the coated area of the 

solid substrate. In theory, a good film deposition means the transfer ratio of unity; but 

in many cases, the apparent transfer ratio value may be blurred by the surface area 

reduction due to monolayer nucleation or dissolving of the molecules in the subphase 

which takes place during the deposition, these factors make the transfer ratio not so 

reliable and complicate the situation of LB transference.  

 

The mechanism of how the floating monolayer is transferred onto a solid substrate is 

far from being quantified and fully understood, even though the LB procedure is 

already a standard technique. The hydrodynamics and the molecular kinetic models 

for the LB multilayer deposition are considered in several reports8, 9, 10, 11, 12, where a 

relation between the contact angle of the dynamic meniscus and the velocity of the 

three phase contact line is illustrated. The fluid dynamics in the vicinity of the contact 

line and the associated flow patterns are also demonstrated to shed light on the 

operational conditions of the LB deposition which is restricted within a certain range 

of contact angle and deposition speed13, 14, 15.  
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Chapter 3   Materials and experimental methods of LB films 

 

3.1   Amphiphilic dyes 

3.1.1   Dyes and solvatochromism 

Dye molecules usually have a specific colour due to the existence of the chromophore, 

which normally possesses particular absorptive and fluorescent spectra. In organics, 

chromophores always arise from the conjugated   electron systems, namely the 

alternating single and double carbon bonds and the aromatic ring systems. The optical 

mechanism of chromophores could be roughly generalized as the   electron 

transition in the case of photon absorption or emission. The *   transition, as the 

most common   electron transition, will simply come from Benzene and its 

derivatives. It is said that the longer the conjugation, the smaller the transition photon 

energy is required16. 

 

The spectroscopy taken for the dye molecules dissolved in an organic solvent can be 

viewed as a good method to characterize the charge transfer transition in the 

chromophore, since the spectroscopic measurement generally can shed some light on 

the electronic transition structure of a molecule. Theoretically, solvation essentially 

means the intermolecular solute-solvent interactions which could include ion-dipole, 

dipole-dipole, dipole-induced dipole, hydrogen bonding interactions etc. The optical 

transition frequencies are largely dependent on the polarity of the solvent 

environments which are essentially equivalent to the reaction field experienced by the 

molecule to alter the electronic structure and lead to the variation of the transition 
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energy. This phenomenon is the well-known solvatochromism. It should be noted that 

this effect specifically deals with the physical perturbation of the solvent on the 

molecular state of the chromophore, thus any change related to the chemical state 

such as solute-solvent electron transfer, aggregation, ionization should be excluded.  

 

The solvatochromic chromophore would normally exhibit *  , *n   (referred to 

the transition from the localized electron orbital to the π* orbital) and charge transfer 

transitions under optical excitation, and the molecule either has a conjugated system 

or possesses a D A   structure (well known as the electron donor – π bridge – 

electron acceptor system). Conventionally, the chromophore will have positive 

solvatochromism (red shift with increasing solvent polarity, i.e. bathochromism) if the 

excited state is more dipolar than the ground state ( g e  ); and have negative 

solvatochromism (blue shift with increasing solvent polarity, i.e. hypsochromism) if 

the ground state is more polar than the excited state ( g e  )17. A common scale of 

solvent polarity is generally measured by  30T
NE , and it is based on the absorption of 

the dye pyridinium-N-phenoxide which exhibits one of the largest hypsochromic 

shifts in a wide range of solvent polarity18.  

 

3.1.2   Amphiphilic TCNQ derivatives  

The molecule we will mainly investigate here is an amphiphile which is made up of a 

chromophore and a long hydrocarbon chain. The non-polar part of the molecule 

enables it to be used as a surfactant and eventually facilitates the formation of the 

ordered monomolecular layer to be transferred on to a solid substrate. The central part 

of the molecule hence becomes multifunctional and this assigns the main electrical 
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and optical properties of interest to the molecular monolayer. The charge-transfer 

mechanism and the polarity in these molecules make them photochromic, 

photodegradable as well as optically nonlinear. Experimentally, the optical nature of 

the molecules can be examined by molecular LB film spectroscopy, solution 

spectroscopy and second harmonic generation which will be all discussed later.  

 

Our focus lies in the properties of quinolinium adducts of tetracyanoquinodimethane 

(TCNQ), namely the 2 1 3n nC H Q CNQ   homologues. The Van der Waals cross-

sectional area of the chromophore18 is reported to be 30 Å2. Interestingly, a number of 

unresolved problems related to this specific molecule are worthy of attention.  

1)   The ground state and excited state for the charge transfer transition.  

Between the extremes of ‘zwitterionic’ benzenoid and ‘quinonoid’ resonant forms (as 

shown in Figure 7), the Q3CNQ chromophore adopts the energetically favourable 

state as the ground state, depending on its surroundings.  

 

2 1n nC H   N   

N  N  

N  



H
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Figure 7   Benzenoid and quinonoid forms of Q3CNQ molecule 
 

Thus in theory, the ground state and the polarity of the Q3CNQ molecule are crucially 

dependent on the average polarity of the surroundings. Up to now, according to the 

evidences of a series of experiments, the ground states of this Q3CNQ molecule 

(especially for long hydrocarbon homologues) in solid-state, solution, water surface 

and LB films are all ascribed to the charge-separated zwitterionic state. Various 

experimental evidences are reproduced below.  

(I)   Transmission infrared spectra of solid 16 33 3C H Q CNQ in KBr pellets and 

Raman spectra of polycrystalline 16 33 3C H Q CNQ .  
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Figure 8   (a) Transmission infrared spectra of solid 16 33 3C H Q CNQ in KBr pellets. (b) 

Raman spectra of polycrystalline 16 33 3C H Q CNQ 19.  

 

The distinct triplet band both in IR and Raman spectra around 2200 cm-1 clearly 

indicates the ionicity of the chromophore which gives rise to the different 

C N stretching modes in the dicyanomethanide tail group. In particular, the       

2136 cm-1 band is assigned to the in-phase stretching of the two anionic C N  bonds; 

2176 cm-1 band to the out-of-phase stretching of the two anionic C N  bonds. In 

addition, the 2217 cm-1 band is ascribed to the neutral C N  bond at the   bridge.  

(II)   The fitting of the Q3CNQ hypsochromism in solution absorption spectra 

provides a large dipole moment of molecules in solution, which also leads to the 

prediction of a zwitterionic ground state in solution phases 20 . The proportion of 

zwitterionic phase of 16 33 3C H Q CNQ  in the ground state is calculated to increase as 

0.89, 0.90 and 0.93 in 3CHCl , 2 2CH Cl  and 3CH CN  respectively.  

(III)   Raman spectra of 16 33 3C H Q CNQ  in solution, crystal and LB phases.  
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Figure 9   Raman spectra of 16 33 3C H Q CNQ  (from top to bottom) dissolved in DMSO, as a 

crystal, as an LB 11-layer deposited on Au, as an LB monolayer deposited on Au, and as an LB 

monolayer deposited on quartz20 

 

The clear split band around 2200 cm-1 (the right part of the spectra), which is similar 

in all phases, implies the distinct C N  stretching modes in the dicyanomethanide 

tails and at the   bridge, wherein the different vibrational transition energies are the 

direct result of the charge separation.  

(IV)   Surface potential measurement of 16 33 3C H Q CNQ  on water surface.  
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Figure 10   Pressure-area and surface potential-area isotherm of 16 33 3C H Q CNQ 21 

 

The usual increase of the surface potential during the compression on the water 

surface demonstrates that the ionicity of the chromophores is preserved in the surface 

rearrangement and the surface layer is essentially dipolar.  

(V)   Reflection-absorption infrared spectra of 16 33 3C H Q CNQ  LB monolayer on 

gold. 

 

Figure 11   Reflection-absorption IR spectra of 16 33 3C H Q CNQ  LB monolayer on gold19 

 

Again the triplet band splitting around 2200 cm-1 indicates the ionicity of the Q3CNQ 

chromophore in the LB films.  
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(VI)   N (1s) core-level X-ray photoelectron spectra of 16 33 3C H Q CNQ  LB 

monolayer and multilayer.  

 

Figure 12   N (1s) XPS of 16 33 3C H Q CNQ  LB monolayer on Au19 

 

The separate binding energies at 401.6 eV and 399.45 eV could be attributed to the 

positively charged quinolinium nitrogen and the cyano nitrogens respectively. The 

intensity ratio of these two nitrogens is measured as 1:3, which is in excellent 

agreement with the molecular stoichiometry, and is also further evidence to claim a 

zwitterionic ground state of Q3CNQ molecules in an LB monolayer.  

 

Figure 13   N (1s) XPS of 16 33 3C H Q CNQ  LB multilayer on Si22 
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Figure 13 shows that the nitrogen photoelectron spectra can be decomposed into three 

peaks centred at 402.3 eV, 400.3 eV and 398.8 eV respectively, which correspond to 

the binding energies of the positive quinolinium nitrogens, the neutral cyano nitrogen 

and the two negative cyano nitrogens. The imperfect intensity ratio of these three 

energy peaks which are not as expected (1:1:2) is explained as the degradation of the 

sample by the X-ray photons. But it also supports the proposal that the Q3CNQ 

molecules adopt a zwitterionic state in the LB multilayer.  

(VII)   Despite these findings, some theories like AM1/CI theory23 put out some 

results which do not conform to the general agreement on the zwitterionic ground 

state. It advocates that the Q3CNQ molecules adopt a more neutral form in the LB 

films in order to minimize the repulsion energy generated from the aligned dipoles. 

Apparently, this theory might fade away in the face of the large amount of 

experimental results which all imply a zwitterionic ground state. However, its 

theoretical significance is still of interest, since the aligned monolayer in LB films 

should produce an intense dipole-dipole electric field which would counteract the 

charge separated state.  

 

2)   Twisted molecular conformations.  

The general twisting conformation of the Q3CNQ chromophore is shown in Figure 14. 

 



 38

 

Figure 14   General twisting conformation of Q3CNQ chromophore 
 

Normally, the two twisting angles demarcate three planar moieties across the 

chromophore: the quinolinium cation moiety, two-carbon  -electron bridge and 

phenyldicyanomethanide anion moiety. The Q3CNQ analogue, P3CNQ, with short 

alkyl chain such as 3 3CH P CNQ  has been crystallographically identified24 with 

the twisting structural parameters 1 36.1    and 2 5.0   . Thus we generally consider 

1  as the main twisting angle of the chromophore. However, for the Q3CNQ 

homologues with long alkyl chain, crystal structure confirmation of the twisting angle 

is inaccessible since the long hydrocarbon chain prevents crystalline structure 

formation22. Some corresponding theories indicate that the twisted conformation is 

strongly correlated to the strength of intra-molecular charge transfer. A 90 degree 

twisting angle will account for the complete locking of the charge transfer (CT) band 

and the largest dipole moment of the molecule. Evidences can be found that in more 

polar solvent, the molecule exhibits larger polarity and a smaller intensity of CT 

absorption band which is directly a result of the increased twisting of the D- -A 

structure20. We thus conclude here that the molecular twisting is essentially 

environmentally dependent and it is almost the most important factor of the molecular 

colouring properties.  
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3)   Dimer aggregate.  

Principally, the large dipole moment of the Q3CNQ chromophore facilitates the anti-

parallel dimer formation or even larger oligomer aggregation because of the Coulomb 

attractions, if this configuration is energetically favourable in the environmental 

polarity. The experimental evidence of this aggregation effect is provided by the non-

linear concentration dependent solution spectroscopy21, 25. The solution spectra of 

16 33 3C H Q CNQ  in less polar solvents give rise to a significant deviation from the 

linear Beer-Lambert law, as shown for CHCl3 in Figure 15.  

 

Figure 15   Absorbance vs. concentration solution spectra of 16 33 3C H Q CNQ  in 3CH CN  

( max =720 nm), in 2 2CH Cl  ( max =884 nm), and in 3CHCl  ( max =838 nm)21. 

 

This strongly suggests aggregate formation in the high concentration regime near 

saturation and the critical turning point at about 0.015 mg/ml in 3CHCl  is tentatively 

attributed to incipient micelle formation21. Similar non-linearity is also observed25 for 

spectra of Q3CNQ homologues in dichloromethane. The absorbance concentration 

dependences both for long chain and short chain homologues ( 16C  and 10C ) give the 

critical turning point at around 0.015 mg/ml. But the reason for the non-linear 
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dependence is ascribed to dimerization at high concentration. This explanation 

obviously faces the difficulty that the sudden turning non-linear phenomenon of 

absorbance-concentration correlation cannot agree with the thermodynamic law of 

dimerization under increasing concentration of solution.  

 

Given the observation of the aggregation effect in solution with high concentration, it 

is further inferred that the Langmuir layer will have different aggregation phases 

according to the initial concentration of the spreading solution25.  

 

Figure 16   Surface pressure versus area isotherms of 16 33 3C H Q CNQ  spread from 

dichloromethane: concentration=0.01 mg/ml (broken line), concentration=0.04 mg/ml (solid 

line)26 

 

As shown in Figure 16, the smaller take-off area from high concentration solution of 

the zwitterion has been taken to indicate the aggregate or dimerization phase in the 

surface layer, however, the behaviour of this Langmuir layer is then assumed to 

exhibit automatic dissociation of the dimers and subsequent recombination of the 

monomers, which is the most questionable proposition in the aggregate problem. The 
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different Langmuir layer phases of Q3CNQ homologues on the aqueous subphase are 

nevertheless interpreted as follows25:  

For long chain homologues; 2 1 3n nC H Q CNQ  ( 16n  ) 

For high concentration of spreading solution; 

increase surface pressuredimer monomer  

For low concentration of spreading solution; 

increase surface pressuremonomer monomer  

For short chain homologues; 2 1 3n nC H Q CNQ  ( 14n  ) 

For high concentration of spreading solution; 

increase surface pressuremonomer dimer  

For low concentration of spreading solution; 

increase surface pressuremonomer dimer  

 

4)   Concentration dependence of deposition phases.  

The deposited LB film spectra are reported to be dependent on the concentrations of 

the spreading solutions26. The case happens when 16 33 3C H Q CNQ  layer is 

transferred at surface pressure 20 mN/m, the deposited LB films show two distinct 

phases obtained when the concentration of spreading solution is 0.02 mg/ml (phase 

I) and 0.01 mg/ml (phase II) respectively. The optical properties of two LB phases 

are shown in Table 1.  
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 Phase I ( 0.02c  mg/ml) Phase II ( 0.01c  mg/ml) 

Absorption spectra 

         max /nm 

 

              563 5  

 

               563 5  

Absorbance per layer at 

563 nm 

 

          0.019 0.002  

 

           0.011 0.002  

SHG at 532 nm 

         (2) -1/ pm Vzzz  

 

                 180 

 

                   100 

Tilt angle  

         / degree  

 

                   8 

 

                     24 

 

Table 1   Optical properties of 16 33 3C H Q CNQ  LB films for different phases26 

 

In theory, any LB film of the same material deposited at the same surface pressure 

should produce the same LB phase given the case that the real mono-molecular 

Langmuir layer is accommodated on the aqueous surface. Thus it is perplexing to see 

different structural phases deposited under the same conditions and giving rise to 

different absorption intensities and even different molecular orientations.   

 

5)   Effect of alkyl chain length on the molecular arrangement.  

The Q3CNQ homologues with different alkyl chain length exhibit an abrupt change in 

both color and second harmonic intensities when the chain length increases from 

14 29C H  to 16 33C H , as shown in Figure 17.  
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Figure 17   Variation of SHG and wavelength of maximal absorbance with alkyl chain length for 

LB films of 2 1 3n nC H Q CNQ  26 

 

The transition is attributed to anti-parallel and parallel arrangement of surface array 

for shorter and longer chain homologues, as shown in Figure 18.  

 

Figure 18   (a) anti-parallel alignment of short chain homologues ( 14n  ), (b) parallel alignment 

of long chain homologues ( 16n  ) 

 

The higher transition energy is due to the intermolecular charge transfer band at 563 

nm for longer chain homologues, while the red shift of the CT band for shorter chain 

homologues is ascribed to the energetically more favourable anti-parallel packing. 

(a) (b) 
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The totally suppressed SHG signal from shorter chain homologues seemingly gives 

solid support to this centrosymmetric arrangement26.  

 

6)   Influence of deposition pressure on the CT band location.  

The multilayer of long chain Q3CNQ molecules (C16H33-Q3CNQ) is reported to have 

distinct transition band locations when the films are produced under different surface 

pressures27. The spectra of a 14 layer Q3CNQ LB film transferred at 28 mN/m, below 

the isotherm collapse point, gives an absorption band at 530 nm; while the film 

produced at 35 mN/m, above the isotherm collapse point, generates an absorption 

band at 570 nm.  

 

Figure 19   Polarized UV-Visible spectra27 under normal incidence for 14 layers of C16H33-

Q3CNQ deposited on quartz at pressures of 28 mN/m and 35 mN/m. The top right inset shows 

the angle-dependent measurement of the absorption peak ratios. The bottom left inset shows the 

determined transition moment directions of the two CT bands.  
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As shown in Figure 19, according to angle-dependent polarization spectroscopy, the 

optical transition moment of the 530 nm band for the film produced at reasonable 

surface pressure is determined to be out of plane and an intramolecular charge transfer 

transition is assigned to this absorption band; whereas the transition moment of the 

570 nm band, which is previously reported to be the usual CT band, is detected to 

orient in the plane and is associated with an intermolecular feature. The determined 

orientations of the two transition moments for films in different morphology actually 

slightly go against the observation that molecules in both situations are tilting away 

from the surface normal. Moreover, the magnitude of the absorption bands in both 

locations compared to the intensity of the reference band (peak A) is not compatible 

with any of the experimental results reported before. However the reliability of the 

530 nm band was double checked and its relatively weakened intensity compared to 

previous observations was not found to be due to the protonation of the film. 

Therefore this unusual absorption feature is more likely to be derived from a mono-

molecular array in the sense of the real Langmuir-Blodgett films; the 570 nm band 

however, produced by a film deposited above the collapse pressure, may well be a 

consequence of a Q3CNQ aggregate state produced beyond the 2D Langmuir 

monolayer collapse point.  

 

3.2   Langmuir-Blodgett technique 

3.2.1   Solution preparation 

The Q3CNQ homologues used here are sparingly soluble in the conventional LB 

solvents because of the long hydrocarbon chains, the satisfactory solvation can only 

be obtained in dilute concentrations, ranged from 0.01 to 0.06 mg/ml in 
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dichloromethane. Once the solution is made, it is immersed in an ultrasonic bath and 

sonicated for 30 minutes to ensure the molecules are dissolved in the solvent as well 

as possible. To obtain a well-qualified mono-molecular Langmuir film on the 

subphase, we filter the prepared solution by a 0.2 m filter before the solution is 

applied on the water surface.  

 

3.2.2   Subphase preparation 

The subphase used in the LB experiment is often deionized pure water with very low 

conductivity. Before the monolayer spreading, the cleanliness of the air/water 

interface has to be assessed to guarantee the quality of the deposited LB films and to 

calibrate the zero point of the surface pressure. This is done by closing the barrier to 

its minimal area; any increase of the surface pressure at the air/water interface would 

indicate the existence of contamination, and this can be removed via aspiration until 

the surface pressure returns to its original value.  

 

3.2.3   Substrate preparation 

The deposition of the ultra-thin films is critically dependent on the quality and the 

cleanliness of the substrate. Therefore the substrate preparation is one of the most 

important factors to be taken into account in LB experiments. We only consider the 

hydrophilic treatment for the microscope glass slide substrate in our experiments. The 

procedure is listed below.  

(1) Wipe the glass surface with dust free tissues soaked in acetone to remove the 

apparent organic contaminant.  
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(2) Soak the glass slide in piranha solution made up of 1:1 mixture of hydrogen 

peroxide (30%) and concentrated sulphuric acid for 20 min. 

(3) Rinse in pure water. 

(4) Rinse in isopropanol. 

(5) Wash the glass slide in the isopropanol vapour in a soxhlet condenser 

overnight. 

(6) Rinse in pure water and dry in nitrogen flow prior to use.  

 

3.2.4   Spreading process 

The spreading of solution is achieved by dropwise addition using micro-syringes over 

the entire subphase surface; the volume of the solution applied on the surface has to 

be carefully calculated according to the concentration of the solution. Then 5 minutes 

have to elapse to allow the solvent to evaporate before starting compression. 

 

3.2.5   Compression and isotherm 

Once the stable surface pressure at zero is attained, the compression of the monolayer 

can begin. All the isotherms are recorded at a constant compression speed of 30 

cm2/min in the ambient temperature.  

 

For the deposition purpose the monolayer must be compressed to a target pressure to 

maintain in the solid phase, the target pressure is normally empirically selected to 

meet the optimal condition of deposition (e.g. a unity transfer ratio). Surface area 

reduction at constant surface pressure is often observed due to dissolution into the 

subphase, leakage and nucleation problems taking place in the condensed Langmuir 
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layer. Thus it is very important to start the deposition as soon as possible after 

reaching a stable target pressure and before the barrier is compressed to its minimal 

area.  

 

3.2.6   Deposition 

All the Q3CNQ films (monolayer or multilayer) are deposited as Z-type LB films 

produced by upstrokes from the Langmuir layer covered surface at the pressure 25 

mN/m with slide withdrawal speed of 30 mm/min. For the Z-type multilayer, the 

films are produced by a first upstroke from the Langmuir monolayer and then a 

downstroke through the clean water surface in the other compartment of the trough or 

the surface cleaned by aspiration with no surfactant left; the procedure is repeated 

several times to build the multilayer structure. It has to be noted that in between the 

layer deposition, the deposited film has to be properly dried by nitrogen flow, since 

the residual water entrainment layer is quite possible to disturb the film arrangement 

and induce the molecule desorption when the film is immersed into the subphase 

again. The transfer ratio should be maintained close to unity.   

 

3.3   Spectroscopy 

3.3.1   Solution and LB films UV-VIS spectroscopy 

The ultraviolet-visible absorption spectra are recorded using the Perkin Elmer 

Lambda 19 (PE 19) UV-VIS-NIR spectrometer in a dual beam style. The solution 

spectra are obtained by using 1 cm path length matched quartz cuvettes; the LB film 

spectra are recorded on microscope glass slides. No polarization in the measurement 

is applied.  
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3.3.2   In situ UV-VIS spectroscopy of Langmuir layer 

The absorption spectra of Langmuir films on the water surface at different surface 

pressures are measured from the reflected beam coming from the mirror underneath 

the water that goes through the interface twice at the surface normal direction (as 

shown below), thus the measured absorbance due to the chromophore is doubled. No 

polarization is applied.  

 

Figure 20   Experimental configuration of in situ spectroscopy of Langmuir layer 

 

 

 

 

 

 

 

 

 

 

 

Spectrometer 
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Chapter 4   Results and discussion of LB films 

 

4.1   Solution spectroscopy 

The Q3CNQ chromophore is known to have large inverse solvatochromism. Figure 

21 shows the usual hypsochromic shift as the polarity of the solvent increases from 

dichloromethane to acetonitrile. 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 500 1000 1500

wavelength (nm)

a
b

s
o

rb
a

n
c

e
 (

a
.u

.)

 

Figure 21   Solvatochromic absorption spectra of 18 37 3C H Q CNQ  in dichloromethane (blue 

line), acetone (pink line) and acetonitrile (yellow line)  

 

The diminishing of the CT band intensity during the blue shift could be attributed to 

the more twisted molecular conformation in the more polar environment where the 

molecules will experience a more intense reaction field and the chromophores attain a 

more pronounced charge separated ground state. It is thus interesting to note the 

implication of the molecular twisting on the intensities of the CT absorbance.  
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4.2   Isotherm 

 

Figure 22   C18Q3CNQ isotherm compressed at speed 30 cm2/min 

 

As shown above, the isotherm of 18 37 3C H Q CNQ  is obtained from the spreading of 

the carrier solution using dichloromethane at room temperature. Then we choose 25 

mN/m as the deposition pressure where the molecular area is 50 Å2.  

 

4.3   LB films spectroscopy 

The deposited 14 29 3C H Q CNQ  monolayer and Z-type bilayer LB films show UV-

VIS absorption spectra as in Figure 23. 
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Figure 23   Absorption spectra of 14 29 3C H Q CNQ monolayer (blue line) and bilayer (pink line) 

LB films deposited on both sides of the substrate 

 

Figure 24 shows the 18 37 3C H Q CNQ  LB monolayer absorption spectra. 
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Figure 24   Absorption spectra of 18 37 3C H Q CNQ  monolayer LB film deposited on both sides 

of the substrate 
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The CT band peak locations and peak intensities per layer are calculated as 

       For 14 29 3C H Q CNQ  

              max =615 nm,   maxA /layer =0.015 

       For 18 37 3C H Q CNQ  

              max =567 nm,   maxA /layer =0.005 

The spectra confirm the abrupt change in transition energy from the short chain 

homologue ( 14n  ) to the long chain homologue ( 16n  ), but obtained absorption 

intensities deviate from the reported values (as given in chapter 3): 

for 10 21 3C H Q CNQ , maxA /layer =0.020; for 16 33 3C H Q CNQ , maxA /layer =0.019 

or 0.011. It seems the intensities of CT band are quite experimentally irreproducible, 

nearly in each experiment the height of the CT band peak varies, and this is not due to 

the variation in the concentration of spreading solutions. In most cases, the CT band 

absorbance is absent entirely, as shown in Figure 25.  
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Figure 25   Absorption spectra of 18 37 3C H Q CNQ  monolayer LB film deposited on one side 

of the substrate 

 

The general absence of the charge transfer absorption and the large variations of the 

peak intensities if the bands appear in some cases infer that the absorption peaks at 

about 615 or 567 nm are not the characteristic bands of this molecule in LB films 

owing to their high irreproducibility and if the so-called CT absorption band of LB 

layers appears, it may not come from a real mono-molecular layer.  

 

This argument can also be supported by some other experimental evidences when 

deposited LB films that are of particle-like or mono-molecular layer-like, are clearly 

distinguished by non-filtration and filtration of the spreading solution, respectively. 

The dramatic comparison of the CT absorption bands between these two cases is 

provided in Figure 26.  
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Figure 26   Absorption spectra of 18 37 3C H Q CNQ  LB films on both sides of substrate 

deposited from unfiltered and filtered solutions, with blue line denoting the 2 layers spectrum 

from unfiltered solution and pink line for the 1 layer spectrum from filtered solution using 0.2 

m filter  

 

The LB layers produced from opaque, unfiltered 18 37 3C H Q CNQ  solutions in 

dichloromethane with clearly seen suspending particles, exhibit the commonly 

observed band at around 570 nm; whereas the clear, filtered solutions obtained 

through the 0.2 m filter, produce colourless films with the visible region band nearly 

completely removed. Thus it is reasonable to believe that the absorption at 570 nm in 

LB films is the result of molecular aggregation formed in solution and transferred to 

the film; the real mono-molecular layer obtained from the filtered pure solution leads 

to the entire absence of the CT absorption feature in the visible region. The possible 

reason for the non-absorptive properties of this monolayer is still not clear at the 

moment. From this point of view, it is worthwhile to note that the small lump in the 
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spectrum of 1 layer film from filtered solution (shown in Figure 26) may be due to the 

residue of the molecular aggregation.   

 

Additionally, a polycrystalline powder sample of 18 37 3C H Q CNQ  simply dispersed 

onto a glass substrate also has a band located exactly at the same position as that of 

the reported 18 37 3C H Q CNQ  LB film, as shown in Figure 27.  
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Figure 27   Absorption spectra of 18 37 3C H Q CNQ  powder film 

 

The absorption band of the 18 37 3C H Q CNQ  particle film is centered at 564 nm. The 

enhanced shoulder on the right side probably comes from the 3 dimensional 

inhomogeneous broadening. It strongly suggests that if the deposited LB layers have 

any explicit CT absorption, it may quite possibly result from the same aggregation 

effect as in this powder film.  

 

Therefore for a short summary, we experimentally show that the so-called CT 

transition around 570 nm for the long chain Q3CNQ LB films is actually the result of 
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molecular aggregates or particle states according to the highly irreproducible 

absorption intensities, completely distinctive spectroscopic properties for the films 

generated from unfiltered and filtered spreading solutions, as well as the Q3CNQ 

particle film spectra. This observation agrees well with the latest published 

experimental results in which the 570 nm band only occurs in films produced beyond 

the collapse point as shown in chapter 3. However, the entire colourlessness of the 

mono-molecular Q3CNQ monolayer deposited from filtered solution contradicts the 

observed 530 nm absorption band in the mono-molecular multilayer in reference 27. 

In addition a 530 nm band is never detectable in any of our long chain Q3CNQ LB 

films. The substantial difference of absorption features between our deposited 

Q3CNQ monolayer and the reported multilayer suggests that some special 

consideration has to be given to the unique properties of this contact monolayer, and a 

computational simulation should be undertaken to capture the electronic structure of 

the Q3CNQ molecular array.  

 

4.4   Langmuir films in situ UV-VIS spectroscopy 

The surface dynamics of Langmuir layer during compression monitored by the in situ 

UV-VIS spectroscopy gives the significant result that it exhibits similar spectroscopic 

behaviour to the deposited LB films: the surface layer spectra from unfiltered and 

filtered solutions have quite different optical properties.  
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Figure 28   Absorption spectra of 18 37 3C H Q CNQ  surface layer from unfiltered solution in 

different surface pressure (pink for pressure 1 mN/m, yellow for pressure 5 mN/m, turquoise for 

pressure 10 mN/m, brown for pressure 20 mN/m, heavy green for pressure 25 mN/m, blue for 

pressure 30 mN/m)  
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Figure 29   Absorption spectra of 18 37 3C H Q CNQ  surface layer from filtered solution at 

different surface pressure (blue for pressure 0, pink for pressure 5 mN/m, turquoise for pressure 

10 mN/m)  

 

As shown in Figure 28, the 18 37 3C H Q CNQ  Langmuir layer mainly composed of 

molecular particles from opaque solution shows a considerable enhancement of 

absorbance with the increase of surface pressure. A more interesting aspect 

accompanied with this enhancement is that there is a general blue shift of the band 

peak location from 599 to 563 nm during compression which probably marks an 

apparent phase transition of the Langmuir layer. The substantial increase of 

absorption intensity demonstrates the charge transference originates from the 

aggregate configuration. Whether there is an inner structure in the molecular particles 

and whether there is a particle dipole that could be forced to rearrange into a regular 

array by compression are generally not known. More work has to be done to illustrate 

the physics of this Langmuir aggregate film.  
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By contrast in Figure 29, the mono-molecular 18 37 3C H Q CNQ  Langmuir layer from 

filtered solution sees a completely removed band at around 563 nm, it corroborates 

that the real molecular array does not give any colour. The small peak appearing 

around 455 nm can be hypothetically attributed to the suppressed CT band due to the 

large twisting angle. But further evidence of this aspect is still needed.  
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Chapter 5   Computational simulation of LB films 

 

5.1   Background of material simulation using density functional 

theory 

It is known that a significant part of the material properties including mechanical, 

optical, electric and magnetic properties can be resolved given the exact electronic 

structure of the material which involves all the interactions between electron-electron, 

electron-nucleus and nucleus-nucleus. Due to the extremely small scale of the 

participating particles in the interactions, the solution can only be found at the 

quantum mechanical level. Thus any problem related to the material properties in the 

applied science domain is essentially equivalent to the problem of solving the multi-

particle Schrödinger equation, which is also called the many-body problem known as 

a standard theory in condensed matter physics and chemistry. Over the past 20 years, 

there has been an upsurge in the use of density functional theory (DFT) as a powerful 

method to calculate electronic structure which is widely applied in many areas. In 

principle, DFT provides the electronic structure by solving the multi-particle 

Schrödinger equation in terms of a single-particle Schrödinger equation28, and the 

system energy is computationally evaluated in an iterative way.  

 

In this chapter, we will present a computational study for the Q3CNQ molecular array, 

to especially examine the electronic structure of the molecule built in a regular LB 

multilayer configuration. Due to the reported unusual optical spectra for the Q3CNQ 

multilayer as well as the unexpected spectra for the Q3CNQ monolayer from our own 

experiments, it is expected that a reliable theoretical nature of the optical transition for 
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Q3CNQ films can be obtained according to the electronic structure calculation. This 

chapter will give a general derivation of the Kohn-Sham equation in DFT, followed 

by the solution of Kohn-Sham equation in periodic structures and how the DFT is 

implemented in the CASTEP code; we will then show the main computational results 

for the Q3CNQ multilayer configuration by giving the charge distribution, optimal 

geometry, optimized absorption spectrum, orbital structure and transition moment for 

the charge transference. The case of the single Q3CNQ molecule in the gas phase is 

also simulated as a minor computational result.  

 

5.2   Density functional theory 

5.2.1   Kohn-Sham equation 

In principle, all of the theoretical studies of the materials properties can be related to 

solving the time-independent Schrödinger equation  

             Ĥ E                                                                                                                  Equation 6 

where   is the wave function of all participating particles, Ĥ  is the Hamiltonian 

operator, E  is the total energy of the system. In the molecular system, the 

Hamiltonian should be decomposed into operators that represent the interaction 

energies between electrons and nuclei, written as  

           , , , , ,
ˆ ˆ ˆ ˆ ˆ ˆ

k n k e p n n p e e p n eH H H H H H                                                                Equation 7 

where ,
ˆ

k nH  and ,
ˆ

k eH  are the kinetic energy operators of nuclei and electrons; ,
ˆ

p n nH  , 

,
ˆ

p e eH   and ,
ˆ

p n eH   are the potential energy operators of nucleus-nucleus, electron-

electron and nucleus-electron interactions respectively. These are defined as  
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                                                Equation 8               

Here we assume there are M  nuclei, each of them is positioned at kR


  with charge 

kZ e  and mass kM ; equivalently, we have N  electrons, each of them is positioned at 

ir


 with charge e  and mass em . Thus the Schrödinger equation in the molecular 

system takes the form  

                , , , , ,
ˆ ˆ ˆ ˆ ˆ , ,k n k e p n n p e e p n eH H H H H X x E X x        

   
                    Equation 9 

where X


 and x


 represent the position coordinates of all nuclei and electrons 

respectively. Under the Born-Oppenheimer approximation29, the total wave function 

can be separated as the product of the wave functions of nuclei and electrons due to 

the independent quantum mechanical behaviour of these two particles, therefore 

                   , ,n eX x X X x   
    

                                                                          Equation 10 

where  n X


 is the nuclei wave function dependent on the nuclear coordinates, 

 ,e X x
 

 is the electrons wave function directly dependent on the electronic 

coordinates and parametrically dependent on the nuclear coordinates. After some 
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manipulation, we can further write the Schrödinger equation only for the electrons at 

the given nuclear coordinates as  

                 , , ,
ˆ ˆ ˆ , ,k e p e e p n e e e eH H H X x E X x     

   
                                         Equation 11 

by defining the total electronic energy eE . Explicitly, it is  

      
1 2

1 2

2

1 1 1 1

1 1 1
, ,

2 2i

N N M N
k

e e er
i i i k ii i k i

Z
X x E X x

r r R r    

 
       
   
  

   
         

Equation 12 

Here we use the atomic units in which 04 1em e     .  

 

It is apparent that the multi-electron Schrödinger equation is extremely difficult to 

solve since it is related to plenty of experimental coordinates in a proper physical 

system (3N space coordinates and N spin coordinates in an N-electron system). One 

way of simplification is to solve the N-electron Schrödinger equation in terms of 

electron density based on the proposition of Hohenberg-Kohn theorem30, which states 

that any ground state property is only a functional of ground state electron density and 

any electron density other than the ground state electron density would result in an 

electronic energy larger than the ground state energy. It thus opens the approach to 

calculating the ground state electronic structure by a variational method.  

 

It can be proved29 that the total electronic energy now can be rewritten as a functional 

of electron density  r


,  

                        1

2e ext C xcE T r V r r dr V r r dr E r       
       

       Equation 13 



 65

where   T r


 is the electrons kinetic energy;    extV r r dr
  

 is the electrons-

nuclei potential energy with  
1

M
k

ext
k k

Z
V r

R r

 





   defined as the external potential; 

   1

2 CV r r dr
  

 is the electrons-electrons potential energy with 

   
C

r
V r dr

r r

 


 


 
   defined as the Coulomb potential;   xcE r


 is the exchange-

correlation energy which accounts for the energy coming from the Pauli exclusion 

principle and all the electrons self-interaction energy not included in the former three 

terms. Obviously, the term xcE  gives all the complexity of the multi-electron 

interaction which is not easily definable. Some general approach to this is by 

assuming the exchange-correlation energy is only a functional of density  r


 in the 

vicinity of point r


, as the well-known local density approximation (LDA), 

thus   xc xcE E r


. The other approach is by developing the exchange-correlation 

functional to depend on both density and the gradient of the density, known as the 

generalized gradient approximation (GGA), therefore     ,xc xcE E r r  
 

.  

 

By equalizing the integration over the whole electron density space with the 

summation over the whole electron number,  

                 
1

1
N

i

r d r N


 
 

                                                                                        Equation 14 

the Hamiltonian can be efficiently reformulated as 

                  2

1 1

1 ˆˆ
2 i

N N

ext i C i xc i eff ir
i i

H V r V r V r h r
 

         
 

   
                         Equation 15 
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where we define the effective Hamiltonian for each single electron as 

       21ˆ
2 i

eff i ext i C i xc ir
h r V r V r V r     

   
,  xc iV r


 is the exchange-correlation 

potential defined by     
 

xc

xc

E r
V r

r

 







  as a functional derivative. Thereby we 

could state that the complex multi-electron Hamiltonian can be decomposed into the 

summation of the effective single-particle operators. Then we could transform the 

multi-particle Schrödinger equation into the single-particle Schrödinger equation as 

                         21

2 ext C xc i i ir
V r V r V r r r          


    

                                Equation 16 

where  i r


 is the wave function for the single electron, i  is the eigen-energy value 

for each electron orbital. For an N-particle system, the electrons will occupy N 

orbitals with the N lowest eigenvalues i . Equation 16 is the so-called Kohn-Sham 

equation31. Its success lies in the assumption that it is possible to construct a non-

interacting particles system moving in an effective external potential. Furthermore, 

the overall electron density can be expressed by means of the single electron wave 

function, as given by 

                         2
*

1 1

N N

i i i
i i

r r r r   
 

  
   

                                                             Equation 17 

The proof of this29 can be found in basic quantum mechanics. 

 

5.2.2   Solution of Kohn-Sham equation in the periodic structure 

In the periodic potential well that is prescribed by a crystalline lattice structure, the 

electron wave function solved from the Schrödinger equation will have the form 

according to the Bloch theorem32, 
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                   k ik r

k
r e u r 

  


 
                                                                                       Equation 18 

where k


 is the electron wave vector,  k
u r


 is a periodic function having the same 

translational symmetry as the lattice    k k
u r T u r  
  

.  k
u r


 can therefore be 

expanded in reciprocal space in terms of the Fourier series,  

                      expk

k G
G

u r c iG r 


 


  
                                                                        Equation 19 

where G


 is the reciprocal lattice vector, k

G
c

  is the expansion coefficient. Thus the 

electron wave function can be written on the plane wave basis sets as  

                    expk k

G
G

r c i G k r   
 




   
                                                                Equation 20 

For the electron wave function at each energy eigenvalue derived from the Kohn-

Sham equation, we can similarly write 

                   , ,
expk

i i k G
G

r a i k G r   
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                                                            Equation 21 

The electron density at a specific k


 point is thus 

                  2

1

N
k k

i
i

r r 



  

                                                                                      Equation 22 

And the total electron density can be seen as the integration of density over the first 

Brillouin zone at every k-point,  

              
 

 3 12
st

k

BZ
r r dk 




 
  

                                                             Equation 23 

where   is the volume of the unit cell. For the numerical purpose, it is not necessary 

to calculate the integration from every k-point; but instead, it can be obtained by 

selecting the representative k-points to be used for integration to efficiently reduce the 

computational cost. The method is known as the Monkhorst-Pack (MP) scheme33. 
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The total electron density can therefore be calculated via the summation of the 

densities at the sampled k-points,  

                    
 

 
1

3
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st BZ
k

k

r r k 


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



  
                                                        Equation 24      

where k


 is the k-point sampling spacing which could be manually determined. It is 

easy to see that the smaller k


 is selected, the more accurate the calculation of  r


 

would be, but in the meanwhile the longer time the computation will cost. Thus it is 

the compromise that we have to make to choose a proper accuracy upon the cost of 

the computational complexity.  

 

By knowing how to calculate the total electron density, we then are able to evaluate 

the electronic ground state by minimizing the variational total electronic energy. The 

dependence of total electronic energy on the density can be expressed as 
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                                                                                                                                                 Equation 25 

where the total electron kinetic energy is the sum of the kinetic energy of each 

electron occupying each eigenstate that is calculated as an integral over the first 

Brillouin zone. The kinetic energy eigenvalue at each k-point is given by the 

expectation value as  

                  * 21

2
k k k

i i iT r r dr     
 

    
                                                                   Equation 26 

The general methodology to solve the Kohn-Sham equation by minimizing the energy 

is called the self-consistent field (SCF) method performed in an iterative manner. 
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Roughly speaking, from an initial guess of the electron density  r


, we can easily 

calculate the Kohn-Sham effective potential          KS ext C xcV r V r V r V r   
   

, 

from the Kohn-Sham potential we can then in principle solve the Kohn-Sham 

equation and obtain a series of electron eigenfunctions  i r


, from the electron wave 

functions we can then evaluate the new electron density. Repeating this procedure and 

after several cycles, if the new-evaluated electron density can be equated to the old 

density within the calculation tolerance, we say that self-consistency has been 

achieved by the electron density; the found electron density also corresponds to the 

ground state density since this is the only density that can be correctly solved from the 

Kohn-Sham equation34. The self-consistent loop is diagrammatically presented in the 

following picture. 



 70

 

Figure 30   Self-consistent field method for solving Kohn-Sham equation to find the ground state 

electron density 

 

Additionally, instead of achieving the ground state self-consistency via the electron 

density calculation, there are a lot of more efficient methods to minimize the energy 

in terms of functional derivatives. Typical techniques include steepest descent, 

conjugate gradients35 and density mixing39.  
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By now, we are able to obtain the ground state electronic structure by iteratively 

solving the Kohn-Sham equation, and any ground state properties can be then derived 

as the functionals of the ground state density.  

 

5.3   Implementation of DFT in CASTEP code 

The principle of density functional theory is computationally implemented in the 

CASTEP code36 here. We expand the electron wave function in terms of the plane 

wave basis sets on reciprocal space, as formulated in Equation 21. The number of 

plane waves in the computation is carefully selected to give an appropriate accuracy 

of the wave function. The size of the basis sets is dependent on a single parameter 

called the cutoff energy defined as  

                 
   2 2

2

2 2c
e

k G k G
E

m

 
 

   


                                                                         Equation 27 

which can be understood as the energy of a free electron whose wave vector is the 

same as the largest wave vector of the plane wave basis sets. Thus all plane waves’ 

‘energies’ are less than the cutoff energy. Usually cE  is determined by gradually 

increasing its value until the quantity of interest stops changing and converges.  

 

In the calculation, the exchange-correlation energy is described by the Perdew Burke 

Ernzerhof (PBE) functional 37  as one of the GGA schemes. The ultra-soft 

pseudopotential38 is employed to account for the valence electron-core electron-ion 

interactions. The Kohn-Sham energy is minimized via the Pulay density-mixing 

method39.  
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The molecular geometry and lattice structure optimization can also be done by the 

Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm 40, which actually minimizes 

the unit cell enthalpy via the minimization of the force on nuclei and the stress on the 

unit cell simultaneously. In principle, we calculate the electronic structure according 

to the presumed fixed unit cell shape and the nuclear coordinates, we then compute 

the force on each atom and the stress on unit cell which will move the atoms and the 

lattice structure to a certain new geometry. The new geometry can then be used to 

calculate the electronic structure again. The procedure is repeated until both force and 

stress fall down to near zero within the calculation tolerance, which indicates the 

optimal conformation has been achieved.  

 

Additionally, the electron orbital in the Kohn-Sham context can be defined as the 

square of the single particle wave function at each energy level (single electron 

density); in the periodic boundary condition, the KS orbital will be the integration of 

wave function square from each k-point at the first Brillouin zone, as shown below, 

            
 
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i i iBZ
k

r r dk r k  
 
 

  
 



    
        Equation 28 

where     2
k k

i ir r 
  

. Thus we can examine the electronic structure electron by 

electron to give a chemistry point of view. It is worth noting that the optical transition 

properties can also be elucidated by calculating the HOMO and LUMO orbitals.  
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5.4   Simulation results 

5.4.1   C18H37-Q3CNQ in LB multilayer 

Due to the controversial optical properties of long chain Q3CNQ molecules built in 

LB films given in the last chapter, we perform an ab initio simulation of 

18 37 3C H Q CNQ  constructed in the LB multilayer structure using DFT implemented 

in CASTEP code, hopefully to demonstrate a clear electronic structure for the real 

molecular LB films. In our model, the Z-type multilayer LB film is presumed to 

comprise an infinite number of triclinic unit cells, each molecule is built in one unit 

cell to complete a quasi-crystalline structure. Here a compromise has to be made that 

our LB crystal structure is rigid which cannot be realized in the experiment since in 

the film deposition the molecules could have all possible relaxation freedom; 

additionally, the in-plane rotational freedom around the molecular long axis is 

forbidden, and a full molecular anisotropy is established in the repeating unit cell 

configuration.  

 

In the calculation performed in CASTEP code, the cut-off energy is chosen to be 400 

eV; the convergence tolerance of the total KS energy minimization is set to be 

62 10  eV/atom; the maximal ionic force and the maximal stress component in the 

geometry optimization convergence are set to be 0.05 eV/Å and 0.1 GPa respectively.  

 

The optimized C18H37-Q3CNQ molecular geometry and the associated LB lattice 

structure are shown in Figure 31 (a) and (b), respectively, which is implemented by 

using a 6 1 3   MP grid.  
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(a) 

 

 

(b) 
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(c) 

 

 

(d) 

Figure 31   (a) The optimized geometry of the C18H37-Q3CNQ molecule built in the unit cell of the 

LB multilayer;  ,   and   are three dihedral twisting angles in the  -bridge region; the 

generated Cartesian coordinates apply to all computations in LB phase. (b) The constructed Z-

type multilayer structure of the LB film. (c) The calculated Mulliken charge distribution of the 

Q3CNQ chromophore in the LB lattice structure, vector â  is defined as the molecular long axis 

vector according to quinolinium nitrogen and dicyanomethanide carbon positions.  (d) The 

calculated bond lengths of the Q3CNQ chromophore in the LB lattice structure.  
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The corresponding lattice parameters are obtained to be 5.4Å. The in-plane 

molecular area, defined as the area of the parallelogram shown in Figure 31 (a) (note 

that the angle in the in-plane parallelogram is computed to be 51.6 º), is thus 

calculated as 41 Å2, in reasonable agreement with the experimental molecular area of 

48 Å2 at the deposition pressure 28 mN/m at 17 ºC45, but in much better agreement 

with the molecular area of 40 Å2 at the collapse point on the isotherm. The 

discrepancy of the calculated in-plane molecular area with the deposition molecular 

area can be tentatively attributed to that the experimental molecular area measurement 

is performed in the Langmuir layer upon the water subphase which cannot be fully 

comparable with the pure LB solid state where the area is calculated in theory. 

Additionally, the computed in-plane 2D molecular repeating distance (5.4 × 9.7 Å) is 

however quite close to that of the deposited LB monolayer observed in the STM 

image41, which is reported to be 6 12Å.  

 

Due to particular interest in the twisted structure of Q3CNQ in the LB phase which 

may play a significant role in the determination of the molecular charge transfer state, 

we present here the calculated dihedral twisting angles in the Q3CNQ optimized 

molecular conformation as shown in Table 2. The total twisting angle between the 

donor and acceptor aromatic planes is obtained by summing up the three dihedral 

twisting angles. As shown, the predicted large twisting angle of 35.2 º in the LB phase 

can be seen to come from the steric hindrance as well as the dipolar interaction in the 

molecular array; it agrees very well with the measured twist angles of Q3CNQ and 

related analogues in the crystalline structure. That of -P3CNQ (-picolinium 

tricyanoquinodimethanide) is determined to be 42  30.13 º, while that of C10H21-

Q3CNQ (decyl--quinolinium tricyano-quinodimethanide) is identified as43 31.40 º.  
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Dihedral twisting angle LB multilayer structure Single molecule 

  14.629 -7.432 

  14.753 3.202 

  5.803 9.646 

Total twisting between two 

aromatic planes 

35.185 5.416 

 

Table 2   Dihedral inter-plane twisting angle of the optimized geometry of C18H37-Q3CNQ in the 

LB multilayer structure and in the isolated state  

 

According to the bond length calculation of the Q3CNQ chromophore in the LB 

multilayer structure (Figure 31(d)), the molecule tends towards that expected of a 

quinonoidal charge state. In particular, the two short C-C bonds (1.365 Å, 1.370 Å) in 

the acceptor ring system are those expected for the quinonoid form and in the 

quinolinium (donor) ring system, we see a single short C-C bond (1.356 Å) where we 

would place a double bond in a quinonoid resonance form. Moreover, a calculation of 

the Mulliken charge distribution in Figure 31(c) that shows the presence of total 

excess net negative charge of about -0.3 e on the dicyanomethanide tail nevertheless 

indicates a partially zwitterionic ground state (note that the X-ray photoelectron 

spectroscopy (XPS) evidence22 and the reflection–absorption infrared spectroscopy 

(RAIRS) evidence44 can be found to corroborate this negative charge localization in 

the LB phase). Therefore from the counter-facts exhibited by the bond length and 

charge calculations, it would be better to claim the molecule to possess a mixture of 

the zwitterionic and neutral forms.  
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The optical absorption spectrum of C18H37-Q3CNQ in the LB multilayer structure is 

calculated via Fermi’s golden rule based on the optimized electronic structure in the 

optimized geometry, as shown in Figure 32(a).  
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Figure 32   (a) Simulated absorption spectra of C18H37-Q3CNQ in the multilayer LB film with 

bandgap correction parameters used to compensate the underestimation of the fundamental gap 

(represents zero correction, � 0.1 eV bandgap correction, 0.2 eV bandgap correction, 0.3 

eV bandgap correction); we denote by convention the peak shown in the region 450 – 650 nm as 

the CT band, the peak in the region 300 – 400 nm as the localized electronic transition band. (b) 

The experimental polarized UV-Visible spectrum45 (as given in chapter 3) under normal 
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incidence for 14 layers of C16H33-Q3CNQ deposited on quartz at a pressure of 28 mN/m, the inset 

showing the measured direction of the CT transition moment. (c) Shift of wavelength at the 

maximum of CT band with bandgap correction. (d) Shift of wavelength at the maximum of 

localized electronic transition band with bandgap correction.  

 

The k-point MP grid is set to be 6 3 3  , the incident light propagation direction is 

prescribed to be along the surface plane normal with no polarization preference, in 

order to calculate all the in-plane transition moments under conditions of molecular 

orientational anisotropy. This is reasonably compatible with the experimental 

condition45 where light is used to perpendicularly irradiate an in-plane isotropic film 

produced from realistic deposition. We adopt a bandgap correction scheme to 

properly enhance the calculated KS gap by a series of electron energies up to 0.3 eV, 

in order to compensate the underestimate of the true fundamental gap due to the 

neglect of the derivative discontinuity in the local exchange-correlation (XC) 

functional with respect to the particle number. The wavelength at the maximum 

absorbance of the CT band shifts from 569 nm to 500 nm with 0.3 eV bandgap 

empirical correction (Figure 32(c)); while the high energy localized electron transition 

band shifts from 338 nm to 312 nm (Figure 32(d)). The calculated shoulder next to the 

CT band corresponds to another larger absorption band extended into the near-

infrared region centred around 1200 nm, which however has not been reported in any 

experimental result except one case where a slight shoulder (to the IR) at the base of 

CT band on the high wavelength side is observed for long chain Q3CNQ LB film 

spectra46.  

 

To find a more reliable bandgap value, a non-local Screened Hartree-Fock XC-

functional47 is used to evaluate the energy level, where a 0.16 eV enhancement is 
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identified to be added to the original bandgap calculated from the PBE functional. 

Thus the CT band wavelength can be easily extracted from a linear interpolation 

according to Figure 32(c), as CT = 532 nm; similarly the localized electron transition 

band position can be determined as local = 324 nm. It is interesting to see that the 

computed CT band location is in excellent agreement with the experimentally found 

CT band at 530 nm for a 14-layer Q3CNQ LB film (Figure 32(b))45; even though a 20 

nm discrepancy arises in the localized transition band location. The ratio of the 

absorption intensity of the two bands is roughly estimated to be ACT/Alocal = 0.3, which 

is quite close to the experimental two band intensity ratio (B/A = 0.4) at normal 

incidence for LB films deposited below the collapse point45. We therefore can claim 

that we are giving quite solid theoretical support to the observed CT peak around 530 

nm with intensity considerably weaker than the localized transition reference band, 

this result going against any experimental observations before those reported in Ref. 

45.  

 

The transition energy of the CT band within the visible region (equivalent to 2.33 eV) 

is well above the principal bandgap between HOMO and LUMO levels according to 

the computed bandstructure (as shown in the energy level structure in Figure 33), but 

it can be robustly fitted into the energy difference between the HOMO and super-

LUMO as well as the sub-HOMO and LUMO levels.  
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Figure 33   Computed Q3CNQ LB film energy level structure (from the PBE functional) near the 

HOMO and LUMO levels. Roman numeral I represents the principal transition corresponding to 

the large absorption band in the near-infrared region, and II represents the secondary transition 

corresponding to the visible CT band. The bands below sub-HOMO and above super-LUMO 

(only two are representatively shown here) are quite close to each other by having much smaller 

energy difference.  

 

The localized transition band at 324 nm in the optimized simulated absorption 

spectrum (corresponding to 3.83 eV in energy) is identified with a transition from the 

occupied lower energy bands to the higher conduction bands comprising many 

transition possibilities and therefore can be seen as an optically isotropic transition. 

(As reported in the experiment, the large high energy peak “A” is unchanged in angle-

dependent spectroscopy.)  

 

To improve the previous understanding on the charge transfer mechanism of the 

Q3CNQ molecule where only the HOMO and LUMO were considered in the UV-

Visible optical absorption and molecular rectification properties, an examination of 

the electronic structure has been performed and shows that there are, in fact, 4 

delocalized molecular orbitals comprising HOMO, LUMO, sub-HOMO and super-

LUMO; the orbitals corresponding to further higher and lower energy bands leading 
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to the localized structure. The two secondary transitions (HOMO to super-LUMO and 

sub-HOMO to LUMO) involved in the visible region band are illustrated in Figure 34.  

 

Figure 34   Kohn-Sham HOMO (blue) to super-LUMO (pink) and Sub-HOMO (green) to LUMO 

(yellow) orbital transitions in LB multilayer structure, the associated figure gives a schematic 

drawing of the chromophore orientation and the direction of the secondary transition moments 

involved in the CT band according to the calculated optical matrices.  

 

It is apparent that both secondary transitions can be shown to be intramolecular 

transitions across the chromophore. The short orbital transfer distance is attributed to 

the molecular dihedral twisting effect that breaks the  bond conjugation along the 

molecule. 

 

Since all the calculations obtained above are for the electronic structure in one unit 

cell comprising a single molecule, a parallel Q3CNQ dimer supercell in an LB 

multilayer structure is also constructed to compute the absorbance spectrum and 

orbitals to examine the possibility of intermolecular electron transfer behavior, as 

purported by many previous experimental observations48, 49. From the calculation 
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results, the charge transfer is constrained to the single chromophore which is similar 

to the case of a mono-molecular unit cell, and no intermolecular orbital cross-over can 

be detected. The calculated absorbance spectrum from the dimer supercell gives 

exactly the same absorption features as that from the single unit cell. We thus 

conclude that there are no intermolecular charge transfer transitions in the long chain 

Q3CNQ LB multilayer configuration.  

 

In order to fully capture the nature of the charge transfer transition, the optical 

matrices of two secondary transitions in the LB lattice structure are computed to 

indicate the orientations of the transition moments. The matrices are calculated at 

each k point in the MP grid between relevant transition energy levels; and only the 

matrix corresponding to the minimal energy difference between two bands on k-space 

is selected, since that is where the transition is most likely to take place. Therefore the 

optical matrix (in atomic units) of HOMO to super-LUMO transition is given as 

(0.0573, 0.0376, 0.0992) with the oscillator strength calculated as 0.0165 (expressed 

under normalized condition), that of sub-HOMO to LUMO as (0.1124, 0.0510, 

0.0492) with oscillator strength 0.0194. These two secondary transitions are therefore 

comparable in strength to each other. The tilt angles of the two transition moments 

from the surface normal can then be deduced to be 68.8 ° for HOMO to super-LUMO 

and 60.4 ° for sub-HOMO to LUMO, respectively, as schematically shown in Figure 

34. Moreover, the chromophore orientation in the LB lattice structure (molecular long 

axis vector defined from the atomic positions shown in Figure 31(c)) can be roughly 

estimated to be 33 ° tilted from the surface normal. We therefore can claim that in 

theory, there is about 30 degrees deviation between the transition moment of the 

visible CT band and the Q3CNQ chromophore orientation. Note that the calculated 
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chromophore tilt angle is reasonably smaller (due to the reason that the DFT work is 

reproducing the optimally packed structure with the optimal molecular tilt which is 

difficult to achieve by producing films in a realistic lower pressure) than the 

molecular tilt of 44 ° evaluated from ellipsometry for films transferred at lower 

pressure and the transition moment for the 530 nm band is found to be completely out 

of plane (i.e. zero polar angle) via angle-dependent spectroscopy45. These 

discrepancies between theory and experiment are simply noted and probably indicate 

a limitation in being able to reproduce theoretically, the layer structure under varying 

depositions, in particular under varying surface pressures.  

 

5.4.2   C18H37-Q3CNQ in the isolated phase 

Owing to many interests expressed in the conformation and charge state of the single 

Q3CNQ molecule, we perform a computation to optimize the geometry of              

C18H37-Q3CNQ in the isolated phase by putting the molecule into a unit cell large 

enough so that the interactions from neighbouring molecules can be neglected. The 

lattice parameters are therefore fixed at 10 Å larger than those in the LB solid phase, 

and set to be 15.4 19.7 45.5  Å. The scale of the lattice parameter extension is 

empirically selected from which a good convergence of the molecular conformation 

can be visualized to well approximate the vacuum space. A 2 1 2   k-point mesh is 

used to achieve self-consistency.  
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(a) 

 

 

(b) 
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(c) 

Figure 35   (a) Optimized geometry of C18H37-Q3CNQ molecule in the isolated phase. (b) 

Mullikan charge distribution of Q3CNQ in the isolated phase. (c) Bond lengths of the Q3CNQ 

chromophore in the isolated phase.  

 

The optimized molecular conformation in the isolated phase is shown in Figure 35(a) 

with calculated individual and total dihedral twisting angles displayed in Table 2. It is 

not surprising to see that in the isolated phase the Q3CNQ chromophore exhibits a 

nearly planar structure; but, an examination of the bond lengths of Q3CNQ in the 

isolated phase (Figure 35(c)) shows it to be almost identical with that in the LB 

multilayer structure and supportive of the quinonoid resonance form. However, 

according to a calculation of the Mulliken charge distribution in the isolated phase 

(Figure 35(b)) the total net excess negative charge greater than -0.3 e on the 

dicyanomethanide group (which is slightly larger than that in the LB phase) again 

points us towards the ‘zwitterionic’ description.  

 

For the computational results that indistinguishable molecular bond length and charge 

distributions are generated under two sharply distinct geometries (one is planar and 

one is twisted), we here tentatively propose our interpretations. It is known that for the 
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push-pull polarizable molecules with a π-conjugated chromophore, if the molecular 

geometry is kept rigid, reducing the intermolecular distance of a parallel dipole-

aligned molecular array, the ionicity of each molecule is decreased50. On the other 

hand, for a single molecular π-conjugated chromophore in the isolated phase, the 

dihedral twisting between the donor and acceptor ring planes would cause aromatic 

stabilization and a charge separated state, and result in the polarization of the 

molecule by means of conformational charge transference51. Therefore in our case for 

the calculation from the single molecule to the LB phase where we put the π-

chromophores together in a molecular array where the dihedral twisting is increased, 

the convolution of the charge state and the molecular polarity would entirely depend 

on the trade-off between two processes; one for array condensation which tends to 

neutralize the molecules, the other for geometry changing (twisting) which tends to 

polarize the molecules.  
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Chapter 6   Summary of the LB work 

 

In summary for the LB work, according to the DFT simulations performed for the 

long chain Q3CNQ molecule (C18H37-Q3CNQ), the computation produces a highly 

twisted optimal geometry in the artificially built infinite multilayer with rigid lattice 

structure. The calculated dihedral twisting angle of 35.2 º matches quite well with that 

found crystallographically for Q3CNQ and related analogues. A partial mixture of the 

zwitterionic and quinonoidal forms is identified as the ground state for molecules in 

LB films. The calculated LB absorption spectrum provides a CT band located at 

around 530 nm and is in good agreement with the latest experimental results in both 

absorption location and intensity. Four delocalized orbitals are identified in the LB 

unit cell with 2 secondary intramolecular transitions from HOMO to super-LUMO 

and from sub-HOMO to LUMO constituting the CT band within the visible region. 

Thus an improved description of the nature of the charge transfer will require that 

interpretations of the optical transitions and molecular rectification behaviour involve 

not only the molecular HOMO and LUMO, but also the sub-HOMO and super-

LUMO levels. Moreover, the orientations of the two secondary transition moments 

for the visible CT band are calculated to lie about 30  away from the Q3CNQ 

chromophore structural long axis. The case of the isolated single molecule is also 

simulated in which the optimized molecular geometry gives a planar structure.  

 

The theory has given a reasonable simulation for the molecule in LB multilayer 

configuration by presenting the Q3CNQ multilayer spectrum and the twisted 

geometry that are in excellent match with experiment. The calculation even largely 
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improves the picture of charge transfer transition in this molecule in the form of LB 

films. However, the computational results still completely go against our own 

experimental results, where a 530 nm CT absorption band is not seen in our long 

chain Q3CNQ LB film spectra. The real mono-molecular array for the contact C18H37-

Q3CNQ monolayer which we believe can be produced from the filtered spreading 

solution actually gives no absorption features in the visible region at all, and this 

experimental result seems quite reproducible. It is then difficult to explain why the 

simulated and the newest published experimental Q3CNQ LB multilayer45 show 

colours but our LB monolayer is observed to be totally colourless. The discrepancy 

may come from the complexity of the contact monolayer where the molecule could 

have a morphology due to the interaction with substrate that is not represented by our 

theoretical model. A reliable simulation and understanding for the electronic structure 

of this monolayer-substrate configuration are not yet available.  

 

Nevertheless, what is certain is that the so-called CT transition for the long chain 

Q3CNQ at around 570 nm can never be generated from mono-molecular layers in the 

sense of the real Langmuir-Blodgett films, but is rather produced from the molecular 

aggregate or particle state. This conclusion is supported by our experimental results 

showing that the 570 nm absorption band can only be produced from the unfiltered 

opaque spreading solution according to both the LB film spectroscopy as well as the 

in situ Langmuir layer spectroscopy. The fact that the C18H37-Q3CNQ powder film 

gives the absorption at around 570 nm also strongly indicates this band is of the 

absorptive feature in the molecular aggregate. Moreover, from the newly reported 

experimental results in Ref. 45, the appearance of the 570 nm band for long chain 

Q3CNQ multilayer only when the film is transferred above the isotherm collapse 
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point clearly demonstrates the reasonableness of our molecular aggregate theory. And 

for previously reported experimental results where the so-called CT band at 570 nm is 

extremely irreproducible in the magnitude, we here tentatively state that it is due to 

the concentration of the molecular particles or the extent of aggregation is varied in 

different deposition conditions.  

 

We thus reach a point where we have clarified the nature of the CT transition for the 

long chain Q3CNQ LB multilayer with a characteristic absorption band at 530 nm 

according to the computation; we have shown to be false the statement that any 

observed absorption band at 570 nm can reveal the CT transition feature of the real 

mono-molecular LB films, and according to our experiments, the band is rather a 

consequence of the molecular aggregation. The nature of the contact Q3CNQ 

monolayer is left unexplained since its entire colourlessness contradicts the 

computational results for the Q3CNQ multilayer. Therefore, owing to the lack of 

understanding for the polarity and the electronic structure of this Q3CNQ contact 

monolayer, it would then be difficult to justify its functionality as an alignment layer 

to give efficient alignment effect for the molecules that are deposited on this 

monolayer. Thus the subsequent chapters will mainly deal with the molecular 

adsorption mechanism and the surface induced alignment effect for the molecules 

(specifically liquid crystal molecules) deposited on the bare solid surface as well as 

the LB functionalized surface simply using the fatty acid amphiphiles.  
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Part II   DPI study of strongly birefringent molecular layers 

Chapter 7   General theory of liquid crystal 

 

7.1   General background 

7.1.1   Phase structures of liquid crystals 

A liquid crystal phase is often characterized as an intermediate mesomorphic state 

between the highly organized solid and the amorphous liquid state. Conventionally, 

for the melting process from a solid to a liquid, molecules are associated with the 

rapid and simultaneous collapse in rotational, translational and orientational orders. 

However, when the melting process is mediated by the liquid crystalline behaviour 

there is usually a stepwise breakdown of the order. If the occurrences of these 

incremental steps of decay are dominated by the changing temperature, we call this 

collection of thermodynamically stable states between solid and liquid the 

thermotropic liquid crystal states. 

 

A typical description of order variation from solid to liquid with the intermediation of 

liquid crystalline phase is given below: in the increase of temperature, first, the 

molecules gain a rotational freedom about one or more axes as an initial breakdown of 

the crystalline anisotropy; second, a collapse of the long-range translational order 

where only the short-range translational order is maintained; third, the destruction of 

the local translational order and only the orientational order is kept; finally, a total 

loss of the orientational order to produce a completely isotropic liquid. The phase 

where the long-range or short-range translational orders are preserved is normally 
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referred to the smectic liquid crystal phase; those for which only the orientational 

order is kept are designated as a nematic liquid crystal phase. According to the current 

knowledge, a more concrete classification of liquid crystal with the increasing order 

from liquid to solid is given in the sequence as52 

Isotropic liquid, N, SmA, D, SmC, SmCalt, [SmBhex, SmI], B, SmF, J, G, E, K, H, 

crystal 

 

where N is the nematic phase; D is a cubic phase; SmA, SmBhex, SmC, SmCalt, SmI 

and SmF are smectic liquid crystals; B, J, G, E, K and H are smectic-like soft crystal 

phases.  

 

7.1.2   Structure of nematic liquid crystal 

The nematic phase is essentially a one-dimensionally ordered elastic fluid with 

orientational order but lack of rotational and translational orders. A general 

configuration of the nematic phase is depicted in Figure 36. 

 

Figure 36   Structure of the nematic phase 
 

Increasing order 

n

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As shown in Figure 36, the average direction each molecule’s long axis tends to align 

with gives rise to the director of the phase, symbolized as n


. The degree to which the 

molecules align along the director is called the order parameter of the phase, which 

can be defined by the equation 

           21
3cos 1

2
S                                                                                                    Equation 29 

where  is the angle of individual molecule deviated from the director; the brackets 

indicate an average operator.  

 

Additionally, in nematic liquid crystal, molecules normally have a disordered head-to 

–tail arrangement, thus can be considered to possess a centro-symmetric structure.  

 

7.1.3   Structure of smectic liquid crystal 

Smectic liquid crystals are essentially soft crystals where only the short-range 

translational order is maintained. Common smectic phases are often referred to as the 

orthogonal smectic phase with its representative Smectic A phase (SmA), and the 

tilted smectic phase that can be exemplified by Smectic C phase (SmC), both of 

which are illustrated below. 
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Figure 37   The structures of smectic A (left) and smectic C (right) phases 
 

As shown in Figure 37, the Smectic A liquid crystal has a quasi-layered structure with 

its layer director perpendicular to the layer plane; while in the Smectic C phase the 

molecules are arranged in diffuse layers possessing a tilt angle with respect to the 

layer normal.  

 

Additionally, a transition can be induced by the variation of temperature from Smectic 

A phase to a chiral Smectic C* phase (SmC*) in which each molecular layer is 

spontaneously polarized.  

 

n


n

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Figure 38   Schematic diagram of Smectic C* phase 
 

As illustrated in Figure 38, the layer directors rotate from one layer to another about 

the layer normal while the director polar tilt angle keeps constant.  

 

7.1.4   Continuum theory for nematic liquid crystals 

In an ordinary bulk nematic phase, it is considered that for the ideal case all the 

molecules would orient in a fixed direction designated by the director vector, which 

will constitute the minimal energy configuration. Any distortion of the bulk director 

field would lead to the storage of the excessive elastic free energy as a consequence of 

the elastic deformation53. It is commonly assumed that the elastic free energy density f 

is a function of the director field and its gradient, in the first order derivative 

approximation, it can be written as54 

               ,f f n n 
 

                                                                                                       Equation 30 

where n


 is the molecular director at every infinitesimal volume. Therefore the total 

free energy is the integration of the energy density across the whole volume. Since the 

n

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nematic liquid crystals are normally centrosymmetric, the energy density should be 

invariant under inversion transform, thus 

             , ,f n n f n n   
   

                                                                                        Equation 31 

It can be derived54 that in the expansion of spatial derivatives of n


, the free energy 

density can be eventually expressed as  

       2 2 2

1 2 3 4

1 1 1 1

2 2 2 2
f k n k n n k n n k n n n n           

        
 

                                                                                                                                                 Equation 32 

where the first, second and third term represents the splay, twist and bend elastic 

distortion free energies respectively, which are also seen to be the three basic elastic 

deformation types in nematic liquid crystals, as shown below. 

 

Figure 39   Basic types of elastic deformation in nematic phase: (1) splay, (2) twist, and (3) bend 

(Although we use ellipses to represent deformations, they are directors rather than molecules) 

 

The 1k , 2k  and 3k  are therefore denoted as splay, twist and bend elastic constants that 

can be determined experimentally. On the other hand, the fourth term 

 4

1

2
k n n n n    

   
 in Equation 32 gives rise to a ‘saddle-splay’ deformation as 

0n 


0n n 
 

0n n 
 

 

1k  2k  3k  
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a surface contribution where 4k  is called the surface Gaussian term. It can usually be 

omitted in the calculation of the bulk elastic free energy unless the sample boundary 

effect is referred. Additionally, the expansion of free energy over the second order 

derivative of n


 can result in another surface term  13k n n  
 

 where 13k  is called 

the splay-bend elastic constant. The validity of this second order surface term is still 

in controversy55, thus it will not be discussed further here. 

 

The free energy density f  written in this way is called the Frank-Oseen free energy. 

To obtain the optimal director field distribution in the liquid crystal bulk is essentially 

to minimize the global free energy which can be written as 

              F fdV                                                                                                                Equation 33 

where F  is the total elastic free energy of the bulk, f  is the free energy density as 

discussed above, dV  is the infinitesimal volume in the integration. Then the 

optimization can be achieved when 

            0dF                                                                                                                        Equation 34 

 

 

7.2   Liquid crystal anchoring effect 

7.2.1   General properties of liquid crystal surface alignment 

The phenomenon of orientation of liquid crystals by surfaces has been known as long 

as the liquid crystals themselves. The study of this surface induced alignment effect 

has mainly been done in the nematic liquid crystals with low molecular weight, 
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because of their simple structure and the application of nematic liquid crystals in 

displays.  

 

It is generally admitted that in the absence of surfaces and applied forces the director 

field of nematics is uniform and points to an arbitrary direction, the contact of the 

nematic phase with a surface of another matter can generate an imposed surface 

orientation on the liquid crystals. It is said that these surface molecules can reorient 

the molecules in the nematic bulk via the polar interaction until an optimal director 

field distribution is achieved across the sample. The phenomenon stated above is 

called the liquid crystal anchoring effect56.  

 

An old description of the anchoring mechanism stated that the presence of the surface 

can give a perturbation of the nematic ordering over a certain thickness near the 

surface. This provides a definition of the interfacial region in which the molecules 

redistribute themselves to produce a transition from the contact surface layer to the 

bulk nematic order. Recently56, an alternative explanation has been established by 

assuming the nematic bulk structure and ordering can extend right up to the surface 

without the emphasis on the interfacial region, and the director of the surface layer is 

pointing somehow around an easy (preferred) orientation imposed by the surface. 

 

More specifically, the liquid crystal anchoring is categorized as a strong anchoring if 

the contact surface layer has a fixed orientation as a result of the anisotropic 

interaction between the substrate and the nematic molecules; or a weak anchoring if 

the surface layer director is variable around the preferred orientation. For the weak 
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anchoring type, the surface director variation can be explained by the liquid crystal 

bulk effect on surface realignment or the change in surface molecular density.  

 

The azimuthal aspect of the anchoring direction can be monostable, multistable or 

degenerate, depending on the isotropy or anisotropy of the substrate (see Figure 40). 

An anisotropic substrate often induces a monostable or multistable azimuthal 

anchoring; while an isotropic substrate can induce a degenerate anchoring with all 

possible azimuthal orientation. On the polar aspect, the anchoring can be planar, tilted 

or homeotropic, depending on whether there is any excessive order along the surface 

normal of the substrate. Generally, a smooth surface gives rise to a planar anchoring; 

whereas a surfactant coated substrate would lead to a homeotropic one because of the 

dangling chains which make liquid crystals penetrable.  

 

Figure 40   Some experimentally observed anchoring: (a) monostable planar; (b) degenerate 

tilted; (c) homeotropic; (d) tristable planar 

 

(a) (b) 

(c) (d) 
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7.2.2   Theory of nematic liquid crystal surface anchoring 

For the weak anchoring type where the nematic surface director is allowed to deviate 

to some degree from the easy direction, the anchoring free energy is normally 

prescribed by the Rapini-Papoular expression57,  

            21
sin

2s ef W                                                                                                Equation 35 

where W  is the anchoring strength,   is the actual surface anchoring angle, e  is the 

preferred anchoring angle. The anchoring angles discussed here are only referred to 

the polar anchoring context for the reason of simplicity, with the angles defined with 

respect to the surface normal.  

 

A thin nematic liquid crystal film confined between two surface planes with two 

different preferred anchoring orientations is of special interest since it provides a good 

test of the surface anchoring effect on the elastic deformation and the director field 

distribution of the nematic bulk.  

 

Figure 41   Nematic liquid crystal confined between two parallel surfaces, the NLC directors are 

supposed to be within the paper sheet plane,   is the tilt angle from the z axis,   and    are 

the actual anchoring angles on the upper and lower surfaces respectively 

 

 



z  

n


2

d
 

2

d

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As shown in Figure 41, a nematic liquid crystal film of given thickness d  is confined 

between two surfaces with two preferred anchoring orientations. The surface 

contribution to the total free energy in the film can thus be written as 

            21
sin

2s ef W                                                                                           Equation 36 

            21
sin

2s ef W                                                                                           Equation 37 

where sf
 , sf

  and W  , W   are the surface anchoring energy and the anchoring 

strength of the upper and lower surfaces respectively; e
  and e

  are the preferred 

anchoring orientations in two surfaces. The bulk elastic free energy density can be 

expressed as58 

            2 2 21 1 1

2 2 2
f k n k n n k n n     

    
                                            Equation 38 

where the equation is derived from Equation 32 in the framework of uni-constant 

approximation with 1 2 3k k k k   , and the surface term is omitted here. Equation 

38 can be further written as 

           

2
1

2
f k

z

    
                                                                                                         Equation 39 

where we use the supposition that the director is only embedded in the paper sheet 

plane, therefore is only a function of  . The total free energy of the film per unit 

surface area over the whole thickness is thus the integration of the bulk elastic free 

energy plus two surface anchoring energies, as shown below 

              
2

2

,

d

s s
d

g f dz f f      



                                                                 Equation 40 
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where g  is the total free energy per unit surface area, 
z

  


. The optimal director 

field distribution across the film is achieved when 0dg  . A straightforward result of 

this global energy minimization would give the three equations in below for the bulk 

orientation distribution and the nematic anchoring boundary conditions,  

          
2

2
0

z





         

2 2

d d
z

    
 

                                                                                 Equation 41 

           1
sin 2 0

2 ek W                 
2

d
z

  
 

                                                   Equation 42         

           1
sin 2 0

2 ek W                 
2

d
z

   
 

                                             Equation 43 

The Equation 41 has an apparent solution that 

           az b                                                                                                                     Equation 44 

where a  and b  are constants to be determined. It means that in the nematic slab 

confined between two surfaces with different anchoring properties, the director 

changes linearly to obtain a minimal global free energy, as shown in Figure 41. The 

gradient of the director tilt angle a
d

  
 , where    and    are the actual 

anchoring angles on two surfaces. Therefore it is easy to get 

         1
sin 2 0

2 ek W
d

   
 

  
                                                                      Equation 45 

         1
sin 2 0

2 ek W
d

   
 

  
                                                                    Equation 46 

If we define the anchoring extrapolation length of each surface as 
k

L
W


  

and
k

L
W


 , the above equations can be reformulated as 

         1
sin 2 0

2 eL
d

   
 

  
                                                                           Equation 47 
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         1
sin 2 0

2 eL
d

   
 

  
                                                                          Equation 48 

In a simple case, let the preferred anchoring on one surface be planar (
2e

   ); the 

preferred anchoring on the other be homeotropic ( 0e
  ), it can be readily proved 

that the condition for Equation 47 and Equation 48 to have stable solution 

is d L L   , which can been regarded as the critical thickness of the nematic film to 

possess an equilibrium distorted state; for d L L   , the nematic film would have a 

uniform director orientation which is prescribed by the stronger surface anchoring59. 

This critical phenomenon providing the division between the distorted and uniform 

director field distribution can be experimentally realized in a hybrid aligned nematic 

(HAN) cell60.  

 

The theory given above is presented in the Frank-Oseen approach where the free 

energy is only a function of the director field and the gradient of the director field. It 

can also be formulated in terms of the order parameter of liquid crystals, where the 

storage of elastic free energy is due to the surface induced perturbation to the bulk 

nematic order. The theory of nematic surface anchoring pursued in this way is called 

the Landau-de Gennes theory61, 62, because of the complexity of this theory, it will not 

be discussed here. 

 

7.2.3   Anchoring phenomenon of nCB liquid crystals  

So far, extensive studies have been performed for the experimental measurement of 

the anchoring properties of low molecular weight nematic liquid crystals, particularly 

for the measurement on cyanobiphenyl molecules (nCB). One can distinguish three 
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main classes of substrates to characterize three main categories of nCB anchoring 

mechanisms: smooth surfaces, penetrable layers and topographic surfaces. The 

smooth surfaces mainly include silicon, silica surfaces or the smooth polymer films; 

the interpenetrable layer surfaces are generally surfactant coated surfaces which are 

usually made up of Langmuir-Blodgett (LB) films or self-assembled monolayers 

(SAM); the topographic surfaces often correspond to man-made microstructural 

topography that can be produced from uni-directionally rubbed polymer films or 

anisotropic vapour deposition such as obliquely evaporated SiO films. A detailed 

discussion of nCB anchoring on different alignment surfaces will be given below. 

 

(1) Anchoring on silicon or silica surfaces.  

The anchoring effect of nCB molecules on the silicon or silica substrates has been 

studied by surface SHG63 and ellipsometric method64, 65 for thermally evaporated LC 

films and deposited wetting films respectively. From these studies some interesting 

conclusions that are reached are that the general anchoring profile of nCB molecules 

on these solid interfaces could be constructed in terms of a metastable precursor film 

which is made up of a contact monolayer covered with an interdigitated bilayer.  

 

Figure 42   The metastable trilayer structure of nCB precursor films deposited on hydrophilic 

smooth surface   
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The structure of this precursor film shown in Figure 42 can be confirmed by the 

variations of SHG intensities during the LC film evaporation and the optical film 

thickness analysis detected by ellipsometry. The existence of this trilayer structure is 

also observed in the form of Langmuir films settled on the water-air interface for the 

8CB molecules66, and is used as a strong support for the trilayer conformation on 

solid surface. The polar tilt angle of the first monolayer is deduced to be 78 ° or 57 ° 

depending on different measurement methods; the subsequent bilayer is calculated to 

have closer tilt toward the surface normal. The mechanism of this trilayer formation 

can be mainly attributed to the short-range surface interaction which forces the cyano 

head group to be attracted to the surface polar site while the second bilayer is settled 

on the alkyl chain of the first monolayer to compensate the total surface polarity.  

 

However, the layer-by-layer growth pattern terminates after the formation of the first 

trilayer; further evaporation leads to the solidification of the films and bulk LC phase 

begins to occur. The stability of this trilayer preserved by the short-range interaction 

in the thicker films is not known, since in this case the bulk liquid crystal would play 

an important role in the determination of the NLC director profile. Generally, this 

mechanism is accomplished via the global minimization of the elastic free energy. 

 

(2) Anchoring on the free surface.  

For nearly all homologues of nCB molecules (n=5, 6, 7, 8), homeotropic anchoring is 

found at the nematic-air interface67. The statement is supported by the experimental 

evidence that when the temperature is approaching the isotropic-nematic transition 

temperature from the isotropic phase, a homeotropic nematic wetting film can be 
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detected to appear on the bulk surface by reflection ellipsometry. Moreover, the 

anchoring on the free surface is always considered to be of the strong anchoring type, 

which means the nematic director is nearly fixed at the surface normal with no 

deviation from that. 

 

(3) Anchoring on LB films.  

It is well known that the LB covered surface with aliphatic chains pointing away from 

the substrate can induce homeotropic anchoring for nematic liquid crystals, due to the 

interpenetrability between the NLC and the molecular vacancies in LB53. The quality 

of this homeotropic anchoring may depend on LB molecular density, surface charge 

or dipole of the hydrophilic head in LB, the hydrophobic tail length, etc. Among these 

factors, an important fact is that the LB film with lower packing density can lead to 

much better homeotropic alignment than the condensed ones, which could be 

attributed to the optimal density of LB holes as a prerequisite for the LC-LB coupling. 

Furthermore, another proposed mechanism for the LC anchoring on LB films to give 

a good quality of homeotropic alignment is that the LC molecules have to fully 

interact with the LB monolayer so that the LC could be dissolved in the LB film to 

form a 2D mixed phase at the interface.  

 

The anchoring of nCB molecules on a phospholipid LB monolayer (DPPC) is a well-

studied example for LB induced homeotropic alignment68, 69. The vertical alignment 

of NLC is ascribed to the surface electric field which can be seen as the result of the 

intrinsic substrate surface charge plus the lipid head group dipole, it is the electric 

coupling between the surface field and the surface polarization of the nematic that 

causes the nematic homeotropic anchoring. The homeotropic alignment of nCB on 
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DPPC LB Z-type monolayer can be observed when the film is deposited at lower 

surface pressure (which implies a lower molecular density); whereas the film 

produced in higher surface pressure leads to the disappearance of the homeotropic 

anchoring. More interestingly, for a DPPC monolayer deposited as X-type, the film 

produced from any surface pressure can give a homeotropic alignment, which can be 

seen as further strong evidence that the perpendicular orientation of NLC molecules 

results from the surface electric field generated by the surface dipole moment, in this 

case, it is the lipid head group dipole positioned outermost from the substrate.  

 

On the other hand, the hemicyanine dye with a large dipole moment made in the form 

of LB film can also be used to induce homeotropic alignment of NLC70. It is stated 

that both the hemicyanine dye monolayer and the alternating multilayer of 

hemicyanine dye and stearic acid possessing large polarity would give perpendicular 

anchoring of nCB; while an apolar hemicyanine dye film constructed in Y-type would 

not align the NLC in the homeotropic way. The results again indicate that the LC-LB 

coupling effect is actually coming from the dipole-dipole interaction. 

 

Additionally, some detailed theories71, 72 about nematic anchoring on LB films can be 

found, but they will not be discussed here.  

 

(4) Anchoring on self-assembled monolayers (SAM).  

The self-assembled monolayer coated surface is found to give either homeotropic or 

planar anchoring for nematic liquid crystals, depending on the molecular structure of 

the coated surfactant and the surface chemistry73, 74, 75, 76, 77. The surfactant used in 

forming SAM is mainly alkylsilane derivatives: 3RSiX , 2 2R SiX  or 3R SiX , where X  
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is chloride or alkoxy, R  is normally a hydrocarbon chain that can bear different 

functional groups. A self-assembled monolayer is often produced by immersing the 

hydroxylated substrate into a surfactant containing organic solvent where the 

molecules can be rapidly chemisorbed onto the pre-treated substrate surface78. One of 

the most commonly used SAM forming materials is octadecyltrichlorosilane (OTS), a 

typical chemical reaction of OTS with hydroxylic glass surface can be written as 

 

The reaction produces aliphatic chains lying along the surface normal thus generating 

a hydrophobic overlayer that is based on the polymerization of the siloxane backbone 

(-Si-O-Si-O-). It is worth noting that all the Si-Cl bonds have entered into the reaction 

with the assistance of the OH group from the substrate surface and the trace water 

adsorbed on the hydrophilic interface. Experiments have shown no chlorine can be 

detected in the monolayer78.  

 

 It is proved that the OTS covered surface could induce homeotropic anchoring for 

nCB molecules due to the dangling hydrocarbon chain alignment effect74. A small 
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amount of NLC molecules are believed to penetrate into the OTS monolayer because 

of the imperfection of the OTS coverage. Some other self-assembled monolayers such 

as N,N-dimethyl-N-octadecyl-3-aminopropyltrimethoxysilyl-chloride (DMOAP) and 

N-methyl-aminopropyltrimethoxysilane (MAP) are also studied73, 76, and are found to 

lead to homeotropic and planar nematic anchoring respectively. The reason behind 

this is attributed to the long alkyl chain alignment effect in DMOAP whereas the 

corresponding feature in MAP is absent. However, some SAM materials such as 

 3 2 m
CH CH SH  with long enough chain assembled on metal substrates even give 

rise to planar anchoring for nCB75, which cannot be fully understood. In a word, the 

nematic anchoring condition and the anchoring orientation on different alignment 

layers have to be interpreted as a result from the competing effect between the 

anisotropic polar interaction and the alkyl chain aligning strength.  

 

(5) Anchoring on topographic surface.  

Nematic anchoring on topographic surfaces usually refers to anchoring on rubbed 

polymeric films and obliquely evaporated SiO films. On these surfaces, nCB 

molecules normally tend to have a preferred azimuthal orientation which could 

constitute a monostable or multistable anchoring, due to the micro-grooved structures 

for the alignment effect. Detailed research into nCB anchoring on polymer films can 

be found in references 79, 80, 81, 82, 83, on evaporated SiO films in references 84 

and 85, but they will not be discussed here.  
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Chapter 8   Dual polarization interferometry: description 

and comment on data reliability 

 

8.1   Background 

The dual polarization interferometer (DPI) essentially consists of a dual slab 

waveguide sensor chip which comprises a 5-layer dielectric stack built on a 

semiconductor wafer surface. The device is fabricated on a silicon substrate with 

silicon oxynitride dielectric layers deposited by plasma enhanced chemical vapour 

deposition   (PECVD)86, as shown below. 

 

Figure 43   Schematic dual slab waveguide interferometer structure 

 

The five deposited silicon oxynitride ( x ySiO N ) layers have various refractive indices 

due to the fractional nitrogen content87, thus the enhanced refractive indices of the 

second and fourth layers will realize the confined optical waveguide modes in these 

two guiding layers. The front-face of the chip in the experiment is illuminated by the 
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laser beam with alternating polarization which can excite transverse electric (TE) and 

transverse magnetic (TM) modes in each of the upper and lower guiding layer88. The 

radiated waveguide modes (both in TE and TM) from the end-face then experience 

Fourier expansion to diffract in the free space, and finally form an interference pattern 

impinging on a 128-pixel linear photodiode array where the intensity distribution is 

recorded. The layer structure and optogeometric properties of this dual slab 

waveguide are presented in Table 3.  

Layer  Material  Refractive index  Thickness (m) 

1 
x ySiO N  1.490 2.1235 

2 
x ySiO N  1.520 1.0499 

3 
x ySiO N  1.475 3.0703 

4 
x ySiO N  1.520 1.0028 

5 
x ySiO N  1.470 2.1097 

 

Table 3  Nominal layer refractive indices and optical thicknesses of a single waveguide chip 

measured by ellipsometry 

 

The total length of the waveguide chip in the experiment is 24 mm; a window with 

length 12 mm is etched into the final cladding layer to expose the sensor waveguide 

(layer 4), the surface of which allows the adlayer to be deposited. Using the given 

waveguide parameters, numerical modelling shows in the 5-layer structure only one 

fundamental mode in each of the upper and lower guiding layer with both TE and TM 

polarizations will be excited at a wavelength of 632.8 nm. The interference pattern 

constructed in this way is a quasi-Young’s fringe, except that the envelop function is 
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strongly modulated by the diffraction effect. The phase of this fringe is therefore a 

representative of the relative phase position of the output fields of the upper and lower 

modes at the end-face of the waveguide chip. Any adsorption of adlayer over the 

sensor guiding layer or any conformational change relevant to the variation of the 

adlayer refractive index, thickness and surface density will cause the adaptation of the 

effective refractive index of the upper waveguide mode which will further lead to the 

relative phase position changes at the end-face and a movement of the fringe pattern. 

 

Therefore the DPI system can be used to measure any refractive index, thickness and 

surface density changes of materials deposited in the region of the evanescent field 

close to the surface of the upper guiding layer (the evanescent field sensitive adlayer 

thickness is around 100 nm), via the information from the phase change of the 

interference pattern. It is claimed that DPI can record thickness changes smaller than 

0.01 nm, and thus is able to provide sub-atomic resolution for the structural variation 

process of the adlayer. So far, DPI has found its fruitful application in the sensing of 

active biological thin films deposited on the guiding layer surface, with some 

biological processes such as protein adsorption89, 90, 91, 92, 93, protein folding94, 95, 96, 

lipid membrane formation97 etc to be  detected in real time.  

 

In this chapter, we will present a theoretical foundation of DPI via a computational 

simulation, in order to resolve the accuracy of the DPI phase measurement according 

to the detected fringe intensity pattern, and thus lay down the ground for the DPI to be 

used as a reliable technique for ultra-thin layer structural studies. A computational 

construction of the DPI fringe pattern is provided, followed by a DPI phase 
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calculation algorithm using the constructed fringe, the phase calculation error is 

discussed at the end.  

 

8.2   Principle of interferometric phase computation 

8.2.1   Interference fringe construction  

The construction of the quasi-Young’s interference fringe pattern at the plane of the 

photodiode array can be decomposed into three successive steps, comprising mode 

formation at the dual slab waveguide end-face, mode expansion in free space and the 

interference construction in the far field, as illustrated below. 

 

Figure 44   Schematic diagram of fringe formation 

 

As shown in Figure 44, 1b  and 2b  represent the thicknesses of the upper and lower 

guiding layers respectively; 1cn , 2cn  and 3cn  are the isotropic refractive indices of the 

upper, middle and lower cladding layers; 1gn  and 2gn  are the isotropic refractive 
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indices of the two guiding layers; a  is the separation of the two guiding layers. Given 

the optic-structural parameters of the waveguide, it is easy to get the electric field 

mode amplitude profile for the fundamental TE mode at the waveguide end-face98, 99, 

as formulated below. 
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where euN  is denoted as the effective refractive index of the upper waveguide; 0k  is 

the wavenumber in free space of the incident light; uD , uA  and uE  are the normalized 
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constants for the mode profile; u  is a phase factor which accounts for the asymmetry 

of the mode electric field distribution. All of these unknown parameters can be 

obtained by resolving the effective refractive index euN  from the eigenvalue equation 

of the fundamental TE mode 
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For the lower waveguide, the TE mode profile can also be written as 
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                  Equation 57 

with the corresponding parameters to be derived in the same way as in the upper 

waveguide. Additionally, a loss coefficient cL  can be defined to correlate the 

normalization constants of the upper and lower waveguides, which is used to quantify 

the optical scattering loss effect from the window region upon the upper guiding layer 

due to the adsorption of materials with higher refractive indices. Thus we have 

u c lA L A   0 1cL   to demonstrate the mode profile amplitude suppression of the 

upper waveguide. Normally we preset 1lA  , the other constants uD , uE , lD  and lE  

are linearly related to uA  and lA  respectively.  

 

The mode profile constructed at the waveguide end-face then experiences an 

expansion into the far-field in terms of Fraunhofer diffraction100, 101. The diffracted 

field is essentially a Fourier transformation of the initial source field. Thus the electric 
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field amplitude at point P due to the upper waveguide mode can be derived in the 

form of a Fourier integral. 
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The corresponding field amplitude at point P coming from the lower waveguide thus 

can be written as 
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The spatial frequencies 1Sk  and 2Sk  can be further approximated in the far-field 

condition, as given by 
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Therefore the intensities of the component fields due to the upper and lower modes 

are 2
u puI E  and 2

l plI E  respectively. According to the interference principle, the 

fringe pattern at the photodiode sensor plane could be built based on the definite 

phase relationship between the two component beams, and the interference intensity 

distribution across the target plane is generally written as 

          02 cos S
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where 0
Sy

k a
r

 is the spatial phase difference;   is the initial phase difference at the 

waveguide end-face which is resulted from the optical path length difference between 

the upper and lower guiding layers, and can be expressed as 
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where euN  is the TE mode effective index of upper guiding layer with cladding; 

 eN x  is the effective index of upper guiding layer in the window region with 

adsorption layers as a function of position; elN  is the lower waveguide effective index. 

The lengths of the total chip and of the window region are assigned as tl  and l  

respectively. It is worth noting that we use the integration to obtain the optical path 

length of the upper waveguide in the window region since the materials normally are 

not uniformly deposited on the upper guiding layer to possess equal thicknesses and 

isotropic refractive indices, the irregular geometry and inhomogeneous optical 

properties of the adsorption layer often cause different perturbation effects to the 

effective refractive index along the light propagation direction. 

  

8.2.2   Interference phase calculation 

Based on the experimentally recorded fringe intensity by the photodiode at each pixel, 

there has to be an analytical algorithm to determine the phase   just from the fringe 

intensity distribution in order to obtain information about the opto-geometrical 

changes of the adsorption layer. Under this principle, any thickness, refractive index 

and surface density variations of the adlayer can be implied by measuring this phase 

change in real time.  

 

Generally, the determination of phase by recording N intensity points of a fringe 

pattern when the phase is shifting is called temporal phase measurement 102. In a 

simple case, an interference pattern can be expressed as 
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          1 2 1 22 cosI I I I I                                                                                   Equation 64 

where   is the spatial phase difference that could be known at each intensity 

detecting position;   is the initial phase difference defined before, which is to be 

determined; 1I  and 2I  are component beams intensities, here they can be simply seen 

as constants for the plane wave wavefront (this is not applicable to the dual 

polarization interferometer whose wavefront is strongly modulated). Equation 64 can 

be rewritten as 
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.   here is defined as fringe contrast. For the N 

recorded intensity measurements, the intensity recorded at each pixel can be 

formulated as 
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The solution of 0a , 1a  and 2a  coefficients can be obtained from a least square matrix 

manipulation, 
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The phase   and contrast   are therefore 

          2

1

arctan
a

a


 
  

 
                                                                                                    Equation 69 



 120

          

2 2
1 2

0

a a

a



                                                                                                           Equation 70 

If the N intensity measurements are taken equally spaced over one modulation period, 

which means 
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It is easy to prove 

         
2 2

cos sin cos sin 0

cos sin
2

i i i i

i i

N

   

 

  

 

  
 

                                                        Equation 72 

Thus Equation 68 can be rewritten as 
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which is essentially a diagonalization of the matrix. In this case, the phase can be 

further simplified into 
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The phase calculated in this way is also called a synchronous detection.  

 

8.3   Practical phase algorithm in DPI and modelling result 

Based on the waveguide parameters given in Table 3 and the theory presented above, 

a numerical modelling (performed in MATHCAD, and all hereafter) of the TE mode 

profile at the waveguide end-face can be constructed as below 
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Figure 45   Electric field amplitude of TE mode profile at dual slab waveguide end-face, the blue 

line is the upper guide profile while the pink one is lower guide profile 

 

It proves again that only the fundamental mode can exist in this designed waveguide 

structure, and the upper and lower modes are able to propagate independently since no 

mode overlap takes place. Note that we use a typical loss coefficient for the upper 

guide 0.5cL   to demonstrate the scattering effect in the window region. The 

wavelength of the incident light is set to be the experimental value = 632.8 nm.  

 

Provided the photodiode array detector length is 12 mm, and 128 pixels are equally 

spaced on that; the detector-waveguide distance is set to be 16.59 mm according to a 

semi-empirical estimation, an ideal fringe pattern based on the principles of 

interference and Fourier expansion can be built as below. 
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Figure 46   The theoretical fringe pattern on the pixel array, j representing the pixel number 

 

In Figure 46, the phase   is prescribed to be 0 for the reason of simplicity. It has to be 

noted that in the experiment it is difficult to get this smooth curve due to the existence 

of the random noise level, thus here we specifically introduce a static fringe factor to 

account for the scattered light or the dirty optical path that generates the fringe defect. 

This fringe image error is normally considered to be static and not moving with the 

spatial fringe movement when the phase is changing. In theory, the static fringe error 

can be quantified by introducing random numbers to each pixel upon the ideal fringe, 

we thus could write 

         02 cos Sj
j uj lj uj lj j

j

y
I I I I I k a Istat

r


 
      

 
                                              Equation 75 

where ujI , ljI , Sjy  and jr  have the similar definitions as in Equation 62, except for 

using the discrete forms in terms of pixels; jIstat  is the static fringe intensity 

artificially created from 128 random numbers with uniform distribution between a 

number range. For the case that jIstat  is a series of computationally generated 

uniform random numbers between 0 and 0.4, the interference fringe would become 
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Figure 47   Practical fringe pattern with static fringe error, the phase is still defined as 0   

 

In general, the interference fringe with large diffraction envelop function is not 

suitable to use the temporal phase measurement straightforwardly to extract the phase 

information, since the algorithm requires a standard cosine interference pattern. The 

idea to calculate the phase from a strongly modulated fringe is first to reduce the 

fringe to a standard cosine fringe, then to compute the phase from the temporal 

algorithm described above. We reconsider Equation 62, where both the component 

beam intensities uI  and lI  have a distribution across the pixel array that can be 

viewed as a consequence of the initial mode profile and the diffraction effect. Given 

the optogeometric parameters in the dual waveguide, it is reasonable to hypothesize 

the upper and lower waveguides have the same structure within the fabrication 

tolerance, thus would lead to the same upper and lower mode profiles. The only 

difference as shown in Figure 45 results from the scale factor which is essentially the 

upper guide loss coefficient due to the scattering effect. We therefore could write 

           u c lEf L Ef                                                                                                               Equation 76 
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We state that any calculation error coming from the deviation from this linear 

relationship is due to the structural inconsistency between the two waveguides, and 

can be termed systematic error. The diffracted electric fields at the detector plane via 

the Fourier transform also have the similar relationship but in an approximate way. 

           pu c plE L E                                                                                                              Equation 77 

Thus 

           2
u c lI L I                                                                                                                  Equation 78 

So the Equation 62 can be reformulated as 

       2
01 2 cos S

l c c

y
I I L L k a

r
         

                                                                  Equation 79 

Obviously lI  is the envelope function that we seek. If we define the reduced fringe 

intensity r
l

I
I

I
 , then we would get a pure cosine interference pattern 

        2
01 2 cos S

r c c

y
I L L k a

r
     

 
                                                                        Equation 80 

which in theory can be taken into the temporal algorithm for phase calculation.  

 

A typical reduced fringe pattern is calculated following the method presented above 

and shown below. 
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Figure 48   The reduced interference fringe pattern with phase 0   

 

It can be seen that in the middle of the pixel array the cosine pattern is well 

maintained, while on both sides large defects occur. It could be interpreted as 

magnifications of the static fringe error when the small random static fringe level is 

divided by the small envelope function in the border region of the pixel array. It is 

also reasonable to conclude the static fringe error would mainly take effect on the 

border of the fringe and could constitute one of the major sources of the phase 

calculation error.  

 

From the reduced interference fringe, the phase can be extracted using the least square 

matrix method from Equation 68 and Equation 69. The following models are built 

from a series of preset phases   which range over tens of radians, the artificial fringes 

are constructed from interference and diffraction principles, and the calculated phases 

c  are obtained from the temporal algorithm based on N intensities measurement. We 

define the artificial absolute phase error to be the difference between the calculated 

phases and the preset phases ( err c    ), then we find a periodic pattern of the 
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phase error with the periodicity of 2  that evolves with the calculated phases, as 

shown below. 
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Figure 49   The computed phase error versus calculated phase 

 

The amplitude of the phase error fluctuation is actually correlated with the static 

fringe level (which is represented by the magnitude of the random numbers and is set 

to be the same as above in [0, 0.4]) and the upper guide loss coefficient (which is set 

to be 0.5 as above), both of which are the central factors that determine the overall 

level of fringe contrast. We hereby assign the computed contrast c  to be calculated 

from Equation 70 following the same procedure as in the phase error calculation. It 

can be found that the calculated contrasts also have a periodic pattern as evolving with 

the calculated phases, which is plotted below. 
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Figure 50   The calculated contrast versus the calculated phase 

 

The periodicity of 2  in the calculated contrast evolution can be easily understood: 

since the static fringe defects do not move, this will periodically modulate the fringe 

contrast which would come back to the initial value with the phase increment of 2 . 

Thus it is the static fringe effect that gives rise to the cyclic fluctuation of the 

calculated contrast. Moreover, it is worth noting that the contrast here is essentially 

the contrast of the reduced fringe, the ideal value of which can be computed as 

0 2

2

1
c

c

L

L
 


 from Equation 80. The ideal (preset) fringe contrast is normally found to 

be a bit larger than the calculated ones; and from the relationship between 0  and cL , 

it is easy to infer that the scattering factor ( cL ) in the upper guide would determine 

the average level of the computed contrasts. 

 

A strong correlation between the phase error and the calculated contrast can be 

obtained by plotting them together, 
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Figure 51   The phase error versus the calculated contrast 

 

it can be seen that the minimal phase error corresponds to both the maximum and 

minimum of calculated contrasts, which means there is a definite phase relation 

between these two factors. Figure 51 could be used as a semi-empirical prediction of 

the phase measurement accuracy when the calculated contrast can be experimentally 

determined.  

 

The simulation results shown in Figure 51 are based on a definite upper guide 

scattering level and thus a constant loss coefficient, the variation of the calculated 

contrasts therefore is the result of the static fringe effect. If we have a dynamic loss 

coefficient which means the upper guide scattering level is varying, it is reasonable to 

expect the overall phase error will change with the scattering level, as shown below. 
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Figure 52   The phase error versus calculated contrast with varied loss coefficients (each circle 

represents one loss coefficient) 

 

According to Figure 52, with the increase of the scattering level which is associated 

with the decrease of the average calculated contrast, the overall phase error gives a 

monotonic increase. It demonstrates that in the lower contrast region the phase 

calculation would be more inaccurate.  

 

To solve the phase accuracy problem in the lower contrast situations, the Farfield 

group developed a special recipe for this dual polarization interferometer to reduce the 

phase inaccuracy. Instead of dividing the fringe intensities by the envelope function to 

get a reduced fringe pattern which has a quasi-cosine distribution with enlarged 

defects in the outer regions, they multiply the fringe intensities by the envelope 

function to obtain an enhanced fringe pattern in which the side region defects are 

minimized and the intensity distribution is centralized in the middle area. We thus can 

write, 
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           enh envI I I                                                                                                                Equation 81 

where enhI  is the enhanced fringe intensity that could enter the temporal algorithm, I  

is the practical fringe pattern built computationally, envI  is the envelope function. In 

principle, the envelop function envI  should be the component beam intensity from 

lower waveguide lI , but for simplicity reason, we can set envI  to be a cosine function 

which actually mimics the shape of lI , as expressed below. 

          
1 2 1

1 cos
2 2env S d

d

I y l
l

         
    

                                                                    Equation 82 

where dl  is the length of the photodiode array detector, Sy  is the pixel position. The 

enhanced fringe pattern constructed in this way can be shown as 
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Figure 53   The enhanced fringe pattern with typical phase 0   

 

It can be viewed that the enhanced fringe in Figure 53 is completely different from the 

reduced fringe in Figure 48, the large fringe defect in the outer regions given by the 

static fringe effect is diminished via the enhancement of envelope, so that the phase 

calculation can be extracted just from the central region of the fringes. In the strict 
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sense, an interference pattern with shape like Figure 53 does not satisfy the conditions 

of temporal algorithm for phase calculation, here we will make a compromise on that 

thus the enhanced fringe is used directly in the algorithm and a phase calculation error 

will be analyzed. Note that in the enhanced fringe pattern there are only two 

modulation periods that can be effectively considered, therefore it is reasonable to use 

the least square matrix in the diagonalized form expressed in Equation 73. 

Additionally, in order to efficiently augment the calculated fringe contrast so that the 

contrast is always recognizable even in the case of large scattering loss, Equation 73 

can be further modified into 

            

 
1

0

1

2

0 0

0 0 cos
2

sin
0 0

2

env j j

enh j j

enh j j

N I I Ma
N

a I

Ia N





 
                          
 





                                                  Equation 83 

where  1 2min , NM I I I  . Apparently, the phase and contrast can be calculated 

immediately by using 2

1

arctanc

a

a


 
  

 
, 

2 2
1 2

0
c

a a

a



 . Furthermore, the contrast 

calculated in this way is always larger than the preset fringe contrast 0 .  

 

Following the similar procedure of phase calculation using reduced fringes, in the 

enhanced fringe recipe, the phase error computed from the difference between the 

calculated phase and the preset phase can also be plotted against the calculated 

contrast, as illustrated below. 
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Figure 54   The phase error versus calculated contrast with varied loss coefficients by using 

enhanced fringe method 

 

In Figure 54, we use completely the same parameters as in Figure 52, except the 

phase and the contrast are calculated by means of enhanced fringes. It can be readily 

seen that even in the lower contrast, the phase error is controlled within 0.06 radians 

which is 10 times smaller than the error computed from the reduced fringe. The 

contrast calculated in this framework can also be obtained with the evolving 

calculated phase, as shown below.  
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Figure 55   The calculated contrast versus calculated phase computed from the enhanced fringe 

 

Figure 55 is computed based on the upper guide loss coefficient 0.5cL   which is set 

to be the same as in Figure 50; it also gives a periodicity of 2 . However, it is worth 

noting that the phase of the contrast pattern here is a bit different from that in Figure 

50, which could be understood as a result of the two calculation methods. 

 

In summary, we proposed a reliable phase and contrast calculation method for dual 

polarization interferometry by using fringe patterns enhanced by a cosine envelop 

function. The phase is then computed from the enhanced fringe pattern via the 

temporal algorithm in terms of a diagonalized least square matrix (synchronous 

detection). The computational phase error obtained in this way can be delimited to 

within 60 milliradians for nearly all practical range of fringe contrasts. It shows that 

the methodology can give reliable phase and contrast information and is applicable in 

the experiment of adlayer adsorption or the sensing of conformational change in the 

overlayer deposited upon the window region. It provides the flexibility of phase 

detection over a large range of scattering level variation due to the deposition of the 
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overlayer or any relevant opto-geometric changes. Data reliability is still maintained 

even in the case of significant scattering loss. 
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Chapter 9   Dual polarization interferometry for the study of 

liquid crystal anchoring orientation 

 

9.1   Background 

In this chapter, we will report an optical anisotropy analysis of an ultra-thin 

cyanobiphenyl (5CB) liquid crystal film grown by thermal evaporation onto the dual 

slab waveguide interferometer. The adsorbed 5CB layers are considered to be an 

ultra-thin interfacial film within which the optical refractive index is strongly 

correlated to and evolves with the thickness of layers. The scale of the film thickness 

possessing the dynamic anchoring anisotropy is expected to be much smaller than 200 

Å, which is equivalent to about 10 stacked layers of homeotropically aligned 5CB 

with molecular length 18.7 Å, and this provides an important simplification in the 

analysis, as will be shown.  

 

The optical anisotropy of the adsorbed ultra-thin layers upon the waveguide surface is 

detected by means of evanescent wave sensing. Both TE and TM fundamental modes 

are excited in the dual slab waveguide structure allowing the consideration of the 

refractive index profile of adsorbed layer in the surface normal and surface parallel 

directions simultaneously. The refractive index anisotropy associated with the 

orientation of NLC molecules is analyzed by the phase changes of interference 

patterns in each polarization constructed by two waveguide modes radiating from the 

upper and lower guiding layers at the edge of a dual slab waveguide structure.  
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The dual slab waveguide interferometer used to detect the optical anisotropy of the 

adsorbed films is described in chapter 8; its structure is again shown below with the 

experimental reference frame.  

 

Figure 56   Schematic diagram of the dual slab waveguide interferometer structure, the uniaxial 

nature of adsorbed liquid crystal layers is schematically indicated 

 

 

9.2   Theory of LC anchoring analysis via DPI 

Despite the many complex anchoring configurations of NLC molecules adsorbed on 

surfaces made possible using various alignment effects (as analyzed in chapter 7), we 

only consider here molecules growing on the surface in a mean field approach, where 

the average director orientation is prescribed by the minimization of the bulk elastic 

free energy, surface anchoring energy as well as the short-range interaction energy. 

We thus are able to observe the average surface alignment evolving as a function of 

molecular density and the evaporated film thickness.  
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Figure 57   NLC director shown in the experimental reference frame 

 

The anisotropic refractive index of NLC layers with average director field n


 in the 

experimental coordinates can be obtained via coordinate transformation of the 

dielectric tensor of NLC molecules103. The diagonalized intrinsic dielectric tensor of 

the uniaxial NLC molecule is set to be 

2

2

2

o

o

e

n

n

n

 
 
 
 
 

 with ordinary refractive index 

on  and extraordinary refractive index en  along the molecular axes. The tilted 

molecules with polar and azimuthal angles   and  (shown in Figure 57) will yield 

dielectric constants in x, y, z directions as, 

            2 2 2 2 2 2 2 21 1
2 sin sin cos 2

2 2z o e o e on n n n n n                             Equation 84 

            2 2 2 2 2 2 2 21 1
2 sin sin cos 2

2 2x o e o e on n n n n n                             Equation 85 

          2 2 2 2 2siny e e on n n n                                                                                       Equation 86 

For the x ySiO N  substrate that the NLC is adsorbed on, we generally consider it 

possessing an isotropic surface due to its amorphous bulk structure. The NLC 

molecules adsorbed on the isotropic surface are normally considered to have 

degenerate tilt or planar anchoring since there is no excessive order in the azimuthal 

x  

y

z  

n


 

  


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plane. We thus only calculate the in-plane average refractive index with no 

preferential azimuthal angle for the adsorption layers, such that, 

            2 2 2 2 2 21
2 sin

2z x o e on n n n n                                                           Equation 87 

            2 2 2 2 2siny e e on n n n                                                                                 Equation 88 

where we use cos 2 0  . 

 

Additionally, the assumption that the ultra-thin NLC layers have a uniform director is 

based on the thickness of the films which are small enough to be under a critical 

thickness, defined as the difference of the two anchoring extrapolation lengths of the 

upper and lower interfaces. The proof of this statement can be referred to chapter 7.  

 

The phase variation of the dual slab waveguide mode associated with refractive 

indices changes due to the adsorbed layer is calculated in terms of the perturbation 

rate to the effective index of the sensor guiding layer. The relative output phase 

position of the upper and lower waveguide modes for the TE mode (hereafter, TE 

phase in the rest of this thesis; and that of the TM mode, the TM phase) is, 

           0 4 0 0 2

0

l

E E c t E E tk N l l k N x dx k N l                                                          Equation 89 

where 4E cN  is the TE mode effective index of guiding layer 4 with cladding; EN  is 

the effective index of guiding layer 4 with adsorption layers as a function of position; 

2EN  is the lower waveguide effective index. The lengths of total chip and of the 

window region are assigned as tl  and l  respectively. A similar formula can also be 

written for the TM phase, 
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           0 4 0 0 2

0

l

M M c t M M tk N l l k N x dx k N l                                                       Equation 90 

where 4M cN ,  MN x and 2MN  have the same meaning as the counterparts in the TE 

mode. Equation 89 and Equation 90 can be simplified into, 

          0

0

l

E E EC k N x dx                                                                                              Equation 91 

          0

0

l

M M MC k N x dx                                                                                           Equation 92 

if we define phase constants  0 4 0 2E E c t E tC k N l l k N l    and 

 0 4 0 2M M c t M tC k N l l k N l    which are irrelevant to the NLC deposition. 

 

The problem that the sensing waveguide effective index is variable along the 

propagation direction is impossible to resolve, since the adsorbed NLC films upon the 

x ySiO N  substrate have a random geometry, and we generally do not expect a layer-

by-layer growth of 5CB molecules in the physisorption case. However, this difficulty 

can be easily eliminated by introducing a linearity hypothesis, in which the 

enlargement of the effective index is proportional to the grown thickness of the 

adsorption layer (this point is to be theoretically verified later). Hence we can write, 

               0
E m EN x ad x N                                                                                           Equation 93 

               0
M m MN x bd x N                                                                                         Equation 94 

where  md x  is the thickness of the adsorption layer as a function of position; 0
EN  

and 0
MN  are the sensing waveguide effective indices of TE and TM modes for the 

bare surface before deposition; a  and b  are what we call the TE and TM perturbation 

rate to the waveguide effective index due to the existence of the adsorption layers, and 
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they are equivalent to E

m

N

d




 and M

m

N

d




 respectively. In the assumption of uniform 

director for ultra-thin NLC films, the perturbation rate should only be a function of 

anisotropic refractive indices as well as the average molecular orientations of the NLC 

films, regardless of the film thickness. Thus at a certain time when the NLC films 

have a certain average anchoring alignment, Equation 91 and Equation 92 can be 

transformed into,   

             0
0 0

0

l

E E E mC k N l k a d x dx      

                  0
0

0

l

E mk a d x dx                                                                                         Equation 95 

             0
0 0

0

l

M M M mC k N l k b d x dx      

                   0
0

0

l

M mk b d x dx                                                                                       Equation 96 

where we use 0 0
0E E EC k N l    and 0 0

0M M MC k N l    defined as the initial TE and 

TM phases before NLC deposition. The integration  
0

l

md x dx  is thus essentially the 

cross-sectional area of NLC films along the mode propagation direction. Furthermore, 

the TE and TM phase change ratio is exactly the ratio of the two perturbation rates, 

                
0

0
E E E

M M M

a

b

  
  

 
 

 
                                                                                       Equation 97 

where the TE phase change E  and TM phase change M  can be experimentally 

measured by the shift of the modal interference fringes. If the perturbation rates ratio 

is only the function of average molecular orientation, the NLC layer anchoring 

dynamics can be detected by the TE and TM phase change ratio in real time. 
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To obtain the effective index linear increase rates a  and b , a numerical method is 

designed to calculate the sensing guiding layer effective index at several estimated 

adsorption layer thicknesses. The multilayer transfer matrix method 104  is used to 

efficiently evaluate the effective index of the four layer waveguide structure, as 

shown in Figure 58. 

 

Figure 58   Waveguide configuration of sensing guiding layer and the NLC adsorption layer 

 

The four layer structure is the enlarged version where the width of waveguide is only 

in the small length dx  to maintain a uniform adsorption layer thickness. The upper 

cladding layer is actually an air layer with refractive index 1cn  ; the thickness of 

adsorbed layers md  is phenomenologically assigned as multiples of the molecular 

length, and the anisotropic refractive indices xn , yn and zn  are considered for the NLC 

films and determined by the orientation of the molecules; the refractive index of the 

sensing guiding layer 1n , its thickness 1d  and the refractive index of substrate sn  are 

given in chapter 8. Therefore the transfer matrix product for TE mode is, 

         11 12

21 22
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   Equation 98 

where 2 2
1 0 1 Ek n N    and 2 2

0m z Ek n N   with 0k  the wave vector of the 

incident light and EN  the effective index of the TE mode. The associated eigenvalue 

equation is, 

              11 22 21 12 0E s c s cF N m m m m                                                         Equation 99 

where 2 2
0s E sk N n    and 2 2

0c E ck N n   . The solution of Equation 99 

corresponds to the effective refractive index of the TE mode. 

 

Similarly, the effective index for the TM mode can also be numerically obtained in 

the same way. Thus the transfer matrix product is, 
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   Equation 100 

where 2 2
1 0 1 Mk n N    and 2 2

0
x

m y M
y

n
k n N

n
    with MN  the effective index of 

the TM mode. The eigenvalue equation thus is, 

            11 22 21 122 2 2 2
0s c s c

M
s c s c

F N m m m m
n n n n

   
                                            Equation 101 

where 2 2
0s M sk N n    and 2 2

0c M ck N n   .  
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The TE and TM effective indices perturbation rates a  and b  are acquired via a linear 

regression of the TE and TM effective indices calculated at increasing adsorption 

layer thickness md (up to 10 NLC molecular layers) in terms of least squares. The 

simulated ratio of the perturbation rates 
a

b
 shows a variation range in the changes of 

the average polar tilt angle and azimuthal angle of the NLC films.  

 

9.3   Numerical modelling results 

The analysis given below is the numerical modelling performed in MATHCAD. In 

the azimuthal-degenerate anchoring condition, the TE and TM mode refractive 

indices of the adsorbed NLC layer are only the function of the polar tilt angle . In 

our waveguide structure, TE zn n , TM yn n , thus we can plot the optical anisotropy 

with the molecular orientation, as shown in Figure 59.  
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Figure 59   TE and TM mode refractive indices of degenerate anchoring NLC layers versus the 

polar tilt angle of molecules (the blue line is the TE refractive index, the pink line is the TM one) 
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Here we use Equation 87 and Equation 88 and refractive indices of 5CB 1.53on  , 

1.71en  105 . Provided we use the obtained calibration values of the sensing 

waveguide layer thickness and refractive index d1 = 1.0165 m, 1 1.522n   (the 

calibration procedure will be described below), we can calculate both the TE and TM 

perturbation rates a  and b  of the waveguide effective index due to the thickness of 

the NLC adsorption layers, and they are evaluated at every point of the molecular tilt 

angle, as plotted in Figure 60. 
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Figure 60   TE and TM perturbation rates versus molecular polar tilt angle (a, blue line; b, pink 

line) 

 

It can be seen that both TE and TM effective index perturbation rates give a nearly 

monotonous increase with the molecular polar tilt angle, while the TE perturbation 

rate a  has a larger variation range than the TM perturbation rate b .  

 

The linearity of the waveguide effective index enhancement with respect to the 

adsorption layer thickness is guaranteed by the standard error calculation in the linear 

regression, which is kept within the scale of 710 . 
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Figure 61   The linearity of TE and TM effective indices with NLC adlayer thickness calculated 

at 45 ° molecular polar tilt angle, the box corresponds to the TE indices and the diamond is the 

TM indices, the thickness is phenomenologically assigned up to 10 NLC molecular layers, the 

linear lines shown are fits to the data 

 

According to Figure 61, the standard errors associated with the TE and TM effective 

indices linear fittings are 73.6 10  and 71.2 10  respectively, which are 100 times 

smaller than the increment of effective indices by the addition of one layer. It can be 

calculated that in general the TE mode error is larger than the TM mode error; and the 

waveguide effective indices will evolve with a more nonlinear manner when the 

deposited NLC layers on the substrate become thicker. 

 

Therefore, the ratio of the TE and TM mode effective indices growth rates in the 

deposition of the NLC layers can also be calculated over the whole range of NLC 

molecular polar tilt angles, as shown in Figure 62. 
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Figure 62   Ratio of TE and TM perturbation rates with molecular tilt angle, 
a

r
b

  

 

The ratio of rates shows an almost monotonic function from 0.81 to 0.99 

corresponding to the homeotropic and homogeneous anchoring of the NLC thin films 

respectively. 

 

The TE and TM perturbation rates ratio for the non-degenerate NLC anchoring is also 

calculated with the similar manner to the degenerate anchoring type. Thus r  is 

obtained as a function of both polar and azimuthal angles. 
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Figure 63   (a) TE perturbation rate. (b) TM perturbation rate. (c) TE and TM perturbation 

rates ratio. (d) a contour map for the perturbation rates ratio as a function of NLC polar and 

azimuthal angles. 
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Figure 63 gives the whole range of possible TE and TM perturbation rates and their 

ratio calculated at each molecular polar and azimuthal angle. Obviously, the non-

degenerate anchoring of the NLC molecules would lead to a much larger variation 

range for the perturbation rates ratio, particularly in the planar alignment where r  

varies from 0.72 to 1.32 due to different azimuthal angles. However, for the non-

degenerate anchoring case, a certain perturbation rates ratio would correspond to a 

range of polar and azimuthal angles, thus generally is not applicable for the molecular 

orientation analysis in the DPI experiment.  

 

For a summary, we have proposed a new theoretical framework that can be properly 

used to analyze the average alignment of the NLC adsorption layers, provided the 

molecular bulk opto-geometric information is known in advance. In the case of the 

azimuthal degenerate anchoring, the average NLC polar angle is found to directly 

map with the ratio of the TE and TM effective index perturbation rates, which is 

further proved to be equivalent to the experimental phase change ratio. For the non-

degenerate anchoring, the adsorbed NLC orientation would correspond to a wider 

range of the perturbation rates ratio; but a direct experimental determination of the 

polar and azimuthal angles has not been found to be possible. The following chapters 

will be dedicated to the experimental analysis of the NLC anchoring structure 

(especially for the azimuthal degenerate type) on the waveguide surface using the 

theory that is developed in this chapter.  
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Chapter 10   Experimental methods and results 

 

10.1   Experimental details 

For the experiment of LC anchoring orientation analysis via DPI, the dual slab 

waveguide sensor chip is prepared in the following way. 

(1) The chip is first soaked in piranha solution (50:50 v/v concentrated sulfuric acid 

and hydrogen peroxide) for 10 min, and rinsed by pure water and acetone, then dried 

by nitrogen gas. The chip cleaned in this way is expected to have a bare surface with 

hydroxylic group grown on x ySiO N , thus the surface is also hydrophilic.  

(2) To detect the LC anchoring effect on LB films, a LB monolayer is deposited on 

the hydrophilic chip surface prepared as described above with the standard Langmuir-

Blodgett technique. Arachidic acid (CH3(CH2)18COOH) is chosen as the LB material; 

it is mixed with cadmium cations and dissolved in chloroform. The cadmium 

arachidate Langmuir layer is then transferred onto the hydrophilic chip surface at 30 

mN/m to form a Z-type LB monolayer. The chip prepared in this way thus has a 

hydrophobic surface with dangling aliphatic chain pointing away from the surface. 

 

The prepared sensor chip is clamped inside a dual-zone temperature controlled 

housing with resolution of ±10 mK. A helium-neon laser with  = 632.8 nm 

illuminates the end-face of the dual slab waveguide sensor chip to excite the 

fundamental waveguide modes in both upper and lower guiding layers. The state of 

polarization of the incident light is switched between TE and TM using a ferroelectric 

liquid crystal half-wave plate at the frequency 50 Hz. The relative phase position of 

the upper and lower modes is obtained from the modal interference pattern on the 
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photodiode array, and is calculated via a discrete Fourier transform in real time. The 

phase data is updated every 20 ms. 

 

Figure 64   Schematic dual slab waveguide interferometer for NLC thermal deposition 

 

As shown in Figure 64, the 5CB molecules are injected into a home-made thermal 

evaporator and heated up to 90 °C, then the switching of the valve allows the liquid 

crystal vapor to pass through the small chamber over the sensor chip. The temperature 

of the chip is set to be 25 °C which is above the solid-nematic transition temperature 

of the bulk LC.  

 

After the NLC deposition, a phase calibration measurement of the same sensor chip is 

implemented to determine the exact thickness and refractive index of the waveguide 

sensing layer (layer 4). This is done by sequential injections of 80% ethanol/water 

(refractive index at 20 °C = 1.3658) on the running water background (refractive 

index at 20 °C = 1.3330). Both TE and TM phase responses are measured when two 

liquids with known refractive indices are passing through the sensor chip surface, and 
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the phase change values of the both modes on the injection of ethanol are recorded to 

obtain the calibrated thickness and refractive index of the sensing waveguide layer.  

 

10.2   Results and discussion 

(The following description summarises the work presented in detail in the 

published paper provided in the appendix.) 

10.2.1   LC anchoring dynamics on bare isotropic surface 

The recorded TE and TM phase change data for the NLC deposition on the bare chip 

surface calculated via discrete Fourier transform algorithm from the modal 

interference fringe pattern is displayed in Figure 65.  
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Figure 65   TE (blue line) and TM (pink line) mode phase change ( E  and M ) for NLC 

deposition on bare chip surface 

 

As shown in the graph, the gradual increase of phase both in TE and TM mode 

indicates the liquid crystal adsorption on the waveguide surface and the rise of the 
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effective indices by the addition of NLC layers, both of which are matching with our 

theoretical prediction. The final plateau region corresponds to the closure of the valve 

and the NLC deposition is stopped.  

 

Via this phase diagram, we can easily get the ratio of the TE and TM phase change 

from the experiment to cast light on the average liquid crystal anchoring orientation. 
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Figure 66   TE and TM phase change ratio ( E

M






) plotted with the TE phase change which 

indicates the amount of deposited NLC molecules 

 

From Figure 66, E

M






(which is shown to be equivalent to the perturbation rates 

ratio
a

b
) exhibits a general decrease over the whole deposition from about 0.99 and 

eventually stabilizes at 0.94. Compared to the theoretically predicted value of 
a

b
 for 

degenerate anchoring case (as computed in chapter 9), it is reasonable to state that in 

the initial stage the NLC molecules lie nearly planar on the surface, with the increased 
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amount of deposited molecules and molecular density, the average polar tilt angle is 

gradually reduced to 56 °, which implies the standing-up of the molecules in the 

growth of the interfacial NLC films. It can be easily interpreted as the consequence of 

the homeotropic strong anchoring of 5CB at the LC/air interface that would dominate 

the general orientation of molecules in the NLC thin films, thus the NLC molecules 

between the air and the smooth solid substrate will adopt a more vertical alignment 

with the larger molecular density and larger layer thickness. If the whole chip surface 

is uniformly covered by a monolayer with polar angle 56 °, according to the 

calculation there will be 5.1 radian TE phase change which is exactly the point where 

the phase change ratio stabilizes. Therefore it is quite possible to say that we are 

getting a monolayer deposited at the initial 5 radian TE phase change. Moreover, our 

result of the monolayer orientation is in a good agreement with the polar tilt angle 

detected in the nCB contact monolayer via X-ray reflectivity (as determined to be    

57 °).  

 

The fringe contrast variation in the NLC deposition can also be plotted as below. 
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Figure 67   TE (pink line) and TM (blue line) fringe contrasts with their corresponding phase 

changes 

 

As shown in Figure 67, both TE and TM contrasts seem to give a periodic behavior 

over the whole range of phase change, which is quite compatible with the theoretical 

calculation obtained in chapter 8. The fluctuations of the contrasts are attributed to the 

static fringe effect, but the average contrast level keeping constant demonstrates there 

is no scattering loss from the upper waveguide during the NLC adsorption. This is 

strong evidence that the 5CB molecules have a complete wetting over the hydrophilic 

surface and spread quickly to form a monolayer rather than cohere together to get 

aggregates that cause scattering. Additionally, the TE and TM contrast fluctuations 

are in phase, which indicates their corresponding phase errors are also in phase and 

thus the error in the phase change ratio can be minimized.  
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10.2.2   Preliminary investigation of LC anchoring on LB films 

The experiment for evaporation of 5CB on LB films is also implemented to identify 

the anchoring properties of NLC on an LB alignment layer. The results of 5CB 

deposition on cadmium arachidate Z-type monolayer are given below. 
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(c) 

Figure 68   (a) phase change for NLC deposition on LB covered chip surface (blue line for TE 

phase change, pink line for TM phase change). (b) phase change ratio with TE phase change. (c) 

TE (pink line) and TM (blue line) contrasts with TE and TM phase changes.  

 

According to Figure 68, the phase change ratio initially settles at 0.89, it then 

augments and stabilizes at about 0.93. It is to say the molecules in the first stage 

prefer to adopt a more homeotropic anchoring on LB films with the polar tilt of 40 ° 

due to the dangling chain alignment effect; the molecules then tend to align more 

planar when the deposition is going on and eventually stabilize at an average polar tilt 

of 52 °. We are not expecting the 5CB could form a uniform wetting layer on a 

hydrophobic surface, since the continuous decrease of the contrasts indicates the 

aggregate or micro-droplet formation. The mechanism of how the formation of NLC 

droplet could increase the average polar tilt angle and make the overall molecular 

orientation more planar is shown in Figure 69. 
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Figure 69   The influence of droplet formation on hydrophobic surface on the general orientation 

of NLC 

 

It demonstrates that the cohesion of molecules and the formation of NLC/air interface 

would prescribe another homeotropic anchoring on the interface which will disturb 

the homeotropic anchoring on the LB films, the equilibrium of these two competing 

alignment forces leads to a more planar average orientation.  

 

In summary, we observe a homeotropic anchoring of 5CB on Z-type monolayer LB 

films to some degree; the absolute perpendicular alignment is somehow disturbed by 

the aggregate of molecules on the hydrophobic surface. It seems to indicate that a 

compact arranged fatty acid monolayer (implied by the high transfer ratio in LB 

deposition) does not have a very strong alignment effect since there are possibly not 

so many holes in the monolayer for NLC to penetrate; on the other hand, it is also 

because the relatively weak dipole moment in the cadmium arachidate head group 

possibly cannot induce enough anisotropic polar interaction. In a word, we obtain a 

tilted anchoring of 5CB on cadmium arachidate monolayer with the average 

molecular polar tilt angle eventually stabilizing at about 50 °.  
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10.2.3   Phase calibration measurement 

After the liquid crystal deposition, a phase calibration experiment for the same sensor 

chip is designed to check the exact thickness and refractive index of the sensing 

waveguide layer. It is done by flowing degassed ethanol water solution (80:20 v/v) on 

the running pure water background. The TE and TM phase changes are measured as a 

response to the refractive indices changes of the upper liquid layer. 
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Figure 70   TE (blue line) and TM (pink line) phase variations in the flowing of water and ethanol 

water solution 

 

As shown in Figure 70, both TE and TM phases increase dramatically due to the 

injection of ethanol, and they gradually descend back to the original levels because of 

the slowly decreased ethanol concentration in the flow which eventually becomes the 

pure water again. From the observed total TE and TM phase changes, we can readily 

get the calibrated thickness and refractive index of the sensing waveguide layer, 

which are d1 = 1.0165 m, 1 1.522n  . The sequential injections of the ethanol water 

solution for 2 times leading to the same phase changes can be seen as a proof of the 
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reproducibility of phase measurement. The irregularity of the phase pattern occurring 

in the descending region can be viewed as the result of the arbitrary mixture of 

ethanol and water that gives rise to a nonlinear refractive index variation in the liquid 

covering layer, and this irregularity is normally inevitable.  
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Chapter 11   Conclusions 

 

For an overall conclusion of the thesis, we have constructed a model to evaluate the 

NLC anchoring polar angle using dual polarization interferometry in terms of the DPI 

phase change ratio, provided the molecules have an azimuthal degenerate anchoring 

on an isotropic surface. The bulk LC anisotropic refractive indices are used in the 

computation of the perturbation rates ratio of the TE and TM mode which proves to 

be equivalent to the experimental phase change ratio. The 5CB molecules have been 

evaporated and deposited on the bare waveguide chip surface. The initial 5CB 

anchoring structure on this SiOxNy surface is identified to be completely planar; 

during the condensation of the contact monolayer, the molecules are found to be 

gradually standing up and tilting away from the surface according to the phase change 

ratio pattern; the polar angle of the monolayer eventually stabilizes at 56 ° where a 

full LC wetting layer on a hydrophilic surface is considered to be formed. These 

results are in good agreement with the previous observations. A more detailed 

analysis on the monolayer thickness and the LC surface density can be found in our 

recently published paper106. From the deposition of 5CB onto the LB functionalized 

surface using the cadmium arachidate LB alignment layer, a qualitative anchoring 

structure transition has been observed from a homeotropic like anchoring to a more 

planar anchoring. The molecules finally stabilize at a certain polar tilted angle and a 

complete vertical alignment on the aliphatic chain is not detected. The reason has 

been attributed to the molecular aggregate and dewetting layer formation on the 

hydrophobic surface.  
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From the exercise of identifying the functionality of the long chain Q3CNQ LB film 

(specifically C18H37-Q3CNQ) as an alignment layer by examining its electronic 

structure, the DFT simulation results have illustrated a clear configuration for the 

molecular charge state, optimal geometry, optical transition state in the LB multilayer 

structure; and the simulation also demonstrates a reliable absorption spectroscopy 

with the CT band located at 530 nm that is well reproducible in the experiment. 

However, the Q3CNQ monolayer’s properties remain unknown due to our alien 

optical spectra in which the CT absorption feature in the visible region is completely 

removed. Thus it would then be difficult for us to understand the electronic structure 

and polarity of this Q3CNQ contact monolayer and also justify its alignment 

functionality.  

 

Future work in the LB area might be directed at an understanding of the complexity of 

this Q3CNQ contact monolayer and why the CT transition is not detectable in this 

monolayer-substrate configuration. It is also worthwhile to know the nature of the 

Q3CNQ particle layer that is shown to give an absorption band at 570 nm both from 

our experiments and the published experiments. What are particularly interesting are 

the inner structure and the transition state of this particle or molecular aggregate 

configuration, since from the previous reports the SHG having been detected from 

this particle state means there is possibly a non-centrosymmetric structure in this 

aggregate arrangement.  

 

For future work in the liquid crystal adsorption study, it would be more challenging to 

detect the anchoring structure of a liquid crystal multilayer where the molecules will 

have different orientations in different layers. The modelling methodology for the 



 163

computation of the effective index perturbation rates ratio also sees chances of 

improvement, since the using of linear regression in the calculation of perturbation 

rates has induced numerical error that can be transformed into the error of the 

molecular polar angle estimation. Therefore a new calculation method to directly give 

the monolayer’s orientation and thickness only from the two experimental phase 

changes by knowing the bulk optogeometric information is then desirable.  

 

Anyway, the DPI system is a powerful technique that can give significant sensitivity 

to the adsorbed ultrathin molecular layer in the nanometre scale, providing subatomic 

resolution for the adlayer optogeometric properties. The established method for the 

average molecular orientation estimation using the DPI phase changes is a piloted 

method, and it may be useful to extend it to the alignment determination of any 

biological thin films with a strong birefringence. By taking the advantage of the DPI 

technique, the study of the LC anchoring structure can become the foundation of a 

much broader research area including various LC surface induced alignment effects 

on different functional substrates which are essential for the liquid crystal optical 

switches and device operations.  
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Surface anchoring structure of a liquid crystal monolayer studied
via dual polarization interferometry
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The self-organization of liquid crystal molecules of 4-n-pentyl-4�-cyanobiphenyl �5CB� forming an oriented
monolayer by condensation from the vapor phase onto a silicon oxynitride surface has been observed using the
evanescent wave dual slab waveguide dual polarization mode interferometry �DPI� technique. Two distinct
stages to the layer formation are observed: After the formation of a layer of molecules lying prone on the
surface, further condensation begins to densify the layer and produces a gradual mutual alignment of the
molecules until the fully condensed, fully aligned monolayer is reached. At this limit the full coverage 5CB
monolayer on this surface and at a temperature of 25 °C, is found to be anchored with an average molecular
axis polar angle of 56�1° and with a measured thickness of 16.6�0.5 Å. These results are in reasonable
agreement with the molecular dimensions provided by molecular models. The apparent precision and accuracy
of these results resolves some wide disparity between earlier studies of such systems. Previous difficulties in
determining optogeometrical properties of such ultrathin birefringent films using ellipsometry or in the need for
complex modeling of the film layer structure using x-ray reflectivity are overcome in this instance. We provide
a technique for analyzing the dual polarization data from DPI such that the bulk refractive index values, when
known, can be used to determine the orientation and thickness of a layer that is on the nanometer or subna-
nometer scale.

DOI: 10.1103/PhysRevE.79.021703 PACS number�s�: 61.30.Hn

I. INTRODUCTION

The dual slab waveguide interferometer �1� is becoming a
standard tool in the laboratory for the determination of the
optogeometrical properties of biological and other physico-
chemical ultrathin films. Widely applied to the investigation
of the structure and affinity binding characterization of bio-
logical material captured from water-based flowing buffers,
the optogeometrical �refractive index and thickness� proper-
ties resolved from the dual polarization implementation of
the interferometer are highly accurate �2,3�. This is due usu-
ally to the low layer birefringence inherent in the systems
studied. However, as has been observed a number of times,
many important layers of interest have substantial birefrin-
gence and models assuming uniform �through the layer
thickness� and isotropic structure will lead to errors in the
analysis �4,5�. Provided part of the information required is
available from other methods, however, such highly birefrin-
gent layers can be analysed successfully. In the case of the
dual polarization interferometer �DPI�, one such application
of this has been in the determination of the birefringence of
supported lipid bilayers �as cell membrane mimics� where a
reliable value for the bilayer thickness, determined from neu-
tron scattering, is used as input data �6�.

Whereas the maximum birefringence measured for lipid
bilayers in �6� is on the order of around 0.02, some layer
forming systems, such as liquid crystals, may have maxi-
mum birefringence values one order of magnitude higher �7�.
Furthermore, while the intermolecular forces between lipid
molecules dominate the bilayer formation on solid surfaces,
the interaction between the surface and the molecules is very

much more influential in the case of liquid crystal layers
forming at the surface. For this reason, the growth of such
layers is very much more complicated and there is only
slowly growing understanding of the effect of the surface
properties on the morphology of the first few layers of liquid
crystal. The alignment of a nematic liquid crystal �NLC� at
the interfacial surface region is of particular importance,
since the surface induced alignment is essential for the op-
eration of many NLC devices. The anchoring of NLC at
solid substrates can be classified into several types depend-
ing on the morphology and properties of the substrate sur-
face. Typically, an isotropic clean glass, or similar, surface
induces planar anchoring �8�; a NLC on a unidirectionally
rubbed polymer surface prefers a tilted anchoring �9� and a
surface upon which is deposited molecules with long ali-
phatic chains �such as in some Langmuir-Blodgett films�
may sometimes produce homeotropic �vertical� alignment
because of interaction between the NLC short aliphatic chain
and the surface bound aliphatic chains �10,11�. In the azi-
muthal aspect, the isotropy or anisotropy of the azimuthal
orientation is also directed by that of the substrate surface
�2�. The molecular-scale details of surface anchoring effects
are therefore far from being understood due to the complica-
tion of the anisotropic interactions between the solid surface
and the NLC molecules.

We set out in this paper to show how DPI may be used to
determine the average molecular orientation in a liquid crys-
tal monolayer deposited by thermal evaporation provided, as
is the case, that there is prior knowledge of fundamental
physical and optical properties, namely, molecular dimen-
sions and bulk phase refractive index values. We validate and
provide a method of interpreting the raw data from DPI,
namely, the phase changes in the probe waveguide modes in
each of the two polarization states, to give an indication of*g.h.cross@durham.ac.uk
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the polar and surface azimuthal alignment of the molecules
in ultrathin layers such as these. The method will be appli-
cable to any layer material system of any birefringence that
is amenable to DPI analysis and for which optical and geo-
metrical data is available.

In the experimental verification of our method we provide
a report of vapor phase deposition studies using DPI. We
report an optical anisotropy analysis of a monolayer
4-n-pentyl-4�-cyanobiphenyl �5CB� film grown by thermal
evaporation onto a silicon oxynitride �SiOxNy� substrate
which acts as the waveguide layer in the dual slab waveguide
interferometer. Adsorbed 5CB layers are considered as an
ultrathin interfacial film within which the optical refractive
index anisotropy is strongly correlated to, and evolves with,
the density and thickness of the layers. The scale of the film
thickness �t� possessing this surface anchoring anisotropy is
expected to be smaller than 200 Å, which is equivalent to
about 12 layers of 5CB where the molecular length is 17 Å.

It will be apparent that where at least three parameters
�thickness and two orthogonal refractive index values� are to
be resolved from data that comprise only two independent
measurements �waveguide mode phase changes in two or-
thogonal polarization states�, some extra assumptions must
be introduced �5,6�. In the first part of the present work, we
introduce some fundamental aspects of NLC molecular op-
togeometrical and layer geometry properties that will justify
the assumptions made later. We then set out a complete
analysis of the multiparameter space within which the ex-
perimental data can be interpreted. The pairs of polarization
state data, taken as ratios, can then be mapped onto ranges of
structural possibilities within the whole space. Within these
ranges, some specific structural motifs can be considered
high probabilities given other known aspects of the substrate
and material.

II. BACKGROUND AND THEORY OF NLC
SURFACE LAYERS

A. Prior work

The anchoring effect of NLCs or smectic LCs on solid
substrates has been extensively studied experimentally by
surface second harmonic generation �12,13�, polarized ab-
sorption spectroscopy �14�, ellipsometric �15,16�, x-ray re-
flectivity �17�, and neutron reflection �18� methods for both
thermally evaporated LC films and spreading droplets. The-
oretical work has also revealed the orientation behaviour to
be expected of ultrathin LC layers adjacent to their anchoring
surface �19,20�. There is general agreement in both experi-
mental and theoretical work that the anchoring profile of
nCB molecules on untreated, clean solid surfaces can be de-
scribed in terms of a metastable precursor film which is made
up of a contact monolayer covered with an interdigitated
bilayer. The existence of this trilayer structure is also ob-
served in the form of Langmuir films settled at the water-air
interface for 8CB molecules �21�, which gives further sup-
port for the trilayer model proposed on solid surfaces. The
first layer of this system is the subject of the present study. In
previous work it has been shown that a monolayer of evapo-
rated 5CB on plain silica is oriented at 63° to the surface

normal �15� �recalculated as 62° by us according to the equa-
tion given�, but with uncertainty added from our examination
of Fig. 2�b� in that report, an error of �4° might be applied
to this value. The molecular polar angle in monolayers on
silica �usually the native oxide layer of a silicon wafer, or
alternatively on fused silica� of the closely related LC mol-
ecule 8CB has also been determined to be 67°, 74°, or 57°,
depending on different measurement methods �12,13,17�.
Furthermore, contradictory evidence from scanning polariza-
tion force microscopy �22� gives the total monolayer thick-
ness to be 8 Å interpreted as comprising the cyanobiphenyl
system at 90° to the surface normal with the aliphatic tail at
60° �i.e., 30° to the surface plane�. This wide range indicates
the difficulties inherent in such measurements as well as the
problems of transferring the interpretations of experimental
data between different methods. In the present work, we use
an experimental technique that overcomes many of the ob-
stacles and limitations of previously used techniques and
show that reliable data interpretations can be made with only
the minimum of assumptions, primarily that the bulk refrac-
tive index values of the material may be applied to ultrathin
surface bound layers.

B. Layer permittivity properties

The anisotropic refractive index of a NLC layer with av-
erage director field n in the experimental coordinates can be
obtained via coordinate transformation of the dielectric ten-
sor of NLC molecules �23�. The intrinsic dielectric tensor of
the uniaxial NLC molecule is set to be

�no
2

no
2

ne
2�

with ordinary refractive index no and extraordinary refractive
index ne perpendicular to, and along, the molecular axes,
respectively. The tilted molecular ensemble with average po-
lar and azimuthal angles � and � �shown in Fig. 1� will have
new dielectric constants in the x, y, and z directions, given as

nz
2 =

1

2
�2no

2 + �ne
2 − no

2�sin2 �� +
1

2
�ne

2 − no
2�sin2 � cos 2� ,

�1�

FIG. 1. NLC director, n in the experimental coordinate reference
frame.
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nx
2 =

1

2
�2no

2 + �ne
2 − no

2�sin2 �� −
1

2
�ne

2 − no
2�sin2 � cos 2� ,

�2�

ny
2 = ne

2 − �ne
2 − no

2�sin2 � . �3�

As for the untreated, pure, clean, SiOxNy substrate, we gen-
erally consider it to be isotropic in the azimuthal plane due to
its amorphous bulk structure. The NLC molecules adsorbed
on this isotropic surface will then assume degenerate tilt or
planar anchoring. We thus only calculate the xz plane aver-
age refractive index with no preferential azimuthal angle for
the adsorption layers, such that

�nz
2� = �nx

2� =
1

2
�2no

2 + �ne
2 − no

2�sin2 �� , �4�

�ny
2� = ne

2 − �ne
2 − no

2�sin2 � , �5�

where we use �cos 2��=0.
The monolayer film on this surface will exhibit a polar

angle characteristic of the first layer of the characteristic
“three-layer” model accepted for such systems. We can
therefore treat the whole layer as having uniaxial symmetry.

III. THEORY OF THE DUAL SLAB WAVEGUIDE

The dual slab waveguide interferometer used to detect the
optical anisotropy of the adsorbed films simply comprises a
five-layer dielectric stack on the semiconductor wafer sur-
face. The device is fabricated on a silicon substrate with
silicon oxynitride dielectric layers, as shown in Fig. 2.

The method of operation has been extensively described
before �24�. Input light at 632.8 nm and switched alternately
at 50 Hz into each of two orthogonal polarization states, ex-
cites equally the transverse electric �TE, z polarized input
field� and transverse magnetic �TM, y polarized input field�
single modes of the dual slab structure. The output interfer-
ence image from the device can be decoded to give the phase
variations in the upper waveguide mode field as a result of
material deposited on the upper waveguide surface �layer 4�
in the window region. These phase variations, associated
with the density and thickness of the adsorbing layer are
calculated in terms of the perturbation rate of the effective

index of the upper guiding waveguide mode. At the device
output plane, the relative phase position of the upper and
lower waveguide modes for TE is

�E = k0NE4c�lt − l� + k0	
0

l

NE�x�dx − k0NE2lt, �6�

where NE4c is the TE mode effective index of the mode con-
fined to layer 4 in the region with cladding �layer 5�; NE�x� is
the effective index of the mode confined to layer 4 in the
window region as a function of position; NE2 is the lower
waveguide mode effective index. The length of the chip and
that of the window region are denoted lt and l, respectively,
and k0 is the free space wave number. Similarly, for the TM
phase variation,

�M = k0NM4c�lt − l� + k0	
0

l

NM�x�dx − k0NM2lt, �7�

where NM4c, NM�x�, and NM2 have the same meaning as the
counterparts in the TE mode. Equations �6� and �7� can be
simplified into

�E = CE + k0	
0

l

NE�x�dx , �8�

�M = CM + k0	
0

l

NM�x�dx , �9�

where we define phase constants CE=k0NE4c�lt− l�−k0NE2lt
and CM =k0NM4c�lt− l�−k0NM2lt, which are irrelevant to the
NLC deposition.

During the growth of the film there is the problem that the
sensing waveguide effective index is variable along the
propagation direction. The layer may form in an irregular
way rather than by a completely uniform, layer-by-layer pro-
cess. Islands comprising multiple layers �presumably includ-
ing the trilayer motif, see above� may transitorily form and
then disperse during the deposition, for example. The obser-
vation of the well defined terrace formed by a trilayer of
NLC between the bulk region and monolayer region of a
spreading droplet suggests that this is possible. At any time
during deposition therefore, the single polarization measure-
ment, taken by integrating the effective index changes along
the path length, thus represents the average layer properties
reflected in a notional layer thickness t� and refractive index
n�. We may represent these averages as t�=
0

l �t�x�dx� / l and
n�=
0

l �n�x�dx� / l where t�x� and n�x� are the actual thickness
and index distributions along the window path of length l.

The average thickness is measured, of course, indepen-
dent of the mode polarization state but the refractive index is
representative of the average projection of the molecular di-
electric tensor components onto the experimental reference
frame as embodied in Eqs. �4� and �5�. As such, we can form
two equations that represent the enlargement of the mode
effective index that includes the average refractive indices in
each polarization state nE� and nM� as follows:

NE = a�nE� ,t��t� + NE
0 , �10�

FIG. 2. �Color online� Schematic dual slab waveguide interfer-
ometer structure. Hatched layers are confinement layers. An over-
sized input beam illuminates the whole end facet. Emergent beams
form an interference pattern on the linear photodiode array �not
shown.�
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NM = b�nM� ,t��t� + NM
0 , �11�

where NE
0 and NM

0 are the sensing waveguide effective indi-
ces of TE and TM modes for the bare surface before depo-
sition and a and b are what we call the TE and TM pertur-
bation rates to the waveguide effective index due to the
development of the adsorption layers. These parameters are
functions of the average observed refractive index and aver-
age observed thickness of the layer. Note that the average
refractive indices given in �10� and �11� are related to the
indices given in �4� and �5�, respectively. Thus at a certain
time when the NLC films have a certain average anchoring
alignment, the parameters a and b contain information about
the polar angle of films.

Equations �8� and �9� can now be transformed into

�E = CE + k0NE
0 l + k0lat� = �E

0 + k0lat�, �12�

�M = CM + k0NM
0 l + k0lbt� = �M

0 + k0lbt�, �13�

where �E
0 and �M

0 are defined as the initial TE and TM
phases, before NLC deposition.

Furthermore, the TE and TM phase change ratio �dividing
Eqs. �12� and �13�� is simply the ratio of the two perturbation
rates,

�E − �E
0

�M − �M
0 �

��E

��M
=

a

b
, �14�

where the TE phase change ��E and TM phase change ��M
can be experimentally measured by the shift of the modal
interference fringes. If the perturbation ratio is only the func-
tion of average molecular orientation �i.e., parameters a and
b are constant with thickness for any constant orientation�,
the NLC layer anchoring orientation and dynamics can be
detected by the TE and TM phase change ratio in real time as
the phase changes are recorded.

To obtain the effective index perturbation rates a and b, a
standard numerical method is used to calculate the sensing
guiding layer effective index at any given polar angle and
over a range of thicknesses of adsorbed layer. The multilayer
transfer matrix method �25� is used to efficiently evaluate the
effective index of the four-layer waveguide structure, as
shown in Fig. 3.

Therefore the transfer matrix product for TE mode is

MTE = �m11 m12

m21 m22

 = � cos��1d1� −

1

�1
sin��1d1�

�1 sin��1d1� cos��1d1�
�

�� cos��mt�� −
1

�m
sin��mt��

�m sin��mt�� cos��mt��
� , �15�

where �1=k0
�n1

2−NE
2 and �m=k0

�nz
2−NE

2 with NE the effec-
tive index of the TE mode. The associated eigenvalue equa-
tion is

F�NE� = �sm11 + �cm22 − m21 − �s�cm12 = 0, �16�

where �s=k0
�NE

2 −ns
2 and �c=k0

�NE
2 −nc

2. The solution of
Eq. �16� corresponds to the effective refractive index of the
TE mode.

Similarly, the effective index for the TM mode can also be
numerically obtained in the same way. Thus the transfer ma-
trix product is

MTM = �m11 m12

m21 m22

 =� cos��1d1� −

n1
2

�1
sin��1d1�

�1

n1
2 sin��1d1� cos��1d1� �

�� cos��mt�� −
nx

2

�m
sin��mt��

�m

nx
2 sin��mt�� cos��mt�� � , �17�

where �1=k0
�n1

2−NM
2 and �m= �nx /ny�k0

�ny
2−NM

2 with NM
the effective index of the TM mode. The eigenvalue equation
thus is

F�NM� =
�s

ns
2m11 +

�c

nc
2m22 − m21 −

�s�c

ns
2nc

2m12 = 0, �18�

where �s=k0
�NM

2 −ns
2 and �c=k0

�NM
2 −nc

2.
The TE and TM index perturbation rates a and b are ac-

quired via the linear regression, in terms of least squares, of
the TE and TM effective indices calculated in increasing
adsorption layer thickness, t� �up to an equivalent of ten
NLC molecular layers�.

IV. SIMULATION RESULTS: UNIAXIAL SYSTEMS

The refractive indices of 5CB are well-documented prop-
erties and at the wavelength of the experiments ��0
=632.8 nm� and at the experimental temperature �23 °C� we
use the dispersion equations given by Li and Wu �7� and use
no=1.527, ne=1.712. As provided in Eqs. �4� and �5� �shown
plotted in Fig. 4�, in the azimuthal-degenerate anchoring
condition, the azimuthal and polar refractive indices for any
thickness of adsorbed NLC layer are only a function of the
average polar tilt angle � and can be used as input data to the
waveguide eigenvalue equations.

In our waveguide structure, the TE refractive index is that
measured along the z axis of Fig. 3; thus, nTE=nz. The TM

FIG. 3. Waveguide configuration and optogeometrical param-
eters of sensing guiding layer and the NLC adsorption layer
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refractive index is slightly more complicated in that there are
components of the mode electric field along both the y and x
axes and their relative proportion is a function of the effec-
tive index. However, for azimuthal degeneracy we may as-
sign nx=nz for use in Eq. �17�.

The thickness d1=1.0165 	m and index n1=1.522 of the
waveguide confinement layer are determined by an experi-
mental calibration procedure �26�. The substrate index is
taken to be ns=1.480 and the cladding index nc=1.000.

We thus calculate both the TE and TM perturbation rates
a and b of the waveguide effective index as a function of
increasing effective thickness t� of the NLC adsorption lay-
ers. We find that a and b are accurately described by linear
gradients of effective index versus thickness. We are inter-
ested in the first few nanometers of adlayer but the linearity
remains valid up to at least 180 nm for the wavelength and
waveguide structure we have here.

As Fig. 5�a� shows, the TE perturbation rate shows a large
variation with increasing �, whereas the TM rate shows a
smaller range and is essentially constant. This difference in
sensitivity is in part due to the lower confinement of the TM
mode in the system. The ratio of TE and TM perturbation
rates �r�a /b� shows monotonic behavior, ranging from
0.806 to �0.978, corresponding to homeotropic ���0° � and
homogeneous ���90° � anchoring of the NLC thin film, re-
spectively. Note that the ratio passes a maximum at near �
=83°.

V. EXPERIMENTAL METHOD

The dual slab waveguide sensor chip is cleaned by soak-
ing in “piranha” solution �50:50 v/v concentrated sulfuric
acid and 30% hydrogen peroxide� for 10 min, followed by
rinsing in deionized water then dried with nitrogen gas. It is
then further cleaned in an O2 plasma, and experiments are
conducted within 2 h after removal from the plasma cham-
ber. Typical surfaces prepared in this way exhibit water drop
contact angles below 5° �the resolution of our experiment� as
determined by the sessile drop method, indicating an absence
of hydrocarbon contaminants.

The cleaned sensor chip is clamped inside a dual-zone
temperature controlled housing providing temperature con-
trol to �10 mK. The temperature of the chip is set to be
25 °C. The window region of the chip is exposed to a flow
of air that can be controlled by valves and a simple small
aquarium pump. The flow passes through a small copper
heated oven into which may be injected 5–6 	l of liquid
crystal. The oven is directly connected to the input and out-
put manifold of the chip housing which is fabricated from a
thermally insulating material �Tufnol� and which is pressed
onto a flat rubber gasket lying on the chip surface inside the
housing, as shown in Fig. 6.

After injection the liquid crystal is heated up to 90 °C,
and the flow valve is regulated to allow the air-diluted liquid
crystal vapor to flow gently through the manifold and over
the sensor chip. The flow rate is adjusted by monitoring the
phase changes recorded as the liquid crystal begins to con-
dense on the chip surface.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

The recorded TE and TM phase change data calculated
via discrete Fourier transform algorithm from the modal in-
terference fringe pattern is displayed in Fig. 7�a�. As shown
in the graph, the gradual increase of phase in both TE and
TM modes indicates liquid crystal adsorption on the wave-
guide surface and the rise of the effective indices by the
addition of NLC layers. The final plateau region corresponds
to the closure of the valve, and NLC deposition is stopped.
During the data collection we also measure the fringe con-
trast or “visibility” �see Fig. 7�b��. This parameter depends
upon the output optical power balance between the upper and
lower waveguide modes. It can provide very clear evidence

FIG. 4. Layer refractive indices �nz, gray line; ny, black line� of
degenerate anchoring NLC layers as a function of the polar tilt
angle of molecules

FIG. 5. �a� TE and TM perturbation rates �a, black line; b, gray
line� versus molecular tilt angle. �b� Ratio r=a /b versus molecular
tilt angle.

FIG. 6. �Color online� Schematic diagram of the vapor flow
arrangements for thermal evaporation of the NLC.
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of optical power loss from the upper waveguide mode during
experiments �27� and would indicate any dewetting and drop
formation during the deposition cycle. Such events will lead
to loss of confinement and/or interface scattering of the up-
per waveguide mode. This evidence strongly suggests there-
fore that the deposition is conducted sufficiently slowly that
the liquid crystal can completely wet the surface rather than
condensing into its bulk phase �28�. The inherent low noise
in the system is seen by examining the data in the region of
the data where the valve has been switched off �Fig. 7�c��.
Each data point is recorded with a precision of �0.001 rad.
This noise, which is probably largely thermal in origin, al-
lows us to formally set the precision of the ratio of phase
changes to around �0.0014.

The ratio of the phase changes up to the point of valve
closure is shown in Fig. 8 where key regions and demarca-
tion points in the deposition path are noted. The great power
provided for structural interpretation by taking the ratio of
experimental phase changes is evident in the marked nonuni-
formity shown here compared to the rather monotonic be-
havior of the phase changes if taken by themselves �Fig.
7�a��. The following proposals are made for the mechanism
of layer formation by reference to regions A, B, and C of Fig.
8 and given in greater detail and with a deposition model in
Figs. 9 and 10.

A. Discussion of the deposition regions

1. Region A

During the initial stages of deposition, molecules find sur-
face anchoring sites at random and adopt a range of azi-

FIG. 7. �a� TE �black line� and TM �gray line� mode phase
changes during the NLC deposition. The valve is closed at 440 s.
�b� TE and TM fringe contrast as a function of NLC deposition
showing no overall loss of contrast over the full deposition range.
The curvature exhibited is typical of static image defect contribu-
tions, which are 2
 cyclical. Such defects can give rise to cyclical
phase errors, but note that the TE and TM defect contributions are
in phase and therefore contribute very little error to the measured
phase change ratio. �c� Detail of experimental noise showing the TE
phase change measured with the valve closed after the deposition is
concluded. The upward drift in the phase response is presumably
due to liquid crystal deposition from the stagnant air space above
the sample.

FIG. 8. TE and TM phase change ratio ���E /��M� plotted
against the TE phase change, which indicates the mass of deposited
NLC molecules.

FIG. 9. �Color online� �a� Detail of the experimental data at the
start of the reorientation region. �b� Detail of the theoretically de-
termined perturbation rate ratio modeled for 5CB on the waveguide
structure. �c� Schematic diagram of the proposed molecular reori-
entation driven by strong surface anchoring during layer
densification.
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muthal and polar angles determined by the molecular scale
surface roughness. During this stage, �experimental r values
between 0.93 and 0.94 at the outset, where we attribute no
special significance to these values� the layer is dilute and we
cannot apply our theoretical treatment. We note only that for
dilute layers the diluted refractive indices give smaller ratios
than will be achieved at the condensed state. After this initial
period a steady ratio value develops where r lies between
0.979 and 0.980. We demark the end of region A at ��E
�0.8 rad, at which point we suggest that there is a surface
bound monolayer of liquid crystal molecules lying at some
large average polar angle and weakly obscuring further sur-
face binding sites to incoming molecules. The theoretical
treatment �see Fig. 9�b�� gives a ratio of 0.979 for polar
angles between 88° and 89°.

Using the arguments that follow, we can tentatively pro-
pose that this layer is one that comprises liquid crystal mol-
ecules lying at an average angle close to 90° but that the
layer may not be as dense as can be achieved in the bulk
liquid crystal.

The first exercise is to calculate the layer thickness at this
point. It is known that, for layers that are not fully dense,
thickness values calculated using values for the refractive
index that assume the fully dense material are underestimates
�6�. In the case of uniaxial systems it is nevertheless possible
to quite accurately calculate the dense layer thickness using
Eq. �19� where tTE and tTM are the calculated thicknesses
obtained from the TE and TM phase changes:

t� = �tTM + 2tTE�/3. �19�

Such calculations need make no assumptions about layer ori-
entation and use the bulk isotropic refractive index given by

�n� = ��ne
2 + 2n0

2�/3. �20�

We take the phase changes at the chosen position and calcu-
late the effective indices that apply and then the thickness
values that correspond to layers having the isotropic refrac-
tive index. The effective indices NE and NM are obtained
through �for TE results�

��E = k0l�NE = kol�NE
0 + NE� , �21�

and similarly for TM results.
The material and waveguide parameters are those detailed

in Sec. IV above. Using known parameters for the refractive
index of 5CB, we have an isotropic refractive index, �n�
=1.591 08. At the demarcation point, ��E=0.8106 rad and
we require a thickness that corresponds to an effective index
change �NE of 6.803�10−6 �using window length l
=12 mm and wavelength 0.6328 	m�. Solving the four-layer
waveguide problem gives tTE=2.6 Å. Similarly, for the cor-
responding TM phase change, ��M=0.8274 rad, we obtain
tTM=2.4 Å, and thus the thickness value that would be rep-
resentative of a fully dense layer is 2.57 Å.

The van der Waals dimensions of 5CB cannot be recon-
ciled with such a small value �29�. The phenylene rings of
the molecule are constrained to adopt a minimum torsion
angle of 37°, and even if we propose that the cyanobiphenyl
system is lying with its axis in the xz plane and that through
van der Waals interactions with the surface the aliphatic tail
is also induced to lie close to this plane �i.e., �=90°� we
cannot find a monolayer thickness that is less than 3 Å. If the
tail is allowed to adopt its vacuum phase orientation, this
thickness rises to 5 Å. Thus the indications are that at the
point at which the experimental ratio begins to rise �Fig.
9�a��, we are unable to reliably apply an isotropic refractive
index value �Eq. �20�� corresponding to the bulk liquid crys-
tal. It appears, however, that the molecules are close enough
to exert a mutual orientating force, as has been proposed for
monolayers previously �30�.

2. Region B

The experimental ratio rises through a maximum at
around ��E=1.6 rad, at which point the experimental ratio
is around 0.9845 and differs from the theoretical maximum
value for a condensed layer �0.9811� by 3.4�10−3. This ex-
perimental maximum ratio lies outside the range predicted
using the bulk refractive index values and remains unex-
plained at present. Nevertheless, the shape of the experimen-
tal data progression is qualitatively similar to that of the
theory and we might compare the two at the maximum point.
The theory predicts a maximum in the ratio at a polar angle
of 83°. The layer thickness by our definition �see Fig. 10,
inset� would be given by t�=17 cos���+w sin���, where w is
the molecular minor dimension. Using the estimated molecu-
lar dimensions shown in the inset to Fig. 10, after taking
account of the uncertainty in molecular minor dimensions,
we expect a layer thickness of between 5 and 7 Å. Using the
procedure detailed in the previous section, we can again cal-
culate the expected condensed layer thickness. This gives an
approximate thickness t�=5 Å. Once again there is a discrep-
ancy, although smaller, which underestimates the expected
thickness. The remainder of region B can be interpreted as a
gradual reorientation of the layer upon densification. Addi-
tional molecules displace resident molecules to access the
remaining surface sites and in doing so orient the layer by
self-organization. This mechanism has been proposed before
for molecules of 8CB densifying on rubbed polyamic acid
layers �30,31�.

FIG. 10. Experimental perturbation rate ratio shown in the final
region where the layer polar orientation becomes constant �region
C�. Extrapolation of the data from region B gives the chosen point
of demarcation at ��E=5.4 rad. Inset: Proposed orientation and
van der Waals surface dimensions of a surface bound 5CB mol-
ecule. The range of minor dimensions reflects uncertainty about the
aliphatic chain relative orientation to the biphenyl ring system for
molecules in different situations.
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According to the theoretical behavior of Fig. 5�b� such
reorientation does not give curvature in the ratio versus angle
until an angle of 43° is reached, where the ratio is around
0.90. The curvature seen in the experimental data beginning
just after ��E=5 rad �shown more clearly in Fig. 10� may
therefore be attributed to the beginning of a second layer
deposition. We therefore extrapolate the approximately linear
region before this position to find the locus of the end point
ratio for the monolayer. The demarcation point is thus chosen
as ��E=5.3969 radians ���M =5.7398 radians�, at which
point the experimental ratio is 0.9403�0.0014, correspond-
ing to an average polar angle of 56°. As an estimate of error,
we note that �1° in the average polar angle corresponds to
�0.002 in the expected ratio. Thus at this point, we propose
a densified layer of 5CB molecules possessing this reduced
average polar angle �32�.

Using the bulk refractive index we once again calculate
the condensed layer thickness at this point, which is t�
=16.6�0.5 Å. This compares with the geometrical values of
between 12 and 14 Å. The experimentally determined thick-
ness is this time greater than that predicted by the geometri-
cal model and the polar angle inferred from the phase change
ratio analysis. Although we can more readily understand
measured thickness values that are larger, rather than smaller,
than the minimum geometrical dimensions of the molecular
model, we nevertheless explore what errors may arise from
our qualitative choice of the demarcation point C. To arrive
at a smaller thickness we would move this point back to
somewhere before the onset of curvature. At ��TE=5 rad,
for example, we use the bulk index method to arrive at a
layer thickness of 15.3 Å. The phase change ratio at this
point �r=0.9422� yields a polar angle of 57° and thus a geo-
metrical thickness of between 11.8 and 13.5 Å. It would not
seem justifiable to move the point further back than this and
we conclude that there is an absolute thickness error of be-
tween 2.6 and 4.6 Å at the point we have chosen.

3. Region C

Further deposition beyond this point leads to a region
where the experimental ratio flattens off. If we follow the
argument from above, we might predict that a second, prob-
ably interdigitated, layer is forming and the effect of this is to
increase the weighted average �combined layers� polar angle
from the condensed monolayer value. The curvature in the
ratio versus deposition is positive, indicating that any subse-
quent layer is oriented, at least initially, at an angle larger
than 56°. The experimental and theoretical examination of
such multilayers is the subject of our ongoing work. How-
ever, we tentatively propose that in the first stages of the
growth of the second layer the molecules are lying almost
flat, as was observed for the early stages of the monolayer.
We apply a five layer model to the analysis and use the
refractive indices and thickness found for the condensed
monolayer as fixed parameters in the model. This then sug-
gests that for the phase changes in the plateau region ���E
=6.4 rad, ��E=6.8 rad� the layer thickness is 2.4 Å, which
is not inconsistent with some form of dilute layer lying in the
plane. Despite this finding, there is overwhelming prior evi-
dence that in the condensed state the second and third layers

of these liquid crystals, whether measured as spreading drop-
lets or as evaporated thin films, are aligned at angles smaller
than that of the first layer, and that interdigitation of the tails
of the first and second layers is in part the cause of this
alignment.

4. Discussion of thickness disagreements

Equations �19� and �20� indicate that the choice of refrac-
tive index value �n� influences the calculated layer thickness
and that smaller values of refractive index would yield
higher thickness values. Thus where, at the demarcation
point at the end of region A, we have an underestimation of
the thickness using this method, we can propose a layer that
is not fully dense and thus has an index lower than that of the
bulk liquid crystal. Correspondingly, in the region spanning
the demarcation point between regions B and C we seem to
have a thickness which is larger than that predicted by ge-
ometry and we must assume an index larger than the bulk
liquid crystal. Regardless of what this means, the assumption
of an index higher than that of the bulk liquid crystal would
have the effect of reducing the calculated layer thickness by
the methods of Eqs. �19� and �20� while simultaneously re-
ducing the polar angle inferred from the experimental phase
change ratios around this point, and thus increasing the geo-
metrical layer thickness. We could expect much better agree-
ment here if the index were allowed to be higher than that of
the bulk liquid crystal.

VII. BIAXIAL SYSTEMS

The TE and TM perturbation rate ratio for nondegenerate
NLC anchoring may also provide information about any
preferential azimuthal alignment in these layers. Each mea-
sured ratio then is represented by pairs of polar and azi-
muthal angle possibilities. A plot is shown in Fig. 11 show-
ing a number of ratios and their possible interpretations.
Clearly, in most cases, it will be impossible to assign polar
and azimuthal orientations but it is interesting to note that, as

FIG. 11. Contour map for the perturbation rates ratio as a func-
tion of NLC polar and azimuthal angles.
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the ratio increases above unity, the range of possible polar
and azimuthal angles reduces.

Referring to Fig. 5�b�, we note that for the present system
any ratio value found between 0.81 and 0.99 could be inter-
preted equally in the uniaxial model as in this biaxial model.
For example, the final experimental ratio at the condensed
layer point on Fig. 10 �r=0.94� in the biaxial model occupies
a pairwise range of angles �� ,�� of approximately between
�30,0� and �0,45�. Such a situation, however, would require
explanation based upon some preconditioning of the system
if the uniaxial model was to be discounted. More usefully,
however, for values of the ratio outside these uniaxial limits,
the data would clearly point to some in-plane ordering of the
molecules. The stronger the ordering, the more the ratio will
be found in either the top or bottom right hand corners of the
diagram of Fig. 11. Such ordering might be produced by
rubbing, for instance, or by the oblique angle of deposition
of an aligning layer, and would form an interesting extension
to the present work.

VIII. CONCLUSIONS

We have observed the self-orientation, during densifica-
tion, of a monolayer of the liquid crystal 5CB as it is con-
densed from the vapor phase onto a clean silicon oxynitride
surface. The dual polarization interferometry method used is
able to provide sufficient detail on the layer refractive indices
that the average molecular polar angle evolution throughout
the deposition path can be monitored in real time. Given the
known refractive indices of this material and its known mo-
lecular dimensions, the data can be reliably interpreted. The
deposition process proceeds in two steps: The first is the
deposition of a precursor surface bound layer, possibly below
full surface coverage, comprising molecules tilted at a large
angle �effectively 90°� to the surface normal; the second
stage is the insertion of further molecules in between the
resident molecules, finding available surface binding sites
and so displacing and reorienting the resident molecules. It is
possible that the layer begins to behave as a liquid crystal
exhibiting cooperative behavior at densities that are lower
than in the bulk. The effect is to gradually align the mol-
ecules to a final condensed layer orientation of 56° from the
surface normal. At this point there is reasonable agreement
between theory and experiment, as would be expected for a
fully condensed layer. These orientations and layer proper-
ties, when coupled with the absolute changes to the effective
refractive indices that are produced, lead to layer thickness
predictions that agree well with the molecular dimensions
although some discrepancy in layer thickness is still ob-
served. If this discrepancy is pointing to a problem with our
choice of refractive index as input data then we should look
for reasons to increase the refractive index of these surface

bound monolayers over and above that of the liquid state
material.

We now turn to some of the problems encountered in
previous studies in an attempt to clarify the large range of
reported results. This first point to make is that we should not
mix up interpretations on layer structure made from the
spreading droplets �17,22� with those made from evaporated
films �13,14�. Upon their reexamination of the monolayer
regions of spreading droplets, the authors of �22� concluded
that the monolayer region comprised molecules with the cy-
anobiphenyl ring axis system lying flat on the substrate. Such
a situation would give rise to only a vanishingly small �in-
terfacial� effect for second-order harmonic generation signals
in the p-p polarization state and a zero signal in the s-p
polarization state. Yet the authors of Ref. �13� find significant
signals of both polarizations during the vapor deposition of
8CB molecules indicating the development of a monolayer
with some polar axis orientation away from the plane. These
signals grow monotonically with deposition time. Similarly
there is a polar ordered layer interpretation of data for evapo-
rated 5CB in �14�. This layer growth model is what we find
here for vapor deposited 5CB. The spreading droplet mono-
layer structure is thus significantly different from that pro-
duced during vapor deposition and may, as proposed, repre-
sent a dilute system below a critical concentration at which
correlated liquid crystal phase mutual orientation can take
place, as we propose for the early stages of vapor deposition
reported herein. Determining the thickness of such a dilute
layer is problematic for all techniques, however. Ellipsom-
etry is unable to reliably produce a monolayer thickness that
does not require some rather special configurations of the
molecules on the surface �8 Å for 8CB �22�� and x-ray mod-
eling appears to contradict ellipsometry results �12 Å for
8CB �17��. In the case of DPI in the dilute regime, we have
a small underestimation of feasible layer thickness and can-
not improve on this without knowing precisely how dilute
the layer is at this point. Even so, our study shows that we
are inaccurate to only 1–2 Å or so of the layer thickness
provided by completely flat lying molecules in this precursor
stage of the monolayer.

The numerical method used that makes interpretations of
the ratio of the effective index perturbation rates upon layer
deposition is fully explained and is shown to provide a pow-
erful way to extract data from anisotropic thin films provided
optogeometrical data is known in advance.
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Appendix 2 



Further investigation to the mystery of Q3CNQ multilayer 

 

It is worth noting that from the DFT calculations on the Q3CNQ LB multilayer, 

another big absorption band is obtained in the near infrared region according to the 

computed spectra, and this significant absorption band is regarded to originate from 

the HOMO to LUMO transition.  
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Figure A- 1   Calculated absorption spectrum extended into infrared for the C18H37-Q3CNQ 

multilayer, with the optimized bandgap correction chosen to be 0.16 eV 

 

As shown in Figure A- 1, the principal HOMO to LUMO transition band located at 

1045 nm is strong enough that the absorption intensity is even comparable with the 

UV localized electronic transition band. However, since no interest has been shown 

before for the near infrared spectra, this significant 1045 nm band resulting from the 

principal transition of the Q3CNQ LB films has never been reported experimentally.  
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We thus hereby record the Q3CNQ multilayer spectra extended to the near infrared 

region in order to find the experimental evidence for the computational result given 

above.  
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Figure A- 2   Experimental absorption spectra of C18H37-Q3CNQ Z-type multilayer; with blue 

line representing 1 layer, pink line for 2 layers, yellow line for 3 layers, turquoise line for 4 layers 

 

As shown in Figure A- 2, the layer-by-layer growth of the localized electronic 

transition band intensities around 300 nm would indicate the LB multilayer 

construction; the fact that the 570 nm band which is proved to come from the 

molecular aggregate is not visible guarantees that we are getting the intended LB 

structure with regular arrangement to some extent. The 530 nm band from the LB 

secondary transition is still absent as we observed in the Q3CNQ monolayer, and the 

possible reason is attributed the small oscillator strength of this 530 nm band which 

makes it difficult to detect even in the multilayer. Nevertheless, the predicted strong 

near infrared band at 1045 nm is also not seen from the deposited multilayer, even 

though a slight ascendance in the spectra can be visualized up to 1300 nm; but this 
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slight ascendance is more possible to arise from the instrumental baseline shift rather 

than an absorption band which in principle should give the accumulative increase in 

the multilayer growth. In addition, the 570 nm aggregate band starts to appear from 

the 5-layer spectrum (not shown here), which means the molecules start to rearrange 

to some irregular forms; and obviously the more layers we deposit on the substrate, 

the easier we can get the aggregate in the film.  

 

So the problem comes as to how the predicted and the deposited film properties can 

be so different. We thus have to make the compromise that the secondary 530 nm and 

the primary 1045 nm transition bands are only visible when all the molecules follow 

the arrangement of the absolute crystalline structure which is presumed by the theory; 

and in the realistic deposited LB films this structure is extremely difficult to achieve. 

The reasonable LB defects that can easily disturb the molecular translational, 

rotational and orientational orders could come from the surface dynamics of the 

Langmuir layer, the interactions between the deposited film and the water surface in 

the downstroke and upstroke during the deposition, the unknown behaviour of the 

deposited molecules when the film is immersed under the water, etc. These 

considerations would then allow us to explain why the LB technique seems not to be 

able to give the intended ‘LB structure’. Despite these discrepancies, the DFT 

simulation work is still valuable, because it proves an important fact that the primary 

solvatochromic band observed in the Q3CNQ solution spectra (at 895 nm in CH2Cl2) 

that is of the charge transfer feature is not experiencing a blue shift to the 570 nm 

band in LB due to the increased molecular polarity in multilayer, but rather is 

experiencing a red shift to the 1045 nm band in LB due to the reduced molecular 

 iii
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polarity in multilayer (just note that we calculate the Q3CNQ dipole moment in the 

theoretical LB lattice structure to be 15.9 D, by using the Mulliken charge analysis).  
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