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## Summary

The problem of the elotron capture by fast charged particles passing through a gas is examined mathematioally. The applications of theoretioal teohniques to simple capture processes are discussed, with emphasis on the scattering of protons by helfum for which experimental results are more readily available.

The thesis begins with a disoussion of the treatment by classical methods of the mechanism of the capture process. The revival of interest in the classioal approach to the problem is mentioned. It is shown that the distinction between the classical and quantum treatments is not complete and that in the asymptotic energy region the two descriptions have features in common. This is followed by a short discussion on the general theory of scattering and the derivation of the formal expressions for the scattering amplitude. The Born series expansion of the scattering matrix is discussed and the oonvergence difficulty associated with the series is mentioned. The argument that the internucleon potential should not contribute to the probability of electron capture is mentioned and it is shown that this difficulty is eliminated in the impulse approximation. The impact parameter method: is examined in detail and its equivalenoe with the wave formalism is mentioned. It is shpum that the refined treatment of Bates (1958) removes the diffioulties associated with the lack of orthogonality between the initial and final states and eliminates the apparemt dependence on the internucleon term. The continuum distorted wave method is discussed and the similarity between its asymptotic form and that of the second Born approximation is mentioned.

The impaot parameter method is used to oaloulate the coss sections for the following processes in the energy ranges indicated:
(i) $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{+}(1 \mathrm{~s}) \quad 30 \mathrm{keV}-10 \mathrm{MeV}$
(ii) $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s}) \quad 1 \mathrm{keV}-1 \mathrm{MeV}$ The sensitivity of the caloulated oross section with the ohoice of the ground state helium wave function is investigated by caloulating the cross section for reaction (i) using three approximate wave functions. The results for the reactions (i) and (ii) are compared and the atomic expansion method is discussed. A brief desoription of the numerical methods used is given.
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## CHAPILHR ONE

## Introduction

We shall consider mainly fast collisions, in which the velocity of the projectile is much greater than the orbital velocity of the captured electron.

### 1.1 Classical Methods

Ihe first calculation on the charge exchange for an atomic process was made by Thomas (1927). In his model the exchange occurs by two successivc two-body Rutherford scatteringe. The electron is first scattered by the heavy incident particle tow rds the target nucleus and acquires the speed of the incident particle, which continues to move in its original trajectory. 'The angle of scattering is determined, by the conservation of energy and momentum, to be $60^{\circ}$ in the laboratory frame. The electron is then scattered by the nucleus, so that it now moves, with the speed unaltered, in the same direction as the incident particle.

The classical cross section of Thomas has the high velocity dependence * $v^{-1}$, as for the second Born approximation (Drisko, 1955) and the impulse approximation (Bransden and Cheshire, 1963). The similarity between the classical and the quantwn mechanical calculations is striking, but Cooke (1963) showed by using the uncertainty principle that the IThomas

* Atomic units will be used throuehout, unless otherwise stated. $V=1$ corresponds to a protorı velocity of $2.188 .10^{8}$ $\mathrm{cm} / \mathrm{sec}$.
process cannot be a high energy classical limit. Recently, Bates and Mapleton (1966) have pointed out that, in the model of Thomas, the distribution function for the electrons of the target does not take into account the shell structure of the target atom and so overestimates the probability of f'inding an electron at small radial distances. Bates and Mapleton (1966) have introduced. a modification to the calculations of Thomas and developed a classical theory for symmetrical resonance in slow encounters. The method is found to be very successful.

Since the development of the quantum theory little work was done on classical methods until Gryzinski (1959) showed that they could be used for a wide variety of processes. Recently, by making use of a high speed computer, Abrines and Percival (1966) calculated by means of the Monte Carlo method the cross section for the electron capture by protons in hydrogen for a few energies in the range 38 to 218 keV . The quantal system is represented by a macroscopic classical model, and the scattering is considered entirely in terms of classical statistical mechanics. 'Ihe Newton's equations for the three-body motion of the electron and the two protons are solved by numerical integration for a number of orbits. The calculated cross sections are rather higher than the experimental data.

The asynmptotic form of the classical cross section for $\mathrm{H}^{+}+\mathrm{H}(1 \mathrm{~s}) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{H}^{+}$has been examined by Bates and Mapleton (1965). Both the classical theory and quantum mechanics are found to show, if the protons are considered
distinguishable, the same $v^{-6}$ velocity dependence and to have almost the same constant of proportionality.

### 1.2 Formal Theory of Rearrangement Collisions.

The scattering amplitude for a rearrangement collision can be obtained most easily by the method of Lippman (1956). The formal expressions for the matrix element will be derived from the time-independent theory, but the same results would follow from the time-dependent theory. We consider the process

$$
1+(2+3) \rightarrow(1+2)+3
$$

in which an initial state, consisting of a particle (1) incident of an electron (2) bound to a core (3), is transformed into a final state, consisting of a bound state of particles (1 + 2) and a free particle (3). For simplicity, the particles are assumed to be non-identical and spinless.

Let $x$ and $k_{x}$ be the position and momentum vectors of (2) relative to ( 3 ), $\underline{\sigma}$ and $k_{i}$ of (1) relative to the centre of mass of $(2+3)$. The vectors appropriate to the initial configuration are $\left(\underline{x}, \underline{q}, k_{x}, \underline{k}_{i}\right)$. In a similar way, the vectors appropriate to the final configuration are given by ( $s, \underline{q}, \underline{k}_{s}, \underline{k}_{g}$ ). The momentum vectors $\underline{k}_{i}$ and $\underline{k}_{f}$ are related to the initial and final velocities of relative motion, $\underline{v}_{i}$ and $\underline{v}_{f}$, by the equations

$$
\underline{k}_{i}=\mu_{i} \underline{v}_{i}, \quad \underline{k}_{j}=\mu_{f} \underline{v}_{j}, \quad 1.2
$$

where the reduced masses $\mu_{i}$ and $\mu_{i}$ are given by

$$
\mu_{i}=\frac{M_{1}\left(1+M_{3}\right)}{1+M_{1}+M_{3}}, \quad \mu_{f}=\frac{M_{3}\left(1+M_{1}\right)}{1+M_{1}+M_{3}},
$$

with $M_{i}$ as the mass of particle $i$.

If $\phi_{i}$ is the eigenfunction of $(2+3)$ and $\phi_{f}$ of $(+2)$, then the initial and final unperturbed states of the system are described by

$$
\begin{align*}
& \Phi_{i}\left(E_{i}\right)=e^{i \underline{\xi_{i} \cdot \underline{\sigma}} \phi_{i}(\underline{x})} \\
& \Phi_{f}\left(E_{f}\right)=e^{i \underline{k}_{f} \cdot \underline{g}} \phi_{f}(\underline{s})
\end{align*}
$$

These states belong to the complete sets of orthogonal states, $\Phi_{n}$ and $\Phi_{m}$, which satisfy the Schrödinger equations

$$
\begin{align*}
& \left(H_{i}-E_{n}\right) \Phi_{n}\left(E_{n}\right)=0, \\
& \left(H_{f}-E_{m}\right) \Phi_{m}\left(E_{m}\right)=0,
\end{align*}
$$

where $H_{i}=K+V_{23}, \quad H_{f}=K+V_{12}, K$ is the total kinetic energy operator, and $V_{i j}$ is the Coulomb interaction between the particles $i$ and $j$.

The total Hamiltonian $H$ in the centre-of-mass system is

$$
\mathrm{H} \underset{=}{ } \mathrm{K}+\mathrm{V}_{12}+\mathrm{V}_{13}+\mathrm{V}_{23}
$$

$H$ can be written as $H=H_{i}+V_{i}=H_{f}+V_{f}, V_{i}$ and $V_{f}$ being the initial and final perturbing potentials

$$
\begin{align*}
& \mathrm{v}_{\mathrm{i}}=\mathrm{v}_{12}+\mathrm{v}_{13}, \\
& \mathrm{v}_{\mathrm{f}}=\mathrm{v}_{13}+\mathrm{v}_{23} .
\end{align*}
$$

The Schrodinger equation for the complete system is

$$
\left(H-E_{i}\right) \Psi_{i}^{+}\left(E_{i}\right)=0 .
$$

$\Psi_{i}^{+}$is the outgoing wave function corresponding to an initial state $\Phi_{i}$ and outgoing waves which describe elastic scattering, inelastic scattering, and rearrangement processes. For capture into the final state $f$, it has the asymptotic form

$$
\left.\Psi_{i}^{+} \underset{r \rightarrow \infty}{ } \Phi_{i}+\frac{f(\theta)}{\rho} \Phi_{f}\right)
$$

with $\theta=\cos ^{-1}\left(\underline{k}_{i} \cdot \underline{k}_{f}\right)$, and $f(\theta)$ as the scattering amplitude from the initial state $\Phi_{i}$ to the final state $\Phi_{f}$.

The capture cross section is then given by

$$
Q_{i f}=2 \frac{v_{f}}{v_{i}} \int_{-1}^{1}\left|f_{i f}(\theta)\right|^{2} d(\cos \theta) .
$$

To obtain $f(\theta)$ from $\Psi_{i}^{+}$, we first define the threeparticle Green's functions

$$
\begin{align*}
& \left(E_{i}+i \varepsilon-H_{i}\right)^{-1}=\int d n \frac{\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}\right|}{E_{i}+i \varepsilon-E_{n}}, \\
& \left(E_{i}+i \varepsilon-H_{f}\right)^{-1}=\int d m \frac{\left|\Phi_{m}\right\rangle\left\langle\Phi_{m}\right|}{E_{i}+i \varepsilon-E_{m}},
\end{align*}
$$

where $\varepsilon$ is an arbitrary positive real quantity, and $\Phi_{n}$ and $\Phi_{m}$ satisfy (1.4) and (1.5). Vie denote the operators

$$
\begin{align*}
& G_{i}\left(\mathrm{E}_{i}+i \varepsilon\right) \equiv\left(E_{i}+i \varepsilon-H_{i}\right)^{-1}, \\
& G_{f}\left(H_{i}+i \varepsilon\right) \equiv\left(E_{i}+i \varepsilon-H_{f}\right)^{-1},
\end{align*}
$$

$$
\begin{array}{ll}
G_{0}\left(E_{i}+i \varepsilon\right) \equiv\left(E_{i}+i \varepsilon-K\right)^{-1}, & 1.18 \\
G\left(E_{i}+i \varepsilon\right) \equiv\left(E_{i}+i \varepsilon-H\right)^{-1}, & 1.19
\end{array}
$$

From the theory of differential equations, $\boldsymbol{\Psi}_{i}^{+}$satisfies the equation

$$
\Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)=\Phi_{i}\left(E_{i}\right)+G_{i} V_{i} \Psi_{i}^{+}\left(E_{i}+i E\right),
$$

with

$$
\Psi_{i}^{+}\left(E_{i}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)
$$

By operating on the equation (1.19) to the left and right by ( $E_{i}+i \varepsilon-H_{i}$ ), we find

$$
G:=G_{i}\left[1+V_{i} G^{-}\right]=\left[1+G_{i} V_{i}\right] G_{i}
$$

and similarly we obtain

$$
G_{i}=G\left[1-V_{i} G_{i}\right]=\left[1-G_{i} V_{i}\right] G_{3}
$$

so that

$$
G_{i}=\left[1-G_{i} v_{i}\right] G_{=}=\left[1-G_{i} V_{i}\right]\left[1+G V_{i}\right] G_{i},
$$

and hence

$$
\left[1-G_{i} v_{i}\right]\left[1+G v_{i}\right]=1 .
$$

Using (1.20) and (1.21), we have

$$
\Psi_{i}^{*}\left(E_{i}+i \xi\right)=\left[1+G\left(\xi_{i}+\varepsilon \xi\right) V_{i}\right] \Psi_{i}\left(E_{i}\right) \text {. }
$$

Operating on (1.17) first by ( $\left.E_{i}+i \varepsilon-H_{i}\right)$, then by $G_{f}$ and rearranging, we obtain

$$
\left[1-G_{f} V_{f}\right]\left[1+G V_{i}\right]=1+G_{f}\left(V_{i}-V_{f}\right)
$$

so that

$$
\left[1-G_{f} V_{f}\right] \cdot \Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)=\left[1+G_{f}\left(V_{i}-V_{f}\right)\right] \Phi_{i}\left(E_{i}\right)
$$

The term on the right-hand side cen be worked out to the simple form

$$
\begin{align*}
{\left[1+G_{f}\left(V_{i}-V_{f}\right)\right] \Phi_{i}\left(E_{i}\right) } & =\left[\frac{E_{i+i \varepsilon-H_{f}+V_{i-}} V_{f}}{E_{i}+i \varepsilon-H_{f}}\right] \Phi_{i}\left(E_{i}\right) \\
& =\left[\frac{E_{i}+i \varepsilon-H_{i}}{E_{i+i E-H_{f}}}\right] \Phi_{i}\left(E_{i}\right) \\
& =\frac{i \varepsilon}{E_{i}+i \varepsilon-H_{f}} \Phi_{i}\left(E_{i}\right)
\end{align*}
$$

'The Schrodinger equation describing the rearrangement collision can then be written as

$$
\Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)=G_{f}\left(E_{i}+i \varepsilon\right)\left[i \varepsilon \Phi_{i}\left(E_{i}\right)+V_{f} \Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)\right]
$$

The transition rate $W_{\text {if }}$ for a rearrangement process depends only on the second term on the risht-term side of (1.26); the first has no singularity and so vanishes as $\mathcal{C} \rightarrow{O^{+}}^{+}$, except in the special case when the three particles are unbound both in the initial and final states. Using the spectral representation of
$G_{f}(1.15)$, we find

$$
\Psi_{i}^{+}\left(E_{i}+i \varepsilon\right)=\int d m \frac{\left|\Phi_{m}\right\rangle\left\langle\Phi_{m}\right| V_{f}\left|\Psi_{i}^{+}\left(E_{i+i}\right)\right\rangle}{E_{i}+i \varepsilon-E_{m}}
$$

$\Psi_{i}^{+}$contains the time dependence $\exp \left(i \Psi_{i} t-\varepsilon t\right) / \hbar$, so that

$$
\left.W_{i f} \geq \frac{\partial}{\partial t}\left|\left\langle\Phi_{f} \mid \Psi_{i}^{+}\right\rangle\right|^{2}=\lim _{\varepsilon \rightarrow 0^{+}} \frac{2 \varepsilon}{\hbar} \cdot \frac{\left|T_{i f}\right|^{2}}{\left(E_{i}-E_{f}\right)^{2}+\varepsilon^{2}}\right\rangle
$$

where

$$
T_{i f}=\left\langle\Phi\left(E_{f}\right)\right| V_{f}\left|\Psi_{i}^{+}\left(E_{i}\right)\right\rangle
$$

Since

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left[\frac{\varepsilon}{x^{2}+\varepsilon^{2}}\right]=i \pi \delta(x)
$$

we obtain

$$
w_{i f}=\delta\left(E_{i}-E_{f}\right) \frac{2 \pi}{\hbar}\left|T_{i f}\right|^{2} .
$$

The scattering amplitude $f_{i f}(\theta)$ is related to $T_{\text {if }}$ by the equation

$$
f_{i f}(\theta)=-\frac{\mu_{f}}{2 \pi} T_{i f}
$$

In a similar manner, the incoming wave solution $\Psi_{f}^{-}$can be written as

$$
\Psi_{f}^{-}\left(E_{f}-i \varepsilon\right)=\Phi_{f}\left(E_{f}\right)+G_{f}\left(E_{f}-i \varepsilon\right) V_{f}-\Psi_{f}^{-}\left(E_{f}-i \varepsilon\right)
$$

and the transition matrix $T_{\text {if }}$ becomes

$$
T_{i f}=\left\langle\Psi_{f}^{-}\left(E_{f}\right)\right| V_{i}\left|\Phi_{i}\left(E_{i}\right)\right\rangle
$$

We now consider the scattering matrix, or simply the S-matrix. Let the channels of the process be denoted by $\alpha, \beta, \gamma$, etc. We express $\Psi_{\alpha}^{+}$as a linear combinations of the $\Psi_{\rho}^{-}$

$$
\Psi_{\alpha}^{+}=\sum_{\beta} \Psi_{\beta}^{-} S_{\beta \alpha}
$$

From the orthogonality of the scattering states we obtain

$$
S_{\beta \alpha}=\left\langle\Psi_{\beta}^{-} \mid \Psi_{\alpha}^{+}\right\rangle
$$

This is the S-matrix. The importance of the $S$-matrix lies in the fact that it is unitary. By using (1.34) and (1.35), we find

$$
\begin{align*}
& \sum_{\gamma} S_{\gamma \alpha}^{*} S_{\gamma \beta}=\delta_{\alpha \beta}, \\
& \sum_{\gamma} S_{\alpha \gamma} S_{\beta \gamma}^{*}=\delta_{\alpha \beta},
\end{align*}
$$

and hence

$$
S S^{t}=S^{t} S=1
$$

'The unitary nature of the S-matrix has an important physical meaning ; it ensures the conservation of flux or probability in a collision.
'The present proof' for the unitarity of the S-matrix is unsatisfactory. It is based on the assumption that the wave functions in different channels are orthogonal to each other. This is not the case in rearrangement collisions, where the colliding particle and the collision products are composite
fragments, so that the channels overlap. An alternative proof is given by Jauch and Marchand (1966) and it shows unitarity to be a direct consequence of the asymptotic conditions and nothing more.

### 1.3 The Born Series.

In any general theory of scattering it is not difficult to derive exact expressions for the transition matrix of any collision. It is in the actual calculations that the difficulty arises. In almost all cases it is impossible to obtain an exact solution for $\Psi_{i}{ }^{+}$or $\Psi_{f}^{-}$and, in practice, various methods are used to find approximate solutions. A frequently used approximation is that of Born, and it consists in iterating the integral equation.

We consider the series expansion of the operator

$$
G \equiv\left(E_{i}+i \varepsilon-H\right)^{-1}=\left(E_{i}+i \varepsilon-H_{i}-V_{i}\right)^{-1} .
$$

On using the operator identity

$$
(A+B)^{-1}=A^{-1}\left[1-B(A+B)^{-1}\right]
$$

and setting

$$
A \equiv\left(E_{i}+i \varepsilon-H_{i}\right), B \equiv-V_{i}
$$

we obtain

$$
G=G_{i}+G_{i} V_{i} G .
$$

$A s G \approx G_{i}$, the series representation is given by

$$
G=G_{i}+G_{i} V_{i} G_{i}+G_{i} V_{i} G_{i} V_{i} G_{i}+\ldots \ldots,
$$

and in a similar procedure

$$
G=G_{0}+G_{0}\left(V_{12}+V_{13}+V_{23}\right) G_{0}+G_{0}\left(V_{12}+V_{13}+V_{23}\right) G_{0}\left(V_{12}+V_{13}+V_{23}\right) G_{0}+\cdots .1 .42
$$

The transition matrix is

$$
T_{i f}=\left\langle\Phi_{f}\right| V_{f}\left|\Psi_{i}^{+}\right\rangle
$$

with

$$
\Psi_{i}^{+}=\left[1+G V_{i}\right] \Phi_{i}
$$

Using (1.41), we get the series

$$
\begin{align*}
T_{i f}= & \left\langle\Phi_{f}\right| v_{f}\left|\Phi_{i}\right\rangle+\left\langle\Phi_{f}\right| v_{f} G_{i} v_{i}\left|\Phi_{i}\right\rangle \\
& +\left\langle\Phi_{f}\right| v_{f} G_{i} v_{i} G_{i} v_{i}\left|\Phi_{i}\right\rangle+\cdots
\end{align*}
$$

When only the first term in this expansion is retained, we obtain the first Born approximation, often simply referred to as the Born approximation. We denote it by

$$
T_{i f}^{B+} \equiv\left\langle\Phi_{f}\right| V_{f}\left|\Phi_{i}\right\rangle
$$

The alternative expression for $\mathrm{T}_{\text {if }}$,

$$
T_{i f}=\left\langle\Psi_{f}^{-}\right| V_{i}\left|\Phi_{i}\right\rangle,
$$

can be iterated in terms of $\mathrm{G}_{\mathrm{f}}\left(\mathrm{F}_{\mathrm{f}}-i \varepsilon\right)$ by a similar procedure. In this case, the first term in the series expansion is

$$
T_{i f}^{B-} \equiv\left\langle\Phi_{f}\right| V_{i}\left|\Phi_{i}\right\rangle
$$

The two forms of the Born approximation, $T_{i f}^{B \pm}$, using the post and prior interactions respectively, are identical provided the wave functions $\Phi_{i}$ and $\Phi_{f}$ are exact. They give
different $v_{s}$ lues if either $\Phi_{i}$ or $\Phi_{f}$ is not exact; this is the source of the post-prior discrepancy and it is impossible on physical grounds to predict which interection will give a better estimate of the transition matrix.

The terms beyond the first few in the series expansion of $T_{i f}$ are difficult to evaluate; they must be negligible if any calculation based on this series is to be valid. It is shown by Zemach and Klein (1958) that, except for sufficiently high energies, the series expansion of the Green's function diverges. Aaron, Amado and Lee (1961) have found that for a class of potentials, including the Coulomb potential, the Born series diverges. Their proof is not rigorous, but the result is probably correct. However, Dettman and Leibfried (1966) have re-examined the Born series and expressed the views that the commonly used argunents to prove its divergence for rearrangement collisions at all energies do not hold. They treated in detail the one-dimensional three-body collision with $\boldsymbol{\delta}$-function interactions and found that, in this particular case, the series converged. The proof is not rigorous and their conclusion is open to question.

The problem is also investigated in the framework of the distorted-wave formalism by Greider and Dodd (1966). In this case too, the iterative solution of the integral equation is found to diverge.

A generel and rigorous mathematical proof thet the ordinary or the distorted - vavo Born model is or is not valid would be extremely valuable, but probably difficult to find. It may well be that for potentials of practicel importance the series diverges, so that the validity of the auplication of the Born approximation to atomic collisions remains in doubt. Accurate rosults axe however obtained for some processes form the first one or two terns in the Forn series. The approxination ofter works much better than may be expected. 1.4 The Impulse Approximation.

Chew (1950) first attempted to forrulate the scattering amplitude in terms of exact two-body matrix elementr: The method rests on the assunption that, for the process

$$
1+(2+3) \rightarrow(1+2)+3,
$$

if the velocity of 1 is much greater than the orbital velocity of electron 2 in the bound system $(2+3)$, the struck particle 2 may be regarded as a free p. rticle during the collision. The eflects of the binding potential $V_{23}$ can be neglected, although it deternines the initial state $\Phi_{i}$.

We define the two-body Mdller operator $W_{12}^{+}$by

$\equiv \psi\left(k_{s}, k_{f}\right)$,
where the momentum vectons $\mathrm{k}_{\mathrm{s}}$ and $\underline{k}_{\mathrm{f}}$ are defined as in section (1.2), and $X\left(k_{s}, k_{f}\right)$ is a plane wave.
$X\left(\underline{k}_{S}, \underline{k}_{f}\right)$ and $\psi\left(\underline{k}_{s}, \underline{k}_{f}\right)$ satisfy the Schrödinger equations

$$
\left(K-E_{k_{s}}-E_{k_{f}}\right) X\left(k_{s}, k_{f}\right)=0
$$

$$
\left(K+V_{12}-E_{k_{s}}-E_{k_{f}}\right) \psi\left(\underline{k}_{s}, k_{f}\right)=0 .
$$

$X\left(\underline{k}_{s}, \underline{k}_{f}\right)$ is the plane wave function for the three particles when there is no interaction between them. $\psi i\left(k_{s}, k_{\dot{f}}\right)$ is the product of a wave function for scattering of 1 by 2 with the potential $\dot{\mathrm{V}}_{12}$ and energy $\mathrm{F}_{\mathrm{ks}}$, and a plane wave describing the motion of 3, with energy $\mathrm{R}_{\mathrm{kf}}$, relative to the centre of mass of $(2+3)$. We define the M $\phi$ Ilex matrix $\Omega^{+}$by

$$
\Omega^{+}=1+G V_{i}
$$

so that from (1.22)

$$
\Psi_{i}^{+}=\Omega^{+} \Phi_{i}
$$

and from (1.29)

$$
T_{i f}=\left\langle\Phi_{f}\right| V_{f}\left|\Omega^{+} \Phi_{i}\right\rangle
$$

After some manipulation (Chew and Goldberger, 1952), $\Omega^{+}$can be written in the form

$$
\begin{align*}
\Omega^{+}= & \left(\omega_{12}^{+}+\omega_{13}^{+}-1\right)+G\left[V_{23},\left(\omega_{12}^{+}+\omega_{13}^{+}\right)\right] \\
& +G\left[V_{12}\left(\omega_{13}^{+}-1\right)+V_{13}\left(\omega_{12}^{+}-1\right)\right]
\end{align*}
$$

The second term on the right-hand side of (1.52) vanishes on
neglecting the binding potential $\mathrm{V}_{23}$, in accordance with the impulse approximation. The third term represents successive scatterings of the incident particle by the potentials $V_{12}$ and $\mathrm{V}_{13}$; these multiple - scattering effects are negligible for charge transfer collisions.

The transition matrix is then

$$
T_{i f}^{I} \bumpeq\left\langle\Phi_{f}\right| V_{f}\left(\omega_{12}^{+}+\omega_{13}^{+}-1\right)\left|\Phi_{i}\right\rangle
$$

From the alternative expression of $T_{i f}$ in terms of $\Psi_{f}^{-}$, we find

$$
T_{i f}^{\text {II }} \bumpeq\left\langle\Phi_{f}\right|\left(\omega_{23}^{-}+\omega_{2}^{-}-1\right) V_{i}\left|\Phi_{i}\right\rangle
$$

It is expected on physical grounds that the internuclear potential $V_{13}$ canrot affect the electron capture cross section. Setting $\omega_{13}^{ \pm} \simeq 1$, we obtain

$$
\begin{align*}
& T_{i f}^{I}=\left\langle\Phi_{f}\right| V_{f}\left|\omega_{2}^{+} \Phi_{i}\right\rangle \\
& T_{i f}^{I I}=\left\langle\omega_{23}^{-} \Phi_{f}\right| V_{i}\left|\Phi_{i}\right\rangle
\end{align*}
$$

It is evident from the assumptions used that the impulse approximation will be better the weaker are the interactions. Its application to the collision of a particle with a neutral atom is intuitively plausible, but it does not follow that the extension to processes involving interparticle Coulomb potentials is exactly valid

The present formulation of the impulse approximation in unsatisfactory, for the Coulomb potentials have only in part been
eliminated by the use of two-body operetors. Moreover, the two forms of the transition matrix, $\mathbb{T}_{\text {if }}$ and $T_{\text {if }}$ of (1.55) and (1.56) respectively, are not automatacally identical, and this may introduce a 'post-prior' discrepancy. 'These defects have been overcome in the new formulation by Fadeev (1961a,b, 1963).

### 1.5 Impaot Parameter Formunation

In all collisions between atomic systems containing heavy particles, the motions of the heavy particles are essentially unaltered by any electronic excitation or rearrangements unless the energy. of relative motion is very Iow (Bates and Boyd; 1962a, $b_{3}$ ). It is then advantageous in describing these processes to treat the eleotronic motions by quentum mechanics but the motions of the heavy particles by classical mechanics. The formulation which $f$ ollows is mainly due to Bates (1958).

Let R and I be the position vector and velooity, respectively, of particle 1 relative to 3, and $x$ the position veotor of the electron 2 relative to the mid-point of R . We choose a co-ordinate system with the $z$-axis along the direction of motion, so that

$$
\underline{R}=\underline{\rho}+\underline{v} t, z=v t .
$$

The time $t$ is ohosen such that at $t=0$ the paitioles 1 and 3 have a minimum separation $\rho$, known as the "impact parameter" of the collision.

The electronio wave function $\Psi$ for the complete system satisfies the time-dependent Schrodinger equation.

$$
H \Psi(Y, t)=i \frac{\partial}{\partial t} \Psi(\Psi, t)
$$

with

$$
H=-\frac{1}{2} \nabla_{r}^{2}+V_{12}+V_{13}
$$

$\Psi$ is expressed in the form of a series expansion of eigenfunction; the set of basis functions is chosen so that each term in the expansion is a solution of (1.58) in the limit of infinite nuclear separation (Bates and McCarroll, 1958). We write

$$
\begin{aligned}
\Psi(r, t)= & a_{i}(t) \phi_{i}\left(r+\frac{1}{2} \underline{R}\right) \exp \left\{-i\left(\frac{1}{2} \underline{v} \cdot \underline{r}+\frac{1}{8} \cdot v^{2} t+\varepsilon_{i} t\right)\right\} \\
& +b_{f}(t) \phi_{f}\left(\underline{r}-\frac{1}{2} \underline{R}\right) \exp \left\{i\left(\frac{1}{2} \underline{v} \cdot \underline{r}-\frac{1}{8} \cdot v^{2} t-\varepsilon_{f} t\right)\right\} \\
& +\gamma(\underline{r}, t)
\end{aligned}
$$

$$
1.60
$$

$\varnothing_{i}$ and $\phi_{f}$ are the wave functions of the bound states $(2+3)$ and $(1+2)$, respectively. $\gamma(r, t)$ is orthogonal to the other two terms on the right-hand side of (1.60) and may be expanded in the alternative forms

$$
\gamma(r, t)=\sum_{n \neq i} a_{n}(t) \phi_{n}\left(r+\frac{1}{2} \underline{R}\right) \exp \left\{-i\left(\frac{1}{2} \underline{v} \cdot \underline{r}+\frac{1}{8} v^{2} t+\varepsilon_{n} t\right)\right\},
$$

and

$$
\gamma(r, t)=\sum_{m \neq f} b_{m}(t) \phi_{m}\left(r-\frac{1}{2} R\right) \exp \left\{i\left(\frac{1}{2} \underline{v} \cdot \underline{r}-\frac{1}{8} v^{2} t-\varepsilon_{m} t\right)\right\}
$$

Continuum states may also be included in $\gamma(r, t)$. In this section, for simplicity we consider two states only and set $\gamma=0$; this is equivalent to assuming that coupling through all states other than $i$ and $f$ are negligible.

The expansion coefficients $a_{i}(t)$ and $b_{f}(t)$ depend on 9 although this dependence is not indicated explicitly. The
initial conditions are

$$
a_{i}(-\infty)=1, \quad b_{f}(-\infty)=0
$$

The probability amplitude for electron capture from an initial state $i$ to a final state $f$ is then $b_{f}(+\infty)$. The probability of capture at a particular value of the impact parameter is $\left|b_{f}(+\infty)\right|^{2}$ and the total capture cross section is

$$
Q_{i f}=2 \int\left|b_{f}(+\infty)\right|^{2} \rho d \rho
$$

Using (1.58) and (1.59), we obtain

$$
\begin{align*}
& i\left(\dot{a}_{i}+\dot{b}_{f} S_{i f} e^{i \varepsilon_{f} t}\right)=a_{i} h_{i i}+b_{f} K_{i f} e^{i \varepsilon_{i f} t}, \\
& i\left(\dot{a}_{i} S_{f i} e^{i \varepsilon_{f i} t}+\dot{b}_{f}\right)=a_{i} K_{f i} e^{i \varepsilon_{f i} t}+b_{f} h_{f f}
\end{align*}
$$

where

$$
1.67
$$

$$
\begin{aligned}
& \varepsilon_{i f}=-\varepsilon_{f i}=\varepsilon_{i}-\varepsilon_{f}, \\
& S_{i f}(t)=S_{f i}^{*}(t)=\int \phi_{i}^{*}\left(\underline{r}+\frac{1}{2} \underline{R}\right) \phi_{f}\left(\underline{r}-\frac{1}{2} \underline{R}\right) e^{i \underline{\underline{v}} \underline{Y}} d \underline{\underline{Y}}, \\
& K_{i f}(t)=\int \dot{\phi}_{i}^{*}\left(\underline{I+\frac{1}{2}} \underline{R}\right) V_{23} \phi_{f}\left(\underline{I}-\frac{R}{2}\right) e^{i \underline{v} \cdot \underline{Y}} d \underline{Y}, \\
& K_{f^{i}}(t)=\int \phi_{f}^{*}\left(\underline{\underline{r}}-\frac{1}{2} \underline{R}\right) V_{12} \phi_{i}\left(\underline{r}+\frac{1}{2} \underline{R}\right) e^{-i \underline{\underline{r}} \cdot \underline{\underline{I}}} d \underline{r}, \\
& h_{i i}(t)=\int \phi_{i}^{*}\left(\underline{r}+\frac{1}{2} \underline{R}\right) V_{12} \phi_{i}\left(\underline{r}+\frac{1}{2} \underline{R}\right) d \underline{r} ; \\
& h_{f f}(t)=\int \phi_{f}^{*}\left(I-\frac{1}{2} R\right) V_{23} \phi_{f}\left(r-\frac{1}{2} \underline{R}\right) d r .
\end{aligned}
$$

The terms in (1.65) and (1.66) are rearranged to give

$$
\begin{align*}
& i\left(1-\left|S_{i f}\right|^{2}\right) \dot{a}_{i}=a_{i}\left(h_{i l}-S_{i f} K_{f i}\right)+b_{f}\left(K_{i f}-S_{i f} h_{f f}\right) e^{i \varepsilon_{i f} t}, \\
& i\left(1-\left|S_{i f}\right|^{2}\right) \dot{b}_{f}=a_{i}\left(K_{f i}-S_{f i} h_{l i}\right) e^{i \varepsilon_{f i} t}+b_{f}\left(h_{f f}-S_{f i} K_{i f}\right)
\end{align*}
$$

By substituting

$$
\alpha_{i}=\frac{h_{i i}-S_{i f} K_{f i}}{1-\left|S_{i f}\right|^{2}}, \quad \beta_{f}=\frac{h_{f f}-S_{f i} K_{i f}}{1-\left|S_{i f}\right|^{2}},
$$

and

$$
{ }^{0} a_{i}=a_{i} \exp \left\{i \int_{-\infty}^{t} \alpha_{i} d t\right\}, \quad b_{f}=b_{f} \exp \left\{i \int_{-\infty}^{t} \beta_{f} d t\right\}
$$

in (1.68) and (1.69), we obtain

$$
\begin{align*}
& { }^{0} \dot{a}_{i}=-i^{0} b_{f}\left[\frac{k_{i f}-S_{i f} h_{f f}}{1-\left|S_{i f}\right|^{2}}\right] \exp \left\{i\left(\varepsilon_{i f}+\delta_{i_{f}}\right)\right\}, \\
& { }^{\circ} \dot{b}_{f}=-i{ }^{0} a_{i}\left[\frac{K_{f i}-S_{f i} h_{i i}}{1-\left|S_{i f}\right|^{2}}\right] \exp \left\{-i\left(\varepsilon_{i f}+\delta_{i f}\right)\right\},
\end{align*}
$$

where

$$
\begin{align*}
\delta_{i f} & =\int_{-\infty}^{t}\left(\alpha_{i}-\beta_{f}\right) d t \\
& =\int_{-\infty}^{t}\left(h_{i i}-h_{f f}\right) d t
\end{align*}
$$

If we make the assumption

$$
{ }^{0} a_{i}(t)=1,
$$

which implies neglecting back-coupline from the final to the initial states, we obtain

$$
\left|b_{f}(+\infty)\right|=\left|b_{f}(+\infty)\right|=\left|\int_{-\infty}^{t} M_{i f} d t\right|
$$

where

$$
\begin{align*}
M_{i f} & =\frac{K_{f i}-S_{f i} h_{i i}}{1-\left|S_{i f}\right|^{2}} \exp -i\left(\varepsilon_{i f} t+\delta_{i f}\right) \\
& \simeq\left(K_{f i}-S_{f i} h_{i i}\right) \exp p-i\left(\varepsilon_{i f} t+\delta_{i f}\right) .
\end{align*}
$$

Since

$$
\begin{gathered}
\int \phi_{f}^{*}\left(\underline{r}-\frac{1}{2} \underline{R}\right)\left[V_{12}\left(\underline{r}-\frac{1}{2} \underline{R}\right)+V_{13}(\underline{R})\right] \phi_{i}\left(\underline{r}+\frac{1}{2} \underline{R}\right) e^{i \underline{v} \cdot \underline{Y}} d r \\
=K_{f i}+V_{13}(\underline{R}) S_{f i}
\end{gathered}
$$

and

$$
\begin{gathered}
\int \phi_{i}^{*}\left(\underline{r}+\frac{1}{2} \underline{R}\right)\left[V_{12}\left(\underline{r}-\frac{1}{2} \underline{R}\right)+V_{13}(\underline{R})\right] \phi_{i}\left(\underline{r}+\frac{1}{2} \underline{R}\right) d r \\
=h_{i i}+V_{13}(\underline{R}),
\end{gathered}
$$

it is evident that $M_{i f}$ is independent of the internucleon potential $V_{13}{ }^{\circ}$

The phase term $\delta_{i f}$ comes from the difference between the effects of the interaction of the colliding systems when in the initial state and when in the final state. Its inclusion in (1.72) and (1.73) allows for distortion. This is expected to be important for charge transfer processes because of the large contribution from close encounters (Bates and McCarroll, 1962).

In the case of symmetrical resonance, $\delta_{i f}$ vanishes since the initial and final states are identical (Bates, 1958). Moreover, the equations (1.72) and (1.73) become sufficiently simple to be solved exactly and so allows completely for
back-couplins from the final to the initial states (McCarroll, 1961).

The impact parameter method satisfies the requirements of the detailed balancing (Pates, 1958 b ; Green, 1965). In the work of Bates (1958 b) detailed balancing is proved for processes having small transition probabilities. Green (1965) considers the general case and shows that the impact parameter method satisfies detailed balancing even though only a finite number of states is included in the expansion set. We consider the expansion of $\boldsymbol{\Psi}$

$$
\Psi(c ; t)=\sum_{n} a_{n}(c ; t) \phi_{n},
$$

where the symbol $C$ is used to distinguish solutions corresponding to different conditions, and $\phi_{n}$ iss a set of orthonormal functions. Let

$$
\begin{align*}
& S_{k n}=\left\langle\phi_{k} \mid \phi_{n}\right\rangle \\
& H_{k n}=\left\langle\phi_{k}\right| H-i \frac{\partial}{\partial t}\left|\phi_{n}\right\rangle .
\end{align*}
$$

We take the $z$-axis to be in the direction of the incident particle. We define

$$
\Psi_{R}(c ; x, y, z, t) \equiv \Psi(c ; x, y,-z,-t)^{*}
$$

so that

$$
a_{R, n}(c ; t)=\epsilon_{n} a_{n}(c ;-t)^{*}
$$

where $\epsilon_{n}= \pm 1$. We define also two particular solutions $\Psi^{ \pm}(k ; t)$ which have the property then as $\quad t \rightarrow \mp \infty$

$$
\Psi^{ \pm}(k ; t) \rightarrow \phi_{k}(x, y, z, t)
$$

rite essential time-reversal relations are

$$
\begin{align*}
& S_{n m}^{*}(-t)=\epsilon_{n} \epsilon_{m} S_{n m}(t) \\
& H_{n m}^{*}(-t)=\epsilon_{n} \epsilon_{m} H_{n \cdot m}(t)
\end{align*}
$$

We write

$$
\begin{align*}
a_{k}^{+}(n ;+\infty) & =\lim _{t \rightarrow-\infty}\left\langle\Psi^{-}(k ; t) \mid \Psi^{+}(n ; t)\right\rangle \\
& =\lim _{t \rightarrow+\infty}\left\langle\Psi_{R}^{+}(n ; t) \mid \Psi_{R}^{-}(k ; t)\right\rangle \\
& =\lim _{t \rightarrow+\infty}\left\langle\epsilon_{n} \Psi^{-}(n ; t) \mid \epsilon_{k} \Psi^{+}(k ; t)\right\rangle \\
& =\epsilon_{n} \epsilon_{k} a_{n}^{+}(k ;+\infty)
\end{align*}
$$

The proof of the curtailed balancing then follows.
Approximations corresponding to each of those described above can also be obtained in the wave formalism which allows for the non-orthogonality of the initial and final eigenfunction (Bates, 1958). In the simple case where distortion and backcoupling are ignored, the matrix element is obtained by replacing $V_{f}$ in $\Psi_{i f}$ by the effective interaction

$$
\frac{1}{1-\left|S_{i f}\right|^{2}}\left[V_{12}\left(x-\frac{1}{2} \frac{R}{I}\right)-h_{i i}\right] .
$$

These results can also be obtained by a variational method, using the functional

$$
I=\int \Psi^{*}(H-E) \Psi d \tau
$$

Let $F_{n}(\underline{q})$ and $G_{n}(\rho)$ be the coefficients of the initial and final bound states in the two-state expansion of $\Psi$. The method consists in using the property that $I$ is stationary under all independent variations of $F_{n}$ and $G_{n}$ that leave the asymptotic forms of $F_{n}$ and $G_{n}$ unaltered.

Bessel and Gerjuoy (1960) have used the operator formalism of Gell-Mann and Goldberger (1953) to derive the distorted wave approximation. This method gives similar results as that of Bates, but the $\left|S_{i f}\right|^{2}$ term is now not obtained. Let $\mathcal{V}_{i}(\sigma)$ and $\mathcal{V}_{f}(\rho)$ be arbitrary short range potentials, and $X_{i}$ and $X_{f}$ be solutions of the equations

$$
\begin{align*}
& \left(K+V_{23}-V_{i}(g)-E_{i}\right) X_{i}\left(E_{i}\right)=0, \\
& \left(K+V_{12}-V_{f}(\underline{\rho})-E_{f}\right) X_{f}\left(E_{f}\right)=0
\end{align*}
$$

Then the incoming wave solution is given by

$$
\begin{aligned}
\Psi_{f}^{-}\left(E_{f}\right)= & \frac{1}{E_{f}-i \varepsilon-K-V_{23}+V_{i}} \\
& {\left[-i \varepsilon X_{f}^{-}\left(E_{f}\right)+\left(V_{13}+V_{12}+V_{i}\right) \Psi_{f}^{-}\left(E_{f}\right)\right], 1.92 }
\end{aligned}
$$

and hence the transition matrix is

$$
T_{i f}=\left\langle\Psi_{f}^{-}\right| V_{13}+V_{12}+V_{i}\left|x_{i}^{+}\right\rangle
$$

The method consists in substituting $\mathcal{V}_{i}$ by $h_{i i}$ and $\mathcal{V}_{f}$ by $h_{f f}$, since any other choice would be inconsistentin the light of the derivation using the variational principle. The term containing the internucleon potential $\mathrm{V}_{13}$ is of the order $\mathrm{m} / \mathrm{M}$ and is thus negligible.

Sil (1960) has explicitly used a variational method to obtein a formalism equivalent to that of the impact parameter.

### 1.6 The Continuum Distorted Have Method.

Cheshire (1963b, 1964b) has suggested a new approach to the distorted wave method and developed an approximation which has the virtue of including continuum intermediate states.

The initial and final states $\Phi_{i}\left(\theta\right.$ and $\Phi_{f}(t)$; which satisfy the equations

$$
\begin{align*}
& \left(\frac{1}{2} \nabla_{r}^{2}+\frac{1}{x}+i \frac{\partial}{\partial t}\right) \Phi_{i}(t)=0, \\
& \left(\frac{1}{2} \nabla_{r}^{2}+\frac{1}{s}+i \frac{\partial}{\partial t}\right) \Phi_{f}(t)=0,
\end{align*}
$$

are given by

$$
\begin{aligned}
& \Phi_{i}(t)=\phi_{i}(\underline{x}) \exp \left\{-i\left(\frac{1}{2} \underline{v} \cdot \underline{r}+\frac{1}{8} v^{2} t+\epsilon_{i} t\right)\right\}, \\
& \Phi_{f}(t)=\phi_{f}(\underline{s}) \exp \left\{i\left(\frac{1}{2} \cdot \underline{v} \underline{\underline{r}}-\frac{1}{8} \cdot v^{2} t-\epsilon_{f} t\right)\right\} . \\
& \text { The complete wave functions } \Psi_{i}(t) \text { and } \Psi_{f}(t) \text { are then written }
\end{aligned}
$$

as

$$
\begin{align*}
& \Psi_{i}(t)=\Phi_{i}(t) \mathscr{L}_{i}(t) \\
& \Psi_{f}(t)=\Phi_{f}(t) \mathscr{L}_{f}(t)
\end{align*}
$$

where $\mathscr{L}_{i}(t)$ and $\mathscr{X}_{f}(t)$ are solutions of the equations

$$
\begin{align*}
& \left(\frac{1}{2} \nabla_{r}^{2}+\frac{1}{s}-\frac{1}{R}+i \frac{\partial}{\partial t}-\frac{i}{2} \underline{v} \cdot \nabla_{r}\right) \mathscr{L}_{i}=\frac{x}{x} \cdot \nabla_{r} \mathscr{L}_{i}, \\
& \left(\frac{1}{2} \nabla_{r}^{2}+\frac{1}{x}-\frac{1}{R}+i \frac{\partial}{\partial t}+\frac{i}{2} \underline{v} \cdot \nabla_{r}\right) \mathcal{L}_{f}=\frac{s}{s} \cdot \nabla_{r} \mathscr{L}_{f},
\end{align*}
$$

and have the boundary conditions

$$
\lim _{t \rightarrow-\infty} \mathfrak{Z}_{i}=\lim _{t \rightarrow+\infty} \mathscr{L}_{f}=1 .
$$

First order approximations to $\mathscr{L}_{i}$ and $\mathscr{L}_{f}$, denoted by $\mathscr{L}_{i}^{\prime}$. and Li.! are obtained by neglecting the right-hand sides of (1.99) and $(1,100)$. At high velocities $\AA_{i}^{i}$ and $\dot{\delta}_{i}^{\prime!}$ are expected to be good approximations to $\mathscr{L}_{\mathrm{i}}$ and $\mathscr{L}_{\mathrm{f}}$ respectively, over the regions which contribute to the scatterin: amplitude.

The transition amplitude based on $\Phi_{i} \mathscr{L}_{i}^{\prime}$ and $\Phi_{f} \mathcal{L}_{f}^{\prime}$ as distorted waves is then given by

$$
T_{i f}=-i \int_{-\infty}^{\infty} d t \int d \underline{r}\left[\Phi_{f}^{*} \mathscr{L}_{f} \Phi_{i} \frac{x}{x} \cdot \nabla_{r} \mathcal{L}_{i}^{\prime}\right]
$$

This formula is exact. But the method does not take backcoupling into account and is therefore expected to be valid only at ene gies above 25 keV . The calculated cross sections for $H^{+}+\mathrm{H}(1 \mathrm{~s}) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{H}^{+}$are very close to those obtained with the impulse approximation at energies between 80 keV and 1 MeV , but between 40 and 80 keV the results are nearer to the calculations of McCarmoll. The asymptotic form of this method at high energies is exactly that of the second Born approximation.

## Review of Existing Calculations

### 2.1 The First Born Approximation :

It was shown earlier that the Born approximation could be expressed as

$$
\begin{aligned}
& T_{i f}^{B+}=\left\langle\Phi_{f}\right| V_{13}+V_{23}\left|\Phi_{i}\right\rangle \\
& T_{i f}^{B-}=\left\langle\Phi_{f}\right| V_{i 3}+V_{12}\left|\Phi_{i}\right\rangle
\end{aligned}
$$

Oppenheimer (1928) and Brinkman and Kramers (1930) argued that the internucleon potential $\mathrm{V}_{13}$ should not contribute to the probability of an electronic transition. This can be considered in the following way. At the energies ine approximation may be valid (for incident protons the energy is much greater than 25 keV ) the relative velocity of the heavy incident and target nucleons is much greater than the orbital velocity of the electron. Any electron excite.tion or capture causes negligible change in the relative momentum of the nucleons, which trerefore move in straight line trajectories. It is then evident that the potentiel $V_{13}$ cannot afiect the cross section. [This result might not be valid when there is a large contribution to the scattering amplitude from very close encounters (i'ennema, 1963).]

The first detailed calculations for the process

$$
\mathrm{H}^{+}+\mathrm{H}(1 \mathrm{~s}) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{H}^{+}
$$

were made by Brinkman and Kramers (1930). The first Born approximation was used, but the internucleon term $V_{13}$ in it was neglected. We shall refer to the approximation when $V_{13}$ is neglected as the Brinkman-Kramers approximation, and when $\mathrm{V}_{13}$ is retained as the Born approximation.

For the process (2.3) the Brinknan-Kramers cross section, in units of ( $\pi a_{6}^{2}$ ), is given by

$$
Q_{B K}=\frac{2^{8}}{5\left(1+v^{2} / 4\right)^{5} v^{2}},
$$

where $v$ is the velocity of the incident proton in atomic units, so that the incident energy is $E=24.97 \mathrm{v}^{2} \mathrm{keV}$. The cross sections for capture into excited states have been determined by Bates and McCarroll (1962).

Bransden, Dalearno and King (1954) used the BrinkmanKramers approximation to make the first calculations for the process

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(n \mathrm{l})+\mathrm{He}^{+}(1 \mathrm{~s}) .
$$

The simple variational wave function for the belium atom,

$$
\phi\left(I_{1}, r_{2}\right)=\frac{\alpha^{3}}{\pi} \exp \left\{-\alpha\left(r_{1}+r_{2}\right)\right\} \quad \alpha=1.6875, \quad 2.6
$$

is used, so that the post-prior descrepaucy is present.
Since it is impossible to know which interaction will give a better result, the prior interaction is used as it contains fewer terms than the post. Branden, Delgarno and King (1954)
calculated $Q_{\mathrm{Bx}}\left(1 s^{2} / n l, 1 s\right) \quad(n \ell=1 s, 2 s, 2 p)$ and estimated $Q_{B}\left(1 s^{2} \mid 1 s, 1 s\right)$, but the Born matrix was evaluted approximately to reduce the computational difficulties encountered. Comparison with the evailable ex erimental data up to 200 keV shows that $Q_{B K}$ is too large and thet $Q_{B}$ agrees better with experiment.

It is expected on physicel grounds thei the internucleon potential $V_{13}$ should not affect the probability of an electronic transition. However, Betes and Jalgamo (1952) and Jackson and Schifr (1953) independently argued that the neglect of the term $V_{13}$ in the transition matrix element was unjustified. The initial and final wave functions $\Phi_{i}$ and $\Phi_{f}$, respectively, are not eigenfunctions of the same Hamiltonian. There is thus a lack of orthogonality between $\Phi_{i}$ and $\Phi_{f}$; this defect accounts for the large value of $Q_{B K}$. Since $V_{13}$ is of the same magnitude but of op;osite sign as the remaining potential term in $T_{i f}^{B}$, the inclusion of $V_{13}$ in the matrix element may correct the over estimate in the Brinkman-Kramers approximation.

Mapleton (1961a) ics used the Born approximation to make extensive calculations ori the process

$$
H^{+}+H e\left(1 s^{2}\right) \rightarrow H(n l)+\mathrm{He}^{+}\left(n^{\prime} l^{\prime}\right)
$$

in the energy rance 7 keV to 1 MeV . He calculated the partial cross sections for capture into the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}, 3 \mathrm{~s}, 3 \mathrm{p}$, or 3 d states
of hydrogen, leaving the residual heliumion in one of the 1.s, 2 s , or 2 p states. Since the inexact helium wave function (2.6) is used, different values are obtained for cross sections using the initiel and final interactions. The post-prior discrepancy rises to a factor of almost 4 for $Q_{B}\left(1 s^{2} /\right.$ is, $2 p$ ) at 1 MeV , but it is not serious if the beliumion is left unexcited. Mapleton (1961) has also used the $n^{-3}$ rule of Oppenheimer (1928) to evaluate the total eross section

$$
Q_{B}\left(1 s^{2} \mid \sum \sum\right)=\sum_{n l, n^{\prime} l^{\prime}} Q_{B}\left(1 s^{2} \mid n l, n^{\prime} l^{\prime}\right)
$$

and has found that the post-prior discrepancy for the total cross section never exceeds $20 \%$.

The results of Mapleton (1961) for $Q_{B}\left(1 s^{2} / 1 s, 1 s\right)$ are roughly 2.5 times larger than the values obta,ined by Bransden, Dalgarno and King (1954). In Figs. 1 and 2 , the mean of the post and prior total cross sections are compared with the experimental values of Stier and Barnett (1956), Barnett and Reynolds (1958), and Allison (1958). The agreement is generally good, but at high energies the theoretical curve falls too rapidly.

Another calculation for $Q_{B}\left(1 s^{2} / 1 s, 1 s\right)$ was made by Mapleton (1963a), usine now the Hylleracs six-parameter wave function for helium

$$
\begin{align*}
\phi\left(\underline{r}_{1}, \underline{r}_{2}\right)=N[1 & +c_{1}\left|r_{1}-r_{2}\right|+c_{2}\left(r_{1}-r_{2}\right)^{2}+c_{3}\left(r_{1}+r_{2}\right) \\
& \left.+c_{4}\left(r_{1}+r_{2}\right)^{2}+c_{5}\left|\underline{r}_{1}-r_{2}\right|^{2}\right] \exp \left\{-\alpha\left(r_{1}+\underline{r}_{2}\right)\right\},
\end{align*}
$$

whore $C_{i}$ are variationally determined constants. It was pointed out by Bates and MoCarroll (1962) that the simple veriational holium wave funotion (2.6) underestimated the high momentum components and it was thought that the use of an improved wave funotion would provide more accurate rosults at high enorgies. In the new caloulations of Mapleton (1963)., the post-prior discrepancy is reduced to about 1\%, but the final results are not in better agreement with experimental data. However, the Brinkman-Kramers aross seotion for the same process shows signifioant ahange at high energies. Although the old and new $Q_{\text {BK }}$ agree within $4 \%$ at 1MeV, the nem velues of $Q_{\mathrm{BK}}$ at 10 MeV exoeeds the old value by $47 \%$.

Mapleton (1962) has also oaloulated the ratio $R=Q_{B} / Q_{B K}{ }^{*}$ as a function of exergy, for electron oapture by protons in hydrogen and in helium. The ration is roughly the same for both prooesses; for example, at $25 \mathrm{keV} \mathrm{R}(\mathrm{H})=0.196$ and $\mathrm{R}(\mathrm{He})=0.128$, while at 1 $\mathrm{HoV} \mathrm{R}(\mathrm{B})=0.337$ and $\mathrm{R}(\mathrm{He})=0.271$. Mapleton (1962) suggested that this similarity in the ratio oould be maintained for eleotron oapture from a more complex atom and that this relation oould be used to estimate $Q_{B}$ from $Q_{B K}$ -

The high energy behariour of the Boxn approximation for the electron oapture by protoms in hydrogen has been investigated by Jaokson and Sohiff (1953) and Mapleton (1964a). Both $Q_{B}$ and $Q_{B K}$ have the velooity dopendence $V^{-12}$, and

$$
Q_{B} \sim 0.661 Q_{B K} .
$$

This $\mathrm{V}^{-12}$ dependence comes from the contribution to the cross section of scattering in forward direction. There is also the contribution of scattering in the backward direction; this has the asymptotic form $V^{-6}$ end is ultimately the dominant contribution. In the capture process in the forward direction, the electron is 'picked up' by the incident proton, which is essentially undeflected. On the other hand, capture in the backward direction occurs when the incident proton makes a violent collision with the target proton, ejecting it from the atom and taking its place.

Mapleton (1964b) has investigated the asymptotic forms of the cross sections in the Born approximation and the distorted wave method for the resonance process $H^{+}+\mathrm{H}(1 \mathrm{~s}) \rightarrow \boldsymbol{\|}(1 \mathrm{~s})+\mathrm{H}^{+}$ If the protons are considered distinguishe:ple, both methods give the $\mathrm{V}^{-6}$ dependence; but if the protons are consjidered indistinguishable, the cross section is not defined, because the contribution in the backward direction interferes with the direct scattering amplitude. These features have also been found in the impulse approximation (Coleman and McDowell, 1964.).

For nonresonant capture the situation is different; there is no significant contribution from the backward direction, and the Born cross section bellaves ultimately as $\mathrm{V}^{-12}$. Ihus, in the electron capture by protons in helium, both the Born approximation and the distorted wave method are found to have the sume asymptotic
form as the Brinkman-Kramers approximation (riapleton, 1964b).
2.2. The Second Born Approximation.

The large unphysical contribution from the internucleon term in the first Born approximation shows that this approximation is unsatisfactory and that the apparent agreement with experiment may be coincidental. It is important then to consider also the higher terms in the Born series. Unfortunately, these terms are difficult to evaluate; so far it is impossible to calculate even the second term in the series. However, Drisko (1955) has examined the high l energy behaviour of the second Born approximation, in which the first two terms in the series are retained, for the process

$$
H^{+}+H(1 s) \rightarrow H(1 s)+H^{+}
$$

From (1.29) and (1.42), the second Born approximation can be written as

$$
T_{i f}^{B_{2}}=\left\langle\Phi_{f}\right| V_{f}+V_{f} G_{0} V_{i}\left|\Phi_{i}\right\rangle
$$

where $G_{0}$ is the free particle Greens function.
Let $\epsilon_{f}$ be the energy of the bound system $(1+2)$ in the ground state $H(1 s), \underline{x}$ the position vector of 2 relative to 3 , and $S$ of 2 relative to 1 . If $M$ is the mass of proton and 1 . of electron, we set

$$
\begin{array}{ll}
\mu=\frac{M(1+M)}{1+2 M}, \quad a=\frac{M}{1+M} \\
\underline{\alpha}=k_{f}-a k_{i}, \quad \beta=k_{i}-a k_{f}
\end{array}
$$

We define the Fourier transforms

$$
\begin{aligned}
& g_{i}(\underline{k})=\int e^{i \underline{s} \cdot \underline{x}} \phi_{i}(\underline{x}) d \underline{x}, \\
& g_{f}(\underline{k})=\int e^{-i \underline{k} \cdot \underline{s}} \phi_{f}^{*}(\underline{s}) d \underline{s} .
\end{aligned}
$$

$G_{0}$ can be represented explicitly as

$$
\begin{align*}
G_{0} & =(2 \pi)^{-6} \int d q d \underline{q}^{\prime} \frac{\exp i\left\{\underline{q}^{\prime} \cdot\left(\underline{\rho}-\underline{\rho}^{\prime}\right)+\underline{q}-\left(\underline{s}-\underline{s}^{\prime}\right)\right\}}{-k^{2} / 2 \mu+\epsilon_{f}+i \varepsilon-q^{2} / 2 a-q^{q^{2}} / 2 \mu} \\
& =(2 \pi)^{-6} \int d \underline{q} d \underline{k} \frac{\exp i\left\{\left(\xi_{f}-\underline{b}\right) \cdot\left(\underline{q}-q^{\prime}\right)+\underline{q} \cdot\left(\underline{s}-\underline{s}^{\prime}\right)\right\}}{-k^{2} / 2 \mu+\epsilon_{f}+i \varepsilon+\left(\beta+\frac{1}{a} \underline{q}\right) \cdot k-q^{2} / 2 a}
\end{align*}
$$

where $\underline{\underline{v}}=\underline{k}_{f}-\underline{k}$
Using (2.12) and (2.14), we find

$$
\begin{align*}
& \left\langle\Phi_{f}\right| V_{f} G_{o} V_{i}\left|\Phi_{i}\right\rangle \\
& =4 \cdot(2 \pi)^{-4} \int d \underline{q} d \underline{k}\left[-\frac{k^{2}}{2 \mu}+\epsilon_{f}+\left(\beta+\frac{1}{a} \alpha\right) \cdot \frac{k}{-\frac{q^{2}}{2 a}+i \varepsilon}\right]^{-1} I(\underline{q}, k),
\end{align*}
$$

where

$$
I(q, \underline{k})=g\left(V_{13}, V_{12}\right)+g\left(V_{13}, V_{13}\right)+g\left(V_{23}, V_{12}\right)+g\left(V_{23}, V_{13}\right), \quad 2.18
$$

with

$$
\begin{array}{ll}
g\left(V_{13}, v_{12}\right)=k^{-2}(a \underline{k}+\underline{\beta}+q)^{-2} g_{i}(\underline{k}-\underline{q}) g_{f}(-a \underline{k}-\underline{q}), \\
g\left(V_{13}, V_{13}\right)=-k^{-2}(a \underline{k}+\underline{\beta}+q)^{-2} g_{i}\left(\frac{1}{1+M} \underline{\underline{q}}-\underline{q}-\underline{\beta}\right) g_{f}(-a \underline{k}-\underline{q}), & 2.20 \\
g\left(V_{23}, V_{12}\right)=k^{-2}(a \underline{k}+\underline{\beta}+\underline{q})^{-2} g_{i}\left(\frac{1}{1+M} \underline{k}-\underline{q}-\underline{q}-\underline{\xi}\right) g_{f}\left(\frac{1}{1+M} \underline{k}-q\right), & 2.21 \\
g\left(V_{23}, V_{13}\right)=-k^{-2}(a \underline{k}+\underline{\beta}+q)^{-2} g_{i}(\underline{k}-\underline{\alpha}) g_{f}\left(\frac{1}{1+M} \underline{k}-\underline{q}\right) .
\end{array}
$$

The term $\oint\left(V_{13}, V_{12}\right)$ has a maximum at $\underline{k}=\underline{\alpha}$ and $\boldsymbol{q}=\frac{1}{1+M} \underline{k}$, so that at high energies we find

$$
\begin{align*}
& g\left(V_{13}, V_{12}\right) \simeq-\frac{1}{\alpha^{2}(\underline{\alpha}+\beta)^{2}} g_{i}(\underline{k}-\underline{\alpha}) g_{f}(-\alpha \underline{k}-\underline{q}) \\
& \left\langle\Phi_{f}\right| V_{13} G_{0} V_{12}\left|\Phi_{i}\right\rangle \bumpeq-\frac{32}{\alpha^{2}(\underline{\alpha}+\underline{\beta})^{4}}
\end{align*}
$$

Similarly, we obtain

$$
\begin{align*}
& \left.\left\langle\Phi_{f}\right| V_{23} G_{0} V_{13}\left|\Phi_{i}\right\rangle \Rightarrow-\frac{32}{\alpha^{2}(\underline{\alpha}+\underline{\beta})^{4}}\right\rangle \\
& \left\langle\Phi_{f}\right| V_{13}\left|\Phi_{i}\right\rangle \simeq \frac{64}{\alpha^{2}(\underline{\alpha}+\beta)^{4}},
\end{align*}
$$

so that in the high energy limit

$$
\left\langle\Phi_{f}\right| V_{13}+V_{13} G_{0} V_{12}+V_{23} G_{0} V_{13}\left|\Phi_{i}\right\rangle=0
$$

Drisko also shows that the term which describes the internucleon interaction twice, $\left(V_{13} G_{0} V_{13}\right)$, decreases faster than the Brinkman-Kramers term and the term corresponding to a double scattering of the electron, first by $\mathrm{V}_{23}$ and then by $\mathrm{V}_{13^{\circ}}$ At sufficiently high energies, the last term in (2.27) is given by

$$
\left\langle\Phi_{f}\right| V_{23} G_{0} V_{12}\left|\Phi_{i}\right\rangle \bumpeq \frac{16 \pi}{\alpha^{2}\left(v^{2} / 2-\alpha^{2} / 2+i 4 v\right)}
$$

In the high velocity limit, the second Born approximation becomes

$$
\begin{aligned}
Q^{B_{2}} & \sim \frac{1}{4 \pi v^{2}} \int_{-v^{2} / 4}^{\infty}\left[-\frac{32 \pi}{\left(1+\alpha^{2}\right)^{3}}+\frac{16 \pi}{\alpha^{2}\left(v^{2} / 2-\alpha^{2} / 2+\dot{c} 4 v\right)}\right]^{2} d\left(\alpha^{2}\right) \\
& =\{0.29 \\
& \left\{0.296+\frac{5 \pi v}{2^{12}}\right\} Q_{B K}
\end{aligned}
$$

Drisko (1955) estimated that the inclusion of the third term in the Born series would give

$$
Q^{B_{3}} \sim\left\{0.319+\frac{5 \pi v}{2^{12}}\right\} Q_{B K}
$$

### 2.3 The Impulse Approximation.

Pradhan (1957) first showed that the impulse approximation would be very useful for treating the charge transfer in fast atomic collisions. He considered the process

$$
H^{+}+H(1 s) \rightarrow H(1 s)+H^{+}
$$

end found the initial and finel wave functions to be orthogonal to each other in the limit $m / M_{p}=0$, thus showing the cross section to be independent of the internucleon potential.

Detailed calculations on the same process have since also bcen made by McDowell (1961), Cheshire (196ja), and Pradhan and Tripathy (1963).

In the impulse approximation, the scattering amplitude may be written in either of the forms (Pradhen, 1957; McDowell, 1961)

$$
\begin{align*}
T_{i f}^{I} & =\left\langle\Phi_{f}\right| V_{f}\left|\omega_{i 2}^{+} \Phi_{i}\right\rangle \\
T_{i f}^{I I} & =\left\langle\omega_{23} \Phi_{f}\right| V_{i}\left|\Phi_{i}\right\rangle
\end{align*}
$$

Pradhan (1957) and Predhan and Iripathy (1963) calculated $\mathrm{T}_{\text {if }}^{\text {I }}$ by replacing $V_{f}$ with the incorrect $V_{12}$, so that the matrix
element now involves a double scattering by the incident proton. McDowell (1961) used the correct form of $\mathrm{V}_{\mathrm{f}}$ in $\mathrm{MI}_{\text {if }}^{\mathrm{I}}$ but, to ease the numerical computations, he used an approximation in the momentum distribution of the unperturbed hydrogen atom.

Let the position and momentum vectors appropriate to the final configuration be denoted by ( $\underline{\mathbf{s}}, \underline{\underline{p}}, \underline{k}_{s}, \underline{k}_{f}$ ), as defined in section (1.2). The wave function which describes the unperturbed initial state of the system in momentum space is

$$
\left\langle\underline{k}_{s}, \underline{k}_{f} \mid \Phi_{i}\right\rangle=(2 \pi)^{-3} \int \alpha \underline{s} d \underline{\rho} \Phi_{i} \exp \left\{-i\left(\underline{k}_{s} \underline{s}+\underline{k}_{f} \cdot \underline{\rho}\right)\right\} .
$$

On using (1.4), we find

$$
\begin{align*}
&\left\langle\underline{k}_{s}, \underline{k}_{f} \mid \Phi_{i}\right\rangle=(2 \pi)^{-3} \int d \underline{s} d \underline{\rho} \phi_{i}(\underline{x}) \exp \left\{-i\left(\underline{k_{s}} \underline{\underline{s}}+\underline{k}_{f} \cdot \underline{\rho}-\underline{k}_{i} \cdot \underline{o}\right)\right\} \\
&=\delta\left(\underline{k}_{s}-a \underline{k}_{f}+\underline{k}_{i}\right)(2 \pi)^{3 / 2} g_{i}\left(\left(a-\frac{1}{a}\right) \underline{k}_{i}-\frac{1}{a} \underline{k}_{s}\right) \\
&=(2 \pi)^{3 / 2} \delta\left(\underline{k}_{s}-a \underline{k}_{f}+\underline{k}_{i}\right) g_{i}\left(\underline{\alpha}+\frac{1}{a}\left(\underline{k}_{s}+\underline{\beta}\right)\right), \\
& \text { re } \quad g_{i}(\underline{k})=(2 \pi)^{-3 / 2} \int d \underline{x} \phi_{i}(\underline{x}) e^{i \underline{k} \cdot \underline{x}} .
\end{align*}
$$

where

To find $\omega_{l 2}^{+} \Phi_{i} \quad$ we insert a complete set of plane waves between $\omega_{12}^{+}$and $\Phi_{i}$, so that

$$
\begin{align*}
\omega_{12}^{+} \Phi_{i} & =\int \omega_{12}^{+}\left|\underline{k}_{s}, \underline{k}_{f}\right\rangle\left\langle\underline{k}_{s}, \underline{k}_{f} \mid \Phi_{i}\right\rangle d \underline{k}_{s} d \underline{k}_{f} \\
& =(2 \pi)^{-3} \int e^{i \underline{b}_{f} \cdot \underline{q}} \psi_{\underline{k}_{s}}(\underline{s})\left\langle\underline{k}_{s}, \underline{k}_{f} \mid \Phi_{i}\right\rangle d \underline{k}_{s} d \underline{k}_{f}
\end{align*}
$$

On using (2.36) and (2.38), we obtain

$$
\begin{align*}
\omega_{12}^{+} \Phi_{i} & =(2 \pi)^{-3 / 2} \int \delta\left(k_{s}-a \underline{k}_{f}+\xi_{i}\right) e^{i \dot{k}_{s} \cdot \underline{g}_{2}} \psi_{k_{s}}(\underline{s}) g_{i}\left(\alpha+\frac{1}{a}\left(k_{s}+\beta\right)\right) d b_{s} d \underline{k}_{f} \\
& =(2 \pi)^{-3 / 2} e^{2 \frac{1}{a} b_{i} \cdot \underline{\rho}} \int d \underline{b_{0}} e^{i \frac{k}{a} \cdot \underline{q}} \psi_{k}^{+}(\underline{s}) g_{i}\left(\alpha+\frac{1}{a}(\underline{k}+\beta)\right),
\end{align*}
$$

where $\boldsymbol{\psi}_{k}(s)$ is the Coulomb function

$$
\psi_{\underline{k}}(\underline{s})=e^{-\pi \omega / 2} \Gamma(1+i \nu) e^{i k \cdot s}, F_{1}(-i \nu ; 1 ; i k s-i k \cdot s),
$$

with

$$
\nabla=-a / k
$$

From (2.33) we find

$$
\begin{gather*}
T_{i_{f}}^{I}=(2 \pi)^{-3 / 2} a^{-3} \int d \underline{k} d \underline{s} d \underline{\rho} e^{-i b_{f} \cdot \underline{\rho}} \phi_{f}(\underline{s}) V_{f} e^{i \frac{i}{a}\left(\xi_{i}+\underline{k}\right) \cdot \underline{\rho}} \psi_{b}(\underline{s}) \\
\times g_{i}\left(\underline{\alpha}+\frac{1}{a}(\underline{k}+\underline{p})\right), \\
\text { where } \\
V_{f}=|\underline{\rho}-(1-a) \underline{s}|^{-1}-|\underline{\rho}+a \underline{s}|^{-1} .
\end{gather*}
$$

After integrating over $\underline{s}$ amd $\underline{\underline{p}}$, we have

$$
T_{i f}^{I}=\sqrt{\frac{\alpha}{\eta}} \cdot \frac{1}{a} \int d \underline{\underline{k}} \frac{g_{l}\left(\underline{\alpha}+\frac{1}{a}(\underline{k}+\underline{\beta})\right)}{(\underline{k}+\underline{\beta})^{2}} \cdot\left[g_{f}\left(\underline{k} ; \frac{1}{M}(\underline{k}+\underline{\beta})-g_{f}(\underline{k},-\underline{k}-\underline{\beta})\right],\right.
$$

2.44
where

$$
\underline{g}_{f}(\underline{k}, \underline{\Lambda})=\int \phi_{f}^{*}(\underline{s}) \psi_{\underline{k}}(\underline{s}) e^{i \Lambda \cdot \underline{s}} d \underline{s}
$$

The first term in the bracket of (2.44) comes from the
internucleon potential $V_{13^{\circ}}$. In the limit $\frac{1}{M}=0$ it vanishes since $f(\underline{k}, o)=0$, as $\phi_{f}(\underline{s})$ and $\psi_{\underline{k}}(\underline{s})$ are different eigenfunction of the same Hamiltonian (Pradhan, 1957).
'The high velocity limit of the impulse approximation has been investigated by Bransden and Cheshire (1963), who considered for simplicity the process $H^{+}+H(l s) \rightarrow H(l s)+H^{+}$. Since $\frac{1}{\mu_{p}} \rightarrow 0$,

$$
T_{i f}^{\frac{p}{1}}(1 s, 1 s)=-\sqrt{\frac{2}{\pi}} \cdot \frac{i}{a} \int d \underline{k} \frac{g_{1 s}\left(\underline{\alpha}+\frac{1}{a}(\underline{k}+\beta)\right)}{(\underline{k}+\beta)^{2}} g_{i s}(\underline{k},-\underline{k}-\beta)
$$

$\mathcal{Y}_{15}(\underline{k},-\underline{k}-\underline{\beta})$ is a slowly varying function while $g_{\underline{1}}\left(\underline{\alpha}+\frac{1}{2}(\underline{k}+\underline{\beta})\right)$ is strongly peaked about $\underline{k}=-(\underline{\beta}+a \underline{\underline{\alpha}})=a \underline{\underline{W}}$, so that at high velocities

$$
T_{i f}^{I} \simeq-\sqrt{\frac{2}{\pi}} \cdot \frac{i}{a} g(a \underline{v}, a \underline{\alpha}) \int d \underline{k} \frac{g_{1 s}\left(\underline{\alpha}+\frac{1}{\alpha}(\underline{k}+\beta)\right)}{(\underline{k}+\beta)^{2}} .
$$

After integrating over $\underline{k}$ and taking the limit $\frac{1}{M_{p}} \rightarrow 0$, we find

$$
T_{i f}^{I} \sim-4 \sqrt{\pi} g(w, \alpha)\left(1+\alpha^{2}\right)^{-1}
$$

so that the cross section in the high velocity limit is given by

$$
Q_{1 .}^{I}(1 s, 1 s) \sim\left(0.2946+\frac{5 \pi v}{2^{\prime \prime}}\right) Q_{B}(1 s, 1 s)
$$

This is similar to the high energy behaviour of the second Born approximation. However, in (2.49). the second term, which ultimately dominates the cross section, is larger by a factor 2.

Bransden and Cheshire (1963) have applied the impulse approximation to the process

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{+}(1 \mathrm{~s}) .
$$

The simple variational wave function of (2.6) for the helium
atom is used.
Let 1, 3, 2, and 4 denote the incident proton, the helium nucleus, the captured electron, and the passive electron, respectively. The transition matrix for the capture of the electron 2 from an initial statelto a final state $f$ can be written as

$$
\begin{align*}
& { }^{I} T_{i f}^{+}=\left\langle\Phi_{f}\right| V_{13}+V_{23}+V_{i 4}+V_{24}\left|\left(\omega_{13}^{+}+\omega_{12}^{+}+\omega_{14}^{+}-2\right) \Phi_{i}\right\rangle \\
& I_{T_{i f}}^{-}=\left\langle\Phi_{f}\left(\omega_{13}^{-}+\omega_{23}^{-}+\omega_{14}^{-}+\omega_{24}^{-}-3\right)\right| V_{12}+V_{13}+V_{i 4}\left|\Phi_{i}\right\rangle
\end{align*}
$$

Ine interaction between the proton and the helium nucleus is expected to have a negligible effect on the transition probability, so that we can set $\omega_{13}^{+}=1$. The interaction between the proton and the passive electron 4 is also expected to be unimportant and we write $\omega \frac{ \pm}{14}=1$. Ihe equation (2.51) then becomes

$$
{ }^{I} T_{i f}^{+}=\left\langle\Phi_{f}\right| V_{13}+V_{23}+V_{14}+V_{24}\left|\omega_{13}^{+} \Phi_{i}\right\rangle
$$

In the matrix element ${ }^{I} T_{i f}^{-}$of (2.52) the operator $\omega_{34}^{-}$describes the distortion of the wave function $b_{y}$ the electron-electron interaction. This term is difficult to evaluate, but an approxime:te value of ${ }^{\boldsymbol{I}} \boldsymbol{T}_{i f}^{-}$is obtained by settings $\boldsymbol{\omega}_{24}^{-}=1$ and modifying the remeinine term $\omega_{23}^{-}$such that $\omega_{23}^{-} X_{\underline{k}}$ (23) is the scattering function for the captured electron in a 'screened'

Coulomb field of charge $Z=1.6875$, instead of $Z=2$. The matrix element $I_{T_{i f}^{-}}$is then

$$
{ }^{I} T_{i f}^{-}={ }^{I} T_{i f}^{-}(z=1-6875)=\left\langle\Phi_{f} \omega_{23}^{-}\right| V_{12}+V_{13}+V_{14}\left|\Phi_{i}\right\rangle
$$

The momentum transfer of the passive electron 4 is neglected, so that the initial and final unperturbed wive functions are

$$
\begin{align*}
& \Phi_{i}=\psi_{i}(\underline{x}, t) e^{i \underline{k_{i}-g}}, \\
& \Phi_{f}=x_{f}(\underline{t}) \phi_{f}(\underline{\underline{g}}) e^{i \underline{k}_{f} \underline{\underline{g}}},
\end{align*}
$$

where $\psi_{i}(\underline{x}, \underline{t})$ is the ground state helium wave function, $\phi_{f}$ (s) the hydrogen ground state function, and $X_{f}(t)$ the ground state function of the helium ion. The neglect of the momentum transfer of the passive electron simplifies considerably the evanuation of the matrix elements and was used previously by Bransden, Dalgarno and King (1954). To check the error introduced in the calculation of $I_{Q_{1 S}}\left(1 s^{2} \cdot \mid t s, 1 s\right)$ by this approximation, Bransden and Cheshire (1963) evaluated $Q_{\text {if }}^{B}\left(1 s^{2} / 1 s, 1 s\right)$ using the approximation and compared them with the results of Mapleton (1961a), who did not use this approximation. The agreement is better than $2 \%$ above 100 keV .

The cross section $I_{\text {a }}\left(1 s^{2} / / 1 s, 1 s\right)$ is calculated from both $I_{T_{i f}}^{+}$and $I_{T_{i f}}^{-} \quad H o w e v e r, ~ t h e ~ t e r m ~ f r o m ~ \omega_{34}^{-}$is difficult to evaluate exactly, so that the results obtained from $I_{T_{i f}}$ are not considered to be reliable and below $4: 0 \mathrm{keV}$ the post-prior discrepancy is serious.

In F'ies 1 and 2 the results of $I_{Q}+\left(s^{2} \mid \sqrt{2}, \Sigma\right)$, which includes a correction for capture into excited states, are compared with the experimental neasurements and with the Born approximation calculations of Mapleton (1961a). The agreement is good in the range 50 keV to 700 keV , but above this energy both $Q^{B}\left(13^{4} / \Sigma, \Sigma\right)$ and $I_{Q^{+}}\left(1 s^{2} / \Sigma, \Sigma\right)$ seem to be too small.

Although the Born and the impulse approximations give very similar total cross sections, they do not predict the same angular distributions. Both show strong peaks in the forward. direction: But in the Born approximation the distribution has a large angle tail; this is unphysical and comes entirely from the internucleon potential.

Another unsatisfactory feature of the Born approximation is that as the impact parameter tends to zero the probabality of capture diverges and violates unitarity badly, (Schiff', 1954). Bransden and Cheshire (1963) evaluated the probability at 70.3 keV and 703 keV , using the impulse approximation, and found that it never exceeded unity.

IThe impulse approximation describes the capture process fairly well at high energies. It feils at low energies because it does not take into account iback-coupling' from the initial to the final states and so violates unitary.

### 2.4 The Impact Perameter Miethod.

licCarroll (1961) has used the two-state approximation in the impact parameter formatism to evaluate the cross section for the process

$$
H^{+}+H(1 s) \rightarrow H(1 s)+H^{+}
$$

in the energy range 0.1 keV to 1 MeV . This work has been extended to cepture into the $2 s$ and $2 p$ states by Mchlroy (1963). The results confirm that above 25 keV back-coupling is not important, but at low energies it greatly reduces the cross section and, if neglected, the calculated probability of charge transfer may exceed unity.

Distortion has no effect on the symmetrical resonance process (2.56), as was pointed out in section (1.5), but it is expected to be inportant for an asynmetrical reaction. The calculetions of McCarroll and Mc田roy (1962) on

$$
\mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{2+} \rightarrow \mathrm{H}^{+}+\mathrm{He}^{+}(1 \mathrm{~s})
$$

show that distortion increases the cross section considerably a.t moderite eneruief; because the Coulomb repulsion reduces the separation between the initial and firal potential surfaces. It has an extremely marked effect for cayture into excited states over the energy range 25 to 80 keV (Motilroy, 1963). For the process

$$
\mathrm{H}(1 s)+\mathrm{He}^{2+} \rightarrow \mathrm{H}^{+}+\mathrm{He}^{+}(2 s, 2 p)
$$

if allowance is made for distortion the cross section tends to zero as the energy of relative motion is decreased indefinitely, but if no allowance is made the cross section tends to infinity.

Lovell and Mcilloy (1965) have formulated a four - state approximation for the collision process between the proton and hydrogen atom. 'The method consists in retaining four terms in the expansion of $\Psi$ in (1.60). Their calculations over the range 1 to 50 keV show that the two - state approximation is accurate for capture into the ground state over this energy region, but unsatisfactory for the capture into the $2 s$ state at energies below 25 keV , when the extra channels represented in the wave function become important. It would seem from these results that, under the conditions when the (2s) hydrogen states are important, the (2p) states would also be important, requirine a six - state approximation.

Recently, Wilets and Gallaher (1966) have made calculations on the $\mathrm{H}^{+}+\mathrm{H}$ scattering, using an expansion which includes $l_{s,} 2 s$, and $2 p$ states, and in some calculations $3 s$ and $3 p$ states. The results for excitation and for capture into the $2 p$ state are smaller: by a factor of 2 than the experimental data. The inclusion of the $3 s$ and $3 p$ states does not change the 1 s and $2 p$ cross sections, but the $2 s$ cross sections are affected, particularly at 9 keV .

The two - state Bates approximation is used by Green, Stanley and Chiang (1965) for calculations on the process

$$
H^{+}+H e\left(1 s^{2}\right) \rightarrow H(1 s)+H e^{+}(1 s)
$$

The helium wave function employed is of the open shell type (Eckart, 1930),

$$
\Psi\left(r_{1}, \underline{I}_{2}\right)=N\left[\exp \left(-\alpha r_{1}-\beta r_{2}\right)+\exp \left(-\alpha r_{2}-\beta r_{1}\right)\right] \quad 2.60
$$

where $\alpha$ and $\beta$ are varia.tionally determined constants. Since this weve function is approxincte, to satisfy deteiled balancing the equi tions corresponding to (1.72) and (1.73) are derived by requiring that the internal helium weve function satisfies only the expression

$$
\left\langle\psi\left(r_{1}, r_{2}\right)\right| \dot{H}(H e)-\varepsilon\left|\psi\left(r_{1}, \underline{r}_{2}\right)\right\rangle=0,
$$

where $H$ is the Haniltonian of the helium atom and $\varepsilon$ the variationally determined energy for this wave function.

The calculations of Green, Stanley and Chiang (1965)
are given in Table l. The results confirm that distortion and back-coupling are very important below 30 keV and that the cross section becomes increasinely sensitive to distortion as the energy is decreased. In lable 2 the calculated cross section is compared with the experimental measurement, which includes capture into excited states and excitation and so is expected [ on the besis of the Born apiroximetion calculations
of Mapleton (1961a)] to be about 15-20\% above the calculated values. Comperison shows that the calculated cross section is, in fact, roughly equal to the experinental value over the energy range 15 to 100 keV . Above 100 keV the calculated cross section is clearly too large; at 400 keV it is nearly twice the experimental measurement. On the low energy side of the cross section maximum (at about 25 keV ), the agreement with experiment is poor; the theoretical cross section is too large by about $50 \%$ at 6.25 keV , and too small by a factor of 14 at 1 keV .

## CHAPTER ITRREE

## 3 Present Calculations:

## Introduction:

The impact parameter method is used for calculations on the electron capture by protons in helium. The first part deals with the capture into the eround state and with the sensitivity of the calculated cross section with the choice of the helium wave function. This is followed by an investigation using the coupling of the $1 \mathrm{~s}, 2 \mathrm{~s}$, and 2 p states of hydroger.

### 3.1 The Two-State Approximation:

We consider the process

$$
H^{+}+H e\left(1 s^{2}\right) \rightarrow H(1 s)+\mathrm{He}^{+}(1 s) .
$$

The relative velocity $\underline{\underline{v}}$ between the proton and the nucleus of the helium atom is assumed to remain constant during the collision. This condition is satisfied unless $\mathbf{v}$ is extremely low. Bates and Boyd (1962b) have used the actual classical orbit of the projectile in the short range field presented by the neutral target system to calculstie the effect of departure from rectilinear motion on cross sections determined within first-order approximations. The effect is found to be negligible at ernergies above a few electron volts.

Let $\underline{R}$ be the postition vector of the incident proton $p$
relative to the nucleus $n$ of the helium atom. We choose a co-ordinate system with the z-axis along the direction of motion, so that

$$
\underline{R}=\underline{\rho}+\underline{\rho} t, z=v t,
$$

where $\rho$ is the impact parameter and the time $t$ is chosen such that at $t=0 \quad p$ and $n$ are at their closest distance of approach. The origin 0 is chosen to be at the mid-point of $\underline{R}$. Let $\underline{r}_{i}$, $\underline{r}_{p i}$, and $r_{n i}$ denote the position vectors of the electron $i$ relative to $0, p$, and $n$, respectively.

We consider the electron 1 to be captured and the electron 2 as' passive' during' the collision. The two-state approximation for the electronic wave function of the system is then given by

$$
\Psi\left(\underline{I}_{1}, r_{2}, t\right)=a_{0}(t) \Psi_{0}\left(r_{1}, \underline{I}_{2}, t\right)+a_{1}(t) \Psi_{1}\left(r_{1}, r_{2}, t\right)
$$

where $a_{0}(t)$ and $a_{I}(t)$ are time-dependent coefficients corresponding to the initial and final states $\Psi_{0}$ and $\Psi_{1}$. If $\phi_{1}\left(\underline{r}_{p l}\right)$ is the wave function and $\eta_{1}$, the binding energy of $H(l s), \psi\left(\underline{r}_{p 2}\right)$ and $\mu_{0}$ of $\mathrm{He}^{+}\left(l_{s}\right)$, and $X\left(\underline{r}_{n 1}, r_{n 2}\right)$ and $\varepsilon_{0}$ of He (ls ${ }^{2}$ ), we write

$$
\begin{aligned}
& \Psi_{0}\left(r_{1}, r_{2}, t\right)=X\left(r_{n 1}, r_{n 2}\right) \exp \left[-i\left\{\varepsilon_{0} t+v^{2} t+\frac{1}{2} v \cdot\left(r_{1}+r_{2}\right)\right\}\right], \\
& \Psi_{1}\left(r_{1}, r_{2}, t\right)=\phi_{1}\left(r_{p_{1}}\right) \psi\left(x_{n 2}\right) \exp \left[-i\left\{\left(\eta_{1}+\mu_{0}\right) t+v^{2} t+\frac{1}{2} v \cdot\left(-\underline{I}_{1}+r_{2}\right)\right\}\right] .3 .5
\end{aligned}
$$

The inclusion on the right-hand sides of (3.4) and (3.5) of the terms containing the velocity $\underline{\mathbf{v}}$ allows for the translational motion of the electron, according to the nucleus it is attached in the limit of infinite interrucleon separation (Bates and McCarroll, 1958).
'The total Hamiltonian of the electronic system is

$$
\left.H=-\frac{1}{2} \nabla_{r 1}^{2}-\frac{1}{2} \nabla_{12}^{2}+V_{p 1}+V_{p 2}+V_{n 1}+V_{n 2}+V_{12}\right\rangle
$$

where the kinetic energy operators are given by

$$
\begin{align*}
& \nabla_{r 1}^{2}=\nabla_{r_{n 1}}^{2}+\nabla_{r_{n 1}} \cdot \nabla_{R}+\frac{1}{4} \nabla_{R}^{2}=\nabla_{r_{P 1}}^{2}-\nabla_{r_{P 1}} \cdot \nabla_{R}+\frac{1}{4} \nabla_{R}^{2}, \\
& \nabla_{r_{2}}^{2}=\nabla_{r_{n 2}}^{2}+\nabla_{r_{n 2}} \cdot \nabla_{R}+\frac{1}{4} \nabla_{R}^{2},
\end{align*}
$$

$V_{p i}$ and $V_{n i}$ are the interactions on the electron $i$ by $p$ and $n$, respectively, and $V_{12}$ is the electron-electron interaction.

The wave functions $\phi_{1}\left(\underline{x}_{p l}\right)$ and $\cdot \psi\left(\underline{r}_{1,2}\right)$ satisfy the equations

$$
\begin{align*}
& \left(-\frac{1}{2} \nabla_{r_{p 1}}^{2}+V_{p 1}-\eta_{0}\right) \phi_{1}\left(r_{p 1}\right)=0 \\
& \left(-\frac{1}{2} \nabla_{r_{n 2}}^{2}+V_{n 2}-\mu_{1}\right) \psi\left(r_{n 2}\right)=0
\end{align*}
$$

hs $X\left(r_{n l}, r_{n 2}\right)$ may not be an exact wave function for $\mathrm{He}\left(\mathrm{ls}^{2}\right)$ we use the condition

$$
\int X\left(r_{n 1} I_{n 2}\right)\left[-\frac{1}{2} \nabla_{r_{n 1}}^{2}-\frac{1}{2} \nabla_{r_{n 2}}^{2}+V_{n 1}+V_{n 2}+V_{12}-\varepsilon_{0}\right] X\left(r_{n \downarrow} r_{n 2}\right) d z=0, \quad 3.10
$$

where $\varepsilon_{0}$ is determined variationally.
The time-dependent Schrodinger equation is

$$
H \Psi\left(r_{1}, r_{2}, t\right)=i \frac{\partial}{\partial t} \Psi\left(r_{1}, r_{2}, t\right)
$$

The equations corresponding to (1.64) are

$$
\begin{align*}
& \varepsilon_{01}=-\epsilon_{10}=\varepsilon_{0}-\mu_{0}-\eta_{1} \text {, } \\
& \left.S_{01}(t)=S_{10}^{*}(t)=\int X^{*}\left(r_{n 1}, r_{n 2}\right) \phi_{1}\left(r_{p 1}\right) \psi_{n=1}\left(r_{n 2}\right) e^{i \cdot v_{1} I_{1} i \varepsilon_{01} t} d \underline{I}_{1} d I_{I_{2}}\right) \\
& A_{00}(t)=\int X^{*}\left(r_{n 1}, r_{n_{2}}\right)\left[V_{p 1}+V_{p 2}\right] X\left(r_{n 1}, r_{n 2}\right) d r_{1} d r_{2}, \\
& \left.B_{11}(t)=\int \phi_{1}^{*}\left(r_{p 1}\right) \psi^{*}\left(r_{n 2}\right)\left[V_{p 2}+V_{n 1}+V_{12}\right] \phi_{1}\left(r_{p 1}\right) \psi\left(r_{n 2}\right) d r_{1} d r_{2}\right) \\
& K_{01}(t)=\int e^{i y \cdot r_{1}} e^{i \varepsilon_{1} t} X^{*}\left(r_{n 1}, r_{n 2}\right)\left[V_{p 2}+V_{n_{1}}+V_{12}\right] \\
& \times \phi_{1}\left(r_{p 1}\right) \psi\left(r_{n 2}\right) d I_{1} d r_{2}, \\
& K_{10}(t)=\int e^{-i v_{0} \cdot r_{1}} e^{i \varepsilon_{10} t} \phi_{1}^{*}\left(r_{p 1}\right) \psi^{*}\left(r_{n_{2}}\right) \\
& \times\left[-\frac{1}{2} \nabla_{r_{n 1}}^{2}-\frac{1}{2} \nabla_{r_{n 2}}^{2}+V_{p 1}+V_{p 2}+V_{n 1}+V_{n 2}+V_{12}-\varepsilon_{0}\right] x\left(r_{n 1}, r_{n 2}\right) d_{r_{1}} d_{r_{2}} .
\end{align*}
$$

We write

$$
\begin{align*}
& \alpha_{0}=\frac{A_{00}-S_{01} K_{10}}{1-\left|S_{01}\right|^{2}}, \quad \alpha_{1}=\frac{B_{11}-S_{10} K_{01}}{1-\left|S_{01}\right|^{2}}, \\
& \delta_{01}=\int_{-\infty}^{\infty}\left(\alpha_{0}-\alpha_{0}\right) d t,
\end{align*}
$$

so that the equations corresponding to (1.64) and (1.65) are

$$
\begin{align*}
& 0 \dot{a}_{0}=-i^{0} a_{1}\left[\frac{k_{01}-S_{01} B_{11}}{1-\left|S_{01}\right|^{2}}\right] \exp \left[i\left(\varepsilon_{01}+\delta_{01}\right)\right] \\
& 0 \dot{a}_{1}=-i^{0} a_{0}\left[\frac{K_{00}-S_{01} A_{00}}{1-\left|S_{01}\right|^{2}}\right] \exp \left[-i\left(\varepsilon_{01}+\delta_{01}\right)\right] .
\end{align*}
$$

The coefficients $a_{0}(t)$ and $a_{1}(t)$ are time-dependent and have the initial conditions

$$
\begin{equation*}
a_{0}(-\infty)=1, \quad a_{1}(-\infty)=0 \tag{327}
\end{equation*}
$$

The cross section for the capture of the first electron is

$$
\sigma=2 \int\left|a_{1}(+\infty)\right|^{2} \rho d \rho
$$

so that the coupled equations (3.15) and (3.16) must be solved to evaluate $a_{1}(+\infty)$,

The wevie functions $\phi_{I}\left(\underline{r}_{\mathrm{p} 1}\right)$ and $\psi\left(\underline{r}_{\mathrm{n} 2}\right)$ are given explicitly as

$$
\begin{align*}
& \phi_{1}(r)=\frac{1}{\pi} e^{-r}, \eta_{1}=-\frac{1}{2}, \\
& \psi(r)=\sqrt{\frac{8}{\pi}} e^{-2 r}, \mu_{0}=-2 .
\end{align*}
$$

It is difficult to obtain an exact helium ground-state wave function because of the electron-electron interaction. We have mentioned earlier the suggestion that the use of an improved wave function than the simple variational function (2.5) might give more accurate results. Accordingly, the calculations are performed by using three approximate ground-state helium wave functions :

1. The simple variational function

$$
\begin{align*}
& x^{(1)}=\frac{N}{\pi} \exp \left\{-\alpha\left(r_{1}+r_{2}\right)\right\} \\
& \alpha=1.6875, N=\alpha^{3}, \varepsilon_{0}=-2.8475 ;
\end{align*}
$$

2. The separable three-parameter function of Green et al. (1954)

$$
\begin{aligned}
& X^{(2)}=\frac{N}{\pi}\left[\exp \left(-\alpha r_{1}\right)+\operatorname{cexp}\left(-\beta r_{1}\right)\right]\left[\exp \left(-\alpha \cdot r_{2}\right)+c \exp \left(-\beta r_{2}\right)\right], \\
& \alpha=1.455799, \beta=2 \alpha ; c=0.6, \\
& N=\left[2\left\{\frac{1}{\alpha^{3} \beta^{3}}+\frac{64}{(\alpha+\beta)^{6}}\right\}\right]^{-1 / 2}, \varepsilon_{0}=-2.86167 ;
\end{aligned}
$$

3. Ihe open shell function of Eckart (1930)

$$
x^{(3)}=\frac{N}{\pi}\left[\exp \left(-\alpha r_{1}\right) \exp \left(-\beta r_{2}\right)+\exp \left(-\beta r_{1}\right) \exp \left(-\alpha r_{2}\right)\right],
$$

$$
\alpha=2 \cdot 1832, \beta=1 \cdot 1885, N=2.202908, \epsilon_{0}=-2.8757
$$

In each the parameters are determined variationally. Coulson and Hieilson (1961) have examined the accuracy of several approximations to the ground state helium function by colculating the mean electron-electron separation ( $\mathrm{r}_{12}$ ) for each approxination. The simple function $X^{(1)}$ gives the smallest value of $\left(r_{12}\right)$, and the function $X^{(3)}$ is found to be a rather good approximation to the accurate six-parameter Hylleraas function, which eives the largest value of ( $\mathrm{r}_{12}$ ). The methods for evaluatint the integrals in (3.12) are outlined in Appendices $A$ and B. The integrals usine the simple helium wave function $\mathrm{X}^{(1)}$ are listed inippendix $C$; those using $X^{(2)}$ and. $X^{(3)}$ can be easily obtained also.

The results of the calculation ane show in Table 2, together with those of Green et al. (1965) and with the results of experiments, which measure the cross section for capture summed over all final states. It is seen that the maximum $h$ results of the present calculation is less than $5 \%$ in the energy renge 30 keV to 1 MeV , and about $10 \%$ at 10 MeV . This difference is not confined to the total cross section, but extends to the differentisl cross sections, expressed as a function of the impact parameter. On the basis of the Born approximation calculations of Mapleton (196la), it is expected that for comparison with experimental values the calculated cross sections heve to be increased by a factor of up to $30 \%$ to allow for capture into excited states. It is then evident that the considersble disagreement with experiment is not substantially improved by employing the refined wave functions $X^{(2)}$ and $X^{(3)}$ rather than the simple function $X^{(1)}$. This lack of sensitivity is in accord with the work of Mapleton (1963), who found that the Born approximation cross sections calculated with the simple function $X^{(1)}$ and with a six-parameter Hyllersas function did not differ by more then 5 to $15 \%$ up to 1 MeV .

Comparison between the present results with those of Green et al. (1965) shows that the agreement is very close at 400 keV and to within $10 \%$ at 30 keV . The small differences one attributed to the effect of the electron exchange in the final
state employed by ireen et al. (1965). In their work the final state wave function $\boldsymbol{\Psi}_{1}$ is symmetrized in the co-ordinates of the two electrons, which are in a singlet spin state. Since the initiel state weve function $\Psi_{0}$ is symuetric this procedure does not alter the coupline terms between the initial and final terms in (3.15) and (3.16), but it allows for electron exchange to first order in that part of the wave function describing elastic scattering of H by $\mathrm{He}^{+}$in the final state. Tirst-order exchance calculations are often misleading, so that in the present work an unsymmetrical final-state wave function is used. The effect of the exchange decreases with increasing velocity, as expected, and it is not very important at the energies under consideration.

### 3.2 The Four - State Approximation.

It was seen earlier that the two - state approximation of Bates, while giving feirly good results in the intermediate energy range 30-100 keV, shows considerable disagreement with experiment at low and high energies. The experiments measure however the cross sections for capture summed over all final states. It is then natural, by taking also into account the work of Lovell and McElroy (1965) on the effect of coupling in collisions between fast protons and hydrogen atoms, to ask whether the inclusion of excited states in the expansion of the complete wave function would improve the agreement of the theory with experiment.

At the range of energies under consideration all chamels are open, and this would suggest the need to consider an infinite number of discrete states. However, the energy levels of the excited states of hydrogen are lower than those of the helium ion, so that in a second-order approximation the excited states of hydrogen should be considered first.

In the present celculations we consider the capture into the 1s, 2 s , and 2 p states of hydrogen, leaving the helium ion in the ground state :

$$
H^{+}+H e\left(1 s^{2}\right) \longrightarrow H(1 s, 2 s, 2 p)+H e^{+}(1 s) . \quad 3.24
$$

We use the same set of co-ordinates as in section (3.1), and we choose the plane of collision, which contains the proton and the helium nucleus, to be the $x-z$ plane. It is then seen that, if
the $2 p$ states of hydrogen are represented by the functions $\phi_{H}\left(2 p_{x}\right)$, $\phi_{\mathrm{H}}\left(2 \mathrm{p}_{\mathrm{y}}\right)$, and $\phi_{\mathrm{H}}\left(2 \mathrm{p}_{\mathrm{z}}\right)$, the contribution from the steve $\phi_{\mathrm{H}}\left(2 \mathrm{p}_{\mathrm{y}}\right)$ vanishes.

We write

$$
\Psi\left(r_{1}, r_{2}, t\right)=\sum_{i=0}^{4} a_{i}(t) \Psi_{i}\left(r_{1}, r_{2}, t\right)
$$

where

$$
\begin{align*}
& \Psi_{0}\left(r_{1}, r_{2}, t\right)=X\left(I_{n 1}, r_{n 2}\right) \exp \left[-i\left\{E_{0} t+v^{2} t+\frac{i}{2} v \cdot\left(r_{1}+r_{2}\right)\right\}\right], \\
& {\underset{i}{*}}_{i}\left(r_{1}, r_{2}, t\right)=\phi_{i}\left(r_{p 1}\right) \psi\left(r_{n 2}\right) \exp \left[-i\left\{\left(\eta_{i}+\mu_{0}\right) t+v^{2} t+\frac{1}{2} v \cdot\left(-r_{1}+r_{2}\right)\right\}\right],
\end{align*}
$$

The subscript $i=1,2,3,4$ corresponds to the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 p_{x}$, and $2 p_{z}$ states of hydrogen, respectively. The explicit forms of these states are :

$$
\begin{align*}
& \phi_{1}(1 s)=\frac{1}{\sqrt{\pi}} e^{-r} \quad \eta_{1}=-\frac{1}{2}, \\
& \phi_{2}(2 s)=\frac{1}{4 \sqrt{2 \pi}}(2-r) e^{-\frac{1}{2} r} \quad \eta_{2}=-\frac{1}{8}, \\
& \phi_{3}\left(2 p_{x}\right)=\frac{1}{4 \sqrt{2 \pi}} x e^{-\frac{1}{2} \tau} \quad \eta_{3}=-\frac{1}{8}, \\
& \phi_{4}\left(2 p_{z}\right)=\frac{1}{4 \sqrt{2 \pi}} z e^{-\frac{1}{2} \tau} \quad \eta_{4}=-\frac{1}{8}:
\end{align*}
$$

The function $X\left(r_{n l}, r_{n 2}\right)$ is the simple helium wave function (3.21), $\psi\left(\underline{r}_{n 2}\right)$ is the wave function of the helium ion in the ground state and is given explicitly in (3.20).

The tine-dependent Schrodinger equation can he written as

$$
\left(H-i \frac{\partial}{\partial t}\right) \sum_{i=0}^{4} a_{i}(t) \Psi_{i}\left(\underline{r}_{1}, \underline{r}_{2}, t\right)=0 .
$$

By using the equations

$$
\left\langle\Psi_{j}^{*}\left(\underline{r}_{1}, \underline{r}_{2}, t\right)\right| H-i \frac{\partial}{\partial t}\left|\sum_{i=0}^{4} a_{i}(t) \Psi_{i}\left(\Psi_{1}, r_{2}, t\right)\right\rangle=0
$$

we obtain a set or coupled differential equations in the matrix form
where

$$
\begin{aligned}
& \varepsilon_{0 i}=\left(\varepsilon_{0}-\eta_{i}-\mu_{0}\right) \quad i, j=1,2,3,4, \\
& S_{0 i}(t)=S_{i 0}^{*}(t)=\int e^{i v \cdot r_{1} i \varepsilon_{i i} t} X\left(r_{n 1}, r_{n 2}\right) \phi_{i}\left(r_{p 1}\right) \Psi\left(r_{n 2}\right) d \underline{r}_{1} d \underline{r}_{2}, \quad 3.32 \\
& A_{00}(t)=\int X^{\prime \prime}\left(r_{n 1}, r_{n 2}\right)\left[V_{p 1}+V_{p 2}\right] X\left(r_{n 1}, r_{n 2}\right) d \underline{r}_{1} d \underline{r}_{2} \text {, } \\
& B_{i j}(t)=B_{j i}^{*}(t)=\int e^{i\left(\eta_{i}-\eta_{j}\right) t} \phi_{i}^{*}\left(r_{p 1}\right) \psi^{*}\left(r_{n 2}\right)\left[V_{p 2}+V_{n 1}+V_{12}\right] \phi_{j}\left(r_{p 1}\right) \psi\left(r_{n 2}\right) d r_{1} d r_{2} \text {, } \\
& K_{0 i}(t)=\int e^{i \underline{q}_{1} \cdot r_{1} i \varepsilon_{i} t} X\left(\underline{r}_{n 1}, r_{n 2}\right)\left[V_{p 2}+V_{n 1}+V_{12}\right] \phi_{i}\left(\underline{r}_{p 1}\right) \psi\left(r_{n 2}\right) d r_{1} d \underline{r}_{2}, \\
& K_{i v}(t)=\int e^{-i \underline{\underline{r}} \underline{Y}_{1}} e^{-i \varepsilon_{i i} t} \phi_{i}^{\pi}\left(\underline{r}_{p 1}\right) \psi^{*}\left(\underline{r}_{n 2}\right) \\
& {\left[-\frac{1}{2} \nabla_{r_{n 1}}^{2}-\frac{1}{2} \nabla_{r_{n 2}}^{2}+V_{p 1}+V_{p 2}+V_{n 1}+V_{n 2}+V_{12}-\varepsilon_{0}\right] x\left(r_{n 1}, r_{n 2}\right) d r_{1} d \underline{r}_{2} .}
\end{aligned}
$$

The coefficients $a_{i}(t)$ are time-dependent and have the initial conditions

$$
a_{0}(-\infty)=1, a_{i \neq 0}(-\infty)=0 .
$$

The cross section for the capture into the state i of hydrogen i.s then

$$
\sigma_{i}=2 \int\left|a_{i}(+\infty)\right|^{2} \rho d \rho \quad i=1,2,3,4 .
$$

The integrals in (3.32) have the time reversal relations

$$
\begin{aligned}
& S_{o i}^{*}(-t)=\epsilon_{i} S_{o i}(t), K_{D i}^{*}(-t)=\epsilon_{i} K_{0 i}(t), \\
& K_{i 0}^{*}(-t)=\epsilon_{i} K_{i o}(t) ; A_{\Delta D}^{*}(-t)=A_{0 D}(t), \\
& B_{i j}^{*}(-t)=\epsilon_{i} \epsilon_{j} B_{i j}(t), \\
& i, j=1,2,3,4 \quad \epsilon_{i, j}=1 \quad \epsilon_{4}=-1 .
\end{aligned}
$$

It then, follous, by using the proor or Green outlined in section (1.5), that the equetion (3.31) satis.ies the requirements of detailed balancing.

The methods for evalueting the integrals in (3.31) are given in Appendices A and B. These integrals are listed in Appendix D.

In Figs. 1 and ? the present resulte for the total capture into the 1 s , 2 s , and 2 p states of hydrogen are compared with the Born approximation and the implese approwimation colculations, and with the experimental data oí Hasted (1955), Stier and Barnett (1956), Barnett and Reynolds (1956), and Allision (195\%). It is seen thet the presen $t$ calculation shows ąuite good agreement with experiment in the energy range 25 to 100 ireV .

At high energies the decrease of the caloulated oross section with energy appears to be too small. A similar discrepancy occurs on the low enerey of the oross section maximum (about 25 KeV ), but at lower energies the theoretical cross sections become smaller than the available measurements (Hasted, 1955) by a factor of 5 at 1 KeV . It is expected of course that for low velocity colliaions the expansion based on atomic wave funotions is no longer appropriate and that the expansion using molecular eigenfunctions, formed by the colliding system at fixed internuclear separation, may be used.

In Fig. 3 the results for the capture into the is state are compared with the results using the two-state expansion. It is seen that at energies above 30 KeV the coupling due to the 2 s and 2 p states has little effeot on the calculated oross section for capture into the ground state. The present results are appreciably greater then those of Green et al. (1965) at low energies, by a factor of 2 at 1 KeV . These differences are partly attributed to the use of a symmetrized final state wave function in the work of Green et al. and this has the effect of allowing for ellectron exchange. The inclusion of electron to first order does not usually give better results, as wes pointed out in section (3. 1). It s effect in this system is quite unimportant at energies above 30 KeV , but it is expected to be appreciable at low energies.

Experimental oross sections for the partial oaptures into the 2 s and 2 p states of hydrogen are available unfortunately for the small energy range 5 to 40 KeV only. Fige 4 shows the experimental data, the present results and the Born approximation
caloulations of Mapleton (1961) for the oapture into the 28 state. It is seen that the present results agree quite well with the measurements of Jeecks et al. (1965) and Andreey et al. (1966), but those of Colli et al. (1962) are larger by a factor of up to 6. In Pig. 5 the present oalculations for the capture into the $2 p$ state are oompared with the Born approximation caloulations of Mapleton (1961) and with the experimental data. It is seen that the present results show quite good agreement with the measurements of De Heer et al. (1963), but those of Pretzer et al. (1963) and Andreev et: al. (1966) one smaller by a faotor of about 2.

An alternative way of comparing the theory with the experiment is to oonsider the theoretioal predictions and the measurements for the capture probability for a fixed value of the product OT of the scattering angle and the incident proton energy. To a good approximation constant $O T$ oorresponds to a constant distance of closest approach and to a constant impact parameter. It is seen in Fig. 9 that the agreement with experiment for the capture over all final states is good at high energies, but poor at low energies. The positions of the maxima and minima are predicted quite well by the theory, but the theoretioal aapture probability is grossly in error at low energies.

Fig. 10 shows the present results for the probability of oapture into the 1s state and those of Green (1966) for $\operatorname{\theta T}=20$. The egreement is good at high energies. At low energies the resulte
of Grean are appreciably smaller; this may be partly attributed to the effect of electron exohange in his caloulations, as we have pointed out earlier.

The caloulations on the probability of capture into the 2s and 2p states for $95=20$ are shown in Figs. 11 and 12, respectively. Dose and Mayer (1966) have reparted recently their measurements on the probability of capture into 2 s state at a soattering angle of $2.2^{\circ}$ in the enres range 4.5 to 60 KoV . Comparision between the results given in Figs. 1 and 2 and those in Fig. 3 shows that the inclusion of the excited states of hydrogen in the expansion method does not alter apprealably the calculated oross section. This would suggest that the considerable disagreement with experiment would not be substantially improved by employing an expansion based on several discrete states rather than the lowest two-state approximation. Taking also into account the result of caloulations in the impulse approximation, to reduce the calculated cross section substantially, it would seem necessary to represent the continuum intermediate states in some way.

## CHAPIER FOUR

### 4.1 Numerical Methods

The evaluation of the cross section using the expansion methods of Bates involves a triple integration over $x$, the time $t$, and the impact paramoter $\rho$. We ahall consider mainly the mumerical methods omployed in the caloulations using the four-state approximation. The calculations using the two-state approximation are easier to perform, but similar tachniques can be applied.

We consider first the evaluation of the matrix elements in (3.32). The most diffioult terms to calculate are those which relate the initial to the final states : $S_{01}{ }^{*} S_{10} ; K_{01}$ and $\mathrm{K}_{10}$. Expressions for these matrix elements are of the forms:

$$
\begin{aligned}
& I_{1}=e^{-i \frac{v^{2}}{2} t} \int_{0}^{1} x^{n}(1-x)^{m}\left[\frac{R}{\Delta^{2}}+\frac{1}{\Delta^{3}}\right] e^{-R \Delta} e^{i v^{2} t x} d x, \\
& I_{2}=e^{-i \frac{v}{2}^{2} t} \int_{0}^{1} x^{n}(1-x)\left[\frac{R^{2}}{\Delta^{3}}+\frac{3 R}{\Delta^{4}}+\frac{3}{\Delta^{5}}\right] e^{-R \Delta i v^{2} t x} e^{-m} d x, \\
& I_{3}=e^{-i \frac{v^{2}}{2} t} \int_{0}^{1} x^{n}(1-x)^{m}\left[\frac{R^{3}}{\Delta^{4}}+\frac{6 R^{2}}{\Delta^{5}}+\frac{15 R}{\Delta^{6}}+\frac{15}{\Delta^{7}}\right] e^{-R \Delta} e^{i v^{2} t x} d x,
\end{aligned}
$$

where

$$
\Delta^{2}=\lambda^{2} x+(1-x)\left(\mu^{2}+x v^{2}\right) \text { and } n, m \geqslant 0
$$

These functions depend on the proton velooity $v$ and they oseillate rapidiy for large values of $v$. Ansifsis of these terms shows that for a given value of $w^{F}$, the main contributioms come from values of $x$ near the ends of the range of integration. It is therefore convenient to divide the range of integration over $x$ into three sections: $0 \leqslant x \leqslant 0.15,0.15 \leqslant x \leqslant 0.85$, ,
and $0.85 \leqslant x \leqslant$ 1. The integration for each section is performed by means of the Gaussian interpolation method. At 30 KeV the mumber of Gaussian points used for these three ranges of integration are 14, 7, and 5, respectively, to obtain an accuracy of better than 1 part in $10^{5}$. The integrands osoillate repidly as $v$ increases, so that at high energies more Gaussian points are required in order to achieve the same accuracy; at 1 MeV the number of points used are 20, 20, and 10 , respectively.

The time-reversal relations of the matrix elements in (3.31) are exploited to find the values of these terms at time tt fram those at -t.

The coupled differential equations of (3.31) can be written oompaotly in the form

$$
i \mathrm{~S} \dot{\mathrm{a}}=\mathrm{Ka}, \quad 4.2
$$

where $S$ and $K$ are matrices and a is a column vector. Since $S, K$, and a are complex functions of time it is convenient to define

$$
\begin{aligned}
& S=S^{\prime}+i S^{\prime \prime}, \\
& k=K^{\prime}+i K^{\prime \prime}, \\
& a=a^{\prime}+i a^{\prime \prime},
\end{aligned}
$$

$$
4.3
$$

in which $S^{\prime}, S^{\prime \prime}, K^{\prime}, K^{n}, a^{\prime}$ and $a^{n}$ are real. The equation (4.2) can thian be written as

$$
\left|\begin{array}{ll}
s^{\prime} & -s^{\prime \prime} \\
s^{\prime \prime} & s^{\prime}
\end{array}\right| \begin{array}{ll}
a^{\prime} \\
\dot{a}^{\prime \prime}
\end{array}|=| \begin{array}{ll}
k^{\prime \prime} & k^{\prime} \\
-k^{\prime} & k^{\prime \prime}\left|\begin{array}{l}
a^{\prime} \\
a^{\prime \prime}
\end{array}\right|, 2042
\end{array}
$$

$$
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which is of the form

$$
{ }^{\circ} S^{\circ} \dot{a}={ }^{\circ} K^{\circ} a, \quad 4.5
$$

To solve (4.5) we need to find first the inverse ${ }^{\circ} S^{-1} \mathrm{~K}$, , so that

$$
{ }^{c} \dot{a}=\left(" s^{-1}{ }^{\circ} k\right) \ddot{o}_{a} . \quad 406
$$

The Kutta-Merscan method (Fox, 1962) is used to solve the ocupled differential equations of (4.6). This method is reported to be more efficient than the oommonly used sunge-Kutta method. It provides a aheok on the accuracy during the integration and it alters automatically the step sise at every stage of the integration to give the accuracy required.

The range of integration over $t$ depends olearly on the velooity of the incident proton. It is found that, if $R_{\max }$ is the maximum internucleon distance, $R_{\max }=16$ provides a good range of integration for the convergance of the terms in (4.6). The Chebyshev is used to obtain the interpolation points of ( $\mathrm{V}^{-1} \mathrm{~K} \mathrm{~K}$ ) at every value of $t$ during the integration. The range of integration over $t$, $\left|t_{\max }\right|$, is divided into two parts $t_{\max }$ to $\frac{1}{2} t_{\max }$, and $\frac{1}{2} t_{\text {max }}$ to 0 . It is found that for these two ranges by using 10 and 15 Chebyshev points, respectively, an accuracy of better than 1 part in $3 \times 10^{3}$ is obtained at 30 KoV . At 1 MeV the number of points required are 15 and 25 , respectively. Since by definition the probability never exceeds unity, this oondition provides a useful aheok on the caloulations. Moreover, detailed balancing is oheoked for each of the twomstate reactions of (3.24).

In the equation (3.31) the matrix elements $S_{01}, S_{10}$, $K_{i 0^{\prime}}$ and $K_{\text {oi }}$ oontain the exponential function $e^{-R \lambda}$ and so decrease rapidy to zero as $R$ increases. The other terms, $A_{00}$ and $B_{i j}{ }^{\prime}$ are the Coulomb terms and they have the asymtotic forms of $\mathrm{R}^{-1}$, $R^{-2} e^{i \epsilon_{i j} t}$, and $R^{-2}$, otc. It is then ovident that significant couplings of the amplitudes can ocour oven at the large intorpolation distances, so that it is important to extrapolate the amplitudes $a_{i}\left(+t_{\max }\right)$ to find $a_{i}(+\infty)$. The common diagonal term $R_{\max }^{-1}$ causes only a change in the phase and so does not affect the capture amplitude. The term $e^{i \varepsilon_{i j} t} \mathbf{R}_{\max }^{\mathbf{- 2}}$ does not give any appreciable oontribution, and the terms which decrease faster then $R_{\max }^{-2}$ can be negleoted. There is however signiflicant ooupling between the 2s and 2p states due to the $R_{\max }^{-2}$ term. Analysis shows that the extrepolation correction is given by

$$
\begin{aligned}
& a_{2 s}(+\infty)=a_{25}\left(+t_{\text {max }}\right) \cos \left(-3 / v^{2} t_{\text {max }}\right)-i a_{2 p 2}\left(+t_{\text {mux }}\right) \sin \left(-3 / v^{2} t_{\text {max }}\right), \\
& 4-7 \\
& a_{2 p z}(+\infty)=a_{2_{p z}}\left(+t_{\text {max }}\right) \cos \left(-3 / v^{2} t_{\text {max }}\right)-i a_{2 s}\left(+t_{\text {max }}\right) \sin \left(-3 / v^{2} t_{\text {max }}\right) .
\end{aligned}
$$

The final integration over the impact paremeter is done by using the Gaussian extrapolation method. An 8-point Geussian method is usually adequate for energies above 30 KeV , but at lower energies the range of integration. is sub-divided and the Gaussian mothod is applied to each sub-division. It is estimated that the orserall accuracy is better than for for the total and the 18 oapture cross sections, and $10 \%$ for the cross sections for oaptures into 2s and 2p states of hydrogen.

$$
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### 4.2 Cónclusion

The present calculations indicate that the inclusion of more disorete states in the expansion method of Bates would not improve the considerable disagreement with experiment at high energies. If this can be confirmed, it would suggest that the method is inadequate beoanse it does not take continuum transitions into account, whereas the results of the second Born and the impulse approximations indioate that ultimately continuum intermediate states play an important part in the capture process.

However, little experimental work is doas on the electron capture by protons in helium at high energies and the measurements of Barnett and Reynolds (1958) only are available. Further investigation, both theoretical and experimental, is desirable.

Appendix A
Evaluation of the integrals

$$
\begin{align*}
& I_{1}=\int e^{-\lambda r_{n 1}} e^{-\mu r_{p 1}} e^{i \underline{\underline{v}} \underline{Y}_{1}} d \underline{Y}_{1}, \\
& I_{2}=\int r_{P_{1}} e^{-\lambda r_{n 1}} e^{-\mu r_{p 1}} e^{\underline{\underline{v}} \cdot \underline{Y}_{1}} d \underline{r}_{1}, \\
& I_{3}=\int x_{p 1} e^{-\lambda r_{n 1}} e^{-\mu \cdot r_{p 1}} e^{i \underline{\underline{v} \cdot Y_{1}} d Y_{1},} \\
& I_{4}=\int \frac{e^{-\lambda r_{n 1}}}{r_{n 1}} e^{-\mu T_{p_{1}}} e^{i \cdot \underline{\underline{r} \cdot \underline{Y}_{1}}} d \underline{I}_{1}, \\
& I_{5}=\int e^{-\lambda r_{n 1}} \frac{e^{-\mu r_{p 1}}}{r_{p 1}} \cdot e^{i \cdot \underline{\underline{V}} \underline{I}_{1}} d \underline{I}_{1} \cdot
\end{align*}
$$

A. 4

Let $O$ be the mid-point of $R, \underline{R}_{A} \equiv \overrightarrow{O A}, \underline{R}_{B} \equiv \overrightarrow{O B}$, 80 that

$$
\underline{R}=-\underline{R}_{B}+\underline{R}_{A}, \underline{Y}_{p 1}=\underline{Y}_{1}-\underline{R}_{A}, \underline{r}_{n 1}=\underline{r}_{1}-\underline{R}_{B} .
$$

Using the Fourier transforms

$$
\begin{align*}
e^{-\lambda r} & =\frac{1}{\pi^{2}} \int \frac{\lambda}{\left(\lambda^{2}+q^{2}\right)^{2}} e^{i q \cdot \underline{q}} d \underline{q}, \\
\frac{e^{-\lambda r}}{r} & =\frac{1}{2 \pi^{2}} \int \frac{1}{\left(\lambda^{2}+q^{2}\right)} e^{i q \cdot \underline{r}} d \underline{q},
\end{align*}
$$

we can write

$$
I_{1}=\frac{1}{\pi^{4}} \int d \underline{r}_{1} \int d \underline{q}_{1} \int d \underline{q}_{2} \frac{\lambda}{\left(\lambda^{2}+q_{1}^{2}\right)^{2}} \frac{\mu}{\left(\mu^{2}+q_{2}^{2}\right)^{2}} \exp i\left\{\underline{q}_{1} \cdot \underline{\underline{q}}_{1}+\underline{q}_{2}-r_{p 1}+\underline{v} \cdot \underline{I}_{1}\right\} . \quad A \cdot 8
$$

The integration over $d Y_{p}$ is easily performed to give

$$
\int d \underline{r}_{1} \rightarrow(2 \pi)^{3} \delta\left(\underline{q}_{1}+\underline{q}_{2}+\underline{v}\right) \exp -i\left\{\underline{q}_{2} \cdot \underline{R}_{A}+\underline{q}_{1} \cdot \underline{R}_{B}\right\}, \quad \text { A. } q
$$

and on integrating over $d q_{2}$ we have

$$
\begin{aligned}
I_{1} & =\frac{2}{\pi} e^{i \underline{\underline{q}} \underline{R}_{A}} \int d \underline{q}_{1} \frac{4 \lambda \mu e^{i \underline{q}_{1}-\underline{R}}}{\left(\lambda^{2}+q_{1}^{2}\right)^{2}\left(i \underline{q}+\left.q_{1}\right|^{2}+\mu^{2}\right)^{2}} \\
& =\frac{2}{\pi} e^{i \underline{v} \cdot R_{A}} \frac{\partial}{\partial \lambda} \frac{\partial}{\partial \mu} g,
\end{aligned}
$$

where

$$
\oint=\int d q_{1} \frac{e^{i \underline{q}_{1} \cdot \underline{R}}}{\left.\left(\lambda^{2}+q_{1}^{2}\right)\left(\mid \underline{v}_{+} \underline{q}_{1}\right)^{2}+\mu^{2}\right)}
$$

Using the formula (Feynman, 1949)

$$
\frac{1}{a \cdot b}=\int_{0}^{1} \frac{1}{[a x+b(1-x)]^{2}} d x
$$

with the substitutions

$$
\underline{p}=\underline{q}_{1}+\underline{(1-x)}
$$

$$
\Delta^{2}=\lambda^{2} x+(1-x) \mu^{2}+x(1-x) v^{2}
$$

we write

$$
g=\int_{0}^{1} d x \int d \underline{p} \frac{\exp (i \underline{p} \cdot \underline{R}) \exp \{-i \underline{q} \cdot \underline{R}(1-x)\}}{\left(p^{2}+\Delta^{2}\right)^{2}}
$$

By making use of the standard integral

$$
\int \frac{\exp (i p \cdot \underline{R})}{\left(p^{2}+\Delta^{2}\right)^{2}} d \underline{p}=\frac{\pi^{2}}{\Delta} e^{-R \Delta},
$$

we get

$$
g=\pi^{2} \int_{0}^{1} d x \exp [-i \cdot v \cdot R(1-x)-R \Delta] \cdot \frac{1}{\Delta}
$$

so that

$$
I_{1}=2 \pi \lambda \mu e^{i v \cdot R_{n}} \int_{i}^{1}\left[\frac{R^{2}}{\Delta^{3}}+\frac{3 R}{\Delta^{4}}+\frac{3}{\Delta^{3}}\right] x(1-x) e^{-R \Delta} e^{-i v \cdot R(1-x)} d x,
$$

with

$$
\underline{v} \cdot \underline{R}=\nabla^{2} t \text { and } \underline{\underline{R}} \cdot \underline{R}=\frac{1}{2} v^{2} t .
$$

The integrals $I_{2}$ and $I_{3}$ are evaluated by using the transformations

$$
\begin{align*}
& I_{2}=-\frac{\partial}{\partial \mu} I_{1},  \tag{A. 18}\\
& I_{3}=-\frac{\partial}{\partial \mu}\left[\frac{1}{\mu} \frac{\partial}{\partial A_{x}}\right] I_{1,} \tag{A. 19}
\end{align*}
$$

where $\left(A_{x^{\prime}}, A_{y}, A_{z}\right)$ are the position oo-ordinates of $p$ relative to 0 .

$$
\begin{align*}
& I_{4}=2 \pi \mu e^{i v \cdot R_{A}} \int_{0}^{1}\left[\frac{R}{\Delta^{2}}+\frac{1}{\Delta^{3}}\right](1-x) e^{-R \Delta} e^{-i v \cdot R(1-x)} d x, \\
& I_{5}=2 \pi \lambda e^{i v \cdot R_{A}} \int_{0}^{1}\left[\frac{R}{\Delta^{2}}+\frac{1}{\Delta^{3}}\right] x e^{-R \Delta} e^{-i \underline{v} \cdot R(1-x)} d x, \tag{A. 21}
\end{align*}
$$

We shall use $I(\lambda, \mu, n, m, l)$ to denote

$$
\begin{aligned}
& I(\lambda, \mu, n, m, 3)=2 \lambda^{n} \mu^{m} e^{-i \frac{v^{2}}{2} t} \int_{0}^{1} x^{n}(1-x)^{m}\left[\frac{R}{\Delta^{2}}+\frac{1}{\Delta^{3}}\right] e^{-R \Delta} e^{i v^{2} t x} d x, \\
& I(\lambda, \mu, n, m, 5)=2 \lambda^{n} \mu^{m} e^{-i \frac{v^{2}}{2} t} \int_{0}^{1} x^{n}(1-x)^{m}\left[\frac{R^{2}}{\Delta^{3}}+\frac{3 R}{\Delta^{4}}+\frac{3}{\Delta^{5}} e^{-R \Delta} e^{i v^{2} t x} d x,\right. \\
& I(\lambda, \mu, n, m, 7)=2 \lambda^{n} \mu^{m} e^{-i v^{2} t} \int_{0}^{1} x^{n}(1-x)^{m}\left[\frac{R^{3}}{\Delta^{4}}+\frac{6 R^{2}}{\Delta^{3}}+\frac{15 R}{\Delta^{6}}+\frac{15}{\Delta^{7}}\right] e^{-R \Delta} e^{i v^{2} t x} d x .
\end{aligned}
$$

Appendix Bi

Evaluation of the integrals

$$
\begin{align*}
& I_{1}=\int r^{n} e^{-\lambda r} \frac{e^{-\mu|\underline{I}-\underline{R}|}}{|r-\mathbb{R}|} Y_{\ell}^{m}\left(\theta_{1}, \phi_{1}\right) d r, \\
& I_{2}=\int r^{n} e^{-\lambda r} e^{-\mu|r-\underline{R}|} Y_{\ell}^{m}\left(\theta_{1}, \phi_{1}\right) d \underline{r} \\
& I_{3}=\int r^{n} \frac{e^{-\lambda r}}{|r-\underline{R}|} Y_{\ell}^{m}\left(\theta_{1}, \phi_{1}\right) d \underline{r}
\end{align*}
$$

$$
B \cdot 3
$$

We use the expansion series (Watson, 1958)

$$
\frac{e^{-\mu|\underline{r}-R|}}{|\underline{r}-\underline{R}|}=\sum_{l=0}^{\infty} \frac{(2 l+1) K_{l+\frac{1}{2}}(\mu R) I_{l+1 / 2}\left(\mu r_{1}\right) P_{l}(\cos \theta)}{\sqrt{R}}, \quad r \leqslant R \quad \cos \theta=\frac{r \cdot R}{R r}
$$

where

$$
\begin{align*}
& K_{l+1 / 2}(\mu R)=\sqrt{\frac{\pi}{2 \mu R}} e^{-\mu R} \sum_{n=0}^{\ell} \frac{(l+n)!}{n!(l-n)!(2 \mu R)^{n}}, \\
& I_{l+1 / 2}(\mu r)=\frac{1}{\sqrt{2 \pi \mu_{r}}}\left[e^{\mu r} \sum_{n=0}^{l} \frac{(-)^{n}(l+n)!}{\left.n!(l-n)!(2 \mu)^{n}+(-)^{l+1} e^{-\mu r} \sum_{n=0}^{\ell} \frac{(l+n)!}{n!(l-n)!(2 \mu r)]}\right]}\right. \\
& P_{l}(\cos \theta)=\frac{4 \pi}{(2 l+1)} \sum_{m=-l}^{\ell} Y_{l}^{m}\left(\theta_{2}, \phi_{2}\right) Y_{l}^{m}\left(\theta_{1}, \phi_{1}\right) ;
\end{align*}
$$

and the standard formula

$$
\begin{array}{rlr}
\frac{1}{\mid \underline{\underline{R} \mid}} & =\frac{1}{r} \sum_{l=0}^{\infty}\left(\frac{R}{r}\right)^{l} P_{l}(\cos \theta) \quad r \geqslant R \\
& =\frac{1}{R} \sum_{l=0}^{\infty}\left(\frac{r}{R}\right)^{l} P_{l}(\cos \theta) \quad r \leqslant R, \tag{B. 5}
\end{array}
$$

where

$$
\cos \theta=\cos \theta_{1} \cos \theta_{2}+\sin \theta_{1} \sin \theta_{2} \cos \left(\dot{\phi}_{1}-\phi_{2}\right)
$$

and
$\left(\theta_{1}, \phi_{1}\right)$ and $\left(\theta_{2}, \phi_{2}\right)$ are the polar angles of $\underset{\sim}{x}$ and $\mathbb{R}^{\circ}$
The integrals $I_{1}$ and $I_{3}$ can then be evaluated easily for definite values of $n, m$, and 1 . The integral $I_{2}$ is calculated in the same way after expressing it as

$$
I_{2}=-\frac{\partial}{\partial \mu} I_{1} .
$$

The integrals will be listed in the forms of $f(n, \lambda, l)$ and $F(n, \lambda, \mu, l)$, where

$$
\begin{aligned}
& f(n, \lambda, l) Y_{l}^{m}\left(\theta_{2}, \phi_{2}\right)=\frac{1}{4 \pi} \int r^{n} \frac{e^{-\lambda r}}{|\underline{R}-\underline{R}|} Y_{l}^{m}\left(\theta_{1}, \phi_{1}\right) d r, \\
& F\left(n, \lambda_{,}, l\right) Y_{l}^{m}\left(\theta_{2}, \phi_{2}\right)=\frac{1}{4 \pi} \int r^{n} \frac{e^{-\mu|r-R|}}{|r-R|} e^{-\lambda r}\left[2+\frac{1}{|r-R|}\right] Y_{l}^{m}\left(\theta_{1}, \phi_{1}\right) d r .
\end{aligned}
$$

We also denote

$$
\begin{align*}
& g_{0}=2\left[\left(1+\frac{1}{2 R}\right) e^{-4 R}-\frac{1}{2 R}\right] \\
& g_{i}=\frac{2}{R}-\left(2+\alpha+\frac{2}{R}\right) e^{-(2+\alpha) R}
\end{align*}
$$

List of Interrals $f(n, \lambda, l)$
(i) $f(0, \lambda, 0)=\frac{1}{\lambda^{2}}\left[\frac{2}{R \lambda}-\left(1+\frac{2}{R \lambda}\right) e^{-R \lambda}\right]$.
(i) $f(1, \lambda, 0)=\frac{1}{\lambda^{2}}\left[\frac{6}{R \lambda^{2}}-\left(R+\frac{4}{\lambda}+\frac{6}{R \lambda^{2}}\right) e^{-R \lambda}\right]$.
(iii) $f(1, \lambda, 1)=\frac{1}{3 \lambda^{2}}\left[\frac{24}{R^{2} \lambda^{3}}-\left(3 R+\frac{12}{\lambda}+\frac{24}{R \lambda^{2}}+\frac{24}{R^{2} \lambda^{3}}\right) e^{-R \lambda}\right]$.
(iv) $f(2, \lambda, 0)=\frac{1}{\lambda^{2}}\left[\frac{24}{R \lambda^{3}}-\left(R^{2}+\frac{6 R}{\lambda}+\frac{18}{\lambda^{2}}+\frac{24}{R \lambda^{3}}\right) e^{-R \lambda}\right]$.
(v) $f^{\prime}(2, \lambda, 1)=\frac{1}{\lambda^{2}}\left[\frac{40}{R^{2} \lambda^{4}}-\left(\because R^{2}+\frac{6 R}{\lambda}+\frac{20}{\lambda^{2}}+\frac{40}{R \lambda^{3}}+\frac{40}{R^{2} \lambda^{4}}\right) e^{-R \lambda}\right]$.
(vi) $f(2, \lambda, 2)=\frac{1}{\lambda^{2}}\left[\frac{144}{R^{3} \lambda^{5}}-\left(R^{2}+\frac{6 R}{\lambda}+\frac{24}{\lambda^{2}}+\frac{72}{R \lambda^{3}}+\frac{144}{R^{2} \lambda^{4}}+\frac{144}{R^{3} \lambda^{3}}\right) e^{-R \lambda}\right]$.

List of Intercels $P(n, \lambda, \mu, l)$

$$
\delta \equiv\left(\mu^{2}-\lambda^{2}\right)
$$

(i)

$$
\begin{aligned}
F(0, \lambda, \mu, 0)= & \frac{2}{\delta}\left[\frac{1}{2}+\frac{2 \mu}{\delta}-\frac{\lambda}{R \delta}\left(1+\frac{8 \mu}{\delta}\right)\right] e^{-\lambda R} \\
& +\frac{2 \lambda}{\delta^{2}}\left[2+\frac{1}{R}\left(1+\frac{8 \mu}{\delta}\right)\right] e^{-\mu R}
\end{aligned}
$$

(ii)

$$
\begin{aligned}
F(1, \lambda, \mu, 0)= & \frac{2}{\delta}\left[R\left(\frac{1}{2}+\frac{2 \mu}{\delta}\right)-\frac{2 \lambda}{\delta}\left(1+\frac{8 \mu}{\delta}\right)\right. \\
& \left.+\frac{1}{R \delta^{2}}\left(\left(\mu^{2}+3 \lambda^{2}\right)+\frac{8 \mu^{3}+40 \mu \lambda^{2}}{\delta}\right)\right] e^{-\lambda R} \\
- & \frac{2}{\delta^{3}}\left[2\left(\mu^{2}+3 \lambda^{2}\right)+\frac{1}{R}\left(\mu^{2}+3 \lambda^{2}+\frac{8 \mu^{3}+40 \mu \lambda^{2}}{\delta}\right)\right] e^{-\mu R}
\end{aligned}
$$

(iii)

$$
\begin{aligned}
F(1, \lambda, \mu, 1)= & 2\left[R\left(\frac{1}{2 \delta}+\frac{2 \mu}{\delta^{2}}\right)-\left(\frac{2 \lambda}{\delta^{2}}+\frac{16 \mu \lambda}{\delta^{3}}\right)\right. \\
& \left.+\frac{1}{R}\left(\frac{4 \lambda^{2}}{\delta^{3}}+\frac{48 \mu \lambda^{2}}{\delta^{4}}\right)+\frac{1}{R^{2}}\left(\frac{4 \lambda}{\delta^{3}}+\frac{48 \mu \lambda}{\delta^{4}}\right)\right] e^{-\lambda R} \\
- & 2\left[\frac{8 \mu \lambda}{\delta^{3}}+\frac{1}{R}\left(\frac{4 \mu \lambda}{\delta^{3}}+\frac{48 \mu^{2} \lambda}{\delta^{4}}\right)+\frac{1}{R^{2}}\left(\frac{4 \lambda}{\delta^{3}}+\frac{48 \mu \lambda}{\delta^{4}}\right)\right] e^{-\mu R}
\end{aligned}
$$

(iv)

$$
\begin{aligned}
F(2, \lambda, \mu, 0)= & 2\left[\frac{R^{2}}{\delta}\left(\frac{1}{2}+\frac{2 \mu}{\delta}\right)-\frac{3 \lambda R}{\delta^{2}}\left(1+\frac{8 \mu}{\delta}\right)+\frac{3}{\delta^{3}}\left(\mu^{2}+3 \lambda^{2}+\frac{8 \mu^{3}+4 \alpha \mu \mu^{2}}{\delta}\right)\right. \\
& \left.-\frac{12 \lambda}{R \delta^{4}}\left(\mu^{2}+\lambda^{2}+\frac{4 \mu\left(3 \mu^{2}+5 \lambda^{2}\right)}{\delta}\right)\right] e^{-\lambda R} \\
& +\frac{24 \lambda}{\delta^{4}}\left[2\left(\mu^{2}+\lambda^{2}\right)+\frac{1}{R}\left(4 \mu\left(\frac{\left.3 \mu^{2}+5 \lambda^{2}\right)}{\delta}+\mu^{2}+\lambda^{2}\right)\right] e^{-\mu R}\right.
\end{aligned}
$$

(v)

$$
\begin{aligned}
& F(2, \lambda, \mu, 1)= 2\left[\frac{R^{2}}{\delta}\left(\frac{1}{2}+\frac{2 \mu}{\delta}\right)-\frac{3 \lambda R}{\delta^{2}}\left(1+\frac{8 \mu}{\delta}\right)+\frac{2}{\delta^{3}}\left(\mu^{2}+5 \lambda^{2}+\frac{8 \mu\left(\mu^{2}+8 \lambda^{2}\right.}{\delta}\right)\right. \\
&-\frac{4 \lambda}{R \delta^{4}}\left(\mu^{2}+5 \lambda^{2}+\frac{12 \mu\left(\mu^{2}+7 \lambda^{2}\right)}{\delta}\right) \\
&\left.-\frac{4}{R^{2} \delta^{4}}\left(\mu^{2}+5 \lambda^{2}+\frac{12 \mu\left(\mu^{2}+7 \lambda^{2}\right)}{\delta}\right)\right] e^{-\lambda R} \\
&+2\left[\frac{8 \mu\left(\mu^{2}+5 \lambda^{\lambda}\right)}{\delta^{4}}+\frac{4 \mu}{R \delta^{4}}\left(\mu^{2}+5 \lambda^{2}+\frac{12 \mu\left(\mu^{2}+7 \lambda^{2}\right)}{\delta}\right)\right. \\
&\left.+\frac{4}{R^{2} \delta^{4}}\left(\mu^{2}+5 \lambda^{2}+\frac{12 \mu\left(\mu^{2}+7 \lambda^{2}\right)}{\delta}\right)\right] e^{-\mu R}
\end{aligned}
$$

(vi)

$$
\begin{aligned}
F(2, \lambda, \mu, 2)= & 2\left[R^{2}\left(\frac{1}{2 \delta}+\frac{2 \mu}{\delta^{2}}\right)-R\left(\frac{3 \lambda}{\delta^{2}}+\frac{24 \mu \lambda}{\delta^{3}}\right)+\left(\frac{12 \lambda^{2}}{\delta^{3}}+\frac{144 \mu \lambda^{2}}{\delta^{4}}\right)\right. \\
& +\frac{1}{R}\left(\frac{12 \lambda\left(\mu^{2}-3 \lambda^{2}\right)}{\delta^{4}}+\frac{48 \mu \lambda\left(3 \mu^{2}-11 \lambda^{2}\right)}{\delta^{5}}\right) \\
& \left.-\frac{1}{R^{2}}\left(\frac{72 \lambda^{2}}{\delta^{4}}+\frac{1152 \mu \lambda^{2}}{\delta^{5}}\right)-\frac{1}{R^{3}}\left(\frac{72 \lambda}{\delta^{4}}+\frac{1152 \mu \lambda}{\delta^{5}}\right)\right] e^{-\lambda R} \\
+ & 2\left[\frac{48 \mu^{2} \lambda}{\delta^{4}}+\frac{1}{R}\left(\frac{24 \mu^{2} \lambda}{\delta^{4}}+\frac{48 \mu \lambda\left(9 \mu^{2}-\lambda^{2}\right)}{\delta^{5}}\right)\right. \\
& \left.+\frac{1}{R^{2}}\left(\frac{72 \mu \lambda}{\delta^{4}}+\frac{1152 \mu^{2} \lambda}{\delta^{5}}\right)+\frac{1}{R^{3}}\left(\frac{72 \lambda}{\delta^{4}}+\frac{1152 \mu \lambda}{\delta^{5}}\right)\right] e^{-\mu R}
\end{aligned}
$$

Appendix C

List of integrals for $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{+}(1 \mathrm{~s})$, using the helium wave (3.21)

$$
\begin{align*}
& c_{1} \equiv \frac{8 \sqrt{2} \alpha^{3}}{(2+\alpha)^{3}} e^{i \varepsilon_{01} t}, a \equiv 2\left(\alpha^{2}+c_{0}\right)+\therefore(2-\alpha)(2+\alpha) . \\
& S_{0 i}=2 c_{1} I(\alpha, 1,1,1,5) . \\
& A_{00}=2\left(\alpha+\frac{1}{R}\right) e^{-2 \alpha R}-\frac{2}{R} \cdot \\
& B_{11}=g_{0}-4 f(0,2,0)-4 F(0,2,4,0) . \\
& K_{01}=-c_{1}\left[g_{1} \cdot I(\alpha, 1,1,1,5)+2 I(\alpha, 1,0,1,3)\right. \\
& \quad+(2+\alpha) I(2+2 \alpha, 1,1,1,5)+2 I(2+2 \alpha, 1,0,1,3)] . \\
& K_{10} \equiv K_{01}^{*}+k_{10} \\
& k_{10}=-c_{1}[a I(\alpha, 1,1,1,5)-2 \alpha I(\alpha, 1,0,1,3)+2 I(\alpha, 1,1,0,3)] .
\end{align*}
$$

Appendix D

Inst of integrals for $\mathrm{Ht}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})$, using the helium wave function (3.21).

The integrals $h_{000} h_{1,}, S_{0_{1}}, K_{01}$ and $K_{1,}$ are given in Appendix C.

$$
\begin{align*}
& c_{2} \equiv \frac{4 \alpha^{3}}{(2+\alpha)^{3}} e^{i \varepsilon_{0.2} t}, a \equiv 2\left(\alpha^{2}+\varepsilon_{0}\right)+(2-\alpha)(2+\alpha), b \equiv \frac{1}{\sqrt{2}} e^{-i \frac{3}{8} t} \\
& S_{02}=c_{2}[4 I(\alpha, 0.5,1,1,5)-I(\alpha, 0.5,1,2,7)] \\
& S_{03}=2 \rho c_{2} I(\alpha, 0.5,1,2,5) \\
& S_{04}=2 c_{2}\left[\sim t I(\alpha, 0.5,1,2,5)-\frac{2 v}{\alpha} I(\alpha, 0.5,2,2,7)\right] \\
& B_{12}=-b[2 f(0,1.5,0)-f(1,1.5,0) \\
& B_{13}=-b[f(1,1.5,1)+F(1,1.5,4,1)] \frac{\rho}{R} \\
& B_{14}=-b[f(1,1.5,1)+F(1,1.5,4,1)] \frac{v t}{R}
\end{align*}
$$

D. 2
D. 3
D. 4
D. 5
D. 6

$$
\begin{align*}
B_{22}= & g_{0}-\frac{1}{2} f(0,1,0)+\frac{1}{2} f(1,1,0)-\frac{1}{8} f(2,1,0) \\
& -\frac{1}{2} F(0,1,4,0)+\frac{1}{2} F(1,1,4,0)-\frac{1}{8} F(2,1,4,0) \quad D \cdot 7 \\
B_{23}= & \frac{\rho}{8 R}[2 f(1,1,1)-f(2,1,1)+2 F(1,1,4,1)-F(2,1,4,1)] \quad D \cdot 8 \\
B_{24}= & \frac{v t}{8 R}[2 f(1,1,1)-f(2,1,1)+2 F(1,1,4,1)-F(2,1,4,1)] \quad D \cdot 9 \\
B_{33}= & g_{0}-\frac{1}{24}[f(2,1,0)-f(2,1,2)+F(2,1,4,0)-F(2,1,4,2)] \quad D \\
& -\frac{\rho^{2}}{8 R^{2}}[f(2,1,2)+F(2,1,4,2)] \\
B_{34}= & -\frac{\rho v t}{8 R^{2}}[f(2,1,2)+F(2,1,4,2)] \\
B_{44}= & g_{0}-\frac{1}{24}[f(2,1,0)+F(2,1,4,0)] \\
& \left.-\left(1+\frac{\alpha}{2}\right) I(2+2 \alpha, 0 \cdot 5,1,2,7)-I(2+2 \alpha, 0 \cdot 5,0,2,5)\right] \quad D \cdot 10 \\
& +\left(\frac{\rho^{2}}{8 R^{2}}-\frac{1}{12}\right)[f(2,1,2)+F(2,1,4,2)] \\
& +(4+2 \alpha) I(2+2 \alpha, 0 \cdot 5,1,1,5)+4 I(2+2 \alpha, 0 \cdot 5,0,1,3) \\
K_{02}=- & c_{2}\left[2 g_{1} \cdot I(\alpha, 0 \cdot 5,1,1,5)+4 I(\alpha, 0 \cdot 5,0,1,3)\right. \\
&
\end{align*}
$$

$$
\begin{aligned}
& K_{03}=-c_{2} \rho\left[g_{1} \cdot I(\alpha, 0.5,1,2,5)+2 I(\alpha, 0.5,0,2,3)\right. \\
& +(2+\alpha) I(2+2 \alpha, 0 \cdot 5,1,2,5)+2 I(2+2 \alpha, 0 \cdot 5,0,2,3)] \\
& \text { D. } 14 \\
& K_{04}=-c_{2} \tau t\left[g_{1} \cdot I(\alpha, 0.5,1,2,5)+2 I(\alpha, 0.5,0,2,3)\right. \\
& +(2+\alpha) I(2+2 \alpha, 0 \cdot 5,1,2,5)+2 I(2+2 \alpha, 0 \cdot 5,0,2,3)] \\
& +i c_{2} v\left[\frac{1}{\alpha} g_{1} \cdot I(\alpha, 0.5,2,2,7)+\frac{2}{\alpha} I(\alpha, 0.5,1,2,5):\right. \\
& \left.+\frac{(2+\alpha)}{(2+2 \alpha)} I(2+2 \alpha, 0.5,2,2,7)+\frac{1}{(1+\alpha)} I(2+2 \alpha, 0 \cdot 5,1,2,5)\right] \\
& K_{i 0} \equiv K_{0 i}^{*}+k_{i 0} \quad i=1,2,3,4 . \\
& k_{20}=-c_{2}[2 a I(\alpha, 0.5,1,1,5)-4 \alpha I(\alpha, 0.5,0,1,3)+2 I(\alpha, 0.5,1,0,3) \\
& \left.-\frac{a}{2} I(\alpha, 0.5,1,2,7)+\alpha I(\alpha, 0 \cdot 5,0,2,5)-I(\alpha, 0 \cdot 5,1,1,5)\right]^{*} \\
& k_{3 a}=-c_{2} \rho[a I(\alpha, 0 \cdot 5,1,2,5)-2 \alpha I(\alpha, 0 \cdot 5,0,2,3)+2 I(\alpha, 0 \cdot 5,1,1,3)]^{*} D \cdot 17 \\
& k_{40}=-c_{2} v t[a I(\alpha, 0.5,1,2,5)-2 \alpha I(\alpha, 0.5,0,2,3)+2 I(\alpha, 0.5,1,1,3)]^{*} \\
& +i c_{2} v\left[\frac{1}{\alpha} I(\alpha, 0 \cdot 5,2,2,7)-2 I(\alpha, 0 \cdot 5,1,2,5)+\frac{2 I}{\alpha}(\alpha, 0.5,2,1,5)\right]^{*} D \cdot 18
\end{aligned}
$$

I wish to express ry gratitude to Professor B.H. Bransden for suggesting the problems and for his ready assistance and encouragement throughout.

My thanks are due to the Durham University Computing Unit and to the Newcastle upon Tyne University Computing Laboratory for computing facilities.

## FIGURE LEGENDS

## FIG. 1\&2

Total cross sections for the reaction $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}+\mathrm{He}^{+}$.
Gurve 1 : Born approximation (Mapleton, 1961)
Curve 2 : Impulse approximation (Bransden and Chesire, 1963)
Curve 3 : Present caloulations $\quad H^{+}+H e\left(1 s^{2}\right) \rightarrow H(s, 2 s, 2 p)+\mathrm{He}^{+}(1 s)$
X : Experimental points (Allison, 1958. Barnett and
Reynolds, 1958)

## FIG. 3

Cross seotions for the capture into the state H (1s)
Curve : Present calculations $\mathrm{H}^{+}+\mathrm{He}(1 \mathrm{~s}) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}$(1s) Results of Green et al (1965)

+ Results of Branēden et al (1966)
$\&+$ are calculated for $\mathrm{H}^{+}+\mathrm{He}^{2}(1 \mathrm{~s}) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{+}(18)$
FIG. 4
Cross seotions for the capture into the state $H(2 s)$
Curve 1 : Average of the post and prior oross sections in the Born approximation (Mapleton, 1961).

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(2 \mathrm{~s})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

Gurve 2 : Present celculations $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})$ Experimental points $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{j}\right) \rightarrow \mathrm{H}(28)+\mathrm{He}^{+}$ - Colli et al (1962) x Jaeoks et al (1965); Andreev et al (1966)
BIG 5
Cross seotion for the oapture into the state $\mathbf{H}(2 p)$
Curve 1 : Average of the post and prior oross sections in
the Born approximation (Kapleton, 1961)

$$
\mathrm{H}^{+}+\mathrm{Ho}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

Curve 2 : Present calculations $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+$ $\mathrm{He}^{+}(18)$

Experimental Points $X=A n d r e e v$ et al (1966); Pretzer et al

$$
\begin{align*}
& 0=\text { de Heer et al (1963) }  \tag{1963}\\
& \mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(2 \mathrm{p})+\mathrm{He}^{+}
\end{align*}
$$

## FIG. 6

Probatlity $x$ impact parameter for oapture into $\mathrm{H}(1 \mathrm{~s})$
$\mathrm{HI}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})$
Normalisation Facter is:-
$\mathrm{N}=1.37 \times 10^{2}$ at $1 \mathrm{keV}, \mathrm{N}=2.94$ at 6.25 keV ,
$\mathrm{N}=1.35$ at $30.2 \mathrm{keV}, \mathrm{N}=1.48 \times 10^{4}$ at I MeV

## FIG. 7

Probability $x$ impaot parameter for capture into $\mathrm{H}(2 \mathrm{~s})$

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

Normalisation Factor is:-
$\mathrm{N}=4.65 \times 10^{3}$ at $\mathrm{keV}, \mathrm{N}=1.25 \times 10^{2}$ at 6.25 keV ,
$N=3.92 \times 10$ at $30.2 \mathrm{keV}, \mathrm{N}=1.23 \times 10^{5}$ at 1 MeV .
FITG. 8
Probability $x$ impact parameter for capture into $H(2 p)$

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

Normalisation Factor is:-
$\mathrm{N}=1.46 \times 10^{3}$ at $1 \mathrm{keV}, \mathrm{N}=3.81 \times 10$ at 6.25 keV ,
$\mathrm{NV}:=4.45 \times 10$ at $30.2 \mathrm{keV}, \mathrm{N}=7.90 \times 10^{6}$ at 1 MeV .

FIG. 9
Total capture probability
Present work $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(18,2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})$
Experimental results (Helbig et al., 1964) $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}+\mathrm{He}^{+}$ FIG. 10

Probability for oapture into $H(18)$
Gurve 1 : Results of Green (1966)

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

Curve 2 : Present celculations

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

MTG. 11
Probability for capture into $H(28)$

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$

$x$ : Corresponding experimental point of Dose and Meyer (1966) at $\quad 1 T=20$.
FIG. 12
Probability for capture into H(2p)

$$
\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p})+\mathrm{He}^{+}(1 \mathrm{~s})
$$
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## NABLIE 1.

Cross Sections for $\mathrm{H}^{+}+\mathrm{He}\left(\mathrm{ls}^{2}\right) \rightarrow \mathrm{H}(\mathrm{ls})+\mathrm{He}^{+}(\mathrm{ls})$, calculated by Green, Stanley, and Chiang (1965).

| Proton | Cross Sections ( $10^{-16} \mathrm{~cm}^{2}$ ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Khergy } \\ & (\mathrm{KeV}) \end{aligned}$ | (1) | (2) | (3) | (4) |
| 1 | 7.852, - 1 | 5.862, - 3 | 1.815, - 1 | 3.553, - 3 |
| 6.25 | 4.571 | 1.025 | 1.95 | 7.48, - 1 |
| 30.2 | 2.393 | 2.274 | 2.015 | 1.916 |
| 100 | 2.666, - 1 | 2.897, - 1 | 2.553, - 1 | 2.756, - 1 |
| 400 | 3.412, - 3 | 3.543, - 1 |  |  |

(1) Calculated with distortion and probability conservetion neglected; (2) calculated with only probability conservation neglectod; (3) Calculated with only distortion neglected; (4) calculated with both distortion and probability conservation takin into account.

## TABLT 2.

Cross sections for $\mathrm{H}^{+}+\mathrm{He}\left(1 \mathrm{~s}^{2}\right) \rightarrow \mathrm{H}(1, s)+\mathrm{He}^{+}(\mathrm{ls})$.

| Proton | Cross Sections ( $10^{-16} \mathrm{~cm}^{2}$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Fhergy } \\ & \text { (KeV) } \end{aligned}$ | (1) | (2) | (3) | (4) | (5) |
| 1 |  |  |  | 3.55, - 3 | 5.0, - 2 (a) |
| 6.25 |  |  |  | 7.48, - 1 | 5.6, - 1 at 7 keV (b) |
| 30.2 | 2.19 | 2.14 | 2.02 | 1.92 | 1.95 (b) |
| 100 | 2.90, - 1 | 2.93, - 1 | 2.85, - 1 | 2.76, - 1 | 3.0, - 1 (b) |
| 400 | 3.66,-3 | 3.66, - 3 | 3.51, - 3 | 3.54, - 3 | 2.0, - 3 (c) |
| 1,000 | -7.4-4-5 |  | 7.1., - 5 |  | 5.0, - 5 (c) |
| 10,000 | 3.1, - 10 |  | 3.4, - 10 |  | $(1.2 \pm 0.4),-10$ (d) |

(1) Calculated with simple helium wave function $X^{(1)}$; (2) calculated with helium wave function $X^{(2)}$ of Green et al. 1954; (3) calculated with helium wave function $X^{(3)}$ of Eckert 1930; (4) results of Green et al. 1965; (5) experimental total cross sections. (a) Hasted 1955; (b) Stier and Barnett 1956; (c) Bernett and Reynolds 1958; (d) Berkner et al. 1965, University of California Rep. UCRJ - 16054 (this experiment employed 21 MeV deuterons).
(1), (2) and (3) are present calculations.
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