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1. _Introduction

The programme of work for this thesis was originally to
study the thermo-electric properties of Sn02, with possible energy
conversion applications in mind, The programme started in November
1962, with the only previous work at Durham on SnO2 having been the
demonstration a few months earlier of the feasibility of single crystal
growth.

For about the first year the work followed three lines: crystal
growing, conductivity measurements and optical transmission measurements,
The latter was started to learn something of the band structure, and
developed into being the main part of the work. The electrical measure-
ments, which were not showing good results due to nonereopoducibility,
were taken over by another research student, D.F. Morgan, who also
took over an increasing fraction of the crystal growing effort.

At the start of the work the literature on SnO2 was not large,
and consisted mostly of thin film work. This reflected the main
applications of SnO2 which had been as thin film resistors and transparent
conducting films. It was probably the good conductivity of these
(doped) films that led most authors in the literature, and ourselves
at first, to too great a reliance on semi-~-conductor theory worked out
for elemental and III-V semi-conductors, rather than theory developed
for ionic materials such as the alkali halides. In our case thié was
probably reinforced by the semi-conductor orientation of the department,
and it was only realised after about 25 years that polaron effect(which

arise from the ionicity) are crucial to the interpretation of many of
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the properties of Sn02. Since starting the work many more papers on

SnO2 have been published, many of them on single crystals. During this
period polaron theory, also, has made major advances which have facilitated
the interpretation of several properties of Sn02.
Compared with, say, silicon or germanium both the amount of

work,on and the understanding of the properties of, Sn0O, is slight.

[ D 2
As mentioned above, the ionicity of SnO2 means that new theories, or
strongly modified ones, are required, and so it is perhaps not surprising
that much remains to be learnt about Sn02. It is hoped that this
thesis is a contribution to the understanding of Sn02.

The organisation of the thesis is not perfect, partly due to
the order in which the sections were actually written, The general
layout, however, is that background theory is in chapter two, theory
specifically developed for SnO2 (this includes drawing on experimental
results) is in chapter three, experimental methods are in chapter four,
results are in chapter five, interpretation in chapter six and a short
discussion inzchapter seven. For some purposes it may be best to follow
a topic from chapter to chapter; for example the absorption edge is
considered in 2.5, 3.5, 5.1 and 6.1.

A more complete set of references to work on SnO, is contained
[ =9

in Morgan (1966 C).




2.1 Semi—conductor Theory

The basis of semi-conductor theory is the band theory of
solids which is dealt with in many text books. There are two compl@men-
tary ways of qualitatively understanding how the bands arise.

The first is the tight binding approach, in which the individual
atoms in a so0lid are first considered to be separated by large distances.
BEach atom will then have its own electron levels; these levels have
been extensively studied by means of optical and X-.ray atomic spectra.
As the atoms are brought closer together the energy levels become split
by "resonance", i.e. the wave functions overlap slightly and electron
states of the whole system can be formed by mixing the atomic wave
functions with many different phase combinations, These differently
mixed wave functions have slightly different energies. To take the
simplest case, if two atoms with equivalent wave functions VA and\!’B
are brought together to form a diatomic molecule then the two possible
states, YA + \VB and \-\’A -‘!"B will have different energies. The number
of combined states in a solid of N identical atoms is N per original
level, so each level has been broadened into a 'band' of N states.

To be a true eigenstate of the system each wave must be orthogenal to
all others; i.e.fw‘ nﬂ' mdg:o. Bloch showed in 1928 that for a _large
solid all states must have a periodicity, which can be characterised
by a wave vector k . The energy levels of the states are then usually
thought of in k space. If the same states are not to be considered
twice, k must be.restricted to the first Brillouin zone. This is a

region around k = o on whose boundary the states k and - k are identical.




On a crystal axis this boundary is given by k = ig; vhere a is

the lattice vector for that axis. The tight binding approach is
most useful when the atomic electron overlap is not very 1arge,such
as for ionic solids and for the core electrons of all solids. These
bands are fairly narrow, and for such bands a first approximation to
the band shape in.ﬂ space is a cosine wave with a period ggL y Tor k
along an axis, On this simplified picture X=0 is a minimum, because
the 'velocity' of the electron is zero. This model becomes more

complicated when several atoms to a unit cell and degeneracy are

considered. When the overlap is large, producing wide bands, mixing
of different Atomic states is very important.

The second approach is the "free electron" model. In this
the electrons are first considered to be free particles in a large
box. The wave functions are still periodic in nature and so can be
represented in K space. They form a parabola centred on k=o, If
the electrons are not quite free but are moving in the periodic
potential produced by the atomic cores, then the states for small k
are not much affected. If, however, X is comparable to an integral
multiple ofxg', then the electrons are "diffracted" by the lattice.
It can be shown that the effect of this is to lower or raise the
energy of the states according to whether k is just less or more than
an integral multiple ofgg. The gradient of E is zero at these zone
boundaries. This is sh;wn in fig. 1, Gaps are thus created
in the energy spectrum. The first gap occurs at the boundary of

.the first Brillouin zone, and, as mentioned above, states outside







this zone can also be represented inside it. This is achieved for
k on an axis and'§< kéz%\' by subtracting _2_a'w , and similarly for
other states. The result is shown in fig. 2. It can be seen that
a band maximum can occur at k = o (This is not so easy to show with
the tight binding model),

We can now understand the difference between metals,
insulators,semi-conductors and semi-metals. If there is an odd number
of electrons per unit cell (ggi per atom), then the material is a metal,
This is because if spin degeneracy is inciuded each band holds 2N
electrons, and so every band cannot be either completely full or empty.

Ir ﬁhe number of electrons per unit cell is even, the material
can still be a metal if the relevant bands overlap in energy. - These
materials are often referred to as semi metals, If, however, the
material contains only full or empty bands, then it is either a semi-
conductor or an insulator. More subtle distinctions between the two
are possible, hut the simplest is to consider materials with a large
band gap as insulators and smaller band gaps as semi-conductors.

Two distinguishing features of semi-conductors are that
especially for pure material the (1ow) conductivity rises rapidly with
temperature, 2nd that their electrical properties are very strongly
dependent on small quantities of impurities. The reason for the
latter can be seen most easily by considering a substitutional impurity
which has one more electron and nuclear charge than the atom it replaces.
The extra nuclear charge will cause bound states to he formed from the
conduction band which will be situated in the forbidden gap. These

states will somewhat resemble hydrogenic states except that the coulomb



attraction at large distances is modified by a dielectric constant
of the material, and the electron does not have its free mass but an
"effective" mass (see below). To maintain overall electrical
neutrality there must be an extra electron in the vicinity. At low
temperatures this is likely to be in the lowest bound state, but at
higher temperatures it is likely to be "free". If there are several
impurities these "free" electrons will drastically change the electrical
conductivity and the absorption of light in the 1.R.

The term "effective mass" was mentioned above. In the
free electron model, which can be applied most directly to atoms or
ions with a band corresponding to the first electron outside a full
shell of the periodic teble, the first approximation is for the lowest
minimum to have the free electron mass. The periodic potential of the
cores may affect even that mass, and the minima due to the diffraction
of electrons might well not even approximately have the free electron
mass, It is, however, a general property that the minima and maxima
are parabolic in shape. Whgn this is so, an effective mass can be
defined. This can be applied both to electrons near the bottom of an
empty band and to "holes" near the top of a full band. In group IV
and in III-V compounds bands are formed from electrons involved in
covalent bonding. This situation is not well covered by either the
free electron or tight binding models, and sometimes very small affective

masses result,
The narrow bands that occur in the tight binding model

correspond to large effective masses because of the shallow curvature.



It seems to be a fairly general property of valence
bands that their maxima occur at (or near, if a centre of symmetry
is absent) k=o. The reason for this is not clear to the author,
but 1%t is presumed to apply in SnO2 in this thesis,

Electrons obey Fermi-Dirac statistics because they belong
to the class of particle that obey the exclusion principle. This
states that each state can only be occupied by at the most one
electron. . (If spin is ignored the number is two). If the
electron and hole effective masses are equal, then the probability
of a state being occupied at the edge of the forbidden band in
a pure semi-conductor is

1

)

2927 E%%% )+ ’
the + is for the conduction band and the - for the valence band.
Eg is the band gap. It can be seen that if Eg > 7 kT the
probability of a conduction band state being occupied is very
small and the probability of a velence hand state not being occupied
is equally small. Thus pure Sn02 is expected to be a very poor
conductor at normal temperatures, but as the temperature rises the
conductivity should rise very rapidly. In practise impurity effects

will mask this at lower temperatures.




2.2 Phononsg
2.2.1 Bagic Theory

Qualitatinely ohonons can be approached in several ways.
One way is to consider a large crystal of N unit cells, and (as in
Sn02) 6 atoms to a unit cell. To describe the position of all
the atoms would then require 18N independent coordinates. If the
system is linear there will then be 18N normal modes of vibration,
i.e. modes without coupling to any other modes and therefore with
a definite frequency of vibration. These normal modes are not
the motions of individual atoms because interatomic forces would
couple them to their neighbours. BExactly what the normal modes are,
depends on the details of the boundary conditions, but by arguing
that the boundary conditions will only have a minor effect, special
boundary conditions are assumed for mathematical convenience. Normal
modes in the form of travelling waves are then obtained. Each
of these vaves has a wave vector, k, and the density of modes in
k space is uniform and proportional to N. The simplest types
of mode are the acoustic modes, which form three sheets, or branches,
in k space. (They are sometimes degenerate). The acoustic modes
for small k are merely sound waves, and all the atoms in a unit cell
move virtually as a body, with only slight overall compression or
expansion. If certain symmetry conditions are met, of the 3 acoustic
branches, two are transverse and one is longitudinal, A transverse
mode has the atomic movement perpendicular to the direction of phase
motion (i.e. the direction of g) and a longitudinal mode has parallel

motion.



Ag the value of k is increased for the acoustic modes,
the wavelength, equal fo 21T/k, becomes comparable to a unit cell
dimension. If k is along the a axis and equalsTf +%¢ , then this

a -
mode turns out to be identical to the mode with k equal to -1 +%x.
This makes the number of modes finite, The total number of :
acoustic modes turns out to be 3N. Other phonon branches exist
hovever, and these in addition to the large scale motion indicated
by k have a relative motion of atoms within the unit cell. of
course all motions of a particular mode have the same frequency,
as this is a fundamental property of normal modes. The internal
motion can only have (6-1)x3 =15 independent vairables; the -1
corresponds to the position of a reference point and can be thought
of as the acoustic mode. Bach motion can be associated with any
value of k , so these 15"optical" branches complete the 18N modes.
(The motions may gradually change with changing ;). An important
property of these 15 branches is that because of the internal motion
they have a fixed non-zero frequency around k = o, whereas the acoustic
modes tended linearly to zero.

In many respects the phonon branches are likeelectron
bands in the band theory of solids. As in that theory,generally
the branches become horizontal at the edge of the first Brillouin
zZone. This means, e.g., that at the energy where this flattening
occurs, there is a certain type of discontinuity in the phonon density

of states function against energy. In simple cases the optical

branches are comparatively flat, i.e. cover a relatively small



frequency range. In many theories they are assumed to be flat.

A lot can be learnt by a study of the symmetry properties
of optical phonons. The 15 optical branches can each be given a
symmetry type in group theory. From this it can be shown e.g.
that only certain branches couple with I.R. radiation of the correct
energy. (Each normal mode is of course quantised in units of fw ).
Also in certain symmetry conditions a branch, or part of a branch,
can be classified as transverse or longitudinal. If this can be
done for all branches for a particular polarisation, then there
are two transverse branches for every lorngitudinal branch, Vhen
this can be done; the transverse branches are degenerate because
the phase variation being perpendicular to the polarisation results
in there being no depolarising field, The frequency of these
branches is determined by atomic force constants. A condition for
pure (I.R. active) longi tudinal phonons is that the dielectric
constant should equal zero. This condition is particularly useful
wheﬁ there are several I.R. active phonons, and is the basis of
the phonon analysis used in 3.2.
2.2.2 Statistics

Phonons obey Bese - Einstein statistics, because any
number of phonons can occupy a particular state, The phonon
occupation number is thus

n= 1
exp ( WL /xT)-1

lo



2.2.3 Harmonic Approximation

If the system is not linear, i.e. the harmonic approximation
is not valid classicly,the natural vibration frequencies depend on the
amplitude of the vibration. This was studied by Cowley (1963) in the
alkali halides, and shown to have a considerable smearing effect on phonon
frequencies and to produce some absorption in quite new parts of the spectrum.
These effects are tentatively suggested as the cause of some phenomena
discussed in 3.2,
2.3 Optical Constants
2.3.1 Basic Constants

There are several different optical constants which are used to
describe the optical properties of a substance. Some of them are: the
relative dielectric constant €, the conductivity ¢, the complex refractive
index n = n - ik, the absorption coefficient K, the reflection coefficient R.
All of them depend on the angular frequency &': (or the free space wavelength
)\), and there are certain relationships between them. In this section we
shall derive some of these relationships, and give some vroperties of simplified
models for dealing:with phonon absorption. Anisotropy will also be dealt with.

From the electromagnetic point of view the basic constants are €
and§ . For isotropic media they are simply scalars, but for anisotropic
media they are tensors. The solutions of Maxwell's eyuations are given in many
books, and the result of looking for a plane wave solution of the form

io(t - X2)

Te=Ve
x 0 c

(where V stands for either the electric or the magnetic tield and c is the vel-

ocity of light in vacuo) is to obtain (£)2=/9 €-1i oT/u/“ €0 (=(n - ik)2), (2.3.1)



| 12
where /u is the relative permeability (almost = 1 in most materials) and €,
is the dielectric constant of free space. Here €is real, but in some cases a
complex §_ is used with an imaginary part equal to - _ T » and then (3)2 =
/u_§ . w €p
From (1) we obtain
n? - ¥ ¢ 2ok =%/, € (2.3.2)

where we have put /u= 1. k is sometimes known as the absorption index.
(2.3.2) can be solved for n and k in terms of €, T and w . In frequency
ranges where k is small, n%+€ .

Absorption measurements most conveniently measure the absorption

coefficient, K, defined as the reciprocal of the distance in which the energy

in the wave falls by a factor of e. K is related to k by

K=2wk =4k
PN

cC

2.3.2 Reflection

Reflection is important in absorption experiments, interference
experiments and is specifically measured to help obtain optic¢al constants iﬁ
highly absorbing regions.

The reflection and transmission coefficients for energy are usually
represented by R and T, and for amplitude by r and t where r and t may be
complexs R = rr* and T = tt* where * means complex coqjugate. Reflection
coefficients may be Ffound by appnlying appropriate boundary conditions. We
are mostly concerned with surfaces than are normal to the travelling waves,
and for this case for a single surface between two media, one of which is free

space, we have

5_;_];_,_2 (2.3.3)

If the free space is replaced by a non-absorbing media of index nl,
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then n and k in (2.3.3) must be divided by n*. For two absorbing media the
expression is more complicated. (2.3.3) forms a family of circles of
constant R on an n versus k graph, and these are drawn on p.6 of Moss (1961).
2.3.3 Interference

Because light is composed of electromagnetic waves which possess phase
as well as magnitude, two or more waves can interfere, that is increase or
reduce intensity depending on their phase relationship., It is the electric
and magnetic fields which add or substract, and the energy, (or intensity),
varies as the square of the field amplitudes, It follows that, e.g., two waves
when interfering can have four times the intensity of a single one,

Two or more wavefronts coincide when light is passed through a
medium with two paralled surfaces. We are most interested in the simple case
when there is air on both sides. Let the amplitude reflection coefficient
for a single surface for light passing out of the medium bev;, and the
transmission coefficient be t,. Let the corresponding coefficients for

light passing into the medium beY . and t2, and let the total reflection

2

and transmission coefficients of the film as a whole beyvyand t. Because

of boundary conditions we have

n=1
Yo==y,=__, bt =1+Y_, t,=1+7,=1-=Y
1 ol 1 1 2 2 1

The phase change on one traversal of the film is




L

&=2'\T nd cos ¢
N

where d is the thickness of the medium and ﬁ? is the angle of
incidence. Therefore ¥ and t can be obtained as an infinite series,
which can then be summed.  Hence for a non-absorbing film

7
v =Y+ t,t ‘f1e"2[\d’ +*l;1'l52\f‘13e—41J + .

2
= ..1'1+ (1~ 2) % _e-ZiJ
1 - e—21J

1

and similarly
2 . &
t = (1_Y1 )e-l
é
2 Y
1-%, e

The energy coefficients are
2.2
T=tt% = (1-¥)

2 2:3.4
'J'-2~r'1 ws 24

1+ '(1

R=1-1
It can be seen that if J =N % (i.e. 2nd m‘? =N N)

2 ) LY
then T _=1. If d =(¥+%) W, Toin = (1=¥%) . -1If 2" <<«1, (2.3.4)

RGN
Tvaries approximately sinusiodally with A , but otherwise the

peaks are sharp and narrow and the valleys are broad, flat and with
small T. In 800, n® 2, so ¥ = %)Tmin = .64 and the sinusoidal

approximation is fair. An interesting indication of how good the

o1




approximation is, is obtained by looking at the average transmission for

unresolved fringes, This is I-YI'I. y and for n = 2 this equals 0.8, while
2
1+Y1
T-max+ T:min = 0,82,

2
- With amisotropic crystals the incident light is best thought of
as being resolved into two components with polarisations perpfndicular to each
other and related to the optic axes of the crystal. These two components
can then be congidered to produce independent interference patterns whose
intensities are finally added together. The only exception to this occurs

when some optical anisotropy occurs in the path of the light after the

15

crystal, in which case a new set of optic axes may be dffined and the two origin-

al components may interfere. An example of this was observed and is discussed
in 4.7.
2.3.4 Interference Including Absorption

Absorption can be allowed for by makingg complex, e.g.J + 1 }3, where
P=1%K =2wki/A.

We now obtain

T o tH* = (1- v 2) (1+k /42) 2.3.5

ep)2+4\’ s:.n ((-0-‘\')

(e41

where tan W = 2k
2
n + k2-1

ZF
If kx¢¢n, the fringe contrast, _T max , is { S e \
T min \1

£, X< 1, thisa 1oy, Ze~2P,

vice versa. If the fringes are not resolved (2.3.5) averages out to

If n is known this can provide a check on K and
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(1 -v, ) ? (10Pa?) 7K

(2.3.6)
1 _\ﬁ}i-ZKd
. . 2 -2Kd , ,
Generally k<<n for absorption experiments, and oftennRe £<1,In

that case (2.3.6) becomes (1— 2 8 . However the denominater

2)2 -Kd
1 e
in (2.3.6) can significantly affect calculations, and we retained it
for our data analysis.
2.3.5 Dispefion Theoxy

Quantum mechanical treatments (e.g. Nozieres and Pines 1958)
®how that classical dispersion relations can be retained with only
minor changes in interpretation. These dispersion relations show
that optical constants are not as independent of each other as
might be imagined.

The classical treatment starts « by considering a bound
electron oscillating about its equilibrium position with a natural

frequency (J; and with damping represented by g. By solving the

equation of motion, the complex dielectric constant is found te be

(n - k)%= Ne’/m €0 +1 (2.3.7)
6%2-Gg+ihg

where N is the density of electrons, m the electron mass and e the

electron charge. (2.3.7)yields

n2—k2-1 = (Nez/m Eo) Lmzo - Uzl (2.3.8)
(@2 @22, 6 2,2
and 2nk = (Ne?/w€o.) _@
T 0 2)2,02,2 (2.3.9)

Several oscillators lead to a sum of similar terms with
different (o, and in quantum mechanics there are an infinity of

such terms because "fractions of an electron are allowed", Each




(6o

oscillator corresponds to an allowed transition. The I.R. lattice
phonon spectrum of an ionic solid is represénted quite well by a
sumn of such terms, with one term for each I.R. active phonon brandh,
together with a term to represent the electronic absorption. The
latter plus unity will approximate to 600, loosely defined as what
the dielectric constant would be at zero frequency if the lattice
absorption did not exist.

The contribution of each oscillator to the static dielectric
constant is

I\Iezf/meawo2 (2.3.10).
where f is the factor, known as the oscillator strength, inserted
to allow for "fractions of an electron", or in the case of the I.R,
phonon spectrum it is an indication of the polarisation associated
with the particular optical phonon involved,(2.3.10) is also known
as 4-Trr in work dealing with the analysis of I.R. phonon spectra
(e.g. in 5.6).

Moss (1961) derives a number of properties of (2.3.8) {with
6,,-1 added to the R,H.S.) and (2.3.9). These properties are of
varying applicability in Sn02; one of the causes of trouble being
the multiplicity of optically active phonons. Two of the properties
ares-

(i) Gﬁo is the frequency for which 2nkw (the conductivity)

is a maximum,
(ii) The maximum of k, which is more likely to be measured
than 2nk(, is at a frequency @) given approximately

by 0}- C\")°= 0.29g'
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Moss should be consulted for further details. Even
though in SnO2 the situation in the majority of cases is too
complicated to use many of these properties in accurate work, they
help build up a qualitative picture.

By generalising (2.3.8) and (2.3.9) to an infinity of
oscillators, and performing some mathematical manipulation, it
can be shown in general that jif just..exd'optical” parameter-of an
isotropic substance is known at all frequencies, then all the others
can be derived. Intuitively this result is somewhat surprising
because at any one frequency two "optical" constants are required
to define the "optical" properties. Moss (1961) derives a number
of such relations, Perhaps the simplest and most useful is that
between refractive index at any particﬁlar frequency and absorption

at all frequenciess

n, =1 =2.11_\_2 ﬂ_Kd)\L/)‘a)z (2.3.11)
(]

where n, is the refractive index at a wavelength )\a. In practise
an integration is only required over a comparatively small frequency
range. Relations such as (2.3.11) can be used e.g. with I.R. phonon
absorption data to give an idea of the oscillator strength of that

phonon branch.




2,3.6 Anisotropy and Dispersion Theory

Anisotropic crystals have differing I.R. phonon spectra for
different polarisations. In this region, in contrast to the visible,
very large anisotropy can exist, because for a classical oscillator
whose damping tends to zero, optical constants tend to O orq at
certain frequencies.

For light directed along an axis of a uniaxial crystal, the
situation is easily understood. If the axis is the ¢ axis the two
possible polerisations are degenerate and the spectrum shows the
properties of perpendicular polarisation, If the axis is the a
(or b) axis, the light is split into two components polarised parallel
to the b (or a) and ¢ axes respectively. The resulting spectrum is
the sum of the spectra due to the two components,

In a uniaxial crystal there are only the two independent
spectra, and for polarisation not parallel to an axis the optical
properties can be derived from the optical properties of the two
indepeendent directions (the optic axes). Obtaining the properties
of spectra involving propagation not along an axis has led to some
confusion, as different approaches appear to give differing results.
The question is fairly important, because some important data for

Sn02 are transmission spectra on films (presumed to be without special

orientation) and reflection spectra on material of uncertain orientation,

I8



The work of Cochran and Cowley (1962) and Cochran (1965)
indicate that whatever the direction of the light wave, the only
dispersion (resonance) frequencies (i.e. &»% in (8) and (9), or the
frequency for which 2nk becomes large) are the basic dispersion
frequencies which show up for polarisations along an axis. These
frequencies are related to the inter-atomic forces.

On the other hand standard optics text books appear to
contradict this. Born and Wolf (1965) equ 14.%.4, extended to include
absorption by 14.6.9, shows that one polarisation is always the standard

ordinary wave, but the other has optical properties given by

1l = cos2® + sinze
€ € €,
A2 € €

.

where € is the complex dielectric constant of a wave whose wave normal
nakes an angle @ with the c¢ axis. It can be seen that when €, or €
are large,lg is mainly determined not by the large one but the small
one. Resonance for € therefore does not occur at the same frequencies
as for €, or¢, . Because the real part of €, or €y can be negative,
resonances of € can occur, but at frequencies dependent on © .,

A third approach is given by Loudon (1964) who studied the
phonon spectrum, The absorption at resonance can be viewed as the
creation of a (partly) transverse phonon, In a uniaxial crystal in
which there is a single optically active phonon for both parallel and
perpendicular polarisations, Loudon obtained for the phonon frequencies

w = W, ordinary phonon

K

by r ,
and the solutions of ( W, €, - wieg, ) cosze) + (W, €~ W'e, ) Unld =0
[ H - -
( " ) (o)

(2.3.12)
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for the extraordinary phonons, W, and w)j are the respective resonant
frequencies and €S and € are the low frequency and high frequency
dielectric constants respectively. The two extraordinary phonons
are in general both partly transverse and partly longitudifmal, and so
.should both interact with light. The solutions of (2.3.12) vary withe
so they appear to contradict Cochran and Cowley. An exception to
this vhich is of importance is\SnO2 is when a phonon is optically
active for one polarisation but not for the other, In this case we
effectively have ¢,, =¢, in (12).  The "extraordinary phonon"

solutions then become (W = Wy (which is presumably purely transverse)

b L
and W= wj Elcot2® + €5 ;2
E ¢, cote +¢; (2.3.13)

(which is presumably purely longitudinal). (2.3.13) varies continuously

from j; to W FZ; as ¢ varies from O to “72. This would appear to

—

\lel
agree with Cochran and Cowley and disagree with Born and Wolf.

The apparent differences in the results of these approaches
would presumably be resolved by a very close examination of precisely
what situation each theory is referring to. In SnO2 these problems
ére most important when the condition described at the end of the
last paragraph applies. In this situation it is assumed later that
resonance only occurs at the resonances for polarisation parallel to
an axis. It is also assumed that the longitudinal phonon frequencies
( W ), which essentially occur when € = o, vary with the direction
of the wave. This seems the most reasonable agsumption, because the

transverse phonon frequencies, () , are essentially determined by

P..I
[4]
i
]
o
e
@
Qu
)

ron the UJT because of
long range coulonb forces. The steep increase in the reflection

spectrum occurs around Q)L.
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2.4 Free Carrier Absorption

2.4.1 Classical Theory

The classical formula for free carrier absorption can be obtained
by considering free electrons as the limiting case of bound electrons as
the natural frequency tends to zero. We now obtain a pair of equations

similar to (2.3.8) and (2.3.9) but with W, = 0. We get

2

n2-k2

2
onk = gNe /me o (2.4.2)
2
(o + g% )uw
g (which equals 1/1 where T is a mean time between collisions)

/ (2,%2)

can be related to the mobility, /u, by g = ° and so becomes

2nkw = Neﬁlﬁ
& (1+(wpum; )2 )

For electrons in SnO2 in the near I.R. /um> e, 30 we get

gkw = K= L2e3 N
’ 4'W201w§UG;

This is the well known result that K varies as Xz.

Prom (2.4.1) we can derive what is known as the plesma fre-
quency, i.e. the frequency for which nz-k2 = 0, It is similar to (JJL
for lattice absorption and shows the same sharp rise in reflectivity. If
g« , it is

wp = Ne2
meEe€s

(2.43)

(2.4,3) has been calculated purely from classical concepts. An additional



assumption was that the lifetime, T , was independent of energy. The
dlagsical approach can be extended a little farther by assuming T« E +p
vhere E is the electron energy and p is a constant depending on the
scattering mechanism, If this is done, and the carriers are not degener-
ate, a mathematical constant factor has to be inserted into (3). In some
circumstences, discussed below, for optical phonon scattering p = + &
and the constant factor is 1.13. For ionised impurity scattering p = + 3/2
and the factor is 3.4,

For obtical phonon scattering (in the continuum approximation)

the electron-phonon interaction varies as 1_ where k is the phonon wave

k2

vector. If the:energy, E, of an electron is large compared with the
optical phonon energy, then the average phonon wave vector for phonon ab-
sorption or phonon emisgsion varies as E% and the density of states varies
as E—;—. The probability of scattering therefore varies as E-% and T as
E'Pé_,(so that p = %—). If the electron energy is not large compared with
W, , then hig differences occur between phonon emission and absorption,
and in addition the averaging of the phonon wave vectors is more complex.
A requirement for classical theory to apply is that the photon
energy is small compared with kT, i.e, that the act of absorbing a photon
does not significantly change the position of an electron in the thermal
distribution, % (19¢! ) showed that for some types of scattering the
errors in the classical approach are very small up to several kT and also
that classical theory is %iue for degenerate material: if the photon
energy is small compared with Ep, the height of the Fermi level above the
band edge.
2.4.2, Perturbation Theory for Optical Mode Scattering

When the classical calculation does not apply, it might be

22
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possible to use second order pertubation theory, which requires o) T »1.
If phonons are involved, both phonon emission and phonon absorption must
be considered, and the electron can interact first with either the phonon
or the photon. This means there are 4 processes to be calculated.
These calculations have been done for optical mode scattering
by Visvanathan (1960) and Gurevich, Lang and Firsov (1962). The result is
a complicated mathematical function involving Bessel functions, but which
simplifies in certein limiting cases. Visvanathan obtains for t (w - UJL)

> kT (where & is the photon frequency).

(2.1.0)

K=ar J3 nNet 1 . e\kT +1) [ 1- +11)\ @
i s A Lorel "l - GESE: 4'*")

where we have changed the notation a little ( and corrected the omission of

* .
the square root sign for m ) and B = kw/kT. Examination shows, however, that
1

(4) is only true if w> W, and that a more accurate result, assuming ‘ (,_)-w,-_')‘f
‘-UrU‘.

X exp \'.'\ki;-.,»h is
. T [ by
=ay J2 Nt (l"l W Q-yﬁ.)z e\k’l‘2+1 &1-51__ + 11

ne 3 " L \E/ w = PRIA TR
= 6, e (R _,.%k'&i) )\ frlp-te? ‘*(F"%f‘)_

1
The factor (1 - ‘JL) 2 can be checked by comparing Gurevich, Lang and Firsov's
W .

similar equation (27). It is important even when T = 0; when the last

bracket equals uniﬁ}, Gurevich, Lang and Firsov also plot their results

in the range Wniy, and




obtain an interesting peak in nK. These calculations are only valid
for the electron-phonon coupling constant (see 2.7)g<<< 1, although
one might hope they will still be fairly accurate for « ~ 1,
(Visvanathan applied his results to the III - V compounds, for which

<< 1),

2.4.3, Perturbation Theory for Impurity Scattering

Visvanathan also calculated free carrier absorption for
impurity scattering, for certain energy ranges. The result of most
application in SnO2 is

_i'hw)

K=gm NiNe 2268(1-0 W7 )31_1!’2 b F)
3J3 %R (2 kT)7¢ 2

although it would not seem:strictly to apply for large W ,
2 4

whenuz_g_fgg* . Here Ze is the charge on an ionised impurity, Ni
is the number of ionised impurities and Ne the number of electrons
in the band. Visvanathan does not define exactly what dielectric
constant ¢ is, but it would seem that when the photon energy is
large compared with the impurity Rydberg, R,(c.f. 2.6), then the
effective value of € should tend to €, . The result would only
seem 10 be valid for comparatively low values of Ne, because no
account appears to have been itaken of shielding of the ion by other
electrons,

Optical nmode and impurity scattering are the two most likely
mechanisms in Sn02.
2.4.4. Polaron Effects

We end this section by mentioning polaron effects. If the

optical mode interaction is strong, and the coupling constant & 2; 1,

pA



then the interaction can no longer be handled by considering separate
scattering events in phase space by using the Boltzman equation,
Polaron properties (see 2.7) can lead to resonances, as is shown
by Platzman (1963). His fig. 6 shows that for & = 3 thel¥ are
noticeable humps in the absorption, while his fig. 7 for ek = 5 shows

congiderable peaks.

5
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2.5, Band to Baiid Absorption

The absorption coefficient for absorption of light by an
electron making a transitién- from the valence band to the conduction
band (an& leaving a hole in the valence band) can be calculated
assuming the electron and hole are independent. Modifications of
the results due to electron-hole interaction will be considered in 2.6.

Band to band transitions can be divided into two types.
"Direct" transitions are those which involve only a photon and an
electron. "Indirect" transitions are those in which at least one
phonon is emitted or absorbed. In both types momentum must be conserved.
For all types of particle the momentum is given by”k times the wave
vector. Thus for "direct" tranistions the difference in wave vectors
of the final and initial electron states must equal the light wave
vectors (in the crystal). For light of frequency equal to or less
than the near U.V. this light wave vector is small compared with
Brillouin zone dimensions. For this reason direct transitions are
often called vertical, because on an Evk diagram the transition is
almost vertical. Because phonon wave vectors cover the whole of the
Brillouin zone, there is no restriction on the indirect transitions.

The indirect transition requires an intermediate state so
that the phonon transition can still take place "vertically". The
magnitude of the indirect absorption is then related to the reciprocal
of the square of the.difference between the energy of this intermediate
state and the conduction or valence band state, and also to the square
of the electron-phonon matrix element connecting the intermediate
state with the conduction or valence band state. There may be many

alternative intermediate states,




In non-ionic materials the electron-phonon matrix element is
small, and indirect absorption is much weaker than direct absorption.
However in ionic materials like SnO2 this may not:the so.

Another distinction between types of transition near an absorp-
tion edge is important. If, as is often the case, the states involved in
the absorption near the edge lie near a special symmetry point in the
Brillouin zone, the optical matrix element at that point may be zero. The
transitions are then said to be "forbidden". Otherwise they are "allowed".
The matrix element for forbidden transitions is assumed to vary as k - ko
where ko is the symmetry point and k is the wave vector at which the
"vertical" transition occurs.,

Absorption in the four possible situations is briefly discussed.
Features of (2), (3) and (4) are at least approximately involved in Sn0,.

(1) Allowed direct transitions

In the region of the absorption edge the optical matrix element
is assumed to be constant. The main variable factor is then the density
of states available for direct transitions at the appropriate energy.
This is proportional tO/u34?é (B - Eg5%} where E is the photon energy
and/u is the reduced mass = ﬁ§5+ﬁ;v , with ﬁg and ﬁ$ being the conduction
and valence bands density of stateg effective masses. In addition the

absorption coefficient, K varies with the reciprocal of the refractive

index, n, and the reciprocal photon energy. The former can be viewed as

3 oo . ST . » e - . L. . . - 7 .. | ”
regulting from the basic quantity being the imaginary part (2nk) of the com-

plex dielectric constant.

17



239

(2) Forbidden direct transitions
These transitions occur in Sn02. The dependence of the matrix
element on (g - _lgo) results in an extra (5 - 50)2 factor. When converted

to energy terms this is /u (E - Eg) making the absorption proportional to

/us/z (& - Eg )32

n )

(3) Allowed indirect trensitions

Because of the removal of the "vertical" requirement, the density
of states factor now involves an integral, This results in a factor
’."103/ 2 “\73/ 2 (E - Eg + Ep)2, where Ep is the phonon energy involved, and +
is to be taken for phonon emission and = for phonon absorption, Another
factor contained in the probability of phonon emission or absorption is
n + 1 or n resvectively,n, here, is the phonon occupation number, and is
not to be confused with the refractive index. After allowing for the
changed threshold energy, the ratio of absorption branches with phonon
emisgion and absorption, (for a particular type of phonon) depends almost
solely on n, With corrections for electron-hole interaction the longer
wavelength absorption edges in germanium and silicon have been inter-
preted very accurately as being due to transitionsof this type. The elec-
tron-phonon matrix element is more likely to vary with energy than the op-
tical matrix element,

(4) Forbidden indirect transitions

An extra factor in this case is, similar to (2), (B - Bg + Ep).
There is also a density of states effective mass factor, but which effective
mass depends on the details of what part of the transition is forbidden and
in which band the phonon interaction occurs. The total "energy above thres-

hold" factor is thus (E - Eg + Ep)3.




Parabolic bands are assumed in all the above cases., Whenever an
individual contribution becomes negative it is to be taken as zero,

2.6 Excitong and their Influence on Band to Band Absorption.

2.6.1 Excitong,

Elementary semi-conductor theory deals with "one-electron"
energy states i.e., the effect of all other particles in the solid is
approximated by an average potential within which the electron moves.

One step beyond this is to consider states that can be produced by the
interaction of an electron and a hole. Such states are not states of a
single electron but excited states of the crystal as a whole.

The electron~hole attraction leads to bound states. These
states, or excitons, have two extreme types, depending on whether the
dimensions of the wave function is very large compared with, or is
approximately the same size as, a unit cell dimension., The former are
known as Wannier excitons and the latter as Frenkel excitons, Wamnier
excitons resemble a hydrogen atom, except that the reduced mass/u replaces
the electron mass and the coulomb force is moderated by a dielectric con-
stant, €, of the material. The hydrogen wave functions are envelope
functions multiplying the normal wave function inside a unit cell. The
ground state binding energy varies as 15 y 80 that if e.g., €= 10 and

/u = 0.1 m the energy is only .0136 e.vf2 The "Bohr radius" of the ground
state varies as j;_, g0 that with the above figures the radius is 53A3

/4 .

y the order of
If the radius calculated in this way turns out to be oﬁfthe lattice

dimensions, then the assumption in the Wannier theory, that the effect of

all other particles can be averaged by taking an effective mass and a
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dielectric constant, breaks down., A first approximation as the radius
becomes small might be to assume the effective masses tend to m and the
dielectric constant to 1, but this cannot be carried very far. Frenkel
exciton theory is more difficult and has to take into account the many
body nature of the problem -fromthe start.

As well as the ground state, there are excited bound states., The
Wannier theory can often be pictured as applying to higher states, even if
it fails for the ground state. The ground state, however, is always the
most important, and the properties associated with the higher bound states
always merge smoothly with the properties of the unbound states. The
properties of the unbound states, however, can be strongly affected by the
electron-hole interaction,

2.6.2 Energy band diagrams for Excitons

The usual one-electron energy band plots are inadequate to rep-
resent exciton states. For the exciton we need a diagram showing states
of the whole crystal. The two types of plot are compared in fig. 2.6.1.

The left diagram is a normal one, in which direct transitions
are represented by almost vertical lines and diagonal lines represent
indirect transitions. The hole and electron states are represented by
the ends of the lines., The right diagram is for representing electron-
hole pair (exciton) states, with K ag the %otal wave vector (K is unfor-
tunately also the symbol for absorption coefficient)., All transitions
(if the crystal is initially in the ground state) on this diagram start
at the origin, All direct transitions have K§0. The bound exciton

states are represented as bands with ailine on the E - K plot., The

continuum is represented by the cross-hatched part.
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2.6.3 Optical Absorption to Wannier Excitons

This is dealt with by Elliott (1957 and 1963)., As in
2.5 four types will be considered.

(1) Allowved direct transitions

The strength of absorption to bound states has an interesting
interpretation. The value of the (hydrogenic) wave function describing
the exciton at its central point can be related to the probability of
the electron and hole being found in the same unit cell. The
oscillator strength for the transition to a bound exciton turns out
to be the value it would be, in a molecule consisting qﬁ one unit cell,
for a transition between the molecular levels corresponding to the
velence and conduction bands, multiplied by the above probability. If
the radius of the exciton is visualized as getting larger and larger,
then the above probability gets smaller and smaller and more and more
of the oscillator strength can be thought of as being transfered from
exciton absorption to continuum absorption.

The S states on the hydrogen.model are the only ones for which
the wave function is not zero at the centre. For these the probability
of finding the electron and hole together varies a? 1 where a, is
the Bohr radius and n is the hydrogenic principal qigﬁtum number.

The wave functions of the unbound states are still affected by the
electron hole interaction, in a similar way to unbound hydrogen atom
states. The result of this is to increase the probability of finding
the electron and hole in the same unit cell. The increase in absorption
compared with the result obtained ignoring the electron-hole interaction

=DV oA o
is given by a "Sommerfeld factor", which Elliott gives as 2w ol (1-e 2w ) 1
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with o 2 = #(E - Eq ) and R the Rydberg of the exciton series (i.e. the

binding energy of the ground state).

For large n, the bound states have an energy spacing proportional to
-1 « As their individual integrated absorption varies as _l, when the individ-
33a1 absorption peaks are no longer resolvable the absorpti%?l is independent
of energy. This "plateau" is of equal height to the one at the tail of the
continuum, so there is no discontinuity at the continuum edge. The absorption

is shown in fig. 2.6.2.

(2) Porbidden direct transitions

In spite of the fact that for direct transitions the wave vector, K,
of the exciton as a whole is equal to the wave vector of the photon, and is
therefore small, appreciable transitions can take place to bound excitons.,
This is because the states from which the exciton is formed cover a range of

o .
k values., Injgeneral sense k, is related to gy because f k gives momentum, and
X
the momentum operator includes d_ (in one dimension). Thus the matrix ele-
dx
ment that was proportional to (k - k) is proportional tow(¥ (o) ), whereV (o)

is the value of the hydrogenic wave function at the central point.V(‘V(O) ) is

non-zero only forrstates on the hydrogen model. For?states. N T

[V(Y(°) )‘32 varies as _152-__;_

a,n
There is thus no n = 1 line for forbiddén transitions,

The Sommerfeld factor for the continuum is 2qre ‘1 +42)and this merges
1- 72T
smoothly with the higher bound states. The absorption is shown in fig. 2.6.3.

(3) Allowed indirect transitions

Trengitions to bound states now form contirisus bands rather than
lines. The density of states factor is obtained from the exciton band on the
E - K diagram for states of the whole crystal. It is proportional to i‘v‘\3' 3

(E - Eg + (R/nz) + Ep)% where




M= mc+mv is the exciton mass. The probability factor is still
proportional to 1 .
3
(agn)

The continuum absorption involves an integral which includes

the Sommerfeld factor.(see Mclean 1960) and which does not seem to

have a solution in terms of elementary mathematical functions.
However for energy just abdve threshold it varies with a

3/2 power law and for large energies it varies as a square law,

(4) Forbidden indirect transitions

The forbidden aspect again adds a factor proportional to
energy above threshold, for both bound and continuum contributions.
Bound contributions thus vary as (E-Eg+ R/n2 ¥ Ep)3/2 and the continuum
starts as (E—Eg h Ep)5/2.
All transitions
For all situations when the energy above threshold »R,
the modifications introduced by electron-hole interaction become small.
Bven when absorption is absent or small according to the
above description, absorption may occur due to a rather different
mechanism ~ quadrupole absorption. The most conspicuous place where
this can occur is the n=1 exciton for forbidden spectra. This is
thought to occur in Sn02. Here the symmetry conditions that forbid
transitions can be slightly violated by the finite wave vector, q, of
the light. What is required is that the hydrogen function should not
change greatly in a distance of the order of the reciprocal wave vector.
A measure of this is 8, where a, is the Bohr radius.
2.6.4 ~Urbach's Rule
An empirical relation discovered by Urbach (1953) for the

silver holides which covers a wide range of temperatures and absorption
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coefficients is

K = Kg exp Cf(Eo-E)/kT]-

Here ¢ is a constant of order unity and Eo is an energy, which for
materials with a strong exciton absorption is close to the energy

of the lowest exciton peak. At low temperature, T is replaced by

a fixed To' Urbach's rule applies to a wide range of compounds (Knox 1963)
and a number of authors have attempted to give theoretical explanations,
Most of these involve perturbations due to lattice vibrations blurring
the band edge. Bagles (1963) gives a somewhat similar explanation
except that phonon aﬁsorption and emission are considerdd on a model

of the electron-phonon interaction that includes localised phonons,

SnO2 does not obey Urbachs rule, aithough it has some similarity. The
similarity is a featureless rige in absorption over many orders of
magnitude, The differences are a shallower slope (i.e. higher apparent T)
not very dependent on temperature and the slope of the log K plot not
being constant over wide ranges of K. Bagles suggests that his

model used to explain Urbach's rule is more likely to apply to exciton
absorption, and examination shows it to be most applicable when exciton
interaction is strong (i.e. large exciton binding energies). The
latter is not the case in SnO2 (exciton binding energy ., -033 e.v.)

and also exciton absoprption is not of overwhelming importance. We
interpret the Sn0, absorption edge by using as a starting point the
results of Bagles based on another model of electron-phonon interaction.

This theory is treated in 2.8,




2.7 Polaron Theory
2.7.1. Introduction

In ionic materials the interaction between the electrons or holes
and the ions of the lattice is important. This is considered in polaron

theory. The measure of ionicity that enters polaron theory is 1 __1_ ,

€ €

- where €5 a.ndf,o are the static and high frequency dielectric constants. For
SnOQ this quantity is larger than for most compound semi-conductors (e.g.
Cd§, TiO» and much larger that in the III - V compounds). It turns out that
most phenomena involving electrons or (even more especially) holes cannot
be explained without the aid of some kind of polaxon theory.

After a short introduction we discuss how polarons are classified
into different types, for which different theories are required. Ve then
briefly discuss some ¢f the properties of the different types,

In many problems concerning electrons in solids, it is possible
to get electron states which are fairly well defined and from which an =
electron occupying that state is only occasionally scattered by imperfec—
tions of some sort. The interactions can then be treated in a straight -
forward way by perturbation theory. However in ionic crystals the inter-
action between the electrons and particularly the longitudinal polar phonons
can become so strong that the picture breaks down. (For example it is
doubtful how far the Boltzmann equation can be applied (Bs¥, Platsman 1963
“Potarons—mmd-Bxcitons! p. 150 and BB, Schultz 1963 débte p, 112). The
difficulty here is that the position of the electron in phase space is
doubtful because the time between collisions is so short that the collisions
cannot be thought of as independent). The problem is generally made easier

by considering states of the combined electron-lattice system. These states




are known as polarons, and in some circumstances the interactions bet-
ween polarons are small, thus avoiding - considering the system as a
many body problem. However there is still only an incomplete under-
standing of many properties of polarons, even in the relatively simple
cases studied by theoreticians.
2.7.2. ZTypes of Polsron

Polarons are classified by two criteria. The first is the

strength of the dimensionless coupling constante{, defined bys{= 1

, J2
) (%‘5) €

%(_L 1) €. and € are the high frequency (i.e. above
the phonon frequencieé, but below the electronic frequencies) and static
dielectric constants respectively. M\ is the so-called "bare" electron
mass, i.e. the effective mass the electron would have if the material had
zero ionicity or if the lattice were held rigidly and not allowed to
vibrate, ) (throughout this section) is the phonon frequency, and in
all theoretical work the author has seen only one phonon branch is con-
sidered, and, in most, the dispersion of phonon frequencies is ignored.
However Eagles 1964, in his gtudy of Rutile, considers three branches.,

Forei€l,A~1 and « >y 1 the coupling is known as weak, inter—
mediate and strong respectively.

The second criterion concerns the size of the polaron compared
with a lattice distance. The extreme types are known as large and small
respectively., Published small polaron theories are based on strong
ings For weak znd interwmediate coupling the best measure of the
gize of a polaron is the "characteristic length" d"\ /ZW)%. When this

ig ot the order of a lattice distance, large polaron theories can be

somevhat extended in validity by using a cut-off in phonon wave vector,

but eventually large polaron theory fails completely and a small polaron
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theory must be used, When the ecoupling is too strong for intermediate
coupling theory to apply, the polaron radius may be estimated by means of
the Feynman model of the polaron. Schultz (1959 and 1963) gives the radius

" 1 .
in the strong coupling limit as 2(‘“_)1— (‘h"‘) %, and tabulates values for
ol \2 2

smaller values of e,
The only factor in the above expressions fore and polaron radius
that can vary from band to band ism, Thus the same crystal can have

different types of polaron in different bands,

2e¢Te3, Some Properties:iof Polaronsg

2.Te3.1. ¥eak coupling large polarons

Ford <<l the polaron properties are almost the samé as the pro-
perties of a 'bare' electron. The interaction with phonons can be treated
as separate scattering events, and perturbation theory can be used. Howarth
and Sondheimer (1953) use perturbation theory on 'bare' electron states,
and their results are supposed to apply at all temperatures. Perturbation
theory on polaron states gives the same results as intermediate coupling
theory for small energy and smalle (/. Pines 1963 “Potmrons—end—Excitons"
Pe 33)
2+7¢3+2. Intermediate coupling large polarons

Pines (1963) (or the original paper of Lee and Pines (1952))
considers low energy polaron properties using a variational calculation
or a series of canonical transformations. The two main results are that
the 'bare! effective mass m should be replaced by a polaron effective mass

m* given by
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and that the energy of the lowest energy state in the band is lowered by

E(o) = -ah

These results should apply with small error ford {3,

The main deficiency of this and several other polaron theories
is that only low energy (<4« % w ) states and low temperatures are considered.
This is particularly important for dealing with optical effects, as
transitions are not confined to low energy states,
2.7.3.3 Strong coupling large polarons

An adiabatic approach to strong coupling theory gives results
in descending powers of & . An account is given by Allcock (1963),
though most of the original work appears to be Russian ( that of Pekar

et.al.) With some assupptions this results in

o* = 0(0.02% 4 + O («2) )
and E(o) = (2Wo - % +O(o('2) Yhe

where Wo is some parameter. By comparison with results (particularly
effective mass) from the Feynman polaron it would appear that e must
be very large for the results to be correct (Schultz 1959). In SnO2
if the effective mass is imagined to increase steadily, by the time
such large values of & have been reached, we have entered the small
polaron domain.
2.7+3.4 The Feynman Polaron

More recently work on the Feynman model of the polaron
(r,P, Feynman 1955) has produced more comprehensive results, It is
based on Feynman's path-integral formulation of quantum mechanics.

The Feynman model essentially replaces the effect of the lattice by a
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second particle connected to the electron by a spring (Schultz 1959
p.528). The results apply to all coupling strengths and the method
can be applied to finding properties such as the mobility at all
temperatures and frequencies., It is, however highly complicated
mathematically and involves a lot of numerical co&putation. It would
appear that results have only been worked out for certain cases.

Schultz (1959 or 1963) gives numerical results, for specified
values of o , of m*, E(o) and the previously mentioned polaron radius v ,
The values of m* and E(o) show the continuous transition from intermediate
to strong coupling theory.

An account of transport properties is given by Platzman (1963)
and Feynman, Hellworth, Iddings and Platzman (1962), in which the results

of machine computation are given for some conditions.

Small Polarons

If the polaron radius predicted by any of the above theories,
which are based on the continum approximation (with or without a cut-off),
is much less than a lattice distance, then the theory breaks down. If
small polaron theory applies, the properties are then quite different.
It is no longer useful to start with Bloch-type electron states spread
over many unit cells, but rather to consider states centred on one site.

One of the main works on the theory is Holstein (1959). He
studies the highly simplified model of a one dimensional molecular
crystal, in which a linear chain of diatomic molecules is considered.
The individual molecules can vibrate and the electrons states are
expressed in the tight binding approximation as the linear superposition

of molecular wave functions, with coefficients depending on nuclear




positions. In gpite of its simplifications, this model is thought to

have many of the features that occur in real crystals.

His criterion for small polaron theory is equivalent to 2J <KEb,
where J is the overlap integral between neighbouring molecular wave
functions, and Eb is the polaron binding energy for zero J. This is given

in the continuum approximation by 1 ( 1l _ 1) 92 Winax where wiypx
w € € s

is the cut-off phonon wave vector defined as wpaz = 2°W x( _L)é- vhere
V, is the volume of a wnit cell. (The B.Z. has been approxg:lz:ed by a
sphere of the same volume) (Eagles 1963),

The effect of the above condition applying is that the polaron
is well localised on a single molecular site. There are two methods that
an electron can use to move from site to site. It can tunnel between the
potential wells, or it can jump the potential barrier with the aid of energy
from phonons. The former gives a mobility variation at most temperatures
which is exponentially falling with rising temperature, and the latter
gives a mobility which is exponentially rising with rising temperature,
The transition temperature, Tc, that separates the regions dominated by

the two types of mechanism, is within 20% offw (or 8 ) for a wide range
2k 2

of parameters (Holstein 1959 p.366).
If the tunnel effect dominates (i.e. T> Tc), then a more or less
traditional band picture applies, but with a bandwidth of 4 J e(-s/Z)

where §o, Eb but depends on direction (see sec. 3.3).
®

Nearly Small Polaron Theory

Recently a new polaron theory was published (Eagles 1966) that
we consider to be the theory most applicable to the top valence band in
Sn02, The theory has many of thé features of small polaron theory, but

an adiabatic rather than perturbation approach is used for transitions




from site to site. The conditions required fdr the theory are stated as

(%) (%Wr/Eb)z <1 (2.7.1)

27 > hw (2.7.2)

v << hw (2.7.3)

where Z is the number of nearest-neighbour lattice sites, Wr is the rigid
lattice (i.e. without polaron effects) bandwidth, Eb is the polaron binding
energy for zero bandwidth, J is an electron overlap energy and W is the pol-
aron bandwidth found in the theory. For a primitive cubic crystal Wr = 12J,
(2.7.1) can be thought of as roughly the condition for small pol-

aron theory. The left side of (2.7.1) is approximately € 10 @ parameter used

G4

in the theory, and the theory is only worked out to first order in-fl. (2.7.2)

igthe condition for an adiabatic rather than perturbastion approach being
better, (2.7.3) appears to be the condition for the applicability of the
approach used to calculataeag certain properties such as the bandwidth. The
effect of it not being valid is not clear,

Because atomic displacements in small polaron theory can be of-
the order of a tenth of the nearest neighbour distance, Eagles introduced
two further parameters,.ez,_! and € 3’ to account for second order terms in
the electron-phonon interaction and anharmonic terms in the lattice poten-
tial, respectively. Terms proportional to-El,.€2 or_G3 san produce changes
in the local atomic for€es around a polaron, and so0 can lead to localised
normal modes of lattice vibration. The theory considers the results of this,
but these effects are ignored in this thesis. There is no evidence of them

being important in SnO‘JZ. Without localised modes optical absorption can be
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calculated by a similar theory to Eagles (1963) but with a modified

parameter D (See 2.8).

2.8 Eagles' Theory of Optical Absorption

Bagles (1963) gives a theory of optical absorption involving
small polarons. The theory can be extended to cover some departure
from the strict conditions required for small polarons by the theoyy
of nearly small polarons (Eagles 1966 A and B).

When electron-phonon interaction is fairly strong the method
of calculating the absorption by treating both the electron-phonon
in¥eraction and the electron-radiation interaction as perturbations
and using pertubation theory becomes unrealistic. It is necessary to
treat the electron-phonon interaction first (to obtain polarons) and then
to use perturbation theory for the radiation. When small polaron theory
applies, the theory is similar to earlier work on P centres.

The theory used here is that for linear electron-phonon
interaction. (Quadratic interaction can lead to Urbach's rule, see
2.6). Eagles worked out two extreme cases: (1) transitions between
a small polaron band and a wide band in which coupling is neglected and
"(2) transitions between two small polaron bands. Because the conduction
band in SnO2 is fairly wide, the best starting point is (1), which is

now considered.,
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The absorption is divided into parts KP (E) in which there is a
met emission of p phonons, (a single phonon branch is assumed), Bagles

then shows that

»

jnK (E) E4E = AR
P P

©
where R = § D2m + P (; + l)m + p(;)m ?xp [—(2;1 + 1) D]
P m=m m+p) ! m! '
1 (2.8.1.)

and my is zero if p is negative and equals -p if p is positive, A is a

constant, D ig a parameter of the theéry (see later) end n is the mean

theermal occupation number of the phonon branch, n is the refractive index

and will vary (slowly) with B. Each term in the summation can be thought of

as the contribution with m phonons absorbed (and, of course, p + m phonons emitted).

1t is gtraightforward to show that

‘D0 o 0
g - 2 -
g R = ol ? =D aOe - D =D
S R =1(28.2) _S_ PR (2.8.3) g(p ¥ Rz D (26 + 1)
pPp=-—-0 -0 -0

(2.8.4.)

(2.8.2.) shows that the total integrated absorption (or more precisely n KE)

is independent of the phonon interaction. The latter enters the theory through
D, (2.8.3) shows that the mean net number of phonons emitted is D and (2.8.4)
shews that absorption which would have occux‘fed at a particular energy in the
absence of phonon interaction is spread into a root mean square energy width
of Djz}n». (iwis the phonon energy). (2.8.1) shows that absorption in-
volving no phonons is reduced by the final exponential factor due to the

phonon interaction. Thus if Dk‘z,. ze:_so phonon absorption plays a very

small part in the overall picture of band to band absorption.




So far we have only talked of integrated absorption. To
obtain the shapes of the absorption parts we consider the Kpm part.

Except for the zero phonon part, Eagles shows
B o h o 1y and
nEKpm(E) o< J pc(E )pv (D—Eg phw =B )13Pm (E,E')aE (2.8.5)

where Pc and pv are the density of gstates in the (wide) conduction

band and (narrow) valence band respectively and Bp,m(E’E1) is an

average quantity that can be reduced to simple forﬁ in some circum-

stances. Two alternative such circumstances are when 2m+p is large

and when the narrow band bandwidth is negligible. In either circum-

gtance Bp,m(EE1)oc Q2(E1) where QB(E1) is proportional to the (average)

optical matrix element to conduction (Wide) band states an energy E1

above the band edge. The absorption shapes can now be found from (2.8.5).
The form of Q2(E1) can be related to the allowed and forbidden

transitions of 2.6 and 2.7 and to the Sommerfeld factor of 2.7.

The parameter D is evaluated by Bagles (1963),by using a

continuum polarisation model,as

where w is defined by

max

and Vc is the unit cell volume
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An interesting feature of (2.8.6) is that Dfw depends solely
on dielectric constants and the unit cell size, It might be an
interesting line to investigate why the theory gives different D
values for two similar compounds, one of which has, say,twice as many
atoms in its unit cell,

(2.8.6) only applies when small polaron theory strictly applies,
and is modified for nearly small polarons (see 3.5),

One further factor discussed by Eagles will be mentioned
here. The lifetime © of the small polarons will smear the absorption
at any energy into an energy width of the order of K . This will
be of more importance for nearly small polaron theory, because the
lifetime of the localised states reduces for reductions in the electron-
phonon coupling, (The lifetime of "bare" electron states increases).
The lifetime of the localised states is longer at low temperatures,
and this would explain why sharp zero phonon excitons have been observed
in SnO2 at low temperatures but not at higher temperatures (e.g. liquid
air). Acoustic phonons might also be responsible for this disappearance

of sharp peaks.

2.9 Defect Absorption

So far (except for free carrier absorption) we have discussed

L5

perfect crystals (unless phonons and excitons are counted as imperfections).

411 real crystals have imperfections. These may be structural defects
such as vacancies or dislocations, or else foreign atoms. These
defects can lead to electron states in the forhidden band, which in
turn lead to absorption below the band edge and which are exceptionally

important in luminescence.




Levels is the band gap can be roughly divided into shallow
and deep levels. These are roughly analagous to Wannier and Frenkel
.excitons. Shallow defects are most easilty producéd by substitutional im=-
purity atoms with a position in a cblumn of the periodic table neighbouring
that of the displaced atom. A high dielectric constant also encourages :
shallow states. Sj doped crystals produce such states close to the c@n—
duction band. Optical transitions in or into the conduction band from

electrons in such states are condidered together with free carrier ab-

sorption (see 2.4) and altheugh optical transitions from the valence band 55

J
i
1
i

The defect absorption that has been analysed is believed not

to be due to foreign atoms and is considered in 3-b-and 6.2,

FIG.311. -

_:ﬁutilc structure unit cell,
< .

—————

b




4-7

3e1 Crvstal Structure and Expected Band Structure

301 Introduction

In this section we shall look at some of the known facts about
SnO2 and compare it with some other materials, with the object of build-
ing up a general picture of what is important and what is not.

Although the possibility was looked into of doing a simplified
LCAO type of calculation and also building up a picture of the symmetry and
optical absorption selection rules for different bands, it was abandoned.
One of the factors was the comments of Slater and Koster (1954) concerning
the number of mistakes other people had made who had attempted this,

We first discuss the crystal structure and then go on to consider

the band structure, drawing on comparisons with S¢TiO_, and TiOZ. Next

3
we comment on a -proposed bonding model. We finally draw together some
work on the band edge and high temperature electrical conductivity mea-
surements, in order to obtain evidence on the valence band effective mass,
3.1.2 Crystal Structure

SnO2 crystallises in the r'tile structure. This is illustrated
in fig.3.1.1. As more is known about Rutile (Ti02) than SnOz, a comparison
between the two is instructive.

The lattice is simple as compared with many compounds, but, of
course, not as simple as the lattices of elements and very simple com-
pounds. It has 2 molecules (6 atoms) to the tetragonal unit cell, wvhich
is primitive. All atoms of the same type have the same coordination, and

the same environment except for rotations about the ¢ axis.

The main difference in the lattice between TiO2 and SnO2 is that

- )
ntHt g 0,71 A (Pauling, 19({0 ) and Tit+++ is 0.68 X

the ionic radius of S

(Pauling) or quoted as



0.64R and 0.602 elsewhere. This causes the two types of Ti-O
distences in Rutile (1.988 and 1.9442) tgxﬁise to the Sn~0

distance in SnO, of 2.0553,ﬂaa=mﬂr:ay§ea (pata from Bauer 1956). The
change in|§ ratio from .644 (TEOZ) to .672 (Sn02) can be explained on
this basis as follows.

If calculations are done on the rutile structure assuming
perfectly ionic binding, and ignoring repulsive forces due to overlap
between 1like atoms, a c/a ratio of .721 is obtained. (Pauling 19¢ ¢ ).
However, if the metal ion is small, this ratio would cause the 0 - 0
distance in a (110) direction to be less than the O ionic diameter.
Thus a compromise must be reached between the 0 - 0 repulsion and the
maximising of the MadelMng constant for the structure. If this is
taken into account, the value of c/a calculated for TJ’,O2 (for iomic
binding) agrees with experiment (Pauling 40 ). This is contrary to
the deduction drawn e.g. by Granéi?gzl the departure gf the c/a ratio
indicates a degree of covalent bonding. The observed relevant 0 - O
distance in T;':O2 is 2.52 X compared with the normal ionic diameter of
0~ " of 2.80 X. The larger Sn' ' ' ionic radius allows the O = O
distance to rise to 2.58 K, and explains the rise of the c/a ratio,
3.1,3 ZIonicity

Following Coulson (1952,page 134), a measure of the ionicity
of an individual bond can be got from the electronegativity values
of the elements concerned. It should perhaps be mentioned that the
usefulness of the electronegativity approach is a matter of controversy

among chemists (Cotton and Wilkinson Y. Coulson gives the

formula: °

L%
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% ionic character = 16 I XA -IB\ T+ 3,5.. le - Xp '2

wherexA and xB

B. Cotton and Wilkingon quote two sets of values for two different methods

are the electronegativity values of the two atoms A and

of calculation. They ares-

1 2 Average
0 3.5 3.5 35
T4 1.32 1.6 1446
Sn 1.72 1.9 1.81

Taking the_ average values, the percentage ionic character for a
Ti - O bond is 16 x 2.04 + 3.5 x 2.04% = 47%
and the Sn-Obond 16 x 1.69 + 3.5 x 1.692 = 37%

In a s0lid, however, the coulomb interaction with all the ions
must be considered and this increases the ionicity (Coulson pages 266 -
267). A qualitative measure of this increase is the Madelung constant,
(see—2atex), which is large for the (ideal) rutile structure ( 4.816). It
is interesting to compare NaCl (Coulson p.p. 266 — 268) for which (1)
gives ~50%, The Madelung constant for this structure is only 1.75, and
yet X - ray evidence shows that 17.85 electrons surround the Cl atom com-
pared with 17 for neutral Chlorine (i.e. 85% ionicity).

From this evidence it would seem reasonable to conclude an over—
vhelmingly ioniec character is to be attributed to Rutile and, to a lesser
extent, to SnO’2‘. This is backed up by the considerable difference between €
andfs(see 5.6). No attempt has been made to relate this difference to the
ionicity numerically, but this is possible and it would be interesting to do.

It can certainly be said that this considerable difference betweenfwand Gs

shows considerable ionicity.
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3+1+4 Bend Structure
For strongly ionic crystals, the energy bands can be calculated
with reasonable accuracy with the LCAO (linear combination of atomic

orbitals) method (Cardona and Harbeke, 1965). The only material

2
Leyendecker, 1964).

related to Sn0. for which this has been done is SrT103 (Kahn and

3 and SnO2 lies in the fact

The similarity between SrT4.0
that both have octahedra ;i oxygen ions surrounding a metal ion. In

STT0, ( and T40,) this ion is ™" and in Sn0, it is sn*tt,  Avove

the curie point, SrTiO3 ig~ cubic and the octahedra are regular whereas

they are slightly distorted in tetragonal Sn02 (and TiOZ). The reason

for the change from cubic to tetragonal is that | Sr has a valency of

2 rather than 4. This means that in the tetragonal case the different
octahedra share fewer common oxygen ions, resulting in 4 oxygen ions to

the unit cell rather than three. This change results in the squeezing
together of each oxygen towards one of its neighbours (mentioned previously).
In both cases the coordination and environment of each ion is identical,
except for rotations. The "nearest" neighbour 0 - 0O distances,(together

with the number of such neighbours in brackets,) in SrTi0., is 2,76 (8),

3
in 10, are 2.52 (1) 2.78 (8) 2,959 (2) in Sn0, are 2.588 (i) 2,906 (8)
3.186 (2) (units are Z). The last distance for 'l‘iO2 and SnO2 is the unit
cell dimension ¢. The Ti - O distance in SrTiO3 is 1.95 (6), and in T102
there are two, 1.944 (4) 1.988 (2). (The numbers in brackets are the
number of such oxygen neighbours per Ti jon). In SnO2 the Sn -0 distances

are all
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the same, to within experimental error, at 2.055 A° (Bauar |456). This
change from TiO2 to SnO2 is not in itself significant, but just reflects
the different ionic radii.

The above mentioned work on Sr’I'iO3 assumed the valence and con-
duction bands were derived from the Oxygen 2p and the Ti 44 states. The
authors then fitted as well as possible various parameters. to known data
beforé starting their calculations. For instance the approximately known
energy gap of 3 e.v. was used to obtain the percentage ionicity (85%).

See fig. 2.

Their results (fig. 3) gave 9 valence bands (3 (2p) states from
the 3 oxygen ions in the unit cell) which degenerated to fewer levels at
symmetry points in the Brillouin zone; e.g. to 3 levels at (x = 0,0,0),
All the bands except one and in some directions two were narrow (spanning
0 - .4 e,v.). The conduction bandx is of less relevance to sn02 , because
it mainly derives from Ti d states.

Three differences are important in comparing SrTiO3 and, SnO2 .

They are

(1) The extra oxygen ion in the unit cell in Sn0, giving rise
to the single closest "nearest neighbour".

(2) The larger values for the rest of the O - O distances in
SnO2 (this is a greater contrast in comparing TiO2 and
5n0,,) .

(3) The Sn replacing the Ti.

For comparing TiO2 and SnO2 (1) does not apply.

We shall consider (1) first. The first point to note is that

the extra oxygen ion would increase the number of possible valence bands
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from 9 to 12. Another effect is due to the single short O - O distance.
This is A +32% less than the next batch of neighbours, (and22} less than
the generally accepted O diameter of 2.8).

This fact might be used in further theortical work as follows.
If, as seems likely, the crystal field splitting of the oxygen p states
ig larger than the O = O and Sn - O overlap integrals, then the crystal
field splitting should be considered first. It will split each oxygen's
p states into 3 levels. The largest O = O overlap integral is then likely
to be that between the single nearest neighbours, forming a sort of oxygen
'molecule' with two states where there was one previously. Iinally the
other overlap integrals between the two 'molecules' in the unit cell will
split the states further. This may be shown diagrammatically (for k = O)
in fig?j":i.

The neglect of the Sn - 0 (or sp) overlap integrals in the above
description is possibly justified because Kahn and Leyendecker show that
in Sv-TiO3 at k = 0 those integrals are not operative,

We shall now consider difference (2), the larger 0 - O distances
in 00, . The increase from 2.76% (S 1305 ) to 2,906 (Sn0,) should
significantly reduce that part of the width of the bands that can be attri-
buted to direct overlap of oxygen ions.

Difference (3), Sn replacing Ti, shows its main effect in the
conduction bhand, which should now be attributed mainly to Sn 5s. Another
effect is that the (occupied) Sn 44 electrons are closer in energy to the
Sn 5s than the Ti 3p electrons are to the Ti 4d.

Kahn and Leyendecker used the following parameters in their

(SvTiO3) calculation which may give a guide to what might be expected in
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Sn02.
Electrostatic (crystal field) splitting of d orbitals 0.62 e.v.
" " n " " " p " 0.48 e.v.
. overlap integral (resonance- integral) pdT 2.1 e.v,
o-n » n " " padw 84 e.v,
" " n " ppoT =0.16 e.v.
0-0
n " " " PPV 0.062 e.v.
The comparison between TiO2 and SnO2 should be closer than bet-
ween SwTiO3 and Sn02. A1l the O - 0 distances in SnO2 being bigger should

reduce the width of the p valence bands. Eagles (1964) quotes a total width
of the valence bands in 'I'iO2 as 4 e,v., deduced from soft X-ray measure-
ments.

The likelj-hood of the narrowest valence bands being near the top
can be shown by considering what are likely to be the largest overlap
integrals, the sp integrals. They will act so as to repel the respective
enegzggsiZm each other, Thus those valence bands in which they operate
will be pushed down, leaving the narrower bands in which they do not
operate near the top,

It must be pointed out that in this section we have been discussing

electron bands without polaron effects (see section 3.3.).



3.1.5 Other Bonding Models
Morgan (1966) suggests considerable covalent honding and

discusses the role of hydridisation in Sn0 The basis of ‘this

o
discussion was a paper by Mooser and Pearson (1956), In the view

of the present author, the arguments given do not Jjustify the
conclusion of there being substantial covalent bonding.

It might be added in this context that the fact of good
semi-conducting properties in the conduction band is not incompatible
with highly ionic bonding. This—isbeonuse—tho—oonduetion band—ie
eEpEy

3.1.6 Band Gap and Electrical Evidence on Valence Bandwidth

One of the main arguments of this thesis is that the top
valence band is fairly narrow. Strong support for this contention
can also be obtained from high temperature electrical conductivity
measurements on intrinsic specimens. Such measurements are available,
but their interpretation involves consideration of the band gap and
how it varies with temperature. No one else has published conclusions’
based on intrinsic conductivity)about the effective mass, In
conjunction with our own and other results from absorption edge
measurements a general picture of how the band gap varies with
temperature emerges, as well as support for the contention of narrow
valence bands, For these reasons band gap measurements will now

be considered.
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Several workers have published figures for the band gap of Sn02.
either films or single crystal. They range from 3.2 = 4.0 e.v. The method
of measurement has been mostly optical (e.g. Arai (1960) gives 3.7 e.V.,
Koch (1964) gives 3.45 e.v. (both films), E.E. Kohnke (1962) gives$3.54 e.v.,
R. Sumitt, J. A, Marley and N. F. Borelli (1964) gives 3.93 e.v. (111} to ¢
axis) and 3.57 e.v. (] ¢ axis).and Nagasawa:, Shionoya and Makishima (1965)
gives 3.5 e.v. (single erystals)). The most important other method is
intrinsic electrical conductivity (Marley and MacAvoy (1962) give 3.2 6.V,
and T, Arei (1960) gives 3.4 e.v.). The only other method appears to be
photoconductivity, for which Houston and Kohnke (1965) give 4.0 e,v.

Our own work on the absorption edge leads to 3.49 e.v. at room
temperature and 3.59 e.v. at nitrogen temperatures (see 6.1). None of the
published optical interpretation is to be trusted. Most of the writers use
rough "rule-of=-thumb" methods and don't claim accuracy. Summitt, Marley
and Borelli completely fail to realise that in strongly ionic crystals like
Sn0; , direct transitions with no phonons involved play a minor role.
However they seem to be the only other workers to have measured in polarised
light, and their crystals are purer than ours and their measurements, over
most of the range, more accurate.

The electrical work is easier to interpret. Morgan and Wright
(1966) show that for highly doped specimens the electron mobility only changes
as 5% over the range where intrinsic conductivity can be easily observed
(750 ~ 1300°K),

More recent resudts of Morgan (1966) show that for less highly

doped specimens mobility varies as T-O'G and T 0.3

for two different
specimens., It seems that a variation of between Tdéénd T-1 is reagonable,

For intrinsic specimens the holes because of their high mass will reduce

)
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the mobility like ionised impurities, but concentrations are smaller than
those of the donors. in the above specimens.

As the number of intrinsic carriers varies by a factor of 105 over
the temperature range the effect of the mobility variation is quite small
and the conductivity roughly varies with the number of electrons (the holes,
due to low mobility, can be_ignored). More important however, the published
values of band gap derived from conductivity have not taken into account the
viriation of band gap with temperature. They also seem to have ignored the
T’/2 factor which enters the formula for the intrinsic number of carriers.
This is
n, =p, =482 x 101 T3/2 -’ﬁ)

i \ >
m

vwhere m and m are dengity of states effective masses.,

If Eg = (Eg)o -7 Mf.g) ,
3T

i exp [- Eg/ 2k'l‘—} cm-3

then n, varies as exp {(Eg)qi 3 (Eg) = exp (Bg), exp )(Eg) « The second
2kT T2k '

2kT 2kdT

factor is constant to first order as T varies, and a conductivity measure-
ment will measure (Eg)o, the energy gap linearly extrapolated to 0K,

As far as the accuracy of the electrical results is concerned, those of Marley
and MacAvoy only cover a limited intrinsic temperature range for any one
specimen, and maybe not sufficient allowance has been made for the extrinsic
effects. Such allowance would steepen the graph and raise Eg. Arai's

results are on s film and one that has been oxigised from Sn0O, and so théy

may not be very reiliable. The eftects of the T '~ +term and the mobility

variation are quite small.
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Valence Band Effective Mass from Electrical Measurements

The above formula for n, contains only three unknowns, Eg, m and
my . In order to get a rough estimate of m s approximately known values can
be taken for Eg and me, and ni can be estimated from conductivity and
mobility for intrinsic specimens. For a temperature of 1250°K (the high
value chosen to minimise extrinsic effects) an average value for ¢ from
several sources seems to be 0.5 (ohmicm)-1, to an accuracy of about a factor
of 3. A mobility of 45 cmz/volt sec. seems about the best value (Morgan
and Wright (1966) and Morgan (1966) ). These figures give

n = L= 0.5 =7 x 1000~

°/M 19

1.6 x 10° 45

Recently published results of Summitt and Borelli (1966) on the
temperature dependence of the absorption edge are very interesting. It
will be shown, when the absorption edge is interpreted, that their use
of a fixed value of absorption at different temveratures does not accurately
reflect the band gap at different temperatures. Also, their interpretation
of absorption l/ t0o ¢ axis as giving a second band gap we believe to be
wrong. Our two points, however, agree quite well with their results for
1 c axis. We shall, however use their value of band gap(for polarization

Lc axis) at 1250°K.  Their value works out at 2.33 e.v.

Taking m, as O.Bnchen the above formula gives

- (?'8X1°15T3/2J /5 [0.3) [ exp (2.33/2kT)x7x1o16_:l4/3

m
4/3

3.3 |exp (10.8) = 140

[3.03::103 ]

This figure must only be treated as very approximate. An esrror in
the intrinsic conductivity of a factor of 2 would change it by a factor of
about 2.5. It should also be remembered that it is a density of states

effective mass.




Such a large value ofMh leads one to examine the assumptions of
of the formula used to obtain it. It is found that parabolic bands are
assumed to hold up to energies of the order of kT from the band edge. A
more informative viewpoint is to see, in the usual simplified band picture,

what value of the effective valence band density of states, Nv, is required.

, 348 f 3 -
Since Nv = 4.8 x 10°2 T h("gp_) 12 =3,
m

for T = 1250°K and™h = 140, Nv = 3.6 x 10°2,

in
This figure is not possible. There are 4 oxygen atoms to a unit
cell and each has 6 p states. There should be no other states within an
energy of many kT. There are l.4 x 1022 wnit cells / cm 3 50 that there

23 p states / em 3 , and this sets an upper limit to

are only 3.4 x 10
Nv, It is quite possible, though, thatemay in faét be half the above aver-
age value and an additional error of 30% in™h due to errors in E,me and
/u is quite reasonable. Allowance for these possible corrections gives

My = 43 and Nv = 0.6 x 10 7, This kind of figure is afforded a simple
glplanation. The crystal field splitting is likely to produce a splitting
between the local py , i);y and p:, wave functions of the individual oxygen
atoms of several kT. The combinations of these states within a unit cell

and into bands of the crystal may well produce only quite a amall energy

spread ( see earlier in this section, and the small polaron theory in 3.3).
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The latter value of Nv is then roughly obtained if the top
4 of the 12 valence bands occupy a total energy spread of £ kT. If
their maximum spread is taken as kT (and the band gap is taken as
referring roughly to the middle of these bands rather than the top),
then the minimum value of effective mass for each of the 4 top bands,
if they are assumed degenerate, is about 20m. It should be emphasized
that this is a minimum value. If mﬁ = 00, then the only electrical
difference would be that the log of the intrinsic conductivity would
differ, from the mi. = 20 m case, by a factor of about T%, which is barely
noticeable. In the unlikely event of all twelve valence bands being
effectively degenerate the value of m . for any one band would be about
9m for the latter value of Nv.

The gradient nggz quoted by Summitt and Borelli is 1.2 x 1070
e.v./oK for high temperaturZs. This implies a (Eg)o of 2.33 + 1.2 x 1,25
= 3%.83% e.v. at high temperatures. After this section was written,

D.F. Morgan (1966B) showed me his results for the conductivity of apparently
intrinsic specimens, For the high temperature range (900—1200°K) the
activation energy for the three most resistive speciuens is 3.81 o1 e.v,
This is very satisfactory agreement. The lower values quoted above
presumeably arise from small extrinsic effects.

We conclude that there is stroﬁg electrical evidence for a
large valence band (polaron) effective mass, of the order of, or larger
than, 20m.47,A note should just be added justifying our use of Summitt
and Borelli's result for Eg and its temperature variation, at 125000,

after criticizing their method. We will show in section 3.5 that their

method produces only fairly small errors for the temperature dependence
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for polarization_lc axis. The errors will be shown to probably lead to a

slightly too large value of gradient Qngl « At 1250°K their figure for Eg
o7

is probably rather too small (2.4 e.v. might be vetter) . The gradient
around 1100°%K should, perhaps, be 1.15 e.v./ %K rather than 1.2 e.v./°C.
3.2 o Phonons
3.2.1. Introduction

The ionicity of SnO2 means that electron-phonon coupling is important
and the maximum possible information on the phonon spectum is required.
Especially important are the I.R. active optical modes.
The evidence will first be discussed, and then calculation of phonon parameters
will be given.,

Evidence concerning the I1.R. active phonon branches comes:®from several
sources -

(1) Theoretical, by a consideration of the symmetry modes of the

rutile lattice.

QZ) I.R. absorption measurements.

(3) I.R. reflection measurements.

(4) Low frequency dielectric constant measurements.

(5) I.R. refractive index measurements.

(6) Recent low temperature absorption in the immediate vicinity of

the absorption edge.

We consider these in order.
3+2.2. Theoretical

The first author tc apply group theoretical arguments to the phonon
spectrum of rutile was Dayal (1950). He found 5 Raman active modes (2

of which are degenerate), 9 I.R. active modes (6 of which doubly degenerate




in pairs) and one mode inactive in both. Later anthors corrected this
by removing two of the I,R., active modes and clagsing them as inactive
in both. The 6 doubly degenerate I.R, modes have one mode from each
pair with polarisation along the a axis and one mode with polarisation
along the (symm;tric) b axis, though, being degenerate, any pair of L
directions in the a b plane is equally good. These modes are of
symmetry Eu and should give rise to three resonances in the 1,R. spectrum
for light polarised]to the c axis. The remaining I.R. mode is A2u and
is polarised [/u to the ¢ axis, and should give rise tco a single I.R.
resonance for light polarised /fAto the ¢ axis.
3.2.3 I1.R. Absorption Measurements

The Japanese workers Ishiguro, Sasaki, Arai and Imai (1958)
and Arai (1960) have measured the I.R. transmission of powdered Sn02.
Both appear to be the same results presented rather differently, and
Arai quotes his sample as being 2.5 mg/sq.cm., which means about 3.5 /u
thick. The wavelength range is 25 /u - 200 /u, and the main conclusjon
to be drawn is that there are two absorption peaks, gquoted as 33 /u and
39 /o

Precise interpretation of transmission measurements around
phonon resonances is not easy, because absorption, reflection and inter-
ference phenomena are all involved. For very thin films the situation
is somewhat simpler because the interference is nearly zero order

and reflection is not so important. In this case absorption predominate
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The Japanese films are barely thin enough to fall into this
category. The peaks, however, can be taken as largely absorption peaks,
particularly if the tip of the peak is used, as the absorption peaks are
narrower than the reflection maximas.
An expression for the position of the absorption maximum was given
in 2.3 as{Jo + 0.29 g« It can be shown that the 33 and 39/u peaks satisfy
the conditions for the validity of this expression. g is estimated in 5.6
as beingo for the 33/u peak énd%ig for the 39/u peak, so it would seem that
25 20
the(y  for each pesk is 1 - 13% less than given by the absorption peaks.
Miloslavskii 1959 presents transmission measurements from 2 to lg/u
on conducting thin films. In addition to absorption due to impurities, the films
show a peak, quoted as being at l6.4/u. These specimens more nearly fulfil the
thin condition than the above specimenv The peak is due to the most energetic
L phonon, and we shall use the measurements as a rough check on the magnitude
and position of the absorption due to this phonén. We use the two specimens
with the highest transmission and lowest conductivity, because these should
minimise the effects of lmpurities and of reflection. <Calculation indicates
that on reasonable sssumptions the apparent absorption is increased by s factor
of very roughly two due to reflection. After allowance is made for a pre-
sumed zero error due to reflection, one obtains over the region of the peak
(14 - 18/u), jKHX = 4.5 for one specimen and 5.5 for the other. Calculation
indicates that to allow for the unortentated nature of the films, these fig-
ures should be muitiplied by about 1.25 to give the values forj,polarisation.
Using (2.3.11) with)\a =w , the phonons contribution to “s -1 forJ.polarisation

is given as .285 by the first film and .35 by the second. If this is to be

compared to the contribution to€ & found in sec. 5.6, the contribution of the

{2



other phonons to €s is to be taken as their contribution to€& in the region

of the peak (,\~ 16 /u). Thig is about -1, In a similar way the impurity con-

tribution to ES is to be taken as~1.4 for the first film and 2,2 for the

second. Thus taking our artificial parameters without

the contribution of the

phonong in question to be ng = fe‘s = 2.1 for the first film and 2.28 for

the second (assumingn,= 2) we get contributions tog¢ & by the phonon of 1.3

(first film) and 1.7 (second film), which are to be compared with a value of 1,76

found in sec. 5.6.

More detailed study of the absorption peak indicates a larger

value of g than is found in 5.6, especially if the contribution to Grs is 1.76

rather than the rather smaller values suggested above,

Perhaps g = We is a
15

fair estimate, UsingW,+ 0.29g given above as the maximum absorption, a %

difference between the absorption peak and W, is obtained. The peak measured as

16.4 /u is also influenced by reflection: reflection is decreasing quite

rapidly with increasing \in the region of the peak and
by perhaps another 1%. These two factors would make

-1
or 592 cm . The value found in 5.6 is 577 ecm =%

Finally, measurements were taken here of the

of powdered SnO,_, mixed with Nujol. This is a standard

2

for obtaining the spectra of solids. The spectrum was

this will shift the peak

correspond to 16,9 /u

transmission of films
technique used by chemists

taken as far-as 25 /u, and

its primary purpose was to bridge the gap between the Japanese and Russian

work. This is described in section 5.6. The result is to broadly confirm the

presence of phonon peaks around 16/[1 and 19 /u.
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3.2.4 Reflection
The results of numerical curve fitting work on this and other
data has been put in 5.6,
Reststrahlen reflection measurements are the most general data
for the analysis of I.,R. actiwe phonons. (Absorption measurements are
probably best for determining the precise transverse phonon frequencies).
Reflection measiirements have been made by Turner (1962) from 4
to 36/u which are shown in fig. 3.2.1. The material is cassiterite
(natural Sn02), and no orientation is specified but it appears to be
single crystal with orientation a little off l, polarisation. Summitt(1965)
has measured the reflection for both polarisations from 1100-410 cm-1
(9-24/u). This is shown in fig, 3.2.2. Summitt suggests his data is
insufficient to do a-Kramers—Kronig analysis in order to counvert the
reflection into absorption, and that Turner's data is less accurate than
his. However it was felt that with the addition of other information
the less exacting classical dispersion analysis was worth doing. To
do this the phonon resonances are represented by damped harmonic oscillators
and the limited number of jparameters is adjusted to give the best fit to
all the data.
The extra information consists of that given in other
subsections of 3.2iand:
1. Liebisch and Rubens (1919) made polarised reflection
nmeasurements on cassiterite using the reststrahlen
method. This method gives poor resolution and only
isolated wavelengths, but they developed a lot of expertise.
2. The high frequency dielectric constants (see 6.5 or Reddaway
1966).,

3. The low frequency dielectric constant for | polarisation
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(Summitt 1965). At 1 H%/s this is 13.6, a result

to be preferred to the values of about 24 fof both

polarisations derived by Liebisch and Rubens from

the reflections at 300/u, and quoted in the literature.
3.2.5 I.R, Refractive Index Measurements

I.R, dispersion is due to the phonon "reststrahlen" absorption.
Thus in getting the best fit to the phonon spectrum, the phonon parameters
must be made to also give a good fit to the I.R. dispersion. This has
been done,
3.2.6 Absorption Edge
Nagasaws#a and Shionoya (1966) have detected a sharp exciton

spectrum at 1.3°K. Just in the continuum there are two sharp increases
in gradient. The most natural interpretation of these is phonon
assisted transitions to the exciton ground state by the two lowest
energy longitudinal phonons respectively. This is reinforced by
the phonon energies (derived by measurement from their published graph)
agreeing approximately with values previously derived. The two
phonon energies measured from the graph are 290 cm-1 and 371cm-1.
These are, of course, the values at 1.3°K and available figures for other
crystals indicate a few percent variation between low temperatures
and R.T. However, the phonon energy in these other crystals is
around half the values of the lower energy phonons in Sn02. and so

the variation is likely to be considerably less in Sn02.
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%.2.7 Calculation of Phonon Parameters Required in Polaron Theory

From the results of fitting the reflectivity and other data with
classical oscillators (see 5.6) we shall now derive the very important
strengths of the polarization of the different phonon branches, From
the polarisation, the electron-phonon coupling strength of the phonon
branches can be calculated. We shall be following Eagles 1964 work on

rutile and Kurosawa 1961.

The transverse polarizations Pg/u are given by

4w N \’%/u = 41rP/u Wi

where subscript t stands for transverse, /u (= 1,2,3 or 4) labels the
phonon branch and N is the number of unit cells per unit volume. Values
of 4w P/u and tl-ka,L are given in 5.6, together with values of W, .

the longitudinal frequencies. Eagles expands the longitudinal mode

atomic displacements in terms of the transverse displacements,

Xip' = % bun X

2
and states that 2 }’I“’P‘ =1, and
< Ok

Cs- 4N L

Gwc\ ( W:‘“ - Wl:u )

(Eagles gives (,JZL instead of () ZL /u' which must be a misprint).
Here PL/u' are the longitudinal polarisations and €,,, is the value of

€y in the a or b direction.



These equations have been used to derive 4TI N x p21 ' and,

incidentally, bzt—. Eagles tabulates these for rutile, but as no use
is made of them we shall not bother.
From pi u' Ve calculate the most important parameter, f2| ’

defined as pi/uywilu' This is given in table 3.2,1 where

E" pi/u'/UJi/u'
we have changed/u'tO/u. Eagles shows that this is the factor with
which to weight 1 - 1 for each phonon branch in polaron theory.
In rutile the dogg;ancee%f the highest energy phonon is very great,
which simplifies matters very much. In SnO2 this is seen not to be
the case to nearly such an extent.

In 5.6 we state that the last 'phonon' for each polarisation

is a very dubious one put in to make the best of the experimental data.

It does not affect the results very much,

Table 3.2.1

) ﬁf2 i
Vi :
] ] '
/u J; polarisation ” polarisation
1 .608 881
2 «309 119
3 .0224
4 .0603

€7




3.3 Polarons in Sn02

3e3a1 Introduction

The main difficulties encountered in applying polaron theory
to SnO2 (and Ti02) are:-
(1) There are three theoretically allowed phonon branches that

are infra-red active for polarisation _l to the ¢ axis.

(2) Anisotropy.

(3) The lattice anharmonicity.

() The multiplicity of the valence bands.

(5) The lack of a good understanding of polaron properties for

polarons with energies of the order of a phonon energy above

the bottom of the band, for large polarons (Bagles 1963 p.1381).

This difficulty is general and not confined to Sn02. It is
important for the optical properties.

(6) The lack of an adequate theory bridging the gap between small
and large polaron theory. For the top valence band this is
most nearly covered by nearly small polaron theory,

Several features of this account will be following Eagles 1964
treatment of polarons in Rutile.
These points will now be considered in more detail,

3.3.2 Multiple Phonon Branches and Anisotropy

Teking (1) and (2) together, Eagles 1964 showed that the large

polaron coupling constant for the different phonon branches is given by:-

'

L= e 2 (t‘w,,) < Juy ( é‘y)>ﬁ |

68



Here /u = 1,2,3 denotes the phonon branch and ¥y = a,h,c denotes the three
axial directions,(v >Ev denotes a simple average over those directions,
fiy is a Qeighting factor obtained from the I.R, phonon spectrum
analysis (see 3.2) and CJP is an average over direction for each
longitudinal phonon branch (at small wave vector), the average being
weighted in favour of the most polar direction. (The phonon spectrum for
wave vector //uc axis is to be thought of as consisting of 3 phonon
branches, two of them with zero polarisation and unknown frequency) It
is clear that the above expression for & reduces to the usuwal one, in
the case of an isotropic single-phonon-branch crystal,

The above expression still assumes a single effective mass m.
In this thesis we assume an isotropic conduction band mass, The only
evidence the author is aware of is first Morgan (1966) who measured
mobility on different samples, some along the ¢ axis and some the a
axis. The results appear to show a somewhat lower mobility in the c
direction, indicating a higher mass in that direction. The second
bit of evidence is the free carrier absorption (see 6.3) which indicates
a somewhat lower mass in the c axis direction. The third bit of
evidence is the splitting of the n = 1 exciton peak dealt with in 3.4,
This indicates . ; %[ M., . An isotropic effective mass is thus
probably only a moderate approximation for the conduction band. (It will
be argued later that it is probably a very poor approximation for the
valence bandl We therefore include a few remarks on anisotrcpy in large
polaron theory.

The polaron binding energy is determined by X , and as polaron
energy at k = o cannot depend on which direction the polaron moves, it is

ol
clear that for determin@ng&en average value for mshould be used, However
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i
for finding the characteristic length or polaron mass, wm*, for a particular
direction it would seem that the appropriate band nass ‘should be used
(not though in o« ). It would seem, too, that a polaron can show large
polaron properties in one direction and small polaron properties in another.
The question may be important, because even cubic SVT?03, (Kahn and Leyendecker
1964) shows large differences in effective mass with direction, and for
tetragonal crystals the symmetry restrictions are further relaxed. It
would seem that for large ratios in the effective masses, a single high
effective mass would dominate K,

34343 Lattice Anharmonicity

This was discussed in 2.2. It would appear that for some purposes
it might be best to add a fourth phonon frequency at low energies, due to
anharmonic effects. We only use the three 'proper' phonons in the polaron
theory.

3.3.4 Valence Bands

These are discussed in 3.1. There are a total of 12 bands, some
of which are likely to degenerate at symmetry points such as ¥k =0 . No
small polaron theory of vhich the author is aware considers anything other
that a single, well-isolated band, Both degeneracy and closeness of other
bands appear bound up with some fundamental aspects of the theory, and these
problems will not be solved in this theses.

Another aspect of this valence band multiplicity is that symmetry
is likely to require, in other than very simple lattices, that some bands
"stick together" at the zone boundary. These bands mey not be horizontal
at the boundary and from some points of view are best considered in terms
of a larger B.Z. with fevwer bands. It would seem that the approximation in
small polaron theory that bands have a sinusoidal shape with a period equal

to that of the B,Z. should be applied to this larger B.Z., in the case of these
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bands that "stick together",
3+3.5. Conduction Band Polaron B - k curve

All polaron theories give Eotk2 for small k, and so each theory
can define a polaron effective mass in this region. The most satisfactory theory
for larger values of E (the polaron energy measured from the bottom of the
polaron band) up to E = hw is given by Larsen (1966). His results show that
as B approaches hw from below it bends over on the E - k curve and is actually
horizontal at E = 'Bw, as sketched in fig. 3.3.1. However, as is made clearex
in the earlier paper of Whitfield and Ruff (1965), at a certain value of k,
the curve turns a sharp corner and E rises quite steeply away from E & hw,
as is shown in fig., 3.3.1.. The present author has not come across a recent
treatment of this region, E>hw. It seems that it presents special difficulties
because this region represents a quasi-particle with only a finite life-
time before it emits a phonon and returns to a lower energy. The discontinuity
of slope at E ="hw can be thought of as a resonance effect, because the
emission of a phonon first becomes possible at that energy. For EYhwwe use
the variatonal theory of Fr8hlich et. al. (1950). They found

2

E=o + Kk - (3.341)

X x
k

N

(We have taken the units of energy to be Rw and the units of k to be
(2‘#\(0’/-1,—\ )% and the polaron binding energy at k = 0 %0 be « ). Unfort-
unately this does not intersect the line E = 1 at the same point as Larsen's
solution, but the difference is not great and the consequent uncertainty
does not affect the final result for the absorption edge very much, Larsen
only evaluates his results for « = 1, and the present author has not yet

mastered the integrals required to make further evaluations for different o€,
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There is the additional problem in SnO2 of several phonon energies.
The method used to deal with this is given in 6.1,
3.3.6 Nearly Small Polaron Theory

This is the theory used for the valence band. One of the
difficulties of applying the theory to SnO2 is the anisotropy, which
is not treated explicitly by Eagles (1966). We shall now calculate
the bandwidths, binding energy and optical absorption parameter D in
terms of the overlap integrals J for the SnO2 lattice. We shall
assume, as Eagles does in applying his thecry to SrTéOs. that all the
different subscripted parameters J are equal (though not necessarily
for the different crystallographic directions). For the rutile lattice
Eag1e§ parameter q = 2Z where Z is the number of nearest neighbour
lattice sites. Thus Eagles eq 3.2.1 and 3.2.4 gives the polaron bandwidth

as

W=22J exp [;-42- (" +1) (Sod-S,‘).]

where S and S1 will be defined shortly, and n is the mean phonon

occupation number, To account for anisotropy, consideration shows this

should become
W =8J, exp (- T (m+1) (s, +5s )] + 47, exp [-%(Z-r.;ﬂ) (s .48 )]
1 ol 11 2 02 12

where the final suffixes 1 and 2 indicate | and [/ polarisation respectively.
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@mbining severjof Eagles equations we get

SO='21i [l—S ‘aO ]

where Si(x) = | S8iny dy
5 7

o ey

.....

W = 21’( 3 \ % ’ Vc= unit cell volume, (The first Brillouin zone

' 938% for Sn02)
hzo oo = .02 . has »beep replaced by a sphere of the same volume and of

radiusw o)'
G is a nearest neighbour lattice wvector.

Using the continuum polafisation model Eagles gets

' 2
B; = 2o (‘__.__
Tr Gw €s

sof and S02 are gbtained by inserting the appropriate lattice vectors.

Using thewnit cell dimensions for SnO of a="»b =4, 743 and ¢ = 3, 1863. we obtain

fws 1:(5_1__;_) 5.38 e.v. )hus :( \ 3,28 e.v.
ot '€§

BO 2‘_ — ___) 4030 CeVe
Eﬂ €5

Combining several of Bagles equations and making what appear to be

correct allowances for anisotropy we get

2 2 2 . . o
+ 12—) ) - Bo J1 ) 5 SJ.(woa) 4 Sl(wgﬁa) |
*"‘Soz t,us°1 _ W a W oj?a E

0

- 2si(ew a) -2 -4B°/J2 si(we) _ siw (4 + o2)%) ‘\

\ 2
. \& - ) 2 od
24woa ,61502/ w_C wo(a + c ) J

0
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2 ' 2 .
=B, (4(5) 7 %) ) - o[ e e
12 02 —_— »

h
YwSol nﬁoz Sp2 W e 2w ¢
3\ 2 [ siwa) & (w (a4 AP
-8 BO ] S0 N N
y 2
h S0y Yo v, (a%+¢?) z
Inserting the lattice parameters for SnO2 ve get
Bus | = - (157 3,2 + .90 3,%) (1_ - _1;5\,'1
) ) € €5
hes, = - (L679,° + 1.22 3,%) (1__ Y
€n €

The optical absorgg;n parameter D is given by (Bagles 1966B)

D = Bo - 2 (J/’ﬁt-so

Allowing for anistropy, we get

Dhw=38 -4 ? 2 J22 (3.3.2.)
o wS - E'AB
ol 02

For the SnO2 lattice we get

D¥uw= 4.3 (%E_%_A — (3744 3, 2 4+ .6l J, 2) (é";, - {1_)'1

(3e3.3.)
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3.4 Bxcitons in SnO2

3.4.1 Introduction
Indirect transitions to the ground state exciton are important
in the absorption edge./y'In Sn02, as in other ionic solids, the treatment
of excitons is made harder by the phonon interaction. From one view-
point the difficulty becomes apparent if one tries to apply the simple
formulae. The formulae contain the dielectric constant, and it must
be decided whether to use the high or low frequency value, or some other
value. The question is vital, because,e.g., the binding energy varies
as ég, and as _Eg is about 3 in SnO2 the difference is large.
Unfortuﬁgzely there are only simple answers in limiting cases,
and in SnO2 the problem is made worse by their being at least 3 phonon
frequencies. The easiest starting point is that of Haken 1963 (in English)
and earlier work (in German). He assumes the polaron wave functions of
the two particles are known and derives the electron-hole interaction.

He then substitutes the intermediate-coupling wave functions into that

interaction and obtains the interaction energy:

-+ (1-1) (1-{_‘19r+e'&2r) (3.4.1)
&Y ¥ €0 G S

1 S
Here K, = (2 \("\cixu/t;)2 where M, is the electron 'bare' mass and K:2 is

the equivalent function for the hole. For large values of r it can quickly

be seen that (3.4.1) reduces to - gf , 1.e. the static dielectric constant
€Y

applies., Although the assumptions on which the above interaction is

based are not all valid at small r, Haken states the formula provides

{
a good qualitative interpféxation between the large and small r regimes.
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So far small v the interaction reduces to:-

) (R, + L. - highsr terms)
_ 2 + e2 1 -1 i A
62-—@* F] (ea GS) (K1 + K2 - higher terms)
In intermediate coupling theory the polaron binding energy is Q? 1, - 1_),

(K1), S0 the second term (which is independent of v ) just represents the
binding energy of the two separate polarons, and the effective interaction is

- gi . The best effective masses to be used in the previous interaction for

caléziating orbits appear to be the polaron masses,

Physically speaking these results can be understood quite easily.
At large distances each particle will be completely surrounded by its phonon
cloud, the relative angular movement will be slow and so the lattice can follow

all the motion. This implies the polaron effective mass and the static dielectric

constant should be used. At small distances compared with the characteristic

2me
phonon clouds and move so rapidly that the lattice polarization cannot follow

. L
lengths('k )2 the electron and hole are inside what would be each others

the motion, (but we assume the electronic polarization still can). This
implies that there are no polaron effects and one should use the 'bare' effective
masses and the high frequency dielectric constant for exciton calculations.
3.4.2 Hrivnak's Solution and its Modification

The only analytical solution for an intermediate type of exciton
seems to be that of Hrivnak (1959) who took the special case '€s= 2¢€yand
m=m, and assumed the exciton radius was less than (QE::)%. Examination
shows that he also assumed a single effective mass for both large and small v,

which will only be a good approximation for small «« , His result for the wave

function of the n = 1 exciton gives some interesting insights and is:-

(5 - gﬂ* (E T (152 ™) G
1

|.-

\V=

A

4 a
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where in our notation K = K.L = K2. al

dielectric constant. The bracket on the extreme right approximates to unity

is the 'Bohr' radius for the high frequency

except for large vYand so the shape for small vis that of a hydrogen ground state

wave function, with a 'Bohr' radius of 1 . At large distances the wave

i

function attenuates more sharply than a hydrogen one, and to ensure normaslization

o |
o=

the coefficient is larger than it would be for a hydrogen function of radius

1 « BElliott's theory shows that it is this coefficient that controls the

1

magnitude of n = 1 exciton absorption.

o -
n |

TFor Slr102 the case of interest is that of a large valence band mass and

a small conduction band mass, In the limit, a large mass gives K

2 =W and 304010

reduces to

2 2 K ¥
-<_ (.]_'_ + _].'. l + e. (L by L _._..____l — e 1 (3 4 3)
v \€o €/ 2 Yy \€o es 2

For small vy, the second teim again reduces to a constant (the polaton
binding energy) aﬁd the interaction is that of a dielectric constant ___ 2 .

| & &
(This result is confirmed by the result of Ple;:man 1962 who used the tech-
niques of the Feynman nolaron on the equivalent problem of shallow impql_'ity
states. His numerical results for non-limiting cases were obtained for; :the--par-
ameters of C4dS).

If€,°= 3 (which is vnearly true in SnO2) then we can define an effect-
ive€gyy let us call itéz,\by

t
€ = 2 = €8
©® 1 +_1 2

€ €5




and (3.4.3.) becomes _e° + o= (1 - e-Klﬁ)
[
€Y €Egr
which is the same as 3.4.1, vith K= Kpand 2€g5 = és, exceptf@ is replaced
by (.%p « We can therefore now use Hrivmaks solution, provided that for the
purpose of calculating the orbit and binding energy we use mg instead of the

reduced mass'%'ﬁg used for Hrivnaks case oflhc = ﬁv.

3e4.3. Sharp Exciton Spectra

Recently Nagasawa® and Shionoya published some very important
measurements. By going to 1a3°K they observed a sharp exciton spectra with
polarised light. They presented an example of their measurements, fitted a
hydrogen series to the peeks, interpreted the series as that of forhidden
transitions on Elliott's theory and pointed out the comparison with Cu20.

It is possible to derive a considerable amount of important information from
these results, Their published spectrum is shown in fig. 3.4.1.

In addition to the peaks visible in fig. 3.4.l., a line was observed
at\= 3480.33 "two orders of magnitude" smaller than the n = 2 line, It is
this greatly reduced magnitude that leads to the "forbidden" interpretation.
Although in forbidden spectra dipole transitions to the n = 1 exciton are absent,
quadrupole transitions can still take place., These transitions have distinc-
tive dependences on the polarisations of:the light; and-:for Cu20 Elliott (1961)
was able to derive information about the symmetry of the valence and conduc-—
tion bapds because one possible_symmetry situation predicted maxima when the
light had its k vector and polarisation vector directed alon
and another possible symmetry situation predicted zero intensity for this type
of light polarisation. In Sn02 it would seem that light polarised ] to the
¢ axis must be an intensity minimum, because Elliott gives the intensity

ratio of the n =1 and n = 2 lines as %2 Z(kao)"L vhere k ig theuwave vector:

NE]
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i
the*
of the light, a  is the Bohr radius offexciton series (~21R in Sn0,,) and

Z is a number dependent on polarisation but whose average value is 8/25.
Evaluation shows that the average ratio of oscillator strengths is ~,07.

The n = 1 exciton having a radius smaller than vredicted by the series it

can be shown to increase the expected average ratic. It can therefore be

seen that larger n = 1 exciton intensities are to be expected for orientations
other than polérisation along an axis, and an expert in group thieory should he
able to dﬁive information on band symnetries.

The ratio of oscillator strengths for the n=2 and n=3 exciton should
be in the ratiov29/256, but they are seen to be roughly equal. Speculation
-about this*sﬂ%“—bl:—rmred-fm&see%m—?, but we will note here that this
could be experimental error if the true line width were less than the resolution
of the spectrometer. In that case a very large absorption coefficient in the
spike, that produced almost zero transmission, would not show up as zero lransmis-
sion and the integrated absorption would be underestimated, whilé a spike not
large enough to produce near zero transmission anywhere would give an approx-
imately correct integrated absorption.

The n = 2 line is apparently split into two. This can be undersﬁood
as due to anisotropy. Hopfield and Thomas (1961) calculate the splitting to
lovest order fpr a :i uniaxial crystal. Their results are that the hydrogen
model s states are given by a hydrogen series with a mean reduced mass/uo
given by 1 _ L + 1 1 €1 and a mean dielectric-constant €° given by

/% 3P S

((0€1)%' The P states are split, Po states having the s state energy multiplied

=2
3

by (1 + 4 y\and for P + 1 states the factor is (1 - _2_%. The subscripts refer
v 15 / 15
to units of angular momentum around the ¢ axis, and y is the anisotropy para-

»iia:meter /u 1_1 £ 1) . The binding energies of the two n = 2 excitons are

L /o
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«0083 and .0072 e.v., so that y can be seen to be 15 x 11l = + «35. (We
6 178

do not know which peak is which)., If we take €= €, then the ratio of effective

magses is 1l.5:1, but we do not kmow which is bigger. If we take €;= 1.24€0

(see 5.6), and assume/%l?/u” , then we get/g1_= l.l}uﬂ and y = =.35. (If

/quu” then/ﬁi =fV.55/u which is an improbably larze anisotropy for what ' -
is, in effect, the conduction band). Taking y = -.35, we obtain the 25 energy
as ,0079 e.v. and the lg energy as ,0315 e.v., rather than .033 e.v. found by
ignoring anisotropy. (1f ¥y = +.35, the 1s energy is .030 e.v.). Although’
these differences are quite small, they produce big differences in the de-
viation of the observed lg energy (.035 e.v.) from the hydrogenic series.

The above identification of the larger binding energy exciton peak
of the gblit n = 2 exciton with the P ] hydrogen functions can be obtained
more directly. Forbidden transitions to bound excitons depend on the
gradient in the direction of polarisation of the hydrogen function at the
origin. The gradient of the Po hydrogen function (which has lobes along the c
axis) is zero in a directionJ_fo the ¢ axis, while that of the degenerate
E&i functions is a maximum. The peak corresponding to greater binding energy
has an intensity in Nagasawa: and Shionoya's results for | polarisation about’

ten times that for the other peak. The fact that the smaller pealk is present

at all indicates that either the crystal was slightly misorientated with respect

to the light, or the crystal contained a spread of ¢ axis directions, or the
could
light was not perfectly polarised. Any of these causes)@lso explain why the
n = 1 exciton was just present (in quadrupole radiation).
Using for¢jand €, the values found in 5.6 for € ignoring the

dubious low energy extra phonon, we obtain/uo = ,276 m from the s exciton

gseries energy found above of .0315 e,v. For analysis elsewhere in the thesis

go



we have used a conduction band mass of m, = 29 My & value derived using
033 e.v. (The derivation was performed before the above anisotropy analysis
was performed). Allowance for the large valence band mass makes (the average)
m, ~13% larger than e The uncertainty in € and €, makes high accuracy weanr
ing¥ess. n m, wimpertoal of pesont

The magnitude and shape of the continuum are used in 6,1 and 3,2,

3e4e4. n =1 Exciton - Method Used' to find the Phonon Coupling
for the Absorption Edge.

There are several steps in the derivation.

Nagasawa and Shionoya (1966) measured the Rydberg for the large
orbit excitons as 033 e.v., (but we think .0315 e.v. is better for s states),
but the binding energy for the faint exciton line they attributed to the n = 1

exciton was .035e.,v. This shift is an indication that the n = 1 exciton

cannot be congidered as formed from two independent polarons. Another in-
dication is that the energy of .035 e.v. is of the same order as the conduction

band polaron binding energy of ~ ,1 e.v. BEagles (1963) considers the case of
the polaron interaction when the instantaneous position of the electron or
hole in the orbit is ignored. He obtains (equ 59) modified oscillator dis~

1 . . . . .
placements dw, which give for the continuum polarisation model

dw*= -gf j cp: (r,x;l) @ (xlzl) [exp (1 xy) -exp (4 E-rl)]

<131_d3 _Ll

where Y is the hole coordinate, ¥~ the electron coordinate and . (rl\_rl) the

exciton wave function. Because the instantaneous positions are ignored, we split

(pe(l)xl) into { (r) 5.1 (xl) vhere, of course, the normalisation condition

jr}(;r) d.3_\.* = 1 holds for 5-(:_) and (1 (&), e thus get

(
J

8
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4, = - [}(x) exp (wy) @y -\ {16 e (Lu ) d%l‘_&

(3.4.4.)

The two integrals are the Fourier coefficients of the respective
wave functions. The difficulty with using this expression is that we do not know
what to use fox-*(\ﬂ, the hole wave Tunction, when the hole is not perfectly
localised. It will not be any wave function obtained directly from, say, nearly
small polaron theory, because the surrounding electron reduces the magnitude of
the lattice potential well, due to screening, The polaron binding energy for
perfect localisation (Bo) ig given byzw(dw)z, so the new value (Bol) of this
quantity due to the screening electron can be calculated oy (3.4.4.) provided the
electron wave function is known, because the first integral = 1 for perfect
localisation. The method we have used to obtain the modified absorption para-
meters Dl for the exciton is to account for the fact that the hole is not per-
fectly localised. We do this by using nearly small polaron theory (Eagles 1966)
but with a changed value of Bo (approximately the perfectly localised polaron
binding energy) and the other related parameters. We have no rigorous justi-
fication for this, but inspection of the expression below for Dl shows that
gualitatively both the direct reduction in D due to screening and the indirect
reduction due to the 'nearly small polaron' being less localised have been
taken into account. The expression for Dl is thus similar to (3.3.2.).

3.2 3,72

Yoot =8 - 4 % -2

0 (3.445.)
tus’ hos!

ol

In the continuum polarisation model with a spherical Brillouwin Zone
B =g (1 _ 2 J’o M- {; () exp (3 W.i)dBEf‘
™ Gﬂm f;
(346)

g2 ‘
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1
If { (_\g_l) is approximated by a hydrogen-like ground state wave function of

'Bohr radius! r, thusy

1,1 1
)((x)= 1 3\-Y_
mYe Ve

The integral over \_r_l (which is just the Fourier coefficient with wawve vector w)
ig found by making the element of integration 2 r2 sin@ de d'r) mutting w. v
= wycen® , integrating over @ and then integrating by parts. We get this integral

equal to

e ]

The integral over g in (3.4.6.) can either be done numerically or, if

wo‘re Y~ 4, the approximate result of
2

W= LT (3.4.7)
16 v

for the integration can be used with little error.
The problem now reduces to determining the best value for ‘re.

This is indicated by using Hrivnak's (1959) gpecial case already mentionéd.

Even if Hrivnak's sitvation were exactly met and the exact wave function

found, the sbove analysis would not apply rigorously because the wave function

is not hydrepgeneic. It can be seen from (3.4.2.), however, that for small 'V'e

it approximates hydrogenic form because 1 - e-qr
qr

~ 1, However it departs

from hydrogenic form in that when it is compared with the hydrogen wave

. 3y=-1 v/ . . L . o
function (11 ‘re) e —( Vel s the 'Bohr' radius, Vo obtained by comparing the
normaliging coefficients is smaller than that ohtained by comparing the
exponential factors. That the former is the superior value can be seen by
noting that the factor 1 = e attenuates the wave function for larger v, thus

Qv
compensating for the larger 'Bohr' radius in the exponential.
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The modification of Hrivnak's work required is that he assumed
mé = my-while we assume mc<K m . Inspection shows that in Hrivnak's
expressions we require: m = m, in q but m = 2mc in a, and E. Hrivnak's
solution only allows for one phonon energy, so that we use a weighted
average., The exact kind of average is somewhat arbitrary, but inspection
shows that it is not very critical. We weighted each "proper" phonon
energy proportional to its contribution to K , and obtain %g; = 605cm-'.

T
In determining q the 'bare' conduction mass should be used. Hrivnak'
used the bare mass for a, and E also, but it would seem some allowance
for polaron effects raising the mass should be made. (See, e.g., Platzman
(1962) who considers bound polarons by the Feynman method for parameters
appropriate to CdS). The allowance is smaller the greater the ratio of
coulomb binding energy to polaron bindinglenergy. A bare mass of .29m°
is used and a mass of .3m° for a and E. Hrivnaks solution requires
" ew" =% €s. Dielectric constants of 5.8 and 11.6 correspond,

fortunately, very closely to the values (averaged over the three axes)

for small r when mv = oo and for large r (the static value ignoring the

"dubious phonon") respectively. ( The actual value for the latter is 11.35.)

We obtain
Y 0 = -6 -1
a, = &=Mh _ =0,5%0x5,8 = 10.254 g= 2n > = 7.54x107° cm
e’n .30 R



From the normalising coefficient we obtain our pseudo 'Bohr' radius '\—e

2
‘43 =:14_§ e =
a.
s 1
Ly = 10818

(3.7 - .55) x 10 (R

)-l

For comp] eteness wve calculate Hrivnak's binding energy

i2 él =

2m e

zﬁe—)e

13.6 x .30

‘5.82

(1

- 0754 x 10.25) °=.0455 e.v.
2

If this is compared with the experimentally observed binding energy

1035 e3v, agreement is seen to be only
sider any small polaron effects.

radius than for the energy.

fair.

So far we have taken mv

@,

Hrivnak, however, did not con-

The method should be more reliable for the

The finite valence

band polaron mass would cause the value of & to be reduced for small ye, thus

reducing the radius and increasing E,

to~have a similar effect.

Central cell corrections are likely

The most important result of this adaptation of Hrimaak's result

is that it shows the exciton redius is much smaller than the value ('\'203)

obtained using €g .

the electron.

This indicates considerable shielding of the hole by

Vie can now ugse the value of ~re to obtain Dl with the help of (3.4.5.)

(3.4.6.) and (3.407.). ¥e obtain

1
B

O=Box.789=

c566 CeVe

-4y 1602

':- Lhe & e <

«710

_2Xx ,160‘2

4433

273

(3.4.8.)



There are at least three sources of error in this method for
obtaining D'. The first source is the errors in obtaining Y, mentioned
above, The second source is the assumption that the phonon interaction
is independent of the instantaneous position of the electron or hole.

In redlity the shielding of the hole by the electron will not be as big
as indicated (thus raising D') and conversely the electron will have some
phonon interaction of its own (thus giving a further contribution to D'),
Third, the nearly small polaron approach adopted will be less valid for

L
the n=1 exciton than for the free (hole) polaron, and €, terms will be

more important. The first two errors will work in opposite directions, but

the second is probably larger. It is because of the second factor that
we took the mass in determining a, and E to be slightly larger than the
bare mass. The third error (which is related to the second) probably
means D' is smaller than calculated, This can be seen by comparison
with large polaron theory applied to the hole, where the nearest equivalent
to D is closely related to o , and X is smaller than D.

Using the same ratio between Dy, and Dé as for small polaron
theory, we obtain from ;&545 and 3.4.,8 the values

D; = 2.26 Dé = 1.57
For reasons given in the last paragraph these values are only

a guide. The values actually used in obtaining the theoretical points

were D; = 2,33 Dé = 1,58, The reason for D! being larger than D

1 .
[ ]
D; D,

is that we are near the limit of applicability of nearly small polaron

theory, and in large polaron theory the nearest equivalent to D appears

gé
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to be related to o , and the ratio of o, to, is bigger(by a factor of JI )
than the ratio of D1 to D2.

The above n = 1 exciton analysis probably applies best for
small ¥. Por larger K there are further difficulties. Because of the
electron shielding, the exciton bandwidth (which is dominated by the heavy
particle) is apparentlye~ 3% larger than that for the n=2, 3 ... excitons.
If this is taken literally, it implies that as we move away from K = O,
the n = 1 exciton energy level approaches and then exceeds first the
position the n = 1 exciton would occupy if there were no shielding
(,0315 e.v. below the continuum) and later the n = 2, 3 ... excitons and
the comntinuum edge. This must be false, because it would imply weaker
binding, larger orbits and hence less shielding of the hole, which is
what caused the apparently larger bandwidth in the first place. (14
should be noted that changing the shielding alters the true bandwidth
both by altering the apparent bandwidth and by changing the coulomb
and polaron binding energies. The latter are likely to be just as
important as the former)., Presumably as K increases and the shielding
reduces, D gradually changes from its value for K=0 towards that for
free particles.

3.4.5 Energy Balance Concepts

This is perhaps the place to illustrate the kind of way the
energy equation balances to give the observed exciton binding energy.

This is shown in fig. 3.4.2 in which some of the numbers are given purely

for illustration, and are not rigorously derived.
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The left diagram is for K = O and the energy zero is the energy of the
system with a free hole in a rigid lattice (i.e. no polgron effects). Two
routes are shown for obtaining the exciton energy level, On the right are shown
the binding energies for the two polarons (giving the:actudl energy of the band
edge including polaron effects) together with the observed binding energy
(1035 e.v.). The hole binding énergy shown is roughly that given by large
polaron theory. On the left the coulomb energy is showvn first. This energy,
if calculated using the radius found above of 10.8%, an effective mass of .3 my

2
and the formula ¥ (found by eliminating € from the hydrogen formula for B
2

2am
and a), is .11 é.v.. But as stated above this radius is probably an over-
estimate, and central cell corrections are also likely to rgise E, so we have
rut E = .16 e.v. The next energy is an estimate of the hole binding energy
assuming the shieiding to be perfect. (For verfect shielding the electron
interaction is zero). The final energy is a balancing term to obtain agree-
ment wiéh experiment, The ratio of this last energy to the sum of the binding
energy -of the free electron and the difference in binding energy of the hole
with and without screening gives a picture of the degree of independent electron
~phonon interaction and additional hole-phonon interaction on top of @hat indicated
by verfect screening., Witk the numbers in the diagram this ratio is 6'5}/»19.
The right diagram of fig. 3.4.2. shows the same energy bsalance for

K half way to the Brillouin zone boundary on all axes. (The much heavier hole
wave functions that go to make up the exciton are drawn from k values around
this K, but the light electron k values are still quite near k = o). The hole

binding energy is now much lsrger because of the very smwall polaron bandwidth.

The increase is 4 J; + 2 J, - +W. The binding energy of the two polarons in

| )
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the exciton is not known, but is presumeably about ,035 to .0315 e,v., the
values for K = 0, and for no screening, respectively. On the left the coulomb
energy is reduced from the value for K = o, because of the larger exciton radius
due to reduced screening. The value of W taken is not that which is predicted
by the K = o screening(about 3 x the value for the free hole polaroq} but is
taken as 1.5 x the free value to allow for the reduced screening. The re-
duction in hole binding energy due to perfect screening is assumed to be the

same as for K = o. The ratio defined above is now 16.4 reasonably consistent
19

with the lower screening assumed in estimating the values of W and the coulomb
energy. This self consistency looks increasingly unrealistic if more screening
ig assumed. This larger ratio than for X = o indicates that the Dl have
increased from their K = o values, fairly nearly to the values for free particles.
3.5 Absorvtion Edpe
3.5.1. Introduction

While trying to interpret the absorption edge it has become clear
that, for both theoretical reasons and“because of observed phenomena, many
effects are involved. WNot all ofptheseteffects:are. amenable to-simple theories,
and in some places simplifying approximations have to be made.

The most important evidence to date is the experimental work of
Nagasawsa and Shionoya (1966) who measured the absorption edge at 1.3°k (see
fig. %.4.1.), This showed (for]_absorption) a discrete exciton spectrum with
the n = 1 line almost missing, indicating that the transitions are 'forbidden
at k = 0. The only other material which has been established as having a similar
spectrum is Cu 0 + There is however a big difference between Cu 0 and SnO2 In
b adtinGuo,,
Cu,OLﬁhe contlnuum at energies above the discrete spectrum can be explained by

Elliott's theory. The explanation is that in SnO2 the phonon coupling is large,



especially for the valence band. This means that the absorption with no
phonons absorbed or emitted (which is the only type which exhibits a discrete
exciton spectrum) only forms a small part of the total absorption. The most
promising theory to use for SnO2 is the optical absorption theory of Eagles
(1963) applied to 'mearly small polaron' theory of Eagles (1966 (A and B) ).
Using this theory it is still difficult to get a good fit to the
whole spectrum, This is the first reason for looking for a second type of
absorption, The second is that the 1.3°K spectrum quoted above shows a sharp
rise in absorption just close to the beginning of the continuum. This rise
cannot be explained as phonon assisted absorption (only phonon emission being
possible because of the low temperature) to the continuum or to the n = 2 to®
exciton states, because, taking the most favourable case, the phonon energy if
it were the n = 2 exciton would be only .0089 e.v. As mentioned earlier, the
only likely explanation is phonon (energy .0356 e.v.) assisted transitions to
the n = {1 exciton, However, the intermediate state cannot be the K = 0
n = 1 exciton, (reached by quadrupole absorption), because the ratio of the
integrated intensity of the one phonon to that of the no phonon absorption
is much too big. It must therefore be by some other intermediate state,
possibly the states responsible for the most powerful absorption bands in
the U.V., but the lower continuum and exciton states should not be overlooked.
A similar state of affairs holds for phonon assisted transitions to the n = 1
exciton in Cu20. In both materials the shape is approximately E%, indicating
that the interband phonon matrix element is independent of K, Elliott (1961)

indicates that in Cu,.0 the phonon is not I.R. active, but for Snl., we have ten
2 ' 2

tatively identified it with the lowest I.R. active phonon. A possible just-

ification for this is that although the intensity of the one phonon absorption
bands in the two materials is similar, in Cu20 there is no evidence of two

phonon absorption, while in SnO2 we interpret the n = 1 exciton as still

q0



interacting strongly with the optical phonons, and the total absorption as
being much greater than the single phonon absorption alone: this greater
total absorption indicates a stronger interband electron-phonon matrix element,
and strongly interacting phonons are likely to bve the polar (I.R. active)
optical phonons.

We therefore consider phonon assisted transitions to then =1
exciton. The reason that thisg type of absorption can substantially change the
shape of the absorption curve is because the electron shields the hole from
vart of the phonon interaction end the electron charge is almost neutralised
by the hole ingide its orbit. This gives smaller values of the parameter
D in Bagles theory, for the exciton.

We consider the continuum first, and then the n = 1 exciton.,

3.5.2. The Continuum

Bagles theory shows that when many phonons are involved the shape of

each part of the absorption (assuming the conduction band is wide) is given by
p, (B) p_ (&' - B) ¢® (E) ak (3.5.1.)

where Pv and Pc are valence and conduction band density of states functions,

Q2 (E) is proportional to the optical matrix element to the conduction band state

of energy E, and El ig the excess energy above threshold. If a parabolic

conduction band is assumed and electron-hole interaction is ignored Q2 ®) E

varies as E for forbidden transitions. Electron-hole interaction adds a

Sommerfeld factor X = 2rat (1 +u.2} where o2 = Ql (R = the Rydberg energy
=2 ol
l-¢

=]

of the emciton series i.e. the apparent binding energy of the n =1 exciton)
The non-parabolic nature of both bands still requires treatment.
R varies as/g . /u ig almost solely determined by the mass of the much lighter

€2
electron. The appropriate mass to use to determine R and hence QZ(E) is the value
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of the conduction band mass in the region of the band around E above the

é-i.1.
bottom, This value is 'hzk y which can be evaluated from fig., 3+3+72, The
B
d /dk

author has not seen a relevant treatment of the apvropriate value of ¢ to take
for different values of k (or E). The most natural interpretation would
appear to be to assume the reduction in the electron-hole interaction (see 3.4)
due to hole-phonon interaction is constant, but that the reduction due to
electron-phonon interaction is proportional to the number/phonons around,
or screening', the electron, Thus we take the effective value of € to be
given by

L - ;__;(1;__1.)_;<1___1\\p“

€ € 2 \&p £ 2 \to €
where F is a factor equal to 1 at k = 0 and proportional to the aversge
number of phonons in the cloud around the electrons. Pines (1963) shows

that for intermediate coupling the variation of F withk is 1 +h k2

anew (1 +%6)
for small k. The behaviour of F for larger k is not clear, but for large energies
it probably varies as 1 in the same way as the polaron energy is lowered com-
pared with the rigid lla{ttice electron. We therefore assume that F varies as
given above for small k up fo a polaron energy Fay above; the bottom of the polaron
band and as 1 at higher energies. We have no rigorous theory that this is the
correct 'v?alul; of ¢ to take, but in order to proceed we need to adop‘l_: some
theory. At k = o it is correct because large distances and small velocities
are involved, and és is the correct dielectric constant for these conditions,
At large k the electron phonon interaction is small, and F = o appears to be

correct. In between, the screeming being related to the average number of

surrounding virtual phox;lons seens the most plausible approach., A more i‘ig—
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orous theory would have to combine, for any energy, a good understanding of
the wnbound "hydrogen atom" wave functions with polaron theory. A point of
interest is that the procedure we adopt could lead (though does not in SnOz)
to € rising towand then going negative, cori-esponding to electron-hole repul-
sion. That this might be possible is supported by an analogous case consid-
ered by Schultz (1963) P. 110, He considers two polarons with the same
clriarge interacting, and states that it has been shown that in some circumstances
there can be attraction, rather than the normal repulsion. € going negative would
lead to no discontinuities in the optical absorption calculation. The detailed
way € varies does not have a very big effect on the absorption.

The non-parabolicity of- the conduction band changes the wvalue of EI
used to determine«. The value should be that which would appear to an
electron, with the appropriatewalue of k, to be the height above the band
edge assuming a parabolic band with the local value of effective mass. Also
for a non parabolic band the 'forbidden' aspect of G°(E) gives a variation with
k2 rather than E.

The conduction band density of states is given bg a term proportional
to K /(ad%\ and can be found from fig. ;;-é:é.- fhe valence band is fairly
narrow (see 3.3) and when its width is small compared to B’ the integral (3.5.1‘:)

.can be approximated as being proportional to
I:. 2 |-- 'l
p(E' -4E) ¢ (&' -AE) (3.5.2.)

" where QE is the average height of valence band states from the band edge. The

shape is thus like that of forbidden direct transitions, but the band gap is increased
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by AE. Vhen E' is smaller than AE and only parabolic portions of
both bands are involved, then (3.5.1) rises as B ignoring the
Sommerfeld factor, and E'5/2 with its inchision, Thus absorption
when E' is substantially less than /) E is very small, and (3.5.2) is a
fair approximation for all E',

Bagles only proved (3.5.1) true when many phonons are involved.
The zero phonon part is radically different because the final hole
state in the valence band is confined to fairly small values of k
because only vertical transitions are allowed. To a good approximation
these states all have energies equal to the top of the valence band,
g0 that (3.5.1) becomes Pc (E') Q°(E') instead of (3.5.2). This part
is thus shifted Q) E to lower energies compared with the many phonon
parts.

For one phonon absorption we can get a good idea of the shape
by noting that the wave vector k of the electron is small compared with
the dimensions of the Brillouin Zone, for the absorption region with

which we are concerned. Therefore the wave vector W of the phonon

involved is apﬁroximately equal to the wave vector of the final state hole.
From Eagles (1963) equ 30 we find an extra factor inside the integral (3.5.1)
proportional to ]dwrz where in the continuum polarisation model we have
'dﬁ|0€ /4. If we assume for simplicity the valence band is parabolic
with a sharp upper cut off then (3.5.1) becomes proportional to
(B pPc(BLg(E) 4B where 2)E is the width of the valence band.
JBr-24E 3
Tho. (E'-E)
When E'}} 2\ E, the variation of Fc (E) QZ(E) over the range of integration

is small compared with the variation of 1 (which o0 as E—p E').
(E' - B)
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If FE(E)QZ(E) is taken as constant, the weighted mean of __{ over

(E'-E)’}

the range of integration is found by integration to be ¥+ x 2AE. For
a many phonon process with such a parobolic valence band the weighted
mean is found to be 3 x 2AE, so the effective increase in band gap is
nearly halved for onz phonon processes compared with many phonon
processes, (In emall polaron theory a more realistic form for the
valence band is that the energy varies like a sine wave with kj, ky and
kg, This results in a parabolic form near k = o, but its mean energy
is half the bandwidth, rather than the factor jL“;eQenfif the amplitudes
of the three sine waves differ). When E'$ 2A E the variation of
PZ,(E)(;Z(E) becomes important, and for the almost parabolic region at
the bottom of the conduction band, this weights still further the
larger values of E in the integration, making the effective increase in
band gap still leass., The final tail of the one phonon absorption

32

rises as E' » Wwhile the zero phonon part rises as E'+R and the

mul tiphonon part as E'S/Z.

There is one further modification to (3.5.1) required to take
account of phonon interaction with the conduction band (this is assumed
to be negligible in Eagles theory). The most reasonable assumption is
that the parameter corresponding to D in Eagles theory is the average
number of virtual phonon surrounding the electron. Originally Eagles
(1963) suggested phonon interaction in the wide band would reduce D,
but it would seem that the phonon interaction of two unbound particles

should be additive, and Eagles (1967) agrees that this is probably so,

depending on whether there are any correlation effects. Ve assume the
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effects are additive, and take the electron contribution to D as being
proportional to F defined earlier in this section, and equal to %% at

k = o. The latter is the average number of virtual phonons arouid the
electron (Pines 1963 p.41). This makes D depend on k and so the shapes
derived from (3.5.1) are modified. The modification is athieved by
applying the appropriate value of D to each region of absorption of

each part.

3.5.3 [Type of absorption to n = { exciton

The direct transition to the n = 1 exciton is forbidden.

This rule includes both the zero phonon absorption (observed to be
absent by Nagasawa and Shionoya) and phonon assisted absorption using
the direct transition as an intermediate state. It does not, however,
rule out phonon assisted absorption via another band with different
symmetry. Thislabsorption is certainly present in Cuzo and is very
strongly 1ndicat;;§:;}the sharp rise in absorption .036 ev. above the
very faint n = 1 exciton. (It would be interesting to obtain even
more conclusive evidence by observing absorption starting .036 e.v.
below the n = 1 exciton with the correct intensity. A temperature of
about 80°K might be the best).

The phonon coupling for the interband electron-phonon matrix
element is likely to be small (so that only single phonon processes are
important), and the relative strengths of the different phonons is not
given by the normal calculations for intra band optical phonon inter-
actions. (Indeed, the identification of the .,0%6 e.v. phonon with an
optically active one is not certain; we do, however, make this

identification in the phonon analysis). It will be shown in 6.1 that

the magnitude of absorption observed by Nagasawa and Shionoya starting
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«036 e.v. above the 3 = 1 exciton is

sufficient (to the low accuracy involved) to indicate the ,036 e.v. phonon is
probably the most important one involved in the interband matrix el_ement. For
simplicity (and ease of obtaining a good fit to the experimental points) we
take it to be only phonon involved. The shape of the absorption is well fitted

1
by an E? form, which indicates that the interband absorption is independent of

K.

This is in contrast to the predictions for (intra—band‘) optical phonon
coupling for excitons, which are that the matrix element waries as K for small
K and 1 for large K (the change-over being in the region K ve;' 1 where A is
the exléiton radius)

Because of the fundamental relation between phonon creation and anni-
halation the ratio between absorption with (single) vhonon emission and
(si!igle) vhonon absorption has the factor eq@)k%)). There will alsotfa factor

1 where 1is the photon energy and Ei the (weighted) aversge energy
(81 -n)°

of the possible intermediate states..l differs by 2hw for phonon emission and
absorption, so that only if Ei - .2 hw will this factor be negligible.
The big (intraband) optical phonon interaction associated with the
creation of the exciton will be present in addition to the interband rthonon
interaction. The absorption to the n = 1 exciton is thus charactised by two
superimposed groups of parts, each group having parts with sbsorption given
by Eagles theory with the parameter Dl.

3.5.4. Temperature devendence of the absorption edge.

In volat semiconductors like Sn02, the most important contribution to
the temperature variation of the band gap is generally taken to bhe due to the

electron-lattice interaction. For materials with only one I.R. active (longi-

tudinal) optical phonon, the change in band gap, AEG is taken as proportional to
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L (3.5.3.)

exp (h wL/kT)—l

sS1
]

This expression was applied to SnO2 by Summitt and Borrelli (1966)
to interpret their absorption @dge measurements over the-range 20°K - 1300°K.
They adjusted the phonon temperature to obtain a best fit for jand // absorption.

They found @, (= ‘hu_L ) = 414.7°K and o = 195.801( « It is one of the vurposes
k

of this section to show this interpretation to be wrong, and thefaifrerent
phonon temperatures are not reguired.for the two polarisations.,
Contribution of the three phonons

A simple extension of (3.5.3.) to cover three phonons is

AE.G = ¢+ ¢,n,+ c3 n (3.5.4)
where the n are given by (3.5.3) with the appropriate energies, and the ¢y c2
and c3 are constants. Bagles {1966) discusses atomic displacements in the neigh-

bourhood of a polaron due t0 a particular phonon branch, He obtains (equs

5.19, 5.20 and 5.18) the displacements as being proportional to

The natural extension to 3 phonons is to use our weighting factor

for-the contrubution to L _ _ 1 _"by each phonon. For small amplitudes,
€ €
energy is always a quadratic function of displacements. We therefore take
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each phonon contribution as being proportional to
1 2 :
- 3 1
9w o (375 D
/"l wy 134 av

where the definition of the big bracket is given in 3.3. Ve thus obtain

288 371 1722

where the numbers under the c¢'s are the phonon energies in cm-l.
To obtain reasonable agreement with the high tempsrature data of Summitt
and Borrelli and with the change in band gap between R.T. and 1.3°K found to

give best agreement with experiment, the following values of the c's are

taken

c1 = .048 e,v. C, = 40 e.v. = o327 €.V,

2 3

Substituting in (3.5.4.) we get AE, (296°K) = .0157 + .0792 +
-0101 = .105 €.V,

This agrees with the value found in 6.1 We require in 6.1,HE, (90°k). This

is ,0016 e.v.

i .o g . e e e . s O
Sumitt and Borrelli only published their actual resulits as far as 5507K,
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but from their fitted theoretical curve their results to 1300°K can

be estimated. We therefore evaluate [\E‘j at 550°K and 1300°K.

DE, (550°K)= .0425 + .244 + .0581 = .345 e.v.

0E; (1300°K)= .128 + .790 + .267 =1.185 e.v.

If the measured shift in the absorption edge of Summitts and

Borelli is equated with AEg » then they measured:

1 | 1"
8E, (296°K) = .155 225 e.v.
0E; (550°K) = .44 53 e.v.
and it can be inferred
AE4 (1300°K)=1.36 1.42 e.v.

We shall now qualitatively discuss why these measured values
differ from each other and from our theoretical ones. We have not
yet done the num¥erical calculations for 550°K and 1300°K. They would
best be done by computer.

Summitt and Borrelli measured the energy where the absorption
was ~75 cm_1. This will shift with temperature for two reasons.
First the band gap changes and second the magnitude and shape of the
absorption changes. The latter is completely worked out for 296°K,
1.3°K and 90°K in 6.1. The largest factor causing the magnitude to
change is the lncrease of phonon absorption as the temperature rises.
For the continuum this shifts absorption to lower energies while

leaving the integrated absorption constant. For the (n=1) exciton it

increases the total integrated absorption (though presumeably slightly
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reducing the absorption around the energy of the intermediate states).
It is this increase of exciton absorption that is the biggest factor in
shifting the apparent absorption edge faster than the band gap.

The reason for the bigger shift of the //uedge can be seen to
be due to its smaller slope of\ the log absorption plot. An equal
increase in absorption magnitude would shift the 75 cm-1 point on the/lu
curve more than twice as far as on the | curve. The apparently
different phonon temperatures of Summitt and Borrelli can be accounted
for in this way.

Absorption Edze at 1300°K

Without doing the full calculation for the highest temperature
(1300°K) we can use an approximation for tw < kT given by Bagles (1963).
He stated the dependance of Rp on p is given by

Rpoc exp | ~{Rw/4DKkT) (P-D)Z]

Elsewhere Eagles states 2Rp=1 » 80 that it can be seen by integration

that at high temperatures

b

By = exp [ - (w/anct) (p-D)2 ] (3.5.5)

where K is a constant indepegndant of T, This shows the maximum Rp
On;y varies slowly with T, i.e. as T-%. Consideration shows that as an
order of magnitude ¢f the absorption parts with a major contribution at
the energy where total absorption is 75 cm-1 have a value of Rp which is
about 1/100 of the maximum value of Rp (i.e. the value at p=D} if only
a single phonon branch were involvedl c‘\grom (3.5.5) Rp is 1/100 its

/\\

\ ;! JIJLm&F‘ “
AN T
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maximum value when

f(p - D) = 2,15 J4 D hwk T

As it is D hw that appears, we shall take ZDhw to allow for the 3 phonons.
Although the integrated exciton absorption increases as (21-1 + l) it seems that
this is more than compensated (at high temperatures) by the smaller smearing
out effect of a smaller D. We therefore substitute fDﬁw: 53 e.v. as a typical
continuum ¥alue, kT = ,112 e.v. and get

fw(p~-D) = .99 e.v.

At O°K Rp is l/100 of its maximum value when

hw(p - D)~.5 e.v.,
and the exciton absorption shifts the 75 cm_l point about .05 e.v. to lower
energies. The approximate calculation therefore gives the shift of the 75 cm-1
point with respect to the band gap as .44 e.v. The figures given earlier
yielded a shift of .18 e,v. (L edge) and .24 e.v. ( //u e‘dge). More careful
considdration would prohably show that the T-% term in (3.5.5.) would lead to
a larger fraction at high temperatures than the assumed 1/100. This would
reduce the .44 e.,v. figure, The main object of the calculation was to
illustrate that a shift of the absorption at a particular value of K does
not give a.good measure of the shift of the band gap, and that our assumed
values of Cy » Cy and c3 are reasonable,
Polaron bandwidth

It should be said finally that we have neglected any specific con-
sideration of the change in the valence band polaron bandwidth. The bandwidth
is at a mayimm (of ~ .24 e,v, with our figures) at OOK, reducing increasingly
rapidly a¥ the temperature rises (It is~.12 e.v. at R.T. with our figures).

The position in the hopping region (7 >ok hw) is not so clear,
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If the shifts of band gap given by (3.5.4.) apply to the centre of the
top valence band then the changing bandwidth would contribute a term which increased
the true band gap with increased T. The term would not be linear in n, but
would be ay +12 exp -E_Z n (So2 + 8, )] , the sum being over the three

phonons.,
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4.1. crystal Crowth
5n0. ig a compound refractory material Which, as

far as 13 known, has never been satisfactorally liquifi9¢!
and sublimes, or dissociates}into gaseous”Sn0 and 02, when
heated Te temperatures):v160000. This effectively rules
out growth from the melt and although various other methods,
such as growth from a sclubtion, have been investigated by,

among others, J.A, Marley and T.C. MacAwvoy (1962), growth

from the vavour has been the most successful so far. it
is also & method with very wide application in crystal growth

Snl, growth at Durham was started using the general
sl

-

technigques developed there for Cd5 under Dr. J. Woods. of
vapour méthods, the two obvious alternatives are to use

SnO2 powder as starting materizl or to use metallic tin and
£OFn Sn0, by a vapour phase reaction with 0. he difference
between the two is not likely to be very great, as the
controlling restion at the point of crystal growth is

thought to be the same for both (see e.g. Marley and MacAvoy
19625 : -

(&.1.1)
where the 5Sn0 is gase

The mcst successful group at growing Suls From

the vapour hzs been that at the Corning Glass Works, U.S.

=g

‘arley and llacAvoy 1951 and 1962).

)

enerally speaking




the scale of their effort has bsen larger and their resulss

better than ours. Several comparisons and references will
be made with their work. They used Snl, powder as starting

material and we used tin.

Crystal Growing Apparatus

The main. spparatus uvsed at Durham 1s sketched in

(T . . . . L bl
fig.xﬂ, and a typical temperature profile given in fig.;2.

The limiting factors are mostly those imposed by the heating

£

element. Thigs is made of 2iC (manufactured by Morgan
Crucible Co. Ltd.). This hes an overall length of 52 cus.
and has a cylindrical shape of & cms. dia. It is a semi-

conductving resistance element with a spiral cut central

~

region of 30 cms. length, which dissizates most o
[ fes ] *

)

neat.

Hly
o
v
0]

The hot spiral cut region Was not allowed to touch anything,
s0 the ceramic tube immedisately inside the element was
suspended clezcr. This tube was made of alumina and had

to be of substantislly smaller diameter than the element

to allow clesrance even after = certain amount of bending

-

high temperatures. Its diameter was 4.2 cis. It was

a0
1.
1

advised, as a safety measure, that actual crystal growth
should take place inside yet another tube. This was so
that the growing tube could be inserted and removed without

) element, and so that

=
.
i
1=
(9]
c3
H
Q
l ~d
)

] > o 1= A . 4-1 v de e 1A PR
ing tube cracked open, the clement would, sgain,

o
o
n
(@]
O
=
®
o

This inner tube was made of Xullite, an
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gain by 'Morgan Crucible';, and of

length 97 cms. and internal diamelber 2.5 cms. Again,

hecause of bending, the diameter could not be chosen to
be too tight a fit.

The element also restricted the temperature profile
to one basic shape, with temperabure as the only variable.
Marley and MachAvoy, using a tapped Pt-Rh element were able
to achieve a veriety of profiley and in particular used one

-

with & steady, low temmnerature gradient of < ‘5 C/in.

finelly, the clement restricted the temperature

available. The lifetvime of the slement was guocted as
varying rapidly with temperature. A meximum temperature
03 ﬁBOOOC was recommended for short periods only, and
considerably less for long periods. A related difficulvy

was thaet high temperatures produced a rapid increase of the
resistance of the element. It may be that the mass of
crystal produced in the lifetime of an element is roughly
independent of the btempersture used, as the vapour pressure
cf tin roughly doublesevery MOOC’which is roughly how the
lifetime varies.

The inert gas (Argon) is introduced through a short
he oxygen is introduced at, or
Just beyond, the hottest point by another mullite tube.

-~

he cholice of rullite for the growing tubes was lucky, as

106



107

Marley and Machivoy found thet it anchored the crystals much
better then alumina.

The boat (made of alumina) for holding the tin was
placed sbout 10 cms. behind tvhe tip of the oxygen tube, at
what was considered to be a compromise between obltaining

the maximum temperature for the tin and not allowing

appreciable guentities of oxygen to come in contact with

the tin. The tip of the oxygen tube could not be moved Too
fer to the right as then growth would take place in a region

of steep temperature gradient aznd lower absolute temperature.

The former produces larse numbers of nucleaticn centres

because most of the 5nC vapour is swept slightly beyond the
theoretical ecuilibrium point for crystal growth, and, due
to the steep tamperature gradient actually condenses =zt 2
point where there is considerable supersaturation. The
lower tenmperabure is considered bad bhecause diffusion
coefficients are smaller and defects are more likely to be

The power suponly for the element consisted of =

multi-tapped aubo-transformer. The furnace reguired about
, A0

1.5 KW to reach 14507°C and as the element resistance was

A~ 2z Ohms {varying with age) the transformer supplied

~ 50 Amps st ~ &0 Volts. Initially the furnace was run
direct from the transformer, bul this was found to have three

disadvantages:-—

I‘ \ o . . 1 o~
(1) The power supplied varied as the square of the mains




voltage,

voltage reductions during January

which varied a few percent (in addi

103

ion to

196% due to cold

weather, when some of these carly runs were taking
place).

(2) The ageing of the slements csused a steady reiuctlon in
Tower.

() 1t took about 3 hrs to get fully up to steady temperature,
For these reesons, a control circullt was installed
congisting of an 'Ether' 'Transitrol' 'anticipatoery’
temperature controller which switched a mercury relay
and used a PL-Rh (5% 20%) thermocouple. In an

2ttt

empt to obtain finer control, only about 20% of
the power was switched by means cf the circult in fig. 5.
. ‘*’-'; 6N
Fige.yz Mains v
”%'@wwfwmr
The resistor dissipated avout 300 watis and was made
ox Hanthol wire wound on a ceramic former.
metvimes the anticipatory action weould not work
5 . - . 2O .-
znd the temperature would oscillate & - 107C with
T a few minutes. This may have been due Lo the time
he 'l'ransitrol' switching and e significent change
ion
in the correftlt directsd at the tThermocouple, being
tco long for the 'anticaptory' circuitb. The result was
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orcbably worse than if a simple on-off type of controller

nad been used. In spite of the atvtention of the 'Zther’
servlice engineer this was ncver properly cured. The

o’
®

thermocouples were placed tween the elumina tube and the

-

growing tube, and so the temper

)

ature oscillation would be

{

less inside the mullite tube than at the thermocouple.
Argon was nmostly used as the carrier gas. This

was claimed by the manufacturers to be $9.995% pure, and

50 oxygen conbvaminabtion from this source should be minimal.

Because, however, the oxygen is introduced &L ~ 10 cms

veyond vhe tin boat, there is a chance some oxygen may find

and for the flow rabtes used, Ohly 2 negligibly emall amount

tin boat cannot be excluded, although no calculations have
peen done., That this is likely is shown by the fact thatb

It was partly because of this, but mainly because

difficulty in evapowrating Cr for doping purposes

g viiot

one stage the argon was passed through a drying tower
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and over hot copper To remove water and oxygen. It was

P a

sugspected Tthaelt an oxide layer was forming on the Chrdtium
(which was placed Jjust inside the tip of the Argon tube).
AT the time of crystal growing it was believed that

the vapour pressure of Sn0, was much lower tThan Sn, and

n

that therefore the formation of 3109 on the Sn was bad.
The analysis below shows that the transport rate should be
a maximum when Sn02 is Jjust growing in the region of the
boat.

(ne incidental observgtion which shows that there
is wvery 1ittle oxygen in the argon and that very litt
leaks in, was the effect of turning off the cxygen flow

during tae heating up period. When the Ulemperature was

P - f\On L] - 1 o -
~ 1200 - 1500°C a curious growth took place at the far end

! . . . . R, o
of the tube in quite a cool region estimated at 900 - 10007C.
It had a furry or fern like asppearaznce &35 in ng 4 and

quite
grew rapidly until the whole cross section of the btube was

fightd '

filled with it. When removed snd anal; turned out

‘_,«
OJ
-
d.

to have very little mass, but x-ray powder photographs
showed it to be a mixture of sni, and B-tin. The two
facts, namely that the growth region was comparatively

cool arnd that therc was tin in at least conparable

quantities to 3n0, showed that there can be very little
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In the latter case, the controlling reaction will once again
be the above chemical reaction (4.1.1).

To get some idea of the effect of the oxygen pressure
on the different processes, the eguilibrium esquation for

the above reaction is of the foim:-
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and 35nC respectively and K(T) is an equilibrium constant
which is strongly depender on T. If Sn02 is being evaporated

in an inert atmosphere, then P(CE) = 4+ P(3n0) and so:-

P(Sn0) = [-Em.‘-)]

{(T) can be calculated from thermodynamic data, out this

will not be done here for thé sake of brevity, and because
of the doubtful zccuracy of the data and the possibility of

other chemical reactions (involving e.g. Sn or 510, vapour)
playing a significant part. From such thermodyramic dats,
Harley and HMacAvoy calculate their graph of the vapour pressure

of SnOg. It can bs ssen from (4.1.1.) that if +the ambient

e
-

cf oxygen is » P(8Sn0), thean P({Sn0) will be reduced

be given by:-
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where P(Sn0) (inert gas) is the pressure of SnC over SnQ,
[

when stiochiometric ratios of 3n0 and C, are present.
Thus if P(5n0)} (inert gas) = 10 nm Hg, and P(Og) =

- pY

750 mm Hg, then T(3n0) is reduced by a factor of 12.5 by the

<l

presence of oxygen (larley and MecAvoy calculate a reduction
of 13.2 at 152500, and observe one of about 10). AL lower
btemperatures (and hence pressures, the reduction is, of course
more. As the graphs of log p against 1/q are roughly
parallel for Sn and Sno. (neutral gas), and are approximately
actor of 50 apart., it would seem that the rate of growth
from uﬂ“a in an oxygen atmosphere and from Sn in a neutral

atmosphere should be about egual for P(SD)O)( weutral gas

olinm Hg, o T o~ 14:00°¢. This is roughly the temperature
for evaporating Sun used at Durham, see fig. 2 (the temperature

is herd to assess, as the ccoling effect of the

m
I._.,
l__J
o)
O
H
6]
o
4
H
A
I._.

carrier ges on the vin in the evaporzting boalt is an uncertain
quantivy). It is illuminating to consider what hapnens,

for temperatures of this order, as the presence of oxygen in

the carrier gas is gradually increzased

D] =

. Frovided the

flow rate is slow enough (see Below), every cuygen molecule

passing the tin boet will take part in this reaction

ich thermodynamic data suggests is heavily weignted to

P2
OO o=

to the »ight. 20, as the oxygen nressure is increeased,
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a kind of pseud@-equilibrium is obtained above the tin
boat acrosgs the cross secuoion of the tube. If this does

not occur, the theory should still be gualitatively true.

0]

The

¢}

validity of the assumption can be roughly seen Dy

=

comparing the Lime an atom takes to diffuse across the tube,

with the time the general flow takes to pass the tin boat

aresa. The diffusion time can be roughly obtained from the
general principal in diffusion that the distance travelled

varies as the square root of the vime. The basic unit of

Qo
|_|
(u
._)
Q
D
[N
0]

the mesn free path, and vhe basic unit of time

iz the time talzen to travel The mean free path. The mean
o iy e g . + A%~ - i - —5 L a2 O—r
Ifree path in air at ©7°C is 5 x 10 “cms, so that at 17007

4 10" “oms. Tre velocity of the heesviest (and

ore slowest) atoms involved, Sn, is~ 2 x 10 cm £ sec

and s0 ise~ 5 x 10 cri/sec at WYOOOK. Therefore the
o a0 — <
nit of time is~ & x 10 secs. The distance we =zre

i

interested in isw5 x 10" mean free paths, therefore the +time

an—=1C . a2 . - ;

10 x (% x 107)° =~2 secs. If the length of the

a3 Al mmen 3o dnle 4 T 3 e ey S

tin boat area is teken as 4 cms ,, maximum speed of 2 cms/sec

ived a@t. If the area cf cross section is 5 sg cm a flow

c.c./min at 1/uO K which corresponds to 100 c.c./min
*low rates actually used were of this order, and

slculatiocns basad on pseudo eqU1llar¢un are likely to

ansport rates that are apprectebis right, but a

%00 high, especially for higher flow rates.
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Comparison between transport rates achieved by Marley
end MachAvoy and atv Durham are too difficult and involve too

nany unknowns o be able vo say whether our rate corresponds

to the vapour pressure of liguid ttin or solid Snd.. Their
R = [

e . . PR I e o o wr e e

higher temperature (16507°C) is certainly the viggest factor

in their transporting more material in less time.

Their low thermal gradient probably allows them to

H

get fewer and bigger crystals, and their use of helium they

L

1

o

Q

im gives them more perfect crystals. The latter is said
to be due to the high thermal conductivity of helium which
iteeps the crystals at more constant temperatures and prevents

local hot spots and rezevaporation.
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(4.1 continued)

Growth using the vertical furnace

A variation on the above method of crystal
growth was tried in which a verftical furnace of broadly

ilar construction was used. The furnace element

U}

- . . ~- (o]
manufacturer claimed a slightly higher (1550°C rather

than 150000) 'maximum' temperature for this design, which

was one of the atitractions of using it. The idea was %o
use & closed-end Mullite tube in the bottom of which the

11 was to rest

starting tin materia

;\1

(o]

nd when the working

4}

M

vemperature was reached an equilibrium was to be established

.|

etween the Sn or Sn0 vapour diffusing upward and the
oxygen diffusing downward aiter passing through creacks
round thes edge of an alumina 1lid. &n zlternative was to

do sway with the 1lid an narrow bore nuliite tube

Q,
ks
W]
<
[0}
4]

3

ressing down the tube

Q
]
T
5
I._-I
=
o
s

s, inch or two of the
bottom and through which argon could be passed. A small
flow of argon was passed during warming up Lo prevent the
oxidation of the +tin and at working temperature this is

reduced or stopped to 2llow oxygen in. If, during trial

runs, a skin of 9Sn0, forms on the tin surface this can

[\

ce brecken with the argon tube.

it was hoped that this method would incresse the
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rate of growth by working at a2 higher temperature and

)

having a larger surface area of tin (the tube internal
diameter was 4 cms). The variation of method might

also produce changes in crystal habit and perfection.

Theory, and comparison of rate of transport in the two
furnaces

A picture of what should happen in the vertical
furnace when dynamic equilibrium is established (with
: : : AL
no argon flow)is as shown in fig)7.
There is a background of almost atmospheric
oressure of nitrogen, and the picture assumes that only
vapour diffusion (rather than convection) is important

and that the reaction Sn + #0, @ Sn0 is heavily weighted

b o )
to the right. The flow of oxygen atoms down the
concentration ( hence opressure) gradient to the right
of the regicn of SnO, growith is twice that- to the left of

of tin. The atomic flow down the tin vapour gradient

i~ ey . -~ . ) LR 1 o~ A ey ) oy - o~ -f ~ -
cguals that down the final oxygen gradient. because they

L

combine to form 3n0. The pressure gradients are roughly
equal because the oxygen molecules haeve about twice the

velocity of tin atoms, but there are two oxygen atoms Lo

an oxygen molecule.

H
=y
{1
e
&)
(@)
2]

rradient between the two
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.

reactions roughly equals the Sn gradient because both

represent the same atomic tin flow. An estimate of
the parameters can be obtained as follows. Assuming
the length of the tube is 20 cms, the2 vapour pressure
of tin is 2 mm and the partial pressure of oxygen is

200 mm at the tube mouth, then the point of Zn0O formation

. . 1 . . . i
is about '/ of the tube length, i.e. 0.4 cms, from

5C
the tin surface. Thiz distance hasg been used in an
epnroximate theory (nob given here) used te compare
the flow rates in the two furnaces. The theory is based
en the general approaches used in this section. iv
estimates that the vertical furnace should produc

SnO..
e 5n0,

o~

ontal furnace for the experimental

rrangements described. One interesting feature of the
vertical furnece arrangement is that the Transport rate
is independent of temperature. The effect of lowering

tenperatvure is to shift growth c losor to the ©in surface

and so increase the probability of forming a skin of

S¢J£ on the Htin surface. The partial pressure of Sn0

is obtained from the reaction formula ﬁ%ﬁuf}}d [P(OQ)J =
in the region of crystal growth. If The veapour
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is, say, 10 x that of tin, then the region of SnO2 growth
starts nearly 10 x further from the tin surface than the

point of formation of SnO.

Practice

Only about two experimental runs with the vertical
furnace were done at Durham which produced in about 12 hours
crystals of similar size to those requiring about a week
with the other method. There seemed to be a tendency to
form a skin of SnO2 on the tin, presumably because of the
presence of too much oxygen at too low a furnace temperature,
or because of eddy currents of oxygen. The comparison of
flow rates is complicated by the presence of the skin of
Sn0,, and the agreement with theory must count as satisfactory
in the circumstances. However, not nearly enough was done
to establish a coherent experimental picture. The work
was discontinued because the tin attacked the mullite and
the bottom fell out of the tube. Tin had been placed in
direct contact with mullite in early work on the horizontal
furnace without disastrous results, so the difference is
presumably due to the higher temperature (the early work
was done at a temperature over 100°¢ lower) or greater
weight of tin.

The accounht of this method is presented here largely
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as a possible help to future experiments in choosing a
method of crystal growth. The method has several

advantages, but one disadvantage not already mentioned
is the difficulty of introducing controlled amounts of

impurity.
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4.2. Crystal Habit

Three major different habits were produced: rods,
plates and needles. Determining the exact location of
different growth zones was difficult because most of the
growth occurred on the inside wall of the main millite tube.
The bigger and better crystals fell out quite readily when
the tube was tilted. The smaller crystals required to
be knocked out and so gave some indication of position.

Some crystals, predominantly rods, grew on the end of thé
oxygen mullite tube, and the rest started a little farther
downstream.

Needles grew during lower temperature (51135000)

runs and in some circumstances during warming up. Plates
were the major growth habit, but there were nearly always
some rods, perhaps rather more during higher temperature
runs .

These facts largely agree with Marley and MacAvoy
(1962) who found three distinct growth zones:-

rods 1620 -~ 1570°C

plates 1570 - 1460°C

needles 1460 - 1300°C
The dis’agreement is over the temperature. At no time
was any part of our horizontal furnace above.~1SOO°C and

certainly not 1570°C, The explanation that comes to mind,
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apart from possible error in temperature measurement, is
that the degree of supersaturation is important as well
as the temperature. The facts would best be fitted if
a high degree of supersaturation caused a lowering of the
transition temperatures. HMarley and MacAvoy used a low
temperature gradient and should have had a low degree of
supersaturation. In our arrangement, close to where
oxygen is admitted, there will be a rapid change in oxygen
pressure, and hence in the equilibrium pressure of SnO.
This will result in a high degree of supersaturation, as
will the higher temperature gradients.

The needles and rods both had their C axes along
their length and the plates were nearly always diamond
shaped twinned crystals as shown in fig‘tﬁ'. The twin
plane is demonstrated by the observed equivalence of angles
when the crystal is reflected in the long diagonal and the
agreement to within experimental accuracy (~ +°) between
observed and calculated angles if it is assumed that the
twin plane is (013) and the sides are (100) and (811).
Further confirmation comes from the polarising microscope
which showed the optic (c) axis to be (ambiguously)
either parallel or perpendicular to the sides neighbouring
the sharper end. The angle between the two optic axes

was also measured as 530.
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The twin plates were used most for optical work.
Their € axis edges often had (110) faces at 45° to the
plane of the plate, which reduced their useful area for
transmission measurements, but otherwise their outlines
were often nearly perfect with maybe a very small part of
a tip broken off where the crystal had been anchored to
the tube. Apart from that, the plates were not perfect
in at least three ways. The twin plane was often multiple,
with the crystal orientation changing back and forth several
times over a fraction of a mm. around the long diagonal:
there was also fairly often an irregular shaped area of
one orientation jutting into or overlapping the wrong half
of the crystal, with the consequence that it was impossible
to get these areas to extinguish between crossed polaroids.
The thicker crystals particularly were not of absolutely
constant thickness: +this was shown up by interference
methods and was a nuisance for transmission measurements.
Many crystals, particularly the thicker ones, contained
small macroscopic voids, or other imperfections, which
prevented the uniform transmission of light.

These plates seem almost identical with those

grown by Marley and MacAvoy(1962).
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4.3 Crystal Purity

Initially the tin starting material was only of "Analar" grade. Later
purer metal was used. However, the method of crystal growing should considerably
increase the purity due to distillation. The oxygen and argon were usually
taken straight from the commercially supplied bottle. |

Elsewhere in the thesis it is shown from the defect absorptionjand
from the abgence of free carrier absorption, that the defect concentration is
probably not very high ( § 10%7 cm-3). It is argued in 6.2 that the pre-
dominant defect is probably not a foreign atom, so the impurity concentrations
should be considerably less than the above figure.

Two externally done analyses were made., The first was done using
a mass spectrometer owned by British Titan Products Co. Ltd. The results are
shown in table 4.3.1, in p.p.m. by weight. The results were considered accurate
to within a factor of 3. DBefore submitting the material, it was ground to a
powder., Care was taken not to introduce impurities, but this may not have been
sufficient. The first three samples were taken from different early undoped
growth runs, the fourth and fifth were heavily and lightly doped with Sb,
respectively, the sixth was Cr doped and the seventh In doped.

The Al and Si are likely contaminants from the mullite tube, and
the Fe may be a contaminant from tweezers. Sb crystals give concentrations

of about 10° and 2 x 10%2 ™3

s in reasonable agreement with measurements
on free carrier absorption, 'The Cr and In crystals both have about 109>
The second analysis was performed by chemical means at the Chemical

Inspectorate, Royal Arsenal, Woolwich. Both powdered material {prepared in a

similar way to that sent for the first analysis) and single crystals were sent.

The results are shown in table 4.3.2. The single crystals were reported to have

been powdered solely with the aid of plastic material., The results are in DPeDelllay

and £ i appostet Bk o putaring thod hrdiced g



Table 4.3.1.
Samples
1 2 3 4 5 6 7
Na 150 500 150 15 150 150 150
Al 1000 1000 500 100 300 100 100
Si 1000 3000 1000 250 1000 1000 1000
K 100 300 100 300 100 100 100
Va 10 30 10 3 30 10 10
Cr <30 <30 <30 <30 <30 85 <30
Fe 300 500 100 300 1000 300 300
Cu 662 <5 {5 10 10 <5 <05
In <10 <10 {10 <10 <10 <10 200
Sb 50 <10 <10 2000 400 100 <10
Hg 10 -5 <5 <5 30 <5 <5
Fb 10 10 <10 <10 10 <10 <10
Zr 50 50 50 50 50 50 50
All other elements €10
Todde b 3.2
Crystals Povder

Na trace ..5 trace . 5

Ca 5 10

A 20 200

Mg trace 5 trace 5

Si trace 20 300

Fe trace 50 50

Ga n.d. 20 30

Hg n.de 50 200

I trace 50 150
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4.4 Grinding and Polishing

Although the as grown surfaces were generally
good optical surfaces, there were three reasons for wanting
to grind and polish crystals:-

(1) So that the same specimen could be measured at
several different thicknesses.

(2) So that thinner crystals of a reasonable area could
be obtained.

(3) So that parallel specimens could be obtained. This
particularly applied to heavily antimony doped crystals
of which only a few very non-uniform specimens were
available. The removal of surface irregularities
might also be included under this heading.

In fact not very many measurements were made using
ground and polished specimens, laé%ly owing to initial
ignorance of technigues, lack of facilities and the break
up of crystals.

The crystals were generally mounted with "Lakeside 70"
cement, but "Shellac" and "Durofix" were also tried. Initially
they were mounted on ordinary microscope slides, but later
they were mounted on silica discs. The latter was with
the object of possibly doing transmission measurements
using the silica as a backing. The discs were also used in
a jig originally built for E. Kahan of this department and

shown in fig%ﬁﬂ The: circular rim at the bottom keeps
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the jig level, while pressure can be applied through the
sliding central rod. The small steel piece at the bottom
screws onto the central rod, and has a hole through its
centre, so that the specimens can be examined in the
polarising microscope at intervals. Several of these
steel pieces were specially made.

Grinding was done on plate glass using successively
finer SiC or alumina. The final polishing was done using
diamond paste on a polishing pad mounted on plate glass.

The grinding, being between two hard surfaces, cuts features '
of roughly the size of the particles, resulting in a mottled
surface. It does, however, produce fairly good large

gcale flatness. Polishing, on the other hand, with the
diamond particles embedded in a soft surface, only produces
fine scratches by the just protruding particles. The
softness of the surface, however, implies that less hard
areas will be worn away more than harder areas and that

sharp edges will become rounded. T in oxide is quoted as
having a hardness number of 7 (and is indeed uséd as a grinding
powder) and is harder than "Lakeside 70". The result is
that the cement around the crystal gets polished away and

the edges become rounded. There was also a tendency for

the edges of a crystal to break up when the crystal




|
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thickness was~20u , which progressively and guite
rapidly destroyed the crystal.

Trouble was also experienced with removing the
cement. This is because careful temperature control is
necessary: 1if it is cooked too hot it 'burns' on and if

it is too cold it won't flow easily and contains bubbles.

Fig. i1
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4.5 Spectrometers and Polarisers
4.5.1. Spectrometers

Seven different sﬁectrometers were used for transmission measurements
and in addition a small Hilger and Watts monochromotor was used in co%;unction
with a polarising microscope.
(1) Optica C F 4 DR

This machine, belonging to the Chemistry Department, was the one used
most, It is a grating instrument, 800 mms focal length, with s double beam head
used with a chart pen recorder, covering the range 2,000 - 10,000R. Two
sources are incorporated; a tungsten lamp (75 Watts) for the range 10,000 - 3,2003
and a hydrogen lamp for the range 3,600 - 2,0003. The two photomultipliers are
for the ranges 2,000 - 7,400% and 7,000 - 10,0008, /

The principle of operation is that rotatihg mirrors altermately send
a chopped light beam through sample and reference cells. Both beams fall
on the same photomultiplier, whose output is amplified and the two signals
are then separated by a relay which is synchronous with the rotating mirrors.
A servo mechanism drives the slits so as to kegp the final reference signal
constant, causing the amplifiers and recorder to work with the same order of magnitude
signals whatever the conditions of operation. The rectified reference signal
then supplies the potential across the pen recorder slide wire, against wshich the
sample signal is automatically balanced, giving a measure of the ratio of the
light in the two beams. The light through the cells is nearly parallel. In ’
order (o increase the light through the small area occupied by a simgle crysézg.n ‘:;
holder was made with two quartz lens mounted on it to focus the light. This

attachment, however, was not made to work fully satisfactorally.

In order to prevent the slits opening too far, thus giving poor resolution,

the amplifier gain had to be turned high if only a small crystal was used. In
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extreme cases the slits would be driven fully open by the servo mechanism,
Vhen the gain was high, instrument noise became important, especially when
the crystal absorption coefficient was large. Initially it was assumed
thafigesultant output was given by the square root of the sum of the squares
of the noise and the signal, and many results were worked out on this basis.
Rather difficult measurements to check this were later carried out, and it was
found not to be true.

(2) A second Optica machine with slight differences from (1) was later
acquired by a group in the Applied Physics Dept. This was used in single
beam mode for luminescence experiments.
(3) Spectromaster
This machine was acquired by the Chemistry Dept. and covers the
range 0.6 = 25/u, but has poor resolution.(l/u. The prineiple of operation
of this instrument is that the energy in sample and reference beam is kept
equal by moving a "comb" in and out of the reference beam. The scale can
be adjusted by a second comb in the sample beam. When the instrument is used
with the small area of a single crystal, a small hole in a blank is required
in the reference beam. Because this small hole has dimensions similar to
those of the "{eeth" of the comb, the absorption scale is not likely to be linear,
For th%s reason this instrument was not much nsed for absorption measurements,
but enly for refractive index (interference) measurements.
(4) Another instrument somewhat similar to fhe Spectromasier was used
in early work on refractive indices., If only covered the range > %/u.
(5) Hilger and Watts.
The Applied Physics Dept. posessed a Hilger and Watts prism monochromator.

This was used with various prisms and detectors for absorption measurements.
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(6) Barr and Stroud

The Applied Physics Dept, acquired a Barr and Stroud grating
monochromator. Most of the later free carrier absorption measurements were
made with this instruments
(7) Unicam

An old Unicam spectrophotometer was used for some very early measure—
ments. It was a single beam instrument with a built-in mechanism for inserting
into the beam first the sample and then the reference object.

4,5.2. Polarisers

The first polarisers used were sheet polaroid, The chief drawback
of thig is its limited range. Around 4,000X it has a complete absorption
edgé and above about 8,0003 it loses its efficiency as a polariser. In
addition its polarising efficiency is not high just above the absotption
edge, as is shown by white lights appearing blue when viewed through crossed
polaroids.

Because of the limitations of polaroid a polarising prism was
purchagsed from Hilger and Watts. Because of the expenge only one was purchased.
The prism polarised effectively over the range in which it was used, i.e.
2,9003 - 3/u. At shorter wavelengths it transmitted a progressively smaller
. fraction of the light. 'he prism was made of Calcite which absorbs strongly
around 7/u.

Using the prism it was essential when doing_absorption measurements
to measure both with and without the crystal in the beam. The measurement
without the crystal then acts as the "100%" line. This is also advisable vhen
using polaroid because different pieces of.polaroid absorb differently.

4,6 Crystal Holders and Cryostats

The Optica and other spectrophotometers are primarily designed for
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liquids. To use small crystals some kind of holder is necessary and for polarised
light it's design is important. A special holder was désigned and built to fit
into the Optica.l The construction of it's central part is shown ip fig. 4.641.
With a plate crystal standing on the V notch (and resting, if necessa¥y, on

ond the. hovigenkal
the vertical metal sheet) the twin line is almost horizontal)ledge can be
varied in height so as to just block out the lower half of the twinned crystal;
The top inverted \5( mask is adjusted so as to -just frame the top half of the
crystal. In this way nearly perfect diamond plates of any size can be mounted
effectively. Also attached to the same stand of the holder is the polarising
prism mounted at the correct height and at such an angle that the plane of
polarisation is the same as that of the crystal, The holder was painted a
matt black to minimise wmwanted reflections.

An alternative central part of the holder was a rotating device
whose centre of rotation was at the same height as the priem. The centre of the
rotating device consisted of a hole overwhich a metal blank with a smaller
hole could be placed. Ower the smaller hole a crystal could be mounted. A
pointer, which moved over a ;ggg'marked in degrees, was attached to the rotating
device. This alternative arrangement was useful for plates that were not
good twinned diamonds and which needed alignment with the plane of
polarisation (see 4.7).

For low temperature work a cryostat was constructed. A diagram of .
the design is shown in fig. 4.6.2. It was designed to fit into the Optica,
and also to use the central parts of the holder described above. (The holder
was still used to support the prism). The cryostat could be evacuated and

then detached from the vacuup pump so that it could be placed in the Optica.

The evacuation serves two purposes: it improves therwal insulation anmd it
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prevents condensation on the crystal. (The improved thermal insulation
reduces condensation on the windows). The silica windows are sealed to

the glass by wax. This seal sometimes gave vacuum trouble, as did the

metal seal to the glass-to-metal sedl and the glass-to-metal seal itself. If

the vacuum was good,one filling with liquid nitrogen lasted 5 - 10 minutes.

FIG. 461
(screws omitted for clarity)

/. FIG. 4.6.2

1LY F




|35

5.7 Interference Methods

Interference fringes were first observed
by accident while doing transmission measurements.
They were then put to use in various ways for the

following four purposes:-

(1) (Relative) refractive index measurements.

(2)

(%) Specimen gquality investigations.

Specimen thickness measur nts.

@

m
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h the axes of

cl

(4) Lining up crystal axs

O}

polearisers.
The methods can be classified as:-
(a) TMultiple beam interference, in both polarised
and unpolarised lignht.
(b) Pirefrigent interference between crossed

wvelarisers.

O

(c) As in (b) except using a polarising microscope

instead of a spectrometer.
The details of the methods are as follows:-

(a) This method was used primarily for refractive

index measurements.
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maxima given by, N)\ =2ntesa / where N is an integer

and \ is the wavelength. If the bandwidth of the

light beam satisfies the inequality
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first (a

and to the ¢ axis) will have
another refractive index. The latter index is always
the same, and the component of light is known as th
ordinary ray. The former index wvaries irom being
the same as that for the ] (ordinary) ray in the
limiting case of the c axis being in the direction of
travel, to a maximum value (for a 'positive' material)
or a minimum value (for a 'negative' material) when the
¢ axis is ] to the light beam. This indezx is the one
for the %%PCuOT | to the ¢ :

=t one of

the ¢ exis in the plane of the gurface

and normal incidence was used, so that the two indices
involved are the extreme ones. The resultant interference
pattern expected is therefore the sum of two, with

ifferent values of n in equation 1. If the two
ralves of a twinned crystal are b exposed



beam, this too must be taken into account and prevents a single
pattern being observed, even when polarised light is used. When
the two components are roughly equal in magnitude, a beat pattern
is produced like the example in fig 4.7.2. If single crystals are
uged with polarised light, and theEvector is | or ”a to the ¢
axis a single pattern is prodvced, with maxima given by equation 1,
Fig 4.7.2. is just the algebraic addition of two such patterns, and
if fringes are counted in such a pattern an extra + fringe is added
on passing through each minimum for the component with small index,
and ¥ a fringe subtracted for the component with large index.

The fringe spacing through most of a group is the average of the two

separate patterns.

Another requirement, for observing the fringes when the output
is integrated as with a spectrometer,is that the specimen must be
sufficiently uniform in thickness that fringes from different parts

coincide. The criterion here is n_:.. <1-N or Ot K > . (The

n wsd
low fringe contrast and the resolution requirements make observations

difficult with a microscope).

~The maximum to minimum ratio for a single pattern (or the
highest such ratio in a beat pattern) is given by ( 1+ R )l
(1-«R)*

where o« 1is the transmission in one traversel of the crystal.

This does not allow for

138
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thickness variation (see above) or resolubtion limitations.
However, from cbscrved ratios, an upper limit can
be put on absolute abscrption (assuming the refractive

index) and a lower limit on pe:

FIG. 473 FI1G.47.4




{b) Two Polarisers.

This method was used 1
thickness.
If two polarisers are ussd, one

)

the light and one placed after the specimen to anszlize
the emerging light, then a different kind of interfer-
ence pattern can be produced, due to the liselrigence
of the specimen.
& 13 E,
Consider fig §. 0A represents the #vector
of the polarised incoming light. OF and OC represent

the directions of polarisetion for f

the two beams in

the crystal, Their magnitudes being the resolved
components of GAi. Fig. 4 shows the emerging lightb.

The relative phases of the two beams have changed due

to differing refractive indices, so if OB now represents
the Eﬁector of that component a2t its maximum, then the
E&ector of the other comnonent may be anywhere

between 0C and OC' depending on sample thiclkness,

liwe

wavelength of light, snd Xxefrigsence. I a szecond
nolariser is placedfto tne first to accept light with
E&ector along OA', then by elementary geometry, the
projection of OB and OC on CA' are ecual, provided
absorption, reflection and interference properties are
whe sa ne,'for the two comvonents. The light
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projections, and averaging over time. For given
sample thickness and H:ﬁaef“l;;:ence, the phase depends

(N+xIX = An twse

where W 8 as integer and Aa the difference in refrzctive

indices. The minima have zero light transmitted and

between Ch and (either) OB or QC. If P = 459
sntle= If was unpoloxised, then,
of course, tne first polariser &bsorbs half of it.
If the wnolarisers are not 4 to each other,
fringes of the form (3R - 2Ry are produced where
cose
a mnstent ( =1 in the perpendiculary depending

phase differencs. The mexzime aind minima occur

identical wavelengths for all values cof ¥y unliess
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that will give minima of zero intenRity, and this
direction depends on Lhe angle of the crysval, unlike
the case with the polarisers [ .

~ : . ' 11

arisers is only partly efficient, this will of

{

!_—J

0

I
2,

course also reduce the contrast. Fig 5 was obtained
uzing an efficient first polariser and no inserted
second polariser, the mirrors and detector producing

sufficient polarisation Lo obtain the fringes.

This 1llustrates thet insbtrument polarisaticn must

always be borne in mind.

The same criterion reg

o
i
f:—‘
I_l
i
i

M
[or}
=}
'_l.
=4
(o]
P
o
:_I -
T

e

of specimen¥ thickness snd vandwifdth of the light
apovly as in case (&), except Zn is replaced bdbyAn.

This means thet the thickness uwniformity requirement

bendwidbth requirement rel:zxed by the same facter in
tre T.RB., bubt an even larger factor towards the blue

end of the spectrum where the dispersion term A dlan)
An XN\

N

from equation (4.7.2) becomes important. AL a
4o0ch
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fringes to be observed in very much thicker and less uniform

specimens than was possible for multiple beam fringes.

Observation of birefringent interference in crystals
vhere multiple beam interference is also resolved, produces an
unexpected effect (fig 4.7.6). If this is compared with Fig
4.7.2 it is seen that, as expected, birefrigent maxima and minima
coincide with maxime in the beat pattern. The multiple beam
fringe spacing is also the same, but the minima in the multiple
beam beat patterns occur at different wavelengths. Fig 4.7.6
shows that these minima occur nearer the maxima in the birefrigent
pattern, producing, for example, too few fringes in the group

around the maxima. The explanation of this effect is as follows:

The expression for theEvector (assuming equal amounts

of the two polarisations are transmitted) is:~

ecé' 8"
E o £ - L .',S"
|_Rllu6 \_&el

;
. "
where S and § are phase factors. The light transmitted, EE%* , o
i
] 8" R & 8"
e 1 - ﬁ " ( € 6. .,e__-_.._"n
|_“e),;5 (‘-Ral:J \- Re-lt l_“e-l.l.

If this is multiplied out, and the demominators are expanded by

the binomial theorem ignoring terms in R2, we obtain after some
further manipulation

2(1 - cos§ + 2R cos (&' §" ) cos§ - 2R cos(éusu ) cos2§
where » 8= JlLé:
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This fermula is found to agree with experinment.

Tor aligning speciments, the case when

04 and OB (fig ¥) are nearly parallel is impocrtant.

If the angle between them is @ , then 023« ws P and
. . . “?9 o oy s .- -

OCXam ¢ . In fig &% 1f OA' is 1 +to CA, then

the output is the normal sinusoidal form with

. . . . . - i . 4 N
minima of zero intemsity and amplitude a2 ¢

If OA' makes en angle Q0~4  with 04, vhere ' is small,
tiren vhe naxwima snd minime of the output are

. . -1
[cos ¢ Snli-¥) £ sing covp—y) J

:'.: IW"‘\I’ICP jl (476)

T¢W290, (OA nmearly parallel to OA'),»
O TP P
‘\-themAmcxlma and minima are

s

[cos ¥ unoe-¢+v)t g s,'m{qo— F +v) ]

=1+ 26 [G0-9) v ]

The outpuv is, however, always sinusocidal
(or constant) with maexina and minima at fixed wavelengt

These eguations are used later,
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(c) Tolarising microscope.
This technigue was mcstly used Lo examine

crvstal guality.
The same principles apply as in the immediately
preceeding ssction, except that nere the output from

indieidual parts of the crystzl can be examined,

erns are

o
s
cr

With white light the fringe pa

integrated. If the fringe number in the green is
more than about 5 ( i.z. fringe spacing <1004 )

[

the light appears wvhite and of intensilty proportional

l_a

to the average of the ifringe maxima and minima. Thus

for the case of crossed polarisers the intensily e snl ¢

If the fringe order is<~¢ (fringe spacing
; o N ) -
>~ i00d Jinterference colours are produced (c.f
Kerr 1954). Fublished colour charts are for fAaconstant

throughout the visible, =&d for 3n0,,0n gets smaller
towards the bplue, shifting the fringe patterm a
little towards the U.V. at the blue end. However,
colour differences were not noticed. Presumnabkly also
the colour temperature cf the source would change
the colours. This, too, was not noticed.

Colours almost repeat themselves for

different orders, and to be sure of colour identification,
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either a '"guarter wave'" plate or a continuously

varying O - 6 wave q

bune

uartz wedge was used. These are
el igent materials introduced vetween the crossed

m
o]
cu
ct
=
(O]
O

larisation directions, egual to i
These add or subtract the phase difference indicated

by the above numbers (which refer to the centre of

plate 1s that its magritude is definitely known,
1

d of view and

its magnitude iz difficult to know exactly. The

wedge, though, gives a continuous range). The colour

changes inuoduced by these devices help to identify

4]

unicuely the colour and hfnce optical path difference.

0]

The microscope was also used with the small

Hilger and Watts grating monochromcter (see section 4.5).

O]

The fringes give & contour picture of crystal thickness,

and fringe oxrder cen be determined by varying the

wevelength. FMinimum bandwidth was ~ 304 , so the

maximum thickness crystal whese iringes could be resolved




w7

The above effects wefe used in the following ways.
1. Refractive indixes
Pairly early, one crystal (sample 6) was

found giving multiple beam interfe erence. For
resolution reasons any crystal would have to be thinner
than 0.4 mm (from equation 4.7.2) for the fringes to
be resolved at all (assuming a resolution of 1.5 X in
the visible. This was about the best obtainable with

the Optica and the surface areas of crystal available.

ct

In normal use, the tTime consta

5.3

nt of the recording

o
system put a lower limit on resolution of A, giving

a limit of~0f2 mms.) Other crystals thinner than the
latter limit did not exhibit interference and so
presumably varied in thickness by more than :‘ OT a2 pa
The interfering crystal was ~ 424 thick and so at
&oooA the fringe order was ~ 450 and fringe spacing
o}
~ 10A. The maximum to minimum ratio..can, under
certain conditions, be used as a check on the amluks
value of the refractive index. The conditions used
only permitted a rough check, which was guite satisfactory.
Part of the spectra obtained were shown in

. 7.2
fig. 3 and single, rather than beat, patterns were

produced in polarised 1light. The patterns were

extended in unpolarised light using I.R. spectrometers

out t01v9r where the lattice absorption peaks make
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e

=
U

interference peaks hard to identify. Water vapour

pealis also cause some instrumental trouble at rather

et
_._.

bnort\wave’“ngths. re the fringe order isa 20, and
the procedure originslly adopted was to try different
values for the fringe order, then count back and

using equation 4.7.1. nlot the relative refractive
index against wavelength. Using various criteria from
dispersion theory (e.g. that in non-absorbing regions a
should always decrease with \ ), the mozt likely plot
wvas chosen. It was hoped thazt this would be confirmed

by ssmples 7 or 5 of 55 4 and 120r thickness which began

to give an interference pabitern for wavelengths longcr

than 5, and 3# respectively, or sample 17 of 2” thickness
which gave interference right through the visible.

L YIS
Unfortunately absolute)certainty, for a combination of

|_.a

reasons, nhas not yet been achieved in fringe identification.

The method attempted was as follows. If the wrong order
1s chosen, the relative refractive index plotsXcannot

hbe made the sanme. An additional check on their

s bure '

thickness ratios came from iHaefrigent interference.

The fringe order identification can be shown mathematicelly
a5 follows (assuming sllowance has been made for the

'beat' effect which complicates matters in unpolarised
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N)\a: Zv\.t,wse' (4.7.8.)

N'\ =20ty e,

MY = 2nbiung,

MiN T Zn't, une, (4.7.9.)

where N\ and X'are wavelengths corresponding to maxima
of order and N and N' (integers) in a specimen of
thickness tq and M and M' are the corresponding (non-
integral) fringe orders at the same wagvelengths for

specimen t,

Then
N _ M
-7 (4.7.10.)
and
Nl ot E _ ; (4.7.11.)
I £, ( S

assuming the refractive indices for the two specimens

- | 5w - ; . .
he same. N -N and M - M ere known from counting
fringes, and the possible choices for W or If only differ

by integers. From this limited choice, only one will

o8
(O]

found to satisfy (4.7.10.) and this can be chacked
at other fringe orders (The method only breaks down
if t0:tf 1is very close to a simple ratio, e.g. 2:1.

The less the initial uncertainty in fringe order, the
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Tewer the number of Thickness ratios that could cause

difficulty. In the present case the uncertainty was
2 or 3 orders). A further check comes from usi?g
W

(4.7.11) and the thickness ratio determined by *éxefrigent
interference (where there is no doubt about fringe order).
Slight reservations were held. The main difficulty
about using samples 7 and 8 was that their thickness
variation (shown by only lower fringe orders being
observed) led to uncertainty over thelr effective
thickness for fringe production and for sample 8 the
comparatively large thickness meant that high accuracy
was required in dealing with high fringe orders. Sample 17
led to considerable experimental difficulties due to its
very small areca and the very broad low order fringes
involved).

Then by counting fringes and using equations 4.7.1
a relative refractive index plot is obtained, limited enity
by the wavelength accuracy with which the fringe maxima can
be read and conceivably by & very small variation in
effective thickness. FaFerbunastety—at—present=rhe
ageuracy—to—atseo—tinitted—by.lack of absolube—eertainty
n—L{eringe—erder. Both indices are obtained from the
unpolarised'beat' patterns, and the indices are shown
in fig;ithdskLThe large errors at the long wavelength end

are due Lo uncertainty in the relative positions of the
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peaks due to the two polarisations (or "how far we are
along the beat pattern"). his is because there is not
another 'beat' minima from which reasonable interpolation

blie
could be made of the Mmefrigence, and fringe magnitude is

no guidelerthis because of lattice absorption. The
error is of the itype that the sum of the indices is
better known than either individually. This error
(which can only be crudely guessed) would be eliminated
if polarised light were used, or more work @one with
more specimens with a different 'beat' pattern. Great
care is required not to make a mihstake in counting past
a beat minima, particularly if this coincides with a
change of instrument. The best check is to make a plot

of refir

[ul)

ctive index and see that there 1s no sharp
Jjump across the minima. For fringes not at the beat
maxima, it is necessary to allow for the shifting of
the peak by the other polarisation.

The short wavelength limit to the method is a
combination of absorption at the absorption edge and
resolution of the instrument. As fringes get smaller
and noise increases (in order to maintain resolution),

Birefrigent

<1‘

fringe indentification becomes impossible

oo
ov

measuresents can be extended further but only by relyin

|
0

on

o

!._

instrument peclarisation as only one polariser w

available in this regionbelewtooof
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ond 4.2,
To put ea” an absolute scale to rigswy, , the

values given by Kerr (1954) for natural Cassiterite
in the middle of the visible were used. Ho range of
values was quobted, unlike some minerals and as natural
Cassiterite occurs in a range of colours, presumaovly
the value is not sensitive to impurity. Because only
one figure was required to give a scale, the second acted as
s check on the absolute value.
Great accuracy in the absolute values does not
sgem to be important, but two methods of check suggest

themselves. &crade check was cbvained by using the

o}

olarising micrcscope on a thicker specimen. From

o
QJ
C‘l“

quation 4.7.2 Qwt is obtained (finding N requires

ct

assuming the same value of fn exists as in thinner

crystals, where the order can be identified easily).

By focusing the microscope on the top and bottom surfaces
t
the apparent depth - c¢sn be determined for e&ither

polarisation. Hence Aa.a is obtained and so too an

absolute valueQ This agreed with Kerr (195¢) but

accuracy was only ~13% (because of focusing limitations).
The second method 1s to measure directly with

a micrometer the crystszl thickness. This is easiest for

m
o
C'J
’.J
n

thick crystals, and the danger is from variations in

by

latness. However, with very careful crystal selection
a valve of t accurabte %o 5# might be obtained, giving

+% accuracy for a 0.6 mm crystal. This would give fn
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Fipm Ant as above. This has not bheen done.

Specimen thickness measurements
This was mostly done with birefrigent
interferenve, either in the spectrometver or the
polarising microscope bGogether with?monochrometer.
It could be conveniently done before or after taking
an absorption spectrum. Egquation 4.7.% is used,
different values of N being tried until the known
relative variation of An is produced. Only for
thicker specimens was exact identification of N not
possible, but even then accuracy of 1% was attainable,
If poor contrast was obtained, indicating thickness
variation, greater reliebility could be had with the
polarising microscope where the thickness of a particular
part of the crystal could be measured, but with rather
less accuracy due to limited visual range (a 4600 - 63008)
and wavelength accuracy. For specimens less than ~ 30um white
lizht colours as described above can be used gérectly.
This method was also used for doped specimeuns.
Further investigations ought perhaps to be made here to
check that Qn does not vary significantly with doping.
When suiteble, multiple beam interference

described by equation 4.7.1. was also used.

Specimen Quality Investigations.
In looking for specimens the later procedure

adopted was to spread out the material under the polarising



1Sk

microscope and to search through, usually in white
light, with or without the polarisers. Without the
polarisers a picture of the general quality can be

chtained from the outline, surface features, etc.

Sometimes parts are dark, presumably because the 1li

‘”)

£

has been bent out of the acceptance of the microscoepe
lens, by prism action. Similar features arec seen

when crossed polaroids are used, but the picture is
confused because the intensity of z part of a crystal
varies, hukxihexpiskurzxisresr depending on orientation.
By rotating the stage of the microscope this effect s
used Lo find out how single crystal a specimen is.

If a region extinguishes all at the same angle, then

it is “imgl: crystal, Twinning and grain boundaries are
shown up. If a region will not extinguish at all,

then there are two parts of crystaldk on top of each

other with different crystal directions. This may either
be two separate crystals or one piece as grown. In

monochromatic light, if the bandwidth is small enough,

the picture is further complicated by the fringes and also
the lack of intensity. The contour pictures enable

the most uniform specimens to be selected (and thickness

U

measured as inhprevious section by varying waveleng

)
ct
,
b
et
-

Ceution is regquired with the cor
surface features as the contour crder wmight Jjump. The

ondy way to be sure is to vary the wavelsngth and note

cl
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fringes passing each side of the feature.
See section on crystal habit for results and

observations.

Aligning Specimen Axes with Polariser

Thicker specimens, which could easily be handled
loose and which had a good diamond outline (see
section 4.2.) were aligned with sufficient accuracy with
the special crystal holder (section 4.6). " Other

specimens were aligned by reducing the birefrigent

interference to a minimum.

Fhe principle is Lo use two polarisers
and rotate the crystzl to eliminate the interference asﬁﬂowﬂ.

If the polarisers are approximately cmmssed]

formulae 4.7.56. apply. The wavelength 1s set near a
maximum and g is wvaried and the cutput nocted. 1t

. ¥ 2 : . ' :
varies as(ﬂbw) , 80 is symmetric about ¢=~¥ , &
minimum of zero,(Here the 'maximum' of the fringe

pattern has turned into a minimum, as the 'minimum' is

, " . . .
constant at¥§ ). Sc provided¥ is small, the crystal
is almost aligned if set for a minimum output. The

drawback of this method is that very small outputs are
involved, and these tend to get lost in noi§e. An
alternative is to adjust ¢ g0 that there 1s no fringe
pattern. This gives the correct alignment (or W= 4 & q )]

T cwljwk

whatever @y . Tf qV¥is suall shis may be lost in noige
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hovever if Y is only moderately small, say 200, this is probably
the most accurate method, A small error in.@ will produce quite
a large pattern, but care must be exercised to ensure ¢ = 0 and
not ¥ . If \/ is increased to almost 900, formula 4.7.7 applies,
which gives almost the same effects as with  small, except for a
nominally constant large background. One is well clear of noise,
but the 'constant' background will vary, making assessment of small
fringe patterns difficult. With moderately small \ f the ratio of
fringe pattern to background is much bigger.
4.8 Data Handling

In order to allow for reflection (2.3.6) is used as the
starting point, and k is assumed << n. To find T the ratio of the
measured transmission with and without the crystal is used. In order
to do the arithmetic to obtain K a computer programme was written using
ALGOL, The programme underwent a number of modifications, but one
version of it is shown in fig. 4.8.1. Incorporated in the prograumme
is a table of reflectivities at each wavelength for each polarisation.
These tables were derived from the refractive index found by inter-
ference methods. (Extrapolation was used for the shortest wavelengths),

The data input includes a crystal identification, the polarisation,
erystal thickness and the wavelengths at which the wavelength interval
between points changes. The latter was designed with the absorption
edge in mind and the longest wavelength points are separated by 100 X,
the shorter ones by 50 X and the shortest by 25 K. The bulk of the
data input is then pairs of numbers corresponding to the specimen

transmission and the " 100%" at each wavelength.
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The output consists of a row for each point, with
columns containing the wavelength, energy in e.v., K, K%, Kfw, /Kkw
and Kd. The square root columns were included because when the program
was written simple behaviour of the indirect transition type was being

looked for.

4.9 Other Experimental Measurements

4.9.1, Luminescence
Luminescence was looked for but not observed. It has since been
observed in some specimens at Durham by Morgan (1966B). The main
experiment in the unsuccessful work consisted of using an 6ptica to
scan the range 2800 - 5000 2. The speciemen -was illuminated with a high
pressure mercury lamp which was passed through a liquid chemical filter to
exclude the longer wavelengths. In spite of the chemical filter quite a lot
of stray light from the mercury lamp got into the Optica. One method of
checking if any luminescence was present was to take a spectrum at R.T.
and then at nitrogen temperature., Any luminescence would almost certainly
differ between the two measurements. There was no noticeable difference.
Another experiment was performed of using a darkened mercury
lamp which emitted UB.V. In a darkened room no luminescence was visible, either
at R.T. or nitrogen temperature; this was still so when the lamp was
focused onto the crystal using a quartz lens.
When Morgan later obtained luminescence it was found that the
specimens we used did not give luminescence in the new experimental
method.
2.,9.2. Hall Effect

The little work dome on the Hall effect, together with the reasons
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why more was not done, are given in 5.3.
4.9.3. Faraday Effect.

The possibility was considered of measuring the Faradey effect,
mainly with the object of finding the effective mass. The following
considerations led to this experiment being considered unprofitable.

(1) FPree carriers
The elementary (classical) formula for the free carrier
Faraday effect is:
& =BN93/2nc eom%n? radiané/metre.
The free carrier absorption is given by (6.3.1),
K=1.7 x 10-18N XB. If we assume that the maximum
thickness for practical measurements is éiven by 3/K,
then the maximum angle of rotation (after adjusting for
differing units) is [Bb)BGB/ch4 €om2(21T)3 ]x 6 x1O3 radians.
The maximum value of B available was ~ 0,6 Weber/mz.

Taking W =102

sec™! (Nw 2/u), n=2andm=0.3m
we obtain the maximum Engle as ~ 0,08 radians.
With simple measuring equipment the accuracy of measurement
would probably be worse than 0.01 radians, éb that the
best accuracy obtainable would be about 124%, and that
at only one wavelength for each crystal,
(2) Intrinsic Féraday Effects
Moss (1961) shows that classically the rotation is
related to the disperaion thus:

© = (Bew/2cm ) dn/dw radians/metre.

(The same relation holds for free carriers). m is the
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sass of the charge carriers, presumably the valence
or conduction band mass for the short wavelength
dispersion and the ionic mass for the lattice
dispersion, For crystals - mm thick the angle of
rotation in the maximum field is € 0.1 radians at
wavelengths longer than the visible.
(3) Theoretical
A glance at the literature showed that the simple
formulae were inadequate and obteining a reliable
effective mass would be difficult, even with perfect
experimental results. One of the difficuities with
using the intrinsic effect is to know what combination
of valence and conduction band masses has been found.
A difficulty with the free carrier effect is the error
in the classical formula. In 6.3 the error in the
closely related classical formula for the free carrier
absorption is large. In that case the clagsical
formula gives too big an effect, and, if the same is
true here, the experimental error will become very large.
Altogether,to achieve meaningful work on the Faraday
effect appeared to involve a big programme of work.
4.9.4 flasma Effects
In 6.3 we show that observation of plasma effects by transmitted
light requires thinner crystals than we had. Plasma effects should bhe

observable by reflection in highly doped samples and would make an
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interesting study. This study was not carried out because we were
not well equipped for reflection work, and because an erroneous
calculation indicated the plasma frequency as being in the far I.R.

4.9.5 Conductivity Measurements

Early on considerable work was put into measuring conductivity.
It was measured on undoped crystals at steadily higher maximum
temperatures up to SOOOC. As grown rod and needle crystals were used
and silver "Dag" dispersion was used. to make contact. Results were
found to be not reproducible and to depend on thermal and electrical
history. For example the current at constant voltage after heating
was found to decay exponentially. Als0 observed was a form of
hyster€sis, in which as the voltage was raised above a certain point
a large drop in resistance occurred, which only reverted back to
higher resistance when the voltage was lowered to a point less than
the first voltage. Another effect was change in the I-V characteristics,
and in particular asymmetry between the two polarities, after passing
curfent in one direction for some time, Photo-voltaic effects were
also observed.

These effects were not fully explained, but Morgan (1966) et.al.
achieved satisfactory measurements at higher temperatures by grinding
off a surface layer. This 1a&er was apparently a high resistance

layer formed on cooling after growth.




5.1 The Absorption Edge and Defect Absorption

The absorption edge was measured on several as grown crystals
on the Optica spectrophotometer. The transmission of free standing
crystals was measured in polarised light and the data analysed, including
the effects of reflection varying with wavelength and of multiple
reflection, as indicated in 4.8.

The early results were presented in Reddaway and Wright (1965)

end cve i d in fig 5.i.2.

for R.T.} Results were later obtained at nitrogen temperatures,
and the results at higher absorption levels are shown in fig. 5.1.1,
on a log K plot. The results for lower absorption levels, vhere defect
absorption is important, are shown plotted for 5.8 in figs. 6.2.1. and
6.2.2. The differences in defect absorption for different samples
vas small (as shown in Reddaway and Wright). Unfortunately spectra
on the thinnest crystals at nitrogen temperatures were not obtained.
The R.T. results have been extended beyond the results published in
Reddaway and Wright by use of the very thin crystal S.16 (7.3/u thick).
These extended resultis are shown in 5.l1l.1. Unfortunately the largest
measurable K has not been increased by the use of S.16 in inverse propor-
tion to its thickness, because its very small area meant that the spec-
trophotometer had to be worked with a higher noise level.

Also shown in fig. 5.1.1. are results from a number of other

sources, the most important being Summitt, Marley and Borrelli (1964).

Their crystals were made with greater care and did not show the defect ab-

sorption. Their wavelength resolution appears to be rather better than
ours,and their accuracy in measuring K may be better in some regions of
the spectrum. However their maximum measured value of K is about 4 times

less than ours,

16l
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(i)
Also shown are the film results of Kochjand of Lyashenko and
(1965)
Miloslavskﬁjk If these results are assumed to be randomly oriented, and
if parallel absorption is neglected, it would seem that these should be

3/

multiplied by “* 2 to give the perpendicular absorption. Also shown are
. the single %ery approximate points obtained from the U.V. dispersion
analysis in 6.5.
Limited measurements of the absorption edge have also been made

on Sb and Cr doped specimens, and these are given in 5.2 and 5.3.
5.2 Chromium Doved Crystals

Measurements were made on the Optica of Chromium doped specimens.
The results are shown in fig, 5.2.1. Four graphs are plotted; J_ and.[[a
polarisation both as measured and with the absorption of 5.8 subiracted
(i.e. including the defect absorption}see figs. 6.2.1 and 2). That the
defect absorption should be included is clear from the fact that the parallel
abgorption has a knee (beyond the range of fig, 5.3.1) around 3.4 e.v.
similar to the defect ahsorption. This is indirectly clear from fig. 5.4.1
from the comparatively smooth curve after the subtraction including the
defect absorption. However, the shorter wavelength subtracted points
cannot be taken as reliable, both because they are the difference between
two considerably larger numbers, and because the dsfect concentration may
not be exactly the same as in S.8,(S.8 is rather on the high absorption
side of the small spread between different crystals). The accuracy of
the_L absorption gets steadily worse beyond, say, 3.25 e.v, and that
of ﬂuaﬂygbsorption is uniformly rather poor between, say’3.1 and 3.5e.v,

and then gets worse.
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5.3
5.3.1
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Absorption in Antimony Doped Crystals

Measurement Errors

A number of measurements were made of free carrier absorption.
The general quality of these measurements was not very high.

The main reasons for this were specimen quality, speciment size
and instrumenfation.

Some of the ways in which poor specimen® quality was a
hindrance were microscopic voids or other defects that did not
give a clear passage to the light inside the crystal, Together
with surface irregularities and non-parallelism, these circum-
stances meant that a rather uncertain quantity of light was
scattered or refracted out of the path of the light. How much
of this light got collected and recorded depended on the details,
such as how much (if any) focusing of the light there was.

These factors led to two related types of error. The first

was a systematic error in the zero for K and the second was the
possibility of significant variations of the light lost at diff-
erent wavelengths, The first made itself obvious by the fact
that if the light transmitted through the crystal was compared
with the light trausmitted by a hole of the same area, then the
light transmitted by the crystal was considerably less, even in
wavelength regions where the absorption was thought to be small.
The effect also often showed itself by the transmitted light

sometimes being very sensitiv

<D

tc the exact angle at which the
crystal was mounted. A third possible type of error from these

imperfections is that some of the collected light may have been

e.g., twice deflected from voids, and so have travelled through
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a greater thickness of crystal.

Another type of specimen quality imperfection that would lead to
errors is non-uniform doping. In regions of low absorption the value of K obtain-
ed will be representative of the average doping, but in regions of high absorp-
tion the average will be weighted towards the low doping regions. The speci-
mens chosen wostly seemed uniform in colour, and this error is not thought to
be very large.

No specimens were larger than about 3 mms across, and small size
meant that high instrument gain had to be usegfib high instrument noise
resulted (in addition to any increased effects of stray light). The usual
habit for plates was the twinned diamond shape, and so if measurements were
required in polarised light, half the crystal could not be used. 1If, in addition,
the twin plane was not perfect and part of one orientation extended across
into the other "half" of the crystal, the area was reduced still further. The
polariser itself transmitted only about 40% of the total light incident on it,
and so the total reduction in available light for polarised light experiments
was at least a factor of 5. For thig reason, most of the experiments were
done in unpolarised light. The asmaller size was alsv a disadvantage because of
the possible accuracy of positioning. Mostly single beam instruments were used,
and in order to obtain trensmission values, a reference measurement must be
made without the crystal in addition to the measurement with the crystal.

This can either be done by working right through a range of wavelengths with the
crystal in and then right through again without the crystal, or the crystal

can be inserted and removed at each wavelength, The former is subject to

drift, and the latter is very sensitive to positioning the crystal in the same
place each time.

There were certain instrument limitations. This was mainly because

at times the only available instrument was the Barr and Stroud (see 4.5), and
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with the accessaries used its sensitivily fell off rapidly around 3/u and in
the (near I.R. and) visible. In addition to the reduced sensitivily, this meant
that if the method was used of measuring over a range of wavelengths wi.th the
crystal in place, then in order to obtain reasonable accuracy very accurate
wavelengths settings were required to make the reference measurement at exactly
the same wavelengtha.
5¢3.2. Results

Some of our results are shown in figs. 5.3.1. - 5.3.5. Fig. I.3.).
showsx14: 18 and 19 plotted without the zero for X having been specially ad-
justed. The lower points on the graph could be made to fall more on the straight
line by adjusting the zero for K, but their intrinsic percentage error is large.
The fall away from the straight line at high K for §,.14 and 18 could be due to
a number of errors such as non-uniform doping or thickness. The slope of the
lines averages f£o a power law of about 3.3. Some polarised measurements on S.15,
vhich comes from a much higher doping run, are also shown. The effect of
changing the zero for K is shown to have a large effect on the slope. The plot
with shallower slope can be seen 10 be curved, and hence possibly suspect, but
the effect is not large. The steeper curve, which is perhaps the optimum for
obtaining a straight line gives a power law of about 3.1, but this is very app-
roximate. The measurements on §.15 were done on the Optica, and the longer
wavelength limit was determined by a combination of high sbsorption and falling
sensitivity. The lower wavelength limit was determined b/ uncertainty in
allowing for absorption edge absorption,

Fig. 5.3.2. shows podarised measurements on S$.18 in the I.R. There

is leas zero error for these measurements than for the polarised measure-

ments on 8,15, and so they are better for determining the ratio of the two
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polarisations. The ratio s

KJL- = 1-25-
Ky

and the error is about 5%.

Fig. 5.3.3. using the same data as Fig. 1, shows K plotted against
X'_}e. How good a straight line is obtained does not devend on the zero of K,
Rezsonable straight lines are obtained in the range shown, except for S.14 at
high absorption. The uge of unpola¥ised light may account for this deviation
because the light is being reduced by a factor of nearly 1000 at the highest
point. At such reduction levels, much more | polarised light is transmitted,
and so that that absorption cecefficient ig effectively measured, rather than
the average., This wauld change K by over 10% at the top, and a much better
straight line is obtained. The reason for the same effect not being so apparent
in S.18 may be that more of the light was polarised ] to the ¢ axis because of
polarisation occuring in the instrument. It can also be observed there is a fair
degree of uncertainty in drawing the straight lines on Fig. 5.3.3.

As a check on g possible 'Az low, figd34 was drawn for S.l4. It can
be seen that large departures occur for 0.5 <>\2<} 2¢5. If either S.18 or S.19
had been used, the graph would have curved up at longer wavelengths also,
Fig. 5.3.5 shows measurements on $.15 taken on the thico_. in polarised
light at R.T., and at nitrogen temperatures. More than one set of R.T.
measurements are shown, and their variation is an indication of error. A
major source of error here, especially at longer wavelengths, arises from
instrument noise. It can be seen that the nitrogen values equal the R,.T.
ones within experimental error. It might be mentioned that in one experiment
the absorption was monitored (at fixed ). ) as a crystal was cooled to nitrogen

temperatures, and changes were noted but the net change was very small,
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As can be seen from fig. 5.3.1 lowering all the K values by changing

the zero looks more plausible, and no significance should be attached

to the fact that fig. 5.3%.5 is plotted against )\2. XS would give a better
straight line. The skape of the //uabsorption is roughly 1.3 times

the slope of the] absorption. This agrees with the ratio of 1.25

found above.

The absorption edge of some of the doped crystals was also
measured, This is illustrated in PFigs. 5.3.6 and 5.3.7. For the
lightly doped S.14 no correction was made for free carrier absorption
as this was almost negligible. Por S.15, which is about 30 times more
heavily doped, the free carrier absorption was extrapolated and
subtracted. This was done by using the best possible )\3 lav fit to
the data for K, This method is independent of the zero for K, and in
fact a zero for K is found by the method. The assumption of a cube law

eogrerimand)
for extrapolation may be a source of error, but any systematicJerror
that changes uniformly with wavelength will be largely corrected for.
Two independent R.T. measurementg of 5,15 are shown, and also a
measurement at nitrogen temperature. Also shown are (R.T.) measurements
on our undoped S.8 and the results of Summitt, Marley'and Borrelli on
purer and better annealed crystals. The latter results for parallel
polarisation at the lower absorption levels are obtained by dividing the
perpendicular absorption by 30. When comparing figs. 5.36 and 5.37
it is essential to note the different energy scales. The figures
cover the data range of S.,14, but measurements on S.,15, because it
is thinner, are available to about 3 times the absorption shown. The
R.T. highest point for perpendicular absorption, 760 e.v. cm_1 at

3.54 (2) e.v. is actually about 0.02 e.v. above the pure results, but
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this could be experimental error. The second highest point is about
0.01e.v. below the pure results, On the other hand the highest R.T.
point for parallel absorption is still about .13e.v. below the pure
results. At nitrogen temperature the highest perpendicular point
almost coincides with the nitrogen results for S.8 while the second
highest is about 0.025e.v. below, For nitrogen temperature parallel
results the highest (S.15) point is still about 0.21e.v. below 5.8,

s::r-)ln order to determine experimentally the zero of K for S.15 a program
was started to grind it thinner. For S.15 this had the added advantage
of the possibility of making it of more uniform thickness, The non-
uniformity of the thickness of S.15 had either restricted the area
available for use, or had introduced errors due to thickness non-
uniformity. (The growth runs that produced the highly doped crystals
produced nearly all needles, and very few plates. Thé plates were not
of the usual twinned habit, and were not very unifo?m). Eventually the
crystal broke up through grihding and polishing, but some measurements
were taken before this happened. These have not been fully analysed,
amd—appesrnow—to—have—beemr lost,

S.15 was also the only crystal on which a successful Hall
measurement was made, The measurement was difficult due to instabilities
in the contacts, and also the rather unsatisfactory shape of the crystal.
The contacts were made with silver 'Dag' dispersion. The voltage on
the Hall probes was unstable, and the difference in the voltage was
recorded many times as the magnetic field was switched on and reversed.
Because of the high doping the voltage was small, but a certain voltage

difference occurred several times during switching, and this was taken
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as the Hall voltage. Using the basic Hall equation of R = 1 a value
ne
3 was obtained. No numerical constant was used

of nof 1.5 x 1020cm-
in the Hall formula because the carriers were degenerate. The error
on this figure is at least 20%.

The diamond shape, and the imperfections, of the other more
lightly doped crystals made Hall effect measurements difficult, and these

were not performed. One reason for this was that this doping range

had been well covered by Summitt and Borrelli (1965).
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5.4 Refractive Indices (and Mul ti phonon Lattice Absorptign)

5¢4.1 Infra Red Refractive Index.

Fairly early in the work good interference spectra in unpolarised
light were obtained throughout the I.R. region with sample 6. This sample
was known to have very parallel sides because it gave good fringes right
into the U.V. vhere the fringe number was about 500, and also because
of the uniformity revealed by the birefrigent interference in the polarising
microscope. The interference peaks could therefore be relied upon to
give an accurate measure of the relative refractive index (except for the
birefrigence at long wavelengths) provided the correct fringe order
could be determined, Considerable effort was put into doing this
experimentally by the methods indicated in 4.7, but the results could not
be made absolutely conclusive, This was mainly due to the not completely
uniform thickness of other specimens. In particular for sample 8,
the most promising thickar (139/u) specimen, the following difficulties
were encountered:-

(1) Specimen thickness variedjabout 2/u. To obtain fringes for

\ < n44/u required reducing the area of the crystal used, in
order to reduce the thickness variation.

For ).) 7/u mul tiphonon lattice absorption virtually destroyed

the fringes because of the comparatively large crystal thickness.
For 5%/\1 <>\( 7/u water vapour peaks showed up and confused the
interpretation.

For < S/u the fringe order is " 100. This means that for fringe
identification high wavelength accuracy is required. Possible
change with wavelength in the effective thickness of the crystal

also has to be considered. 4As well as being due to the variation




\71

in crystal thickness this could be caused by the focusing

of the light in the Spectromaster (555=4<5), combined with

slight misalignment.

More work with this crystal might be successful, but after a
considerable amount of time and effort complete confidence in fringe
indentification was not achieved. Another attempt was made with S.16,
whose thickness is only 7.35 /u. This speciment had a high thickness
uniformity, but the problems encountered here were:

(1) Very small crystal area resulted in very small amounts of
energy being available, and 80 very slow response of the
instrument,

(2) Because of the small crystal size, the most convenient method
of attaching the crystal to the scecimen holder was a weak
solution of nitrocellulose. Interpretation of the spectra
led to the conclusion that a thin film of nitrocellulose
was on the surface and was complicating the fringe pattern.

(3) The very low fringe orders meant that in order to identify the
fringes of S.6, the fringe poéitions of S.16 had to be
measured to a very small fraction of a fringe.

Another factor that might possibly spoil fringe identification
is the possibility of two specimens not having identical refractive indices.
The most obvious possible cause is free carrier absorption, and by using
the fect that free carrier absorption is not detected calculation shows
that this should have a negligible effect on the refractive index of the

specimens used. However, other possible causes of refractive index

variation cannot be ruled out for certain.
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Because of the lack of absolutely conclusive fringe indentification,
work on the I.R. refractive index was shelved for a time. However,
after greater confidence had been gained by lesrning more about the phonon
spectrum from other sources, the data derived from S.6 was re-examined.
It was found that there was only one fringe identification that gave
results that could be believed. If the fringes were assigned a fringe order
one higher than the sensible identification the refractive index was
virtually constant between Z and 3/u and at longer wavelengths its
curvature downwards was comparatively large. The nearest approach to a
reasonable interpretation with this fringe identification would be a
comparatively weak lattice absorption at a2 small wavelength, say 12/u
and no¥% powerful ahsorption at longer wavelengths. Even then the flat
region between 2 and 3 /u would not be adequately explained and the
postulated lattice absorption does not agree with observation. If the
fringes cre assigned a fringe order one lower that the sensible identification,
the gradient of dielectric constant against wavelength squared is steeper,
and the curvature considerably less. The only explanation of such a
curve is powerful lattice absorption at long wavelengthg, again in dis-
agreement with observation (expecially the substantial lattice absorption
at-116/u ). An alternative way of illustrating the difficulty of
elther alternative identification is to attempt to obtain a good fit

between the predicated refractive indices and values obtained from a

lattice model based on the lattice spectra available; with only minor
tinkering. Even when the models are forced to give approximate agreement,
the shapes are wrong.A{ The resulis are shown in Table 5.4.1, and plotted
in figs. 5.4.1 and 5.4.2., The data plotted have had the electronic (u.v.)

dispersion subtracted, for-)\ <S/u.




Table :E-&al_.

\.

. Fringe | Refractive|Fringe ”.urefractive U.V._ 2, p
ey Jo) | Pok o) | Seveadibon |amesa o2 varenniion | e u2 | o VA
; Yy q p
El.25 11,23 1l:44 2,228 126.-1
i|.l.025 11.005 11.93 2.327 g.2l.l
;I.0.565 10.545 12,92 2,506 001 111.2
210-14 10.12 13.90 2671 001 102.4
9.685 9.665 14.90 2,800 001 | 93.4
9.31 9,29 15.11 2.660 15.89 2.942 .001 86.3
8,92 8.90 16.08 2,765 16,92 3,061 .001 79.2
8.555 8.53 17205 2.855 17.945 3.163 001 T2.8
‘8.21 8.195 18.03 2,947 18,97 3.263 «001 67.16
7.885? 7.86 19,00 3,011 20,00 34336 .001 61.8
7.58 7.565 19,98 3.084 21.02 3.414 +001 57.2
7.035 7.015 21.93 3,195 23.07 3.536 .001 49.2
6455 6.53 23,88 3.282 25.12 34632 »002 42,64
6.12 6.10 25.83 3.353 27,17 3,708 0002 3T.2
24.628 4,626 35,11 3.561 36.89 3,952 - 003 21l.4
3.999 3.997 40,96 3.618 43.04 34995 «004 15.98
2 .8143 2.81].9 59.01 3.TL7 61.99 4,102 »008 7,91
2.1121 2.'2.1097 T79.01 3.751 82.99 4,138 «015 4.45
1.67 50 175.6735 99.98 3.7SC 105.02 4,170 024 2.80
1.201. 1,200 139.99 3.8089 147.01 4,201R 046 1.44
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For”}) 5/u the birefrigence is largely obtained by extrapolation,
because there are no usable 'beat' minima. For)\) 9.3/u the polarised
absorption spectra of Summitt and Borrelli (1965) can be used to show that the
dominant contribution to the interference pattern is due to the II
polarisation because of the higher absorption in the 1 polarisation. The
L contribution cannot be completely ignored in estimating the effective
fringe order, and the fringe orders shown in the table seem to be the most
reasonable estimates.

The correction of the peak positions due to the lag of the
spectrophotometer response is appreciabdble. The manufacturers have stated
that this correction is approximately constant (in terms of'X ) over each
scanning range. The corrections used (see table 5.4.1) are considered to
be the best estimates after studying data that include the reduction in
amplitude of the interference fringes due to the lag and the differences in
peak positions between the spectrum used and a spectrum taken at a faster
scanning speed,

The accuracy of the results depends to a large degree on the
wavelength accuracy of the "spectromaster". This is stated in the

instrument manual as follows:

Accuracy Repeatability
5 -15 /u 0,006 /u 0,002 /u

The makers have stated (private communication) that the
quoted accuracy is conservative, and it would seem that for a well
maintained machine like the Durham one, the accuracy is likely to be
close to the limits quoted for repeatability. Even a0, an error of

.001/u at 1.2/u would give an error of .08% in refractive index and




«16% (or ~.007) in refractive index squared, This error could account

for nearly half the discrepancy between €y found (for both polarisations)
from U.V. and I.R. dispersion respectively (see 6.5) and an error of .002/u
could account for most of it. Any error in the corrections (mentioned
above) due to the lag of the instrument will be in addition to the

basic wavelength error. A reasonable estimate for this error would be

1 in 2000 in the refractive indices and 1 iﬁ 1000 in their square.

An additional partial explanation of the discrepancies in €y
can be found in the fact that the spectromaster passes the whole spectrum
through the crystal before passing it through the monochromaster. This
allows significant specimen heating, and the metal mask became very warm
to touch, perhaps 40-5000. The measurements for A 1/u were made on the
Optica machine in which the specimen temperature is very close to R,T.,
because very little energy is put into the spectrum. Ecklebe (1932)
measured the refractive indices of cassiterite (at A =5780 K) at several

temperatures, and he found a temperature coefficient of du a 5.5x10-5(00)-1.

) dat
A temperature rise of 25°C therefore raises n by + 1.4x10 ° or increases

the refractive index squared by «1 part in 700, Any thermal expansion
would also cause an apparent increase in n.

The above four errors or effects could comfortably account for
the discrepancies in €,, but a further effect should be mentioned that
works in the opposite direction. This effect is the reduction in the
Spectromaster of the effective thickness of the crystal due to the
focussing of the light. The angular size of the cone of light that is

effectively used is not accurately known, but a reasonable figure might

be 4° from the centre. The light on the edge of the cone would then




see a thickness reduced by cos4°, or .24%. Inspection shows that for
a correctly aligned specimen the distribution of light energy is
constant over the range of effective thicknesses, and so the average
effective thickness would be .12% less than the actual thickness. This
factor would increase the discrepancies about 50% and make their inter-
pretation more difficult.
5.4.2 Multiphonon Lattice Absorption

Although not the logical place to mention multiphonon lattice
absorption, it was studied for experimental reasons alongside the I.R.
refractive indices. It was observed in all crystals measured, and S.8
is the best crystal (because of its appropriate thickness) for showing
the absorption between 7 and 13/u. The spectrum is shown in fié. 5.4.3.
Unpolarised light only was used, and although with good spectrs from
crystals of differing thickness it is theoretically possible to separate
the two polarisations, this was not done. This was partly because
assumptions about the polarisation of the "unpolarised" light are
necessary, and partly because the polarised spectra had already been
measured by Summitt and Borrelli (1965). They also measured the
unpolarised spectrum, and there were no obvious differences between this
and fig. 5.4.3.
543 Vigible and U,V, Refractive Index.

The sample S.6 was used to give useful interference peaks
down %o a wavelength of around 5600 % where the absorption edge rapidly
reduced the fringe contrast, The very thin S.16 (7.3/u thick) was used

o
to give results down to 3500 A for perpendicular polarisation and to

)
3150 A for parallel polarisation., Some—ef-the—eperimentat—gifficutties

iy
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wé?&#mxﬂé@aeé—iﬁ—érB. The results are shown in fig. 5.4.4 with n2
plotted against 7)\2. The small contribution of I.R. dispersion has been
allowed for by substracting 0.01 xz (with)\in/u) from n2. The refractive
indices have been ncrmalized to the values given by Kerr (1959) for

the middle of the visible.

Allowing for a wavelength error in using the Optice spectrophoto~
meter of 32, the accuracy in n2varies from 1 in 1000 around 1 /u to 1 in
400 at 3200 Z.

Some interference spectra were obtained at nitrogen temperatures.
This data was not analysed and might present difficulties without also
having I.R., data to confirm fringe idéntification. The birefrigence,

however, was unambiguous,
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5¢5 Luminescence

For convenience in preserving a numbering system we shall briefly
consider the interpretation of luminescence results here. Luminescence is
generally carrier recombination via a defect level. This recombination is
an ionic material will be accompanied by phonon emission in the same way as
defect absorption. The phonons thus lower in energy the observed himinescence
peak below the basic electronic transition energy. YThus the defect considered
in 6.3 with a basic energy of 2.,9e.v. might produce a luminescence peak of
about 2.4e.v. Unfortunately similar crystals observed to luminescemse in the
visible by Morgan (1966B) were toe faint to measure, and the only liminescence
measured was in crystals grown by flame fusion. These contained most of their
luminescence at the red end of the spectrum, but they did show a small peak around
2.8e.v. It would be interesting to observe defect absorption in.tliésé erystals or
to measure luminescence in normally grown crystals so that absorptionond Y
could be correlated. One would not expect a luminescent peak at higher energies
than abouf 2.4e.V. in crystals similar to ours. (Indeed the colour of the
luminescence is described as yellow, as oppoéed to the "greenish white" of the
flame fusion crystals).
5.6 " Phonon Parameters

Before giving the results of our classical dispersion analysis, a
few points will be mentioned,

(1) As was found by Spitzer et. al. (1962) for TiOZ, BaTiO3 and SrTiO3,
g0 we also found that assuming a constant value of g for each
oscillator did not perfectly fik the results. To prevent the
reflection rising too high round Wy required a g that was
too large to give a good fit to the sharp reflection rise

around 3 .



(2)

(3)

(4)

(5)
(6)

(7)

(8)

(9)

(10)
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The Japanese results (see 3.2) showed considerable abserption
at all wavelengths, that beyond 39 m (including a shoulder at
around 100 /u) having the most significance.
Points (1) and (2) imply that we may be justified in not talking
the exact wavelengths indicated by the absorption peaks as the
values of Gy,
The results of Spitzer et. al. show excess gbsorption at long
wavelengths in;'l‘ioz." IR
Liebisch and Rubens found increased reflection beyond 90 /u.
With only 3 classical oscillators it is impossible to get a reasonable
fit and also an €¢ as large as 13.6,
The above points make it reasonable to assume a fourth '"phonon"
at about 100 /u for the purposes of the dispersion analysis.
To have a significant effect on € the absorption coefficients
associated with this "phonon" need not be high, because the contri-
bution to ¢ varies as Jn KX\ g% , and both n and ) are large.
The "explanation" of the extra absorption may be anharmonicity
(see 2,2),

n :
The "“phonon" near 100 /u is most L’Likely to be a proper phonon rather
than one of the others being the excess one. For brevity the

arguments are omitted.
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The classical dispersion formulaefound to give the best fit to the

various data mentioned in 3,2 are:-

4 mlarisation
2

n® k% = 3.785 é 4Ty (oF “’;&_2 Ty Z 4“1’
/(P L.:yu)z 1

f . dwpp ';_"%!(ms'l) ‘*%t@/'_“l and % cms )
1 1.76 577 /32 736
2 1 300 Y25 n
3 5.6 252 /20 268
4 2.2 105 0.4 113

ft
“ polarisation

Similar equations but with €e = 4.175 and

4wp od -1 &) )
/"l /u —%%(cm ) “%ﬁ and —2"%;" (cm

1 5.6 455 1/30 695

2 2.4 105 0.4 117

These parameters give the following values of 6‘
with lowest "phonon" without lowest *phonon®
L polarisation 14,34 12.14
if"'polarisation 12,18 9,78

The lowest "phonon" is very dubious, and might be expected

to be much reduced in effect at low temperatures.




g0

The reflection calculated from n and k found from the above formula
is plotted in figs. 5.6.1. and 2 together with the various reflection results.
The most important deviation between theory and experiment is for the /u= 1
phonon for } polarisation (560 - 730 cm-l). This deviation was necessary in
order to fit the I.R. dispersion (see 6.4). A previous fitting ignoring the I.R.
dispersion gave a better fit in that region. Further experimental work in that
region is called for. Turner's results are too small compared with Summitt's
for the /u = 1 phonon, and so are likely to be too sm=ll in the longer wavelength
region also. The effect of the probable small admixture of _ﬂ ¢ polerisation
to Turner's results would be to shift the sharp rise around wl.2 to longer
wavelengths, improving the agreement in that region.

Fig. 5.6.3. shows the I.R. spectrum of a powdered specimen :in Nujol.
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6,1 Absorption Edge

6.1.1. Introduction

The experimental measurements of the absorption edge cannot be plotted
in any simple way to yield directly any information such as the exciton bind-
ing energy. 'The main reason for this is the phonon coupling, and a second-
ary reason ig that the absorption to the n = 1 exciton involves a different
mechanisd from absorption to other states. DBecause of these complexities
it is necessary to gather the meximum amount of information from other
sources and adjust some of the other parameters until a good agreement
between theory and experiment is achieved. Zach evaluation of the theory with
a given set of marameters is a tedious job, and the only practicable method
of presenting the results is to assume the parameters that have been found
to give the best agreement both with the absorption edge and with other
evidence, With these parameters theoretical calculations will be made
of the absorption edge and compared with experiment,

Ve start by calculating the large polaron coupling constants,followed
by the conduction band E - k curve and then some nearly small polaron

parametersfw by volenez Land

6.1.2., Large Polaron Counlinec Constants

fhe counling constant, &, defined
seedion will now ve evaluated leaving the effective mass as a parameter.

The parameters fiuy were derived in sec., 3,2 from (optical) data on phonons.

1
,(1=2_2m 2rgx.608 1 _ 1\+; x .88111  _ 1
2 ‘“3;‘;1 L3 5,78 1434 3 1,17 12.18§

_:IT -
= &i_x_l_o_'lg 2 x 9.1 x 1070 \ ,-.0789 + .04633 (m
1,17 % 100+ x 722 x 1.68 x 107

Thus
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3
= 1053 _L“__
M,

Here ™ is the mass of an electron, m is the 'bare'!' effective mass

. =1
and an avera.ge":i has heen taken of 722 can 7,

2%

)
2

Similarly « 5 0.686 (ﬂ_ \
e |
1

ond 0.0564(&.-.

m
@

For these two vhonons there is no contribution from rolarization

in the ¢ direction. The fourth very dubius phonon gives:-

1
o« , = 0.4.26(_v~_q_\l2

Bven if the phoron is genuine its effect in large polaron theory
is doubtful because at R.T. kT)'hw, and polaron theory does not vet adequately
cover this region.

6.1.3. Conduction Band B - k Curve

The method emnloyed 1o obtain the E - k curve for the Sr102 conduction

band is to tuke the k = o binding energy asiot.’\iwt and, when B >"'w;_ for any
L
- 2,

branch, to take its contribution to the phonon binding energy as ol Wgw;
k 2 \/'—"
2mg

(This is egsentially what 3.3,1, states). Near k = o the shane is given hy

1o

using an effective mass m (1 + Ed‘i.). As the first phonon energy is
A
aowroached, the curve is bent over and flattened in proyortion to the correspond-
ing Wl and qualitatively like Larsen's published curve ford = 1. The point
of discontinuity is determined by the intersection of E =t’\u‘._ and the energy

curve given by the higher energy vhonons alone (i.e. with an effective mass

¢
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and binding energy given without the lowest energy Dhonon) lovered by the

3
2
energy given by the Frohlich formula | 1h / ‘*’1 ‘ﬂ: for the lowest energy
\/ 2mgk
phonon. A similatr procedure is used as each phionon energy is crossed,
wtil the polaron energy is given by the 'bare' energy lowered by a sum of
Frohlich terms, all proportional to 1 + If larsen's theory were used to obtain
k
the voint of discontinuity, rather larger departures from parabolicity around
the resonances would occur because the value of k at the discontinuity is
bigger; this would lead to larger variations in eif?ective mass., The treatment
for E>Wowould, however, be less clear.

Tor simplicity we have combined the second and third phonons

and just used two. Ve have taken uic = +«29 m, and getdl= .83, 9(2 = .40,

ip(-i=1.23 and:d)i‘hwi= 1.03%W 1= 092 e.v, "The resultant E - k curve is showm
in fig, 6.1.1, where tile energy units are ﬁw] and the k units are arbitrary

1
(the points(?“cw’i) Z for i =1, 2 are marked), The larsest value of

1 e
(2mcw 2 (for %w= .0895 e.v.) is .0825 x lO8 cm 1, wlnleLne'arP st edge of

_ﬁ_

the Brillouin Zone isW or .664 x lO"'cm'-l from k = 0. Departures from para-

a
bolicity might be expected to begin about 1 of the way to the zone boundary.
6.1.4. Nearly Small Polaron Parameters 3

3 To allow for the differing vhonon energies, here we can simply

. nutz Di hw = Dhwetc., and use the figure for 2 Dif\wi of :488e.,v. found
. —l .

to give a reasonable fit to the abrorvtion edre, Ve use values for €.

found in 5,4 and values for és (only taking into account the three main optical

phonons) found in 5.6 and take an averase of(__l_ 1\ over the crystallograprhic
€ £S
directions of ,167.

We first assume Jl = J2 and get

I =d,= (.719 - .488) .167.}%‘ = ,02857 = ,169 e

1.35 _,
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The main ¢ondition for small polaron theory is that a parameter of Bagles,
£ 1’ = 4 ( J 2‘ should bed&l. Induding anisotropy appears to give
B

BO

2
J
1 Bo

Using the above values for J we get

£l = '33’

s0 that the zbove condition is only meoderately well satisfied.

Using the above values we obtain

hws, = -.421 e.v, Wi 815 = =e322 e.v.
AwSy = 900 e.v. hw Sgp = +548 e.v.
ﬁm.,»(s01 + 511) = 479 e.v. m,;(s02 + 312) = 226 e.v.

To find the total S values, we svlit these energies up among the
different phonons by using the f?u.y (derived in 3.2.) in a similar menner

to that used for larqe wolarons earlier in this section. We obtain

1 4 < — _ N -
1st phonon SOl + bll = 3,98 302 + 512 = 1,88 n = ,031
| 2ni rhonon SOl + S11 = 2,50 SO2 + 312 =1,18 n=,20
| 5rd phonon S5y + S; = .23 So2 * 12 = 11 o= .33

where we have added the values of n for R.T.

,217 (on + 1) (501 + Sll) = 4,06 Z% (en:+ 1)(8., + S ) =1.92

" The bandwidth, W = 4 x .169 ( e—l'g3 + 29-4'06} .

s

n
~3
Ul
—~~
L]
]
S
[€)
+
)
Q
\N
R
~r

= ,122 e.v. Strictly speaking this resulf violates a condition of Eagles

theory that W should be<«hw. It should be notea, however, that the ¢ axis
contribution to VW (the first term in the above evaluation) is by far the
biggést, and that the density of stales in the band near the edie next to
the bsnd gap is much larger than it would be for a band of the same width

with an isotrovic effective mass. It should also be noted that this bandwidth




'Ly

(.122 e.v.) is a factor of about 17 less than the rigid lattice width,
and the polaron effective mrss is very much bigger than anything pre-

dictable with large polsron theory. A Ffurther point is that a change of

1% inZ%& D results in a chanwe of shout 7% in W and a change of 1% in(_}._ - l.__)
€x €
® Ts

results in a 4% change in W, It is thought that the lower enersy phonons
may be underestimated in strength (see 5.6). This would raise the § paranmeters
and reduce W.

Another noint is that Bagles theory is only to fiwrst order in £l’
and with €1 = 3% terms in -€12 will be imnortant (but small polaron theory
should still be better than large nolaron theory).

We have no direct evidence that J] ~ J One might suspect

2.

J?> J_L because overlap might be greater in the direction of small lattice

distance (c axis). J] = J2 implies a large 'bare' erfective mass anisotropy
- .
] f? . . . il .
because 1wJ = 3 where G is a lattice distance.. Hence _1 = 2.2 (with
At W

J = ,169 e.v., my = 1.00 m and My = 2.20m0). A superficial arguement that
my 'A'am// because the wvalence band is mainly derived from Oxygen 2p orbitals,
and the oxygen atoms are packed with very similar tightness in both axial
directions appears to be false, This is hecause for electron states in a bend
the important factor is ease of movement from one unit cell to the next,
rather that one atom to the next.
Ir J2> Jl’ my is larger, m// is smaller and W is bigger.
We finally calculate the polaron binding energy given he Eagles equ. 5.14
EBp=Do+2J° =2 (1= exp L-% (2n + 1) (so +s1)]>
4us50 -
Including anisotropy we get
Ep = Bo + 4.112 v 232 =43 (exn [2 (20 + D5y + sll)])—- :
b o1 K wSpp
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=28, (1-exp [-% (on +1)(8,+ le)D
Subsgtituting our values we obtain
Ep = 719 + ,231 -,675 (l-exp (-4.06))-.338 (1 - exp (-1.92))
= .002 e.v,
In other worda J is so hig that Ep has almost gone nepative, If

ZJRMD is increased 1¥ then Ep is increased about 7O and if(__]_._ - _;L_) is
€20 ¢

S

reduced 1%5Ep is increased about 3x. It should zlso be rememhered that terms
in-€l2 are likely to have considerable effect, If J2> Jl’ larger values
of Ep are obtained., If T is lower than R.7., then Ep is larger. However,
the smallness of En throws doubt on the degree of applicability of nearly small
polaron theory. Comparison with the binding energy given by weak coupling large
polaron theory shows that the true ¥p & .23 e.v.

As a final comment on the validity of the theory, it should be
noted that most of the narameters in the theory were linked to observation
by means of the continuwum polarization model, which deals only with long

range forces and which introduces E“,and 95 into the theory. Thus it is

possivle that nearly small polaron theoyy is more apnlicable than it appears
to be if short range forces are ignored.
The different phonon branches are allowed for by weighting the
contribution of each to(_;__ _;) in the same way as was done earlier for
€a0 ~€q
large polarons, In this way a“value of D is obtained for each brgnch. In
the calculation of the absorption, the second and third phonons are lumped

e

together with an average enerey and a total D, The justification for doing
thig ig that the third phonon has very small weight and the energies of .

nhonons two and three only differ by a factor of 1.29. The main motive is

to take advantage of the coincidence that the weighted average energy is within
experimental error exactly half the energy of the first phonon (the energies
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being 361 and 722 cm'1). We thus deal with only two values of D, D1 and D

2.

The ratio is found to be: '21 = 1.45 (& rer]
D .11

6.1.5 Continuum Absorption %I 29¢°K (6 )

The two factors that experimentally most determine the magnitude
of D are the shape of absorption at high absorption levels (where n = 1
exciton effects are small) and the absolute magnitude of the 1.3°K absorption
compared with the absorption at high levels. Bach comparison of theory with
the experimental points requires a very large amount of numerical work, so
that accurately getting the best fit is a very long procedure. In any case,
at present7the experimental accuracy at high ahsorption levels does not
Justify high precision, quite apart from theoretical approximations, For
the purposes of conduction band calculations we have assumed m_ = ,29 m
and from this the changes in D with k (or E1) have been calculated. With
this assumption, the variable parameter was the valence band contribution
to D, and the best values found to date are
D1 = 4,05 D2 = 2,8

their ratio having been found above, (The second and third phonons have
been combined).

We shall now go through the steps in reaching the continuum (and
n =2 tooe exciton) contribution to the absorption. The method was
outlined in 3.5. Substituting in (3.5.2) we can obtain for forbidden
transitions that the shape of each part (ignoring the changes in D which are
taken care of later) is proportional to k3ma X where map is the local
effective mass and X is the Sommerfeld factor. Table 6.1.1 shows how
this quantity is obtained for different values of E1-AE ( this is taken
to be equal to E for phonon assisted transitions), in conjunction with
fig. 6.1.1, The energy units are the larger value of”koJ(.0895e.v.),

the energy intervals are + kis and the first value of energy (,157¢w) is
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chosen so that it is .25%hw above the n = 2 exciton (which can be regarded
as the pseudo-end of the continuum). wap is measured in units of l'lc, €
is measured in units of €g, R is in arbitrary units (from fig. 6.141)
and X is found from Elgg . The values of Wap and € are approximately averaged
over an energy intervzl, this being important and difficult near the sharp
change in slope of fig. 6.1.1. Greater accuracy might be obtained by
taking a smaller energy interval,

Each of these energy intervals has different average values of D,
The calﬁglation of the Rp for Bagles' theory is shown in Table 6.1.2 for
the case D1 = 4.6, D2 = 2.99 and T = 296°K and assuming the shape of each
part is the same (as discussed in 3.5 the one most seriously different is
p=m= o). The first two parts of the teble showan the distribution
due to each phonon separately and in the third part each number is the
product of values of Rp1 and sz from the first two parts, the Py and P,
being indicated by the diagonal and row, The total p designation indicated
along the bottom iy obtained by putting 2B2 = p1, because W, AgL was
taken as 2. It is straightforward to show that this is the correct way
to combine the two distributions. With a set of such tables for each
pair D1, D2 it is nov possible to obtain the shuorption at each enersy inter-
val, as shown in tavle 6,1.3., The values of Dl’ and D2 for each row are shown,
(In fact, to save time, tables were not worked out for each Dl’ D2 but only
for two pairs, the other results being found by making approvriste percentage
correstions). wn

The shifting of the zero and one vhonon rarts will now be allowed
for. Taking 20K = ,12 e.v. the zero phonon shift (AE) is .06 e.v. and thz

Yy O [} H 3y, . - .
one vhonon shift Cug}ﬂ) is ~,03 e.,v. The results of this allowance is shown U
o)
I
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table 6.1,3. We have not allowed for the tail of the absorption
of each part (except the zero phonon part). Qualitatively this can
be seen to shift the absorption slightly to lower energies, the
shift getting progressively smaller as we move to higher energies.
The absorption in the column ladbdelled p = o occurs .074 e.v.
above the band edge.
6.1.6 Exciton Contribution of IQ6ﬁ(
We justified in 3.4 the use ogrgncreasing value of D as
we move up the n = 1 exciton band. Associated with this will be a
decrease in the sum of the absorption of all the parts compared with
what would be expected from the density of states. This decrease
is because the Sommerfeld factor varies as $:3, and v, increases as
we move up the band, The shape of the exci:on band, and so also
its density of states, closely follows that of the free polaron
because the exciton binding energy is roughly constant. Because of
the anisotropy of the polaron bandwidths, departures from parabolicity
occur sooner than would otherwise be so, causing a higher density pf
states near the bottom of the band.
We evaluate the n = 1 exciton absorption at points .15%w
(i.e. 40135 e.v.) and +65hw (i.e. .058 e.v.) above the bottom of each
phonon part. These points can be taken to represent absorption from

0 - 4fwand .4 - .9kw respectively, and absorption above .9khw

is not very important. The change in Sommerfeld factor between these

points is assumed to be 2,5, and the values of D1 taken are D:- = 2,33
D12 = 1.58 for .15 kw and D: = 4.1 D12 = 2,8 for .65%w . The number

of states represented by each point is assumed to be in the ratio

-9
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1.3:1l. For the anisotropic bands used here this can be shown to be rouzhly
correct. Table 6.l.4. sets out the calculation of the Rlp of Eagles theory for
the first of the points (and quotes the result for the second of the points)

in a similar manner as for the continuum. Table 6.1.5. at the top shows the
addition of the absorption derived for the two points, after allowance has been
made for the relative Sommerfeld and density of states factors. Below this

is shown the addition of the interband phonon emission and phonon absorption
parts. To do this the .036 e.v. phonon has been approximated as 3 §

(1.e. 0336 e.v.) s0 that twice the .036 e.v. phonon becomes 1¥ egergy
intervals of +tw. The factor e%, has been taken as 4, and the absorption
half way between two evaluation points has been taken as the geometric mean

of the absorption at the two points. The absorption in the p = O columm (phonon
emission) occurs .0l3 e.v. above the band edge.

The average intermediate state energy is taken as 5.4 e.v., which
causes an increase of about 5% in the factor by which the absorption at one
point is larger than the absorption_at one energy interval lower. The figure
of 5.4 e.v. is only a rough estimate; the reason for it being less than the
estimated absorption peak obtained by the short wavelength dispersion analysis
ig that the temm m-l 5 increases the effect of the lower energy transitions.
The absorption to ;iE-é?;. is roughly known from film measurements, and the in-

tegrated aBsorption above that can be estimated from €y (see section 2.3.).

The exciton absorption with this factor included, as well as a
constant factor chosen to give a good fit of the whole absorption with experiment,
is shown in table 6.1.3. where it is added to the continuum absorption.
Uhfortunatféy the energy of the points at which the continuum and exciton

contributions are calculated do not quite match, so that the exciton absorption



Table 6.1.4.

i . 1 . i O
Bxciton absorntion at 2.96°K

Rln = %% phy2n + v GE+)" TP @ ey - (20 +1) pl
B “(m+ 0) ! n!
st Point Dll - 2.33 3= 0308
Py = -2 -1 0 1 2 3 4 5
m=0 ] 2.4 2.68 2.3 1.38 .66
1 L0717 .17 .20 .16 1 .05 .02
2 00257 L0062 .01 .01
3 00015 L0002
Rp, 00272 O7EL 1,18 2,61 3.04 2.4 143 .68
X exp (1,662 x 2.33)
DS = 1,58 A= .21
P = -4 -3 -2 -1 0 1 2 3 4 5
m=0 1 1.91 1.82 1,16 .55 .21
1 332 .634 .60 .39 .18 .07 .02
2 0550  ,105  .,100 .06 .03 Ol
3 00608 L0116 LOL1  .0O7
4| ,000505 .O0096  LOUOY
5| .000070  .00007
Rlp, .odosa 00711 L0675 448 1,74  2.57 2.2& 1.35 .62 .23
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+013 e.v, above the band edge is added to the continuum absorption .029 e.v.
above the band edge. This could be rectified in a straightforward manner,

but the extra work is barely worthwhile. The exciton energy will be taken as
the correct energy. Good agreement with experiment is obtained with the above
absorption located at 3.505 e.v., glving the band gap as 3.492 e,v. with an
estimated error of + .015 e.v.

Undermeath the total absorption is shown the experimentally observed
absorption, the data coming from various sources (see 5.1)+ Below this is
shown the ratio of the observed to the theoretical absorption (which is in arbit-
rary units). 'The high energy experimental points are from thin film¢and are
not very reliable (see 5.1.) The ratio for the middle points is raised if the
continuum energy is shifted %016 e.v.w®p to its true position. This reduces
the scatter of the ratios, and makes a good average about 1.6. The most
difficult feature of the experimental curve to reproduce is the rapid change
of slope on the log plot around 3.5 e.v. This shows up in the second lowest
point where the ratio falls to 1.21.

The change in band gap between 1.3°K and 296°K is thus .105 + .O15 e.v.,

since Kagasawa: and Sﬁznoya observed the band gap = 3.597 e.v. at l.3°K.

6.1.7 Absorption Polarized Parallel to the c Axis.

The simplest assumption is that the absorption mechanism is the
same as for | absorption, but that the optical matrix elements ére reduced.,
If the intermediate states for the n = 1 exciton absorption are from the
same valence and conduction bands as the continuum, then continuum and
n = 1 exciton matrix elements will be in the same ratio for /I“and_l
absorption. Otherwise different ratios will be expected.

The observed R.T. absorption is shown in table 6.1.3 and




examination shows that the ratio of the two matrix elements cannot be very
different in the two cases. The ratio of the observed to the theoretical
absorption is seen to be fairly constant, except that the observed points
are rising faster at high energies. This could be explain by additional
absorption possibly due to a different valence band. It could also be
explained by departure of the conduction band from parabolicity at high
energies, the only difficulty being that this should also apply to l,
absorption,

No account was taken of absorption with this polarisation when
adjusting the D or any other parameters; it is an entirely independent
check.

The ratio of | absorption to // absorption is about 30.

a2

Elliott's approach to the theory does not give so much help in understanding

this difference as the approach adopted by Knox (1963). He obtained

(} o)4° (equ.

“forbidden" transitions as being proportional to | ES Zam .t

9,26 and 9.29). Here B, is a lattice vector in the direction of polari-

(:)*Z amo(‘:) d'!'] °

zation (the Z axis), and an‘( 90»2 = {janh o
where the a are Wannier functions. The suffix n or m indicates valence
or conduction band, and the suffix ?o or O indicates the Wannier function
is centred on the lattice point at a distance of Po in the Z direction,
or at the origin respectively. The Wannier functions are localised
functions derived from the Bloch states for the band, and bear some
resemblance to the atomic (or'molecular') functions from which the bands

are derived, the resemblance being closer the more the tight binding

approach applies. The afo accounts for a factor of 2.2 of the ratio of
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the two absorptions, leaving a factor of about 14 to be accounted for

by (an ( Fo)‘ 2, the two-centre matrix element. A fuller understanding

of the symmetry of the top valence band might lead to an understanding

of this factor,

6.1.8 Absorption Edge at Low Temperature

(a)

(o)

Continuum at 1,3°K

We first compare the absorption obtained by using our
parameters with the results of Nagasawa and Shionoya (1966)
at 1.3°K. To a very good approximation we can put

T = 0°K. Calculatioﬁ from the Rp for total p = o

shows that the total p=o absorption is reduced by a

factor of 3.0 for the lowest energy point (in the continuum).
From the fitting of theory with experiment the R,T.
absorption of this type is about 54 cm—1, so that our
prediction for the absorption at this point at OOK is
about 18 cm-1. This lowest point is .425 R above the
band edge, so that the predicted absorption at the band
edge is 18 = 12.6 cm-1. From the data of Nagasawa and

1.425

Shionoya we deduce the measured absorption to be about

-1

20 cm .

Considering the large number of steps involved in getting

the predicted value, the agreement is reasonable, The



(b)

19

most direct way of improving the agreement is to

reduce D1 and D, about 5% and reduce the ratio of

2
exciton to continuum absorption a little; but there

are many other poss;ble ways.

At an energy corresponding to p = o for the first point
(.0135 e.v. above threshold) for phonon emission, the

R.T. absorption for the n = 1 exciton is found to be

108 cm_1from the comparison of theory and experiment.

At 0°K the phonon absorption part is absent, and from the
R1p the phonon emission part is reduced by a factor of
1.09. The phonon emission part is proportional te

1 + n. For the present purpose we take the average

phonon energy as .04 e.v. and a reduction factor of 1.26
results, These three effects together produce a reduction

of 2.2, giving a "predicted" absorption of 49 cm-1.

Nagosawa and Shionoya's data indicate an approximately Ek
rise to .01 e.v. above threshold, at which point the

exciton absorption appears to be rather under 200m-1.

At this energy there appears a steadily increasing additional

1
contribgtion above the E? ghape. There are two possible

explanations of this, It may be the start of absorption
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with the .046 e.v. phonon providing the interband matrix
element in which case it has a different shape from the .036 e.v.
phonon assisted part. This matrix element might vary as k,

E3/ 2

giving an shape. It is interesting to observe that in

Cu20 a similar rise above the E%shape occurs about 600 cm"1

above the exciton, and that this has been attributed to a phonon of
that energy, while the main "red" absorbtion is due to.indirect
transitions with 105 c:m_1 phonons. The second plausible
explanation is that the rise is due to the density of states
factor. In 6.1 we found the bandwidth in the a or b axial
directions to be ~ .012e.v. at R.T. At 0°K the figure becomes
larger, ~ .024e.v. The sinusoidal rather than parabolic

form of the B~k curves therefore implies significant departures

1
from an E? density of states at an energy of ~ .,0Ole.v.

Considering the latter effect, examination shows that at
.0135e.v. the absorption would be of the order of a factor

of 1.2 higher than the E% curve, Because the range of
absorption represented by the first point is .4fw rather than
the .5%w tacitly assumed in the use of Eagles theory, the
"predicted" absorption should be increased by a factor of 1.25.
Because the parabolic part of the density of states factor has
the term m, mi (where m, is the polaron mass along the a axes
and m, is that along the ¢ axis) the Ypredicted® absorption
should be reduced by a factor of about 2(1.4)% to allow for

the changing polaron masses between R.T. and 0°K., These

factors bring the predicted value to 26 cm~1 gt
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.0135e.v. and 19 en”! at .Ole.v. The experimentally
indicated absorption at .0le.v. is about 16 cm-1.
4¢%;he above paragraph shows that the assumption that
the .036 e.v. phonon is the only one with an appreciable
interband matrix element leads to fairly recasonable
results, The assumption was only made for simplicity
and to aid agreement between theory and experiment in
the shape of the R.T. absorption. The discrepancy
between the absorption values of 16 and 19 cm-1 might
really be considerably larger due to the many approx-
imations used. This discrepancy can be accounted for
by interband matrix elements other than the ,036 e.v,
phonon one. The .046 e.v. phonon might account for the
sharp change of slope ,0l1e.v. above threshold, and this
was assumed in the phonon analysis to obtain a precise
estimate of its energy.
6.1.9 Nitrogen Temperatures
Unfortunately the exact temperature of our "nitrogen" absorption
measurements is unkmnown. Calculations indicate that it was probably of
the order of 10°C above the B.P. of nitrogen (77°K) and probably somewhat
variable, T= 90°K is assumed here. It is also unfortunate that the
shape for the interesting part near the tail is distorted by the defect
absorption. This is estimated (sge 6.2) and subtractéd but the errors

are quite large,}near the tail,
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Theoretical Absorption

The calculation of the exciton part is shown in table 6.1.6.
The interband phonon absorption part is averaged and added to the phonon
emission part, as was done for R.T. The average intermediate state
energy is assumed to have shifted by the same amount as the band gap,
and the bottom line of the table includes the 1 factor as well

(et -1 )2

as being converted to units of K (cm-1e.v.) by a similar method as was
used for 1.3°K. The band gap is taken as 3.590 e.v. (from 3.5 it should
be 3.595e.v.) so the absorption in the total p=o column occurs at 3.603e.v.
This is approximated as 3.600 e.v.

The calculation of the continuum part is shown in table 6.1.7
The Rtotal p sums are split, The top line is the contribution with 2
or more phonons, the bottom line is the zero phonon part for total p=o
and the one phonon part for the rest.

The zero and one phonon parts are very much more important
than at R.T., as also are the 'tails' of the many phonon parts. Part
of the reason for the latter is that the (hole) polaron bandwidth is
larger, making the tails longer. This larger bandwidth also makes the
differences between the positions of zerc, one and many phonon parts
bigger. All these facts make the accuracy of the theoretical prediction
worse,

The fourth section of table 6.1.7 shows our calculation of
the continuum absorption.- The many phonon parts are shifted two energy
intervals (i.e. .0895e.v.) to higher energies compared with the zero
phonon part, and the one phonon parts are shifted one energy interval.

These shifts (which are convenient for calculation purposes) correspond

to a (hole) polaron bandwidth of .179 e.v., compared with a value of



Table 6e1.6. 2

Exciton at 90°K.

1st point Di = 2.33 7 =10
R'p, = 2.3x10 11 2,33 2.7 2.1 1.2 X exp (=2.33)
D; = 1.58 7l = 0032
R1p2 = .005 1 1.58 1.25 .66 .26 X exp (-1.59)
P <, : : :
Dl RN LR -\ -1
: 0
1
2
3
4
5
6
1 totalp X exp (-2.33—1'.58) «005 1 1.59 3.6 4.4 5.9 6.9 6.1 5e3 4.6 3,5
- 1 2 3 4 total |
totalp X exp (-4.1-2.8) 1 2.8 81 15 27 40 56 69 81{ t;:“_‘;',
¢ N

+005 1l 1.59 306 4.4 5-9 5.9 6.1 5.3 4.6 1lst po:mt
002 01 02 03 .5 08 l.l 1.4 2nd POint

onon emission total +005 1 1.61 3.7 4.6 6.2 6.4 609 6.4 6.0
wonon gbsorption total — <QL__ 017 .04 05 .1 ol o1 o1 L1 2l

Total l018 1.03 1.65 3.8 4.7 6.3 6.5 7.0 6.5 6.1
1.3 75 127 310 405 570 620 710 690 690 cm Yte.v.




Table 6.1.7.
Continuum at @oK
D, = 4.48 =107
p_l = -1 0 1 2 3
Rp, =4,5x1077 1 4.48 10 15 x exp (=4.48)
ﬁ§ = 3.03 A = ,0032
Rp, = .01 1,03 3,09 4.7 4.7 3.6 2.2 x exp (~3.05)
| PN 1IN N3 P
)
1
2
E 3
4
5
.6-
R total p 93 Q14,8 18,635 54 79 103 x exp(=4,48-3405)
. 01 1,00 3,03 4.5
total p 0 1 2 3 D, D,E-4E
1.01 3.0614.6 14.8 [16.6[35 154 79 03 4,48 3,03 157
1.65 5.0 |7.6 [28:0{31 |58 |90 [132 4,55 3,05 <657
«82 2.5 | 3.8/ 4 |16 [30 47 4,60 2,99 1,157
1.4 4.2 6 | 7 26 |49 4,54 2.97 1.657
2.2 6 |9 o |40 4449 2,95 2.157
3.1 9 13 (15 4.45 2,94 2.657
4 12 |17
15
5 |6 7
1.01]/1.65/3.88]11.0{17.1|37.7|86 |158 P66 W25 _
continuum absorption 64 104 |244 1693 [1080|2380 |5050 1000016700EGBOO cm -~ e.V.
exéiton absorption 1.3|75 |127 [310 [405 | 520] 620 71G| 690 | 630 | 60C
1.3[|139 | 231 [554 |1100(1650{3000 |6280 |107000740027400
‘experimental | values #~12 |210 | 630 {1050
experimental jffvalues ~7 | 18] 44/ 71| 110! 1651 250! 420 | 600 | ~870
experimentgl //"values-i-‘BO ~210 | 540 | 1320| 2130 3300|4950 [7500 {1230 [LBOOOI26100
energy (e.v.) 3'6?%509
g
| —
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~ .24e.v.' (for T¢ ~ 100°K)- found assuming J1=J2. The same values

of D1 and D2 are shown as were used at R.T., but the same accuracy

was not used. The absorption in the left hand column occurs at

2.604e.v., but this is approximated as 3.600e.v.

The absorption is then converted to cm_1e.v. by a similar
method as was used for 1.3°K, and the previously calculated exciton
part is finally added. It should be emphasised that this prediction
has contained no parameters to be adjusted in order to fit the 90°K
absorption, and the only parameter taken from the 1.3°K absorption is the
band gap. (The intensities at 1.3°K have not been used). The
experimental values forJ absorption are shown beneath the predicted
absorption, and the values for ﬁu absorption on a lower line. The
bottonm line shows the[f;alues multiplied by 30, the ratio ofj_haﬁu
absorption found for R.T.

The predicted values are seen to be too small at low energies
and about right at high energies. Most of the discrepancy can be
accounted for by the following.

(1) Neglect of the 'tail' absorptions. The tails would increase
the low energy absorption, especially that at 3.645e.v. and
3.78e.v. which are two of the worst fitting points.

(2) The zero phonon continuum abs&rption comparison at 1.3°K
indicated that this was about a factor of 1,6 too small,

It was pointed out that this could be improved by taking

smaller values of D, The effect of thus adjusting D would

be to raise the zero phonon part by a factor of 1.6 and the
total p=%, 1,1% ... parts by progressively smaller factors.

It was also suggested that the exciton contribution might be



(3)

lowered slightly (to retain a good fit at R.T.), but the net
effect would be to raise the absorption at lower energies.
If we had assumed the exciton intermediate states had not
shifted their average energy, the exciton contribution would
be raised about 12%, which raises the low energy absorption

and hardly affects the high energy absorption.

There are also of course the many theoretical approximations and

experimental errors, that are involved in the theoretical prediction, and

could account for the discrepancy.

6.1.10.

Evaluation of Matrix Elements

Knox (1963) expresses Elliott's results for the absorption

coefficient at the edge of the continuum as:

K=4rwe(2p 12, (B o)} )2 (6.1.1.)

3a4cn

The symbols should be interpreted as:

W = angular frequency of the light
€ = dielectric constant for the electron-hole interaction

(= € for the continuum edge).

o = Bohr radius calculated with the effective mass and dielectric

constant for the exciton states at the continuum edge.
fo = lattice vector in direction of polarisation ( F3 axis)
Zéﬂ4=The Z component of the "two-centre" matrix element between
the valence and conduction bands.,
= refractive index at the frequency of the light.

Knox states earlier that he is calculating oscillator strengths

(99



per electron. This means that if we are considering bands with spin
degeneracy we should multiply (6.1.1.) by 2. We wish to use the intensity
of the continuum edge for the zero phonon part at 0°k. Using our figures
of D, = 4.48 and D,= 3.03 for that point, (6.1.1) should be multiplied

by e_(4'48+3'03), to allow for phonon coupling.

From our R.T. fit we predicted for] absorption a continuum

edge absorption at 0°K of 12.6cm.1. We therefore obtain

1
z, (o) = 212.6 X3 x §21x1o‘8)4x2x1o1°;2,2g‘ 1 = 2.5 A
47 x5.5x1 015x11 .3x2xe‘7'51 2x4.7x10"8

u
For || absorption

0
(z, () =.684
These are both quite reasonable two-centre matrix elements.
The anisotropy of ¢ and a have been ignored, but should be fairly small
(see sec, 3.4).
A similar calculation for Cu20 yields Zvc(Pcﬂ & 0.1 K (The
exponential factor due to phonon coupling is quite small in Cu20).
(Knox (1963) p.122 obtains a velue of .293 but assumed an incorrect
value for the unit cell volume). The difference between the magnitudes
in Cu20 and SnO2 might be accounted for by a difference of symmetry of
the atomic states from which the bands are derived. In SnO2 the transition
probably corresponds to oxygen 2p — tin 5s while in Cu20 it is copper 3d
to copper 4s (El1liott 1961), the latter being forbidden by the atomic

spectra selection rmles on Al ,

200
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6.2 Defect Absorntion

6.2.,1. Nature of Defects Responsible

The object of this section is to build up the theory fo explain
the observed absorption at the tail end of the absorption edge, of our
nominally 'pure' crystals and pdssibly also to help to understand the
absorption of chromium doped crystals. For the 'pure' crystals, the necessity
for some expla$nation of the absorption tzil indenendent of the absorption
edge was already suspected, especially for absorptien // Jto the ¢ axis, but
the publication of the results of Summitt, Marley and Borrelli (1964) made
the conclusion inescapable for both polarisations. Their results agreed
with ours for high absorption coefficients, but their 'tail! was much steepér,
causing much smaller absorption coefficients in this region.

of b Machiy

Barlier results of some)tnp ahove authors,S&AvCRL1z 1962), show
results more similar to our owm. Unfortunately in their later results they
do not state the historv of the crystals used., However study of a further
paper by the Corning group(Marley and Doclerty 1965) is illuminating, in
that it gives details oi the treatment given to various crystals used in
electrical measurementi: The method of growth of their crystals is hasically
gsimilar to ours (see 4.1), and Bo their resuits and conclusions relating carrier
concentration, type of defect and crystal history in 'pure' crystals are
probably relevant to us. They concluded (p. 307) that the defect responsible
for their donor centres is probably Sn ion vacancies, This conclusion was
based un their results that samples annealed in oxygen at successively higher
temperatures containeéd successively more donors. They ruled out the possibility
of oxygen interstitials because of "structural considerations" i.e. the large
size of the oxggen ion, The conclusion also agrees with the explaination,

to be outlined below, of our optical results and which was being formulated
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before the above paper was published.

The principal arguments from the vresent work concerning the
type of defect are:-

(1) The unlikeliness of impurities.

Different crystals, not all from the:same batch, show remarkably
constant extrinsic absorption. Contamination by impurity atoms would be more
likely to vary from batch to batch. This argument is reinforced by the early
Corning group results giving a simila¥ absorption. There is even less likeli-
hood of the same impurity arising in the two independent sources of crystal,
and the purity of the Corning group's starting material is claimed as being
very high (5p.p.m. Marley and Docherty 1965,|0¢zpm.Marley and MacAvoy 1961
J. Appl. Phys. 32 2501).

(2) The vresence of a peak in the absorption. (This actually
occurs in the parallel mlarisation at nitrogen temperatures, and cen be
inferred by gubstracting the absorption due to the absorption edge in other
cases.) This implies that the conduction band continuum is unlikely to be
involved, as, being a wide band, it.-wowld be unlikely to give rise to such
a peak. (The analogy of band to band absorption with the photo-ionizing of-
the hydrogen atom is not valid here. The hydrogen absorption shows s peak
at the continuum edge, but the photon energy is then equal to the ionization
energy. In a solid the photon energy is much greater than the exciton binding
energy).

(3) The absorption does not change its wavelengkh(within experi-
mental error) between R.T. and iiquid nitrogen temperatures whereas the ahsorp-
tion edge does. This implies that of the initial and final states one cammot
be closely related to the conduction band’and the other to the vzlende band
(by way of e.g. being a shallow nydrogen-like donor or acceptor). If they

were, the energy of the absorption would change in the same way as the change
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of the energy gan.

(4) The difference in shape of the absorption for the two
polarisations can be explained fairly well numerieally on the theory to be
outlined in 6,2.6. provided the absorption is not concerned solely with a
single atomix site. (ihe latter would be the case, e,g, for an internal

transition in an impurity ion). This argument is not conclusive, hecause

in the cese of chromium doping the two polarisations havé different shapes .
and the transition is believed to be an internal one. In other words the - -
agreement could be coincidental. However the reasonable quantitative agreement
is still there for the defect absorption.
If thege arguments are taken as valid, (2) shows that the conduction
band continuum is not involved, and (4) that a single site is not involved.
It would therefore seem thal the valence band (or else a subsidiary defect
level closely related it) must be one (the lower) of the states, (1) shows
that there is no impurity and so all the relevant states must derive from atomic
oxygen p states or atomic tin s states (in the tight bhinding approximation),
i.e, they must be related to the valence or conduction bands. (3) shows
that if the valence band is involved, states closely related to the conduction
band cannot be involved. So it would seem likely that the transitions concernmed
are from the valence hand to defect states probably related to the valence band.
The only other obvious possibility is that the transition might be
from a deep lying conduction bend defect state to a much shallower excited state.
This possibility would seem most unlikeliy, because any excited defeeti state
aggsociated with the conduction band would almost certainly he hydrogenic with
dielectric constant elpse to the static valuve and effective mass cloge to that
of the conduction band. This would make it a very shallow state and over the

energy range involved in the absorption (several tenths of an e.v.) it would
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be inseperable from, and insignificant conpared with, the contiruum states.
Another feature of absorption to such an unlocalised state would be almost
isotropic hroadening, which is not observed. This type of absorption is thus

ruled out:

6.2.2. Type of defect

Leaving aside groups of defects, (such as dislocations,) and impurities,
; simple defects are vacancies (anion or cation), interstizl ions (snion or cation)
and an anion in a cation site or vice versa. For compounds with a high degree
of ioniecity, the latter possibility is energetically most unlikely, Ion vacancies
can either occur in pairé (Schotiky defects) or as a result of non-stoichiometry.
If the latter, over-all charge neutrality requires extra electrons in the
vicinity of an anion vacancy and extra holes in the viecinity of a cation vacancy.
In a simila¥ way interstitial ions are either paired with a vacancy (Frenkel
defects) or arise from non-stoichiometry. Sn0O2 has very high (but unknown)
melting and boiling pointsg., This probably implies large energies of formation
of Frenkel and Schottky defects, and that even at the crystal growing tempera-—
tures of A114OOOC - 1500°C, these stoichiometric defects should have low
concentrations. Schulman and Compton (1963) p. 12 state that at the melting

point of alkali halides there are ahout 0.1% vacancies, and in Marley and Dockerty's

air quenched SnO,, crystals there are about 0.01% vacancies. Allowing.for the

2
rapid2change in concentration with temperature, a short extrapolation from

their growing temperature (63155000), would give a temperature for about 0,1%
vacancies of ~1700°C. This is congiderably less than the estimated melting point.
This might suggest that the concentration of stoichiometric defects (Frenkel

or Schottky) would be considerably less than the carrief concentrations

observed by Marley and Dockerty, and that therefore some other defect must be

responsible for the free carriers. We have thus narrowed the likely defects

HRTE I ST
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to single vacancies and single interstitial atoms. A tin interstitial or
an oxygen vacancy would seem likely to lead to excess electrons and so to states
linked to the conduction band. Thiswould be contrary to our previous analysis
of the experimental evidence. An oxygen interstitial would seem unlikely
because of the large size of the oxygen ion. (On the other hand an interstitial
oxygen might be neutral). A tin vacancy would seem to be the most likely
defect.
6.2.3. Defect Enerey Levels

It will thus be assumed that the predominent defects are tin vacancies,
In terms of colour centres this gives rise to trapped-hole color centers (Schul-
man and Compton 1963 p.139). These authors state (p.158) that apart from Vk
and H centrés very little is known about the confaiguration of the centres
responsible for the trapped-hole absorption bands (compared with trapred electron
(F centre) absorption bands), Their book &s almosq%ntirely about the alkali
halides, so in spite of the vast literature on colour centres in alksali
halides, it would appear not to be very freitful to study this literature in
detail and this has not been done. (For different reasons neither the VK nor
the H centre seem probable: X rays are required to produce the V, centres and

K

anguray in SnO, the high mobility conduction band would quickly make then disappear;

2
the large size of the oxygen ion would make the H centre unlikely to oceur).

A picture of the centre cauvsed by the tin ion vacancy is as follows,
Tin has essentially 6 oxygen neighbours (in fact 2 are slightly nearer than the
other 4). In the neutral centre, therefore, these 6 icns between them will
have 4 electrons too few (the valency of tin). The absense of the tin ion will
raise all the oxygen p levels,(On a simple electrostatic picture the order of
magnitude of the energy changes involved can be obtained by considering the

quantity 23 where r is an interionic distance. This equals about 7 8.V, )
T
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This energy change probably means that all the p states of these oxygens

should be considered as isolated levels, snd not part of Bloch states. At

the centre there are tren 6 oxygens each with 6 (originally degenerate) p states.
These wave functions will mix s little, forming up to 36 close levels. Of these
32 will be occupied and 4 unoccupied (at an unionised site). It is now easy

to see how the same centre can give rise to both an optical impurity absorption
band even at low T (with electrons from the valence bsnd) and conduction electrons
in the electrical work,

Optical absorption can thus be seen as putting one more electron into
the p states of the centre and leaving a hole in the valence band, Alternatiwely
it may be more accurate not to consider the hole as being in the vzlence band
but as being trapped in a unit cell neighbouring the defect. In this case the
accurate description of the transition msy be as an internal transition within
the centre, an electron transfering from a p state of a neighbouring unit cell
into a (raised) p state of the unit cell containing the vacancy.

6.2.4. Relation between absorption and number of: centres

Schulmsn and Compton (p. 56 - 57) quote the following relation

due to Dexter,which is an improvement on the widely used classical relation:-

Nf =087 x 100 __ 0 ¥pox W
(n2+2)2

N = number of centres/c.c.

the "osckllater strength"

St
I

=}
I

refractive index at pesk absorption
W = the width of the absorption band:at the points where the

ahsorption is half the maxinum, in e.v..

the peak absorption coefficient in em L

Kmax

"
Taking the absorption I, to the ¢ axis, and putting (for our samples)
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1

n=2.2, Kmax =40 cm —, W= .5 e.v.
'%

N = 0.87 x 107 % 2.2 % 40 x .5 = 8 x 10%® em3.
(2.2%42)2

(From the ratio caleulated later the value for perpendicular absorption is

1.3 x 1017cm-3)

The oscillator strength,f » 1s a theoretical quantity which corresponds

in classical theory to the number of electrons per centre involved. If there
is more than one possible transition an electron can make then in many
circumstances the sum of the_fnumbers for all the transitions equals one,
and correspondingly if there is one predominant transition it will have:fi&l
(see Ditchburn "1952"), Calculations on F and other centres in the alkali
halides generally give 5115 1. (Schulman and Compton). For our centres there
' are four possible Zevels to which an electron can jump, assuming an unionised
centre. One can say there are four holes, any of which cen jump into the
valency band. Assuming an analogy between electrons and holes, one can say
there are 4 electrons involved, and thet therefore s f should equal 4., Thus if
the observed transition were the only important one,
Ne 2 x 10°€ en™
However it is very likely that there are more transitions further
into the U.V. due to transitions from lower lying valence bands or from the
; filled states of the centre. Also it may be that one of the unoccupied levels g
| is considerably lower than the others, and that the transitions due to the
others lie further into the U.V. So the above estimate of f is likely to be
an upper limit, and the valwe-of N a lower limit.
Comparison with the donor concentrations obtained by Marley =nd
Dockerty shows that a donor concentration of the above figure corresponds to
a sample equilibriated in oxygen at about 120000. Our crystals were grown at

about-Vl4OO°C, but the effective quenching temperature is unknown. 1200°¢C might
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be a reasonable figure,the cooling rate being of the order of 10°C per minute.
(a difficulty asrises if the effective annealing tempersture is much below

the growing temperature, because it would then be reesonable to expect the
effective annealing temperature to be thickness dependent. No significant
thickness dependence of the-defect absorption intensity vas observed), Analysis
of electrical measurements made on our crystals is called for.

6.2.5. Density of Defects from Electrical Measurements

A 'donor! or 'defect' density was used above that Marley and Dockerty
derived from electrical measurements. Three assumptions used to derive thews
results should be investigated further before their density can be used with
confidence, These will be briefly listed as:

(l)A kdegeneracy of 2 was assumed for the donor states. For the defect
postulated here this would seem open to question, (A different degeneracy would
also affect their density of states effective mass of 0,22 m).

(2) The theory they assumed of how the activation energy might vary
with donor concentration seems dubious. No sllowance is made for the varying
number of donors tpat are ionised at different temperatures, which would seem
likely to lead to an activation energy varying with temperature.

(3) They assumed a temperature independent activation energy.

Quite apart from point(2), the defect considered here would seem to have itis
energy 1evel§ mainly linked to the valence band. Thus as the band gap varies

with temperature,so would the activation energy.

/
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6.2.6 Interpretation of Defect Absorption

The defect absorption overlaps the absorption edge, the maximum
overlap being for perpendicular absorption and for R,.T. (rather than
lover temperatures). The most promising data to start interpreting is
for parallel absorption at nitrogen temperatures, where the absorption
actually goes through a maximum around 3.4 e.v. Following the above
discussion we try an interpretation based on the idea that the main
transition involved in the defect absorption is that of a valence band
electron mainly localised in a cell neighbouring the cell containing the
defect (probably a tin Vacancy), to an excited defect state (probably a
2p state of an oxygen atom neighbouring the vacancy).

The theory we shall use is the theory developed by Eagles (1963)
for transitions between two small polaron bands. The theory is gimilar
to theories developed for defects such as F centres, and although it
might be preferahble to use such a latter theory, the present author is
more familiar with Eagles' theory and it is thought to be essen£ially similar.

Vle shall start by applying the theory in its simple form and
discuss complications later. The optical matrix element for a transition
between states centred on neighbouring unit cells, 4L(;:g) andq%(;fgzg)

is given by Eagles equation (43) as being proportional to

ot (zB) O @ (r-B-g) &x (6.2.1)
A dunt f -
where G is the lattice vector between the neighbouring cells and the light

is polarised in the x direction. For symmetry reasons it is likely that
(6.2.1) will be zero when x is perpendicular to G. If this is so,
perpendicular polarisation will excite traansitions between neighbouring cells

with G along the a or b axes and parallel polarisation will excite transitions

between cells with G
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along the c axis. Eagles shows that these transitions have different
phonon coupling, and so different shapes, and his theory predicts the
shapes (assuming the continuum polarisation model). Strictly speaking
the parallel and perpendicular transitions might have a different basic
energy difference for the transition, but this is only likely to be
important for a very highly localised valence band in which the
created hole stays for an "appreciable" time on the site it starts on.
The results given below indicated there is no experimental evidence for
any energy difference.

EBEagles shows that the integrated absorption associated withw

phonons absorbed and p+m emitted is proportional to

H = 8P (& +)"PE)" exp [ -(2n + 1) 5]

Pl (wrp)? m!
which is the same situation as for transitions between wide and narrow
bands considered previously, except that D has been replaced by 3. S
is the same parameter as occurs in Bagles (1966) nearly small polaron
theory (dealt with in 3.3) as So' We called the parameter S°1 for

perpendicular polarisation and ng for parallel polarisation and found
in 6.1 their values to be given by ZSO,IRM = .90 e.v. and Zsozt\ﬂ = ,548
€.V (The summations are over the phonon branches). Uging the same
nethod as before for deténnining the ratios for the S of the different

phonon branches and for combining the two low energy phonons we arrive

at S values for the individual branches and polarisations.
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6.2.7 Parallel Absorption

For parallel polarisation we used for the high energy phonon
S02 = 4.5 and for the combined lower energy phonons 302 = 3,1 (These
rounded numbers actually give jES°2t ¢ = .542 e.v.- near enoughitoc
548 e.v.). In a similar way as for the absorption edge we give in
Table 6.2.1 the calculation of the combined HP for T = 90°K.  For
narrow bands, and provided there are not too meny causes of broadening
such as phonon dispersion, the individual Hp,m should be fairly narrow.
We assume they are just marrow enough to iron out any individual peaks.
The shape of the absorption is then given by the Hp directly, with Ho
being located at the basic energy difference for the transition. The
curve obtained has been fitted to the observed absorption (for sample
S.8) in fig. 6.2.1 (lower curves). The only two fully adjustable
parameters are the intensity of the whole absorption and its energy.
A third slight adjustment was made, and that was to substract a small
absorption (kuJK= 7 ey.cm-1) from all the experimental points, because
at the low energy end there appeared to be another small absorption due
to a different cause. Subtracting a constant amount was the simplest
way of dealing with it - more refined methods might be possible. In
any event the absolute zero of absorption is not an accurate experimental
quantity.

The fit is seen to be good (mostly within experimental error)
up to 3.45 e.v., especially considering the few "adjustable" parameters.
Qualitatively the divergence above 3.45 e.v. can be explained by the
intrinsic absorption edge, but in fact this would not seem to account for

all of it. Unfortunately absorption measurements on purer crystals have
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not been published for T below R.T., and so we cannot directly make
numerical allowance for the intrinsic absorption, Neither are the
theoretical results for the intrinsic absorption sufficiently accurate
to give a meaningful numerical comparison., However, the 90°K
perpendicular absorption can be made use of. If the best defect L
absorption theoretical fit is extrapolated and abstracted, and the

result divided by 30 we have an estimate of the intrinsic parallel

absorption. Extrapolation errors are not very important because

they are divided by 30. This is done for three points as shown.

The results indicate there is still some absorption unaccounted for.
This will be commented on later.

At R.T. the general position, and to a lesser extent the
magnitude, of the absorption is remarkably unaltered from 90°K. (The
intrinsic absorption has changed considerably). The detailed shape
has, however, changed. The absorption at low absorption levels
has increased, and at high levels has reduced; i.e. the "wings" have
grown at the expence of the peak. This is exactly what would be
expected on Eagles' theory, which predicts an increase in optical
absorption assisted by phonon absorption, while fhe integrated optical
absorption remains constant. We have calculated the Hp for R, T, in
the usual way in table 6.2.2 and put the results in table 6.2.1 for
comparison. With the same scaling factor and basic energy difference
as for 90°K, we plot the results together with the experimental points
in fig. 6.2.1 (upper curves). In passing, it is interesting to note

that although the theory gives results for most of the peak not very

different from 90°K, the numbers in the calculations are very different;
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e.g. the combined exponential factor differs by a factor of .206.

The fit up to 3.4 e.v. is seen to be remarkably good
considering that there was not a single adjustable parameter. (The
same small constant absorption was subtracted from the experimental
points). At R.T. we can make a better allowance for the intrinsic
absorption. Unfortunately the low level parallel sbsorption of
Summitt, Marley and Borrelli (1964) on purer crystals égs not
available with sufficient accuracy, but we can assume a factor of
30 between the absorption intensities for the two polarisations and
use either their results for perpendicular absorption, or (1ess
accurately because of defect absorption) our own similar results or
else our own theoretical results (fitted to the whole range of the
edge). The differences are small, and we used Summitt, HMarley and
Borrelli's results and added the resulting absorption to our
theoretical defect absorption and obtained the upper theoretical
curve shown, It is seen to agree quite well with our experiment,
but there is apparently still some abscorption unaccounted for. (The
amount is not much more than the likely experimental error in this
particular part of the spectrum). The amount is less than, but of
the same order as, the unaccounted part at 90°K.

The value of the basic energy difference in the transition
is 2.90 e.v. An estimate of the error might be : 0.05 e.v.,
and the same energy difference is used for perpendicular absorption,
6.2.8 Perpendicular Absorption

Less of this absorption is visible for two reasons, First

the intrinsic absorption is thirty times as great, and, second, the

2(3
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peak appears to be at higher energies. At 90°K there is enough-
that is not swamped by intrinsic absorption to make a numerical
?it worthwhile,
We first used parameters derived from theory as before.ﬂdpa441UMhzﬂ
We used S01 = 7.3 for the high energy phonons and S°1= 5 for the
combined low energy phonons. (These numbers actually give 2 Soﬁwv
= .88 e.v. instead of .§O e.v.). After applying a scaling factor

the results are plotted in fig. 6.2.2 together with the experimental

points (after subtracting 5 e.v. cm-1). The same basic energy
difference (of 2.90 e.v,) is used as for parallel absorption.

The fit can be improved, by taking S, = 6.8 and 4.7 (2ad pert of Tobbogaz)
for the high energy phonon and low energy phonons respectively, as
eBhown in fig. 6.2.2. For the perpendicular absorption we cannot
use the trick we used for the parallel absorption in order to allow
for the intrinsic absorption edge. A qualitative estimate of the
likely form of the intrinsic absorption indicates there may be some
absorption unaccounted for, like there was for parallel absorption.

The R.T. perpendicular absorption has not been evaluated.

The greater swamping by the absorption edge would lessen any information
that might be obtained, but on the other hand intrinsic absorption

can be well allowed for. It might just be worth doing for any

further study. Qualitatively it appears to be related to the 90°K

absorption in the same way as the parallel absorption,

Discussion

The departure of Sivalues from Eagles' theory is small but
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significant, If the S for both polarisations were smaller than
theory predicted, but they were in the correct theoretical ratio,

then two simple explanations would be possible. Either the experimental
parameters (derived from the phonon spectrum) used to obtain the
theoretical magnitude could be in error, or the continuum polarisation
model could be at fault. It might be that smaller S values for
parallel absorption could lead to a sufficiently good fit that it
would be reasonable for the ratio of the S values for the two polaris-
ations to agree with theory, but it seems unlikely. (The theoretical
ratio depends only on the axial ratio, c/a). Assuming the ratio does
not agree with theory, two types of explanation seem possible. First
the continuum polerisation model may be at fault (although it would
seem to lead more easily to magnitude errors). Second, the error mey
come from assuming a 'narrow valence band'. The valence band states
in unit cells neighbouring the defect may either form discrete levels
in the forbidden band close to the valence band, or else the defect
may just distort the valence band in its neighbourhood without making
discrete states. (It might be fruitful to investigate this point
further, either theoretically or experimentally), If there are
discrete states the "narrow band" theory should apply better than if
there is a band. If there is a band, we have seen in dealing with
the absorption edge that nearly small, rather than small, polaron
theory should be used. Eagles has not considered transitions between
small and nearly small polaron bands, so we cannot estimate the effect
numerically. We can, however, look at the opposite extreme, and

consider the effect on S if the valence band were "wide". In this case
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S becomes D, and D is of the same order as S but is isotropic.
Qualitatively, therefore, we can picture the experimentally observed
departure of the ratio of the S values for the two polarisations from
the theoretical value as being due to the finite width of the valence
band making S more isotropic. On either the disérete or band picture
of the valence states of the neighbouring unit cells, we can speculate
that the unaccounted for absorption of the parallel absorption (which
very likely also occurs for perpendicular absorption) is due to transitions
from the lower parts of the top valence band (or even from lower valence
bands) to the excited defect.

A final factor will be extracted from the analysis. This is
the ratio of the integrated absorption for the two polarisations. From
the " sum rule" these might be expected to be roughly equal, but
certainly not exactly so. Ve used the integrated absorption earlier
to estimate the defect density, so the raﬁ}o indicates the difference
in the estimate that would be obtained using the two polarisations,

We obtain a rough figure for the rafio by assuming the integrated

3
absorption is proportional to S? times the maximum height. We obtains

1 absorption - 1.65

JI absorption
The greatest experimental uncertainty arises from the best S values
for perpendicular abserpticn. If these velues are lowered, the ratio

is substantially lowered.
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6.3 Abgorption of Antimoxy Doped Crystals

6.3.1. Power Law for Free Carriers

Summitt and Borelli (1965) performed rather more extensive measurements

than we did in the wavelengths range +5 <>\< 6 /u and carrier concentration range

17

- R
107" = 2x 1019 cm 3. They found that, for each specimen, K varied as \ where v

varied for different crystals from 2,9 o 3.3. At Yemperatures down to 50°K
no detectable change was found, and at 900°K v reduced by about 0.3 and the

absorption magnitude increased by a factor of about two. YThey combined their

K/I\Ie)

measurements by plotting log ( against )\ » Where Ne was found from Hall

effect measurements using a formula with a constant factor of 3™ A straight
line through the points gave K = 1,72 x 10720 N_ N\ (6.3.1.), vsn'.th most of

the points lying within about 40% of that line. The ratio of [f * absorption tol
absorption is given as 1.25. The high carrier concentration samples had Sb
doping, and the rest only had defects to provide the carriers.

Our own results are consistent with these results. Using (6.3.1.)

18

our S.19 has a carrier concentration of 3.6 x 10 an-3 and S.,18 has a con-

centration of 8.3 x 0% e, Teking the lower of the two curves for S.15

in fig. 5.3.1. we obtain an absorption of 150 cm © at 0.7 /4 for the average

20 =3

of the two polarisations. (6.3.1.) then predicts a concentration of 2.5 x 10 cm ’

(which is 13 times the heaviest doping of Summitt and Borrelli), snd this can be
compared with our measured value of 1.5 x 1020 cm 2. If the Hall factor of

3w were omitted from Swmitt and Borrelli's calculation, the predicted wvalue
bgéomes 2.15 x 1020 cm‘3, which is moderately satisfactory agreement. Our
measured ratio for the wo polarisations agrees with Summitt and Borrelli, as does

the absence of change at low temperatures.

Summitt and Borrelli applied Visvanathan's {1960) optical mode
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formula (2.4.4.) at A= 3/u and usede =3¢ x 1014 sec.-l, n=26 =4,

€, =25 and m® = .14 m. They appear to have done the calculation for low
17 cm2, compared with

en® from (6.3.1.). The straightforwvard formula camnot, however,

temperatures (where P>> 1) and obtained ® fj,= 9 x 10~
4.6 x 10717
be made to fit because it predicts a xﬁ.B law instead of \ 3; so that although
we disagree with some of the parami,ters used, there is not much point in merely
substituting better ones. Ve do, however, believe that optical mode scattering
is the most important and we will return to it after discussing a number of
factors. Impurity absorption will be considered at the end and shown unlikely
to be important. The following points will now be discussed:

(1) The varying effective mass.

(2) The effect of electrons in donor states.

(3) The variation of refractive index, n.

(4) The corrections to the simple formula.

(5) Degeneracy,
(1) Effective mass

Examination of the origin of Visvanathan's formula (2.4.4.) shows
that, although the absorption apparently varies as \l *)i—, there are really
three terms that depend on the E-k curve., Using the ':ame definition of the
effective m as previously of t2/ (dE/ dk), then the terms are:

(a) density of final states varies as km

(b) phonon matriz element varies as K2

(¢) photon matrix element varies as k2/m2 (provided the photon energy®) k1),

m and k refer to the final electron state. The product of these terms

1
ig thus k/m, which for a parabolic band varies as (E/m)"’. Therefore in order

to correct (2.4.4.) it should be multiplied by a term proportional to k/mB% ,
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which is constant for a parabolic band.

Two c%%es of non-parabolicity will be considered: first polaron
effects (from fig, 6.1.1. and table 6,1.1.) and second the finite bandwidth
vhich will be assumed to have a cosine variation (in a spherical Brillouin
Zone), The energy range covered by the measurements is about 0.2 = 2,5 e,v,
Within this range the polaron effects are important at the low energy end, and
the finite bandwidth at the high energy end. The two regimes should merge

smoothly to give a reasonably constant correction to the X power law, except

at high energies (say above 1.5 e.v.) where the correction is larger. For
gimplicity we shall calculate the averagé over the whole range. So far as the
polaron effects are concerned k/E% does not vary very much in the range of
interest and the main contribution is from m. From table 6.1l.1. this is about
82 a2t 0.2 e.v. compared with nearly 1 at large energies.

The bandwidth (in a spherical brillouin Zone) that corresponds to an

1 1

effectivé mass of about 0.3 my:is about 4.5 e.v., k/mE? works out as (1 - E/B max)®
vwhere B max is the bandwidth. At 2.5 e.v. this is .667, and at .2 e,v, it is
«98. The two factors together therefore produce a factor of about .56 between
2.5 e.v, and .2 e.v. This corresponds to an increase in the predicted power
law of about 0.23.

A more accurate calculation taking into account the true shape of the
Brillouin Zone would probably show a bigger effect, because in some directions
in k space.the bandwidth is congiderably less than 4,5 e.v.
(2) Donor States

Marley and Dockerty (1965) showed that for donor concentractions up

1R =%
to about 3 x 107 cm “ a substantial number of donors were not ionised. (In

deriving 6.3.1. Summitt and Borrelli used Hall measurements for N, which

only measures free carriers). They obtained donor levels of the order of O.le.v.
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below the band edge. For radiation of greater energy than this these electrons
contribute to absorption, but the states to which they are excited are correspondingly
lower than for the free carriers. The full effects of this have not been worked
out, but a simple way of dealing with this is to use the number of donors,
rather than the number of carriers, in the formula. (This should be accurate
when the photon energy>) 0.le.v.) 'The absorption measurements at the longest
wavelengths are done on the crystals with fewest donors, Swmitt and Borrelli's
purest crystals had a carrier concentration of 1.1 x 1017, and from Marley and
Dockerty we would estimate about 0.4 of the donors are ionised, (This figure
should be treated with caution). This would change the power law(for the whole
collection of specimens, rather than individual crystals) by about 0.35,

This factor also explains why the absorvtion is unchanged at low tempera-
tures, while the carrier concentration of the low donor concentration specimens
falls substantially.

(3) Refractive Index

The variation in index over the range is fairly small for pure specimens,
However, for doped specimens the free carriers will change € (=n2), and at
longer wavelengths will produce plasma effects. The simplest method is to calculate
the plasma frequency (for which€ =0) and then g lies on a straight line on a )2
plot fron€=4 ath=0 to€=0 atx‘,’ the plasma frequency.

2
In M.K.S. Wy 3 N e ( €, is free space € )

mE €,

If N = 1025m-3.,. m=0.26 x 10-30 '...i and & =4,
wy = 1.66 x 104 sec™t

or )p = 11.4/“

Absorption from such a crystal is measured out to a wavelength of about 2;/u.
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The refractive index is then about 2% too low, so this effect is small,
(As, of course, are any other plasma effects). If very thin:crystals were used
it would not be so small,

The magnitude of the effect on the power law of this 2% change can be
estimated by assuming that the absorption coefficient for any specimen is measured
over a range of a factor of 10, The refractive index at the lower end will be
about 0.4% low, so the change over the range is 1.6%. This corresponds to a
change of about .020 in the power law for an individual specimen.

At the longer wavelengths the change in the power law due to the lattice
dispersion may be roughly estimated. Between 3 /u and 6 /u the refractive index
changes by about 4-&%. The change in power law is then about .06. At wave-
lengths <1 /4 there is a rather smaller change due to dispersion in that regionf,
The intringic dispersion might produce an average change in the power law of about
<035,

(4) Corrections to the Simple Formula

The term (1 - %)% reduces the predicted 2.5 power law. The aVverage
Wy corresponds approximately to\= 20 2y 50 that at 6 . K is reduced by a
factor of .84 and at %/u by a factor of .,99. The average reduction in the power
law is thus .07. The P terms in (2.4.4.) also reduce the power law, but they
are small at R.T. and negligible at low temperatures. They would, however, explain
the observed reduction in the power law at 900°K.

(5) Degeneracy

There are two possible effects here which mght affect the more
heavily doped samples which are degemerate. The first effect is that if the band
shape is unchanged by the impurities mosl of the electrons lie substantially
above the bottom of the band. The second effect is that the formula for the Hall

effect for non-degenerate specimens.contains a mathematical constant, while
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for degenerate specimens it is considered to be absent.

The former effect is likely to be largely cancelled out by the
impurity states for heavy doping merging with the botiom of the band to form
a "strong" impurity band. These extra states will equal the electrons in number
and are likely to prevent electrons from having appreciably large energies.

The second effect means that the carrier concentration of heavily doped specimens

has been over-estimated. The effect of this might be to reduce the "observed"

power law by an average of about 0.08 (but not the pover law for individual crystals).
Combined Effects

The;e are two comparisons between theory and experiment that can be
made for the power law., The first is the overall power law and the second is that
for an individual crystal.

For the overall comparison, effects (1), (3) and (4) increase the theoretical
power law from 2.5 to 2.695. Effects (2) and (5) reduce the "observed" power
law from 3.0 to 2.57, so that the corrections have been too big too obtain
exact agreement between theory and experiment. However the biggest correction
(2) is uncertain and might well be smaller. The agreement is satisfactory.

For the individual comparison the theoretical law is increased for
effect (3) _'l:oAa total of 2,715 (but with considerable variation for different
parts of the spectrum), while the "observed" law is wnaffected at around 3.0.

The agreement here is seen to be worse. Two points should be made. Closer

examination may show that effect (2) changes the individual law.
Expeprimental error in measuring the individual power law is more than that in the

the. ‘
overall law, becausejzero error ismore important and the wavelength renge is
less.

Clearly,detailed future work should provide interesting comparisons of

theory and experiment.
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6.3.2. Magnitude for Free Carriers
We will now compare theory and experiment using what we consider to be
the best parameters., We assume the abgorption due to the different phonon
branches to be additive and obtain the result that the high energy phonon has

about 5.8 times the effect of the two low energy-ones combined. We calculate

for T = o that the high energy phonon contribution at )\ =73 /u is about 2 x 1017 N
e and adding 20% for the other phonons gives 2.4 x 10"'171\1w en~t. We have

used m' = «25m. Summitt and Borrelli found 4.6 x 10-17 N experimentally,

but if allowance is made for incomplete ionisation of donors, this becomes about

3 x 10-17 N which is satisfactory agreement, especially if aliowance is made
for other scattering mechanisms.

Provided T is fairly small and we consider photon energies for which
the correction terms in Visvanathan's formula are small, the temperature
dependence is given bg e Eﬂ:‘_ 1 « The lower temperature phonons thus show the

e Hwn <4

e xT =\
biggest increase with T, but their contribution is fairly small (€ 20%). For
simplicity we thus take an average M: 880°K. (The largest phonon has 1040°K).
At T = 295°K the factor is about 1.11,: and at 900°K it is-about 2,2. The theoretical
ratio between 295°K and 900°K is thus in (exact) agreement with experiment., The
exact agreement is fortuitons, because when T is very large, K varies at ‘1‘%
(Gurevich, Leng and Firsov equation (20) ).
6+3+3. Impurity Scattering

One reason why this is unlikely to be very importaent is thelK would be

likely to vary with T at low temperatures. In some specimeng the reduction in

. - / 1
the number of ionized donors at low temperatures might roughly cancel the (U T)-E

term, but this will not apply to all dopings. From (2.4.5.)Ltheoretiéal magnitude
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1

for Ni = Ne = 1018 Cm-3’ 2=1, T= 295°K| n* = .26m, A= l/u and €= 4 is 0.20111-’

which is only &% of the absorption. Lawger dopings would rgise this figure, but
" then screening would be importsnt.

6.3!40 POlaron Effects

The total coupling coefficientZ« for the theee 'proper' phonons,
with fic = .28 m, is 1,3, As mentioned in 2.4 calculations using the Feynman
polaron have showvm that wheno = 3 polaron resonances are distinctly visible.
The reduction ofw to 1.3 would seem likely to almost wash them out. The effect
might be observable as slight variations in the power law at different wavelengths.
6+3.5. Classical Formula

The classical formula in 2.4.1. leads to K = 40 \° x 1078y en?t,
where Ais in microns, assuming a mobility of 100 cm?/ volt cm (Morgan 1966).
At )\= 3 /u this is about 8 times the observed value, At higher temperatures, where
the classical formula might be expected to be better, the agreement is only a little
better because the mobility falls., Higher mobilities or a higher effective mass
would improve the agreement.
6.3.6. Absorption Edge

It can be seen from fig. 5.3.6. that the light doping (~5 x 10%%/c.c)
of S.14 has almost completely removed the defect absorption. Assuming the defect
centres are still present, this csn be explained by the defects capturing one
or more electron each in an analogous way to the electron affinity of an atom.

One of the interesting points about the heavily doped (S.15)
results is that at high absorption levels the) pola¥isation returns to near its
undoped position but the ”u. polarisation does not. Thisimight be explained as
the bresking down of the forbidden nature of the | ‘u. absorption when the lower
conduction band states are being mixed with impurity states.

The shift of the absorption of S.15 to lower energies is interesting,
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Koch (1964) gave results of film measurements which showed that at high absorp-
tion levels hea¥y doping shifts the absorption to higher energies. This shift
was explained on the basis of the conduction band filling up and so reducing the
number of empty states for interband absorption. The shift in the opposite direction
at low energy might be due to the screening effects of the carriers reducing the
long range coulomb interaction of the optical prhonons, This would reduce the
effective values of ; and shift absorption to lower energies, especially at low
ébsorption levels.

A final interesting point about the absorption edge ig the small shift
at nitrogen temperature (for S.15). The shift seems to get larger at higher

| oa frtadent iedds )

absorption levels snd may become the same)above, say, 500 ecm ~. There does not
appear to be an obvious explanation of the smallness of the shift.
6.3.7. Application to transparent Electrodes

5p0,, filmsﬁ'sed to make transparent electrodes. We shall now derive
the minimum theoretical resistance per square of such films., We avbitarily
agssume the minimum transmission permissable at 50002 to be l/e, i.e. that Kd
is 1. 'The resistance §$; square is given by (¢ d)_l = (dne/u)-l. From (6.3.1.)

ve derive d n = 1018

if Kd = 1. Assuning u = 100 2/ v. sec. (Morgan
1.7 x (0.5)°

1966) we obtain the minimum resistance as 0.013 ohms per square, Films are

likely to have a lower mobility, so it would be difficult to obtain such a low

resigtance. Also very highly doped material is likely to have a lower mobility.

20

If a film as thin as 0.0l cms is required, a dbping of about 5 x 10 cn is

needed for minimum resistance,
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6.4 Chromium Doped Crystals

The first thing to notice about fig. 5.2.1l. is that the peak around 2,3 e.v.
is thinner for lthan //gbsorption, which is the reverse of the defect aBisorption. On
the theory given in 6.2, this is an indication that the optical transition is an
internal one and does not involve electron states in neighbouring unit cells. The
widths of the peaks at half the maximum absorption camnot be accurately determined
because of uncertainty about background absorption, but widths of 0.38 and 0.51 e.v.
for_s_and //aabsorption respectively appear reasonable. The slight differences in
the position of the maxima may be ielated to these differences in widths. The
‘width at half the maximum is, on Eagles' theory, roughly equal to Skwand also to
the displacement of the peak from the zero phonon transition., Thus if the basic
transition énergy for the two polarisations is equal, or very nearly equal, theﬂ“l
peak should be at about 0.13%e.v. higher energy. From fig. 5.2.1. this difference
appears to be only about 0.055e.v., but it should be noted that if K%whad been
plotted the /I“peak would shift about 0.04e.v. to higher energy while the | peak
would only shift about 0.015e.v. The observed difference would then become 0.08 e.v,

If the transition is an internal one it is likely to show similarities to
chromium transitions in other materials such as ruby. (The colour is very similar
to ruby). In that case two peaks would be likedy, with one in the blue or near
U.V. Fig. 5.2.1. shows some evidence of a second peak, especially for_[_absorption.
However, for ”uabsorption it must be remembered that the defect absorption of
S.8 has been subtracted, and that this is larger for /fuabsorption in the region

of interest. fThis absorption has a peak at arownd 3.4 e.v. of about 40 cm-lz

s0 that if S.20 has, say, 206 fewer defects then the '“_q absorption will rise

in a similar way to thej_ absorption between 2.9 and 3.3 e.v. and join smoothly onto
the points arcund 3.65e.v. The same 20% less defect absorption forlabsorption
removes the dounturn beyond 3.3e.v. (except for the final point, which, apart from

any differences in defect absorption, has an exceptional experimental error)
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6.5 Refractive Indices fand Multi-phonon Peaks)

6.5.1 I,R. Dispersion

The I.R., dielectric constants derived from the refractive index
measurements were shown in figs. 5.4.2 and 5.4.}. Also shown are the
theoretical points calculated from the phonon analysis of 5.6. The
theontical points are tabulated in table 6.5.1. The parameters were
adjusted to give a good fit, and the fit is indeed seen to be satisfactory.
A phonon analysis was first performed without using this data, and that
analysis gave the points shown in fig. 5.4.2 for l_polarisation. It
shows that there must have been considerable error in the earlier results;
the error should be reduced by forcing agreement with the I.R,., dispersion.
The discrepancy between the first phonon analysis and the I.R, dispersion
for ﬂupolarisation was small,

The remaining differences between theory and experiment can be
reduced by allowing for the subsidiary (two phonon) peaks at energies
higher than the highest energy phonon. The peaks with largest integrated
absorption are those from roughly 8.8 to 10/u (see fig. 5.43). Fig. 5.43
shows our measurements in unpolarised light. Summitt and Borrelli (1965)

shows that the absorption fou 53 is somewhat different

for the two polarisations, but the refractive indices were measured in
unpolarised light, so the correction is probably best made with the
unpolarised absorption. To allow for the absorption we use equ. 2.29b of

Moss (1961):

n-1= 1 \f Kd ) R (6.5.1)
am? | 1o
v \Poj
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Here we want to isolate the effect of a small part of all absorption,

so we write 6.5.1 as 0

1
By = (na)a + 27r2 %L—iZ
85 T)

where (no)a is what na would have been at wavelength Xn.without the
extra absorption. The change in dielectric constant (ni) can be seen to

be

de  fan

O

where we have approximated the absorptioﬁkponcentrated at 9.4/u. (This
approximation must certainly not be used between 8.8 and 10/u). K
averages about 100 cm-1 in the region, so SKdX = ,012, These
corrections are.calculated and shown in table 6.5.1.

é 6.5.2 Multiphonon Lattice "Peakg"

% Summitt and Borelli (1965) give an interpretation of some of
the absorption "peaks" between 7 and 13/u. This, however, seems very
optimistic and tenuous. The "peaks" represent not fixed energies, but
maxima in phonon density of states functions (as is corroborated by
the broad and variously shaped "peaks"). There are not even any
"van Hove singularities" clearly resolved to help pinpoint features. It
seems to the present author that any interpretation of these "peaks" must
wait until a much fuller understanding of the whole phonon spectrum is

obtained, including phonons that are not I.R. active and the symmetries

and selection rules.
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However, the final rise in the absorption at 11-12/g
(.1 absorption) and ¢~13/u ( }’uabsorption) can be related to the
broadening of the highest energy main phonon peaks. The difference
between the above wavelengths supports the interpretation (see 5.6)
of the Ilupeak being at a longer wavelength than the | one.
6.5.3 Short Wave Length Dispersion

Absorption in the U.V, region would not normally be
expected to be uniform, and fairly pronounced maxima would be expected,
due perhaps to maxima in density of states functions. Maxzima have
been observed in other semi conductors (see e.g. Moss 1963 ).
For this reason it is reasonable to try to explain the dispersion curve
mainly in terms of a single oscillator in the U,V., although this will
only be an approximation. In particular, the refractive index close
to the U,V, absorption edge will be affected by the moderately large
absorption nearby. So the model used to fit the results was .a single
large oscillator and a small one near the edge. Another factor to be
born in mind is the multiplicity of valence bands. How good the model
might be can be judged from the results. A little algebra makes the-
model clearer.

The model is

n2=A+_§)‘2 + ¢ )2 (6.5.1)

V-2 -2

or, expanding, n2= A+B+C+ J)"2 [ B )\12 + C ‘)‘S]+ i-4 [B X‘11+c \;] + ... (6.5.2)

This shows how the effect of the smaller oscillator (with Xz) increases

for smaller )\ (if )\2 > )\1 Yo
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The five adjustable parameters A, B, C,)q,jh 5 of course give a lot
of freedom and many combinations would give quite good fits, However for the
model to be usefinl we want (1) C small and')? close to the absorption edge so
that it is only really a correction factor and (2) B to be large and A not
very much greater than unity (A = 1 represents contributions at wavelengths
much shorter than)a, e.g. transitions from inner electrons to the conduction
band. These are usually small)., The results of a little trial and error are
shown in tablesxg end 3 and also plotted in Fig 5.4.%. (The experimental
values for the longer wavelengths need correction for the small I.R. contribution) .
As can be seen there is a reasonable scatter of points, except aroumiX==38003
where there appears to be a jump of about 1 in 400 (1 in 800 in n) which is
more than double what the maximum error should be (for nearby points) and is
difficult to explain physically for the extraordinary index where the absorption
edge is farther away. (For that index it coincides with the rise of the hump

60

in the absorption (see sec. §£aﬁ). However that is only K:VBOcm-lend using

e.g. the formula given by Moss 1964 (equ. 2.29(b)) n -1l=_1 KA\
o J1-22

] )§?n

5

for the relation between K and naftcontribution of ~10 ° only is obtained. n
is the index at')h). So further wavelength calibrations are called for (about
3 -4 ﬁ is the discrepancy).

The model fits both indices fairly well, perhaps the extraordinary

one better.

Extraordinary Index

I+
>
ot
~

This was fitte
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\ being measured in Al So )“= 15502, )2 = 27902.. The second

oscillator is just a correction factor, and certainly does not mean

there is a peak at 28002. Taking it to represent absorption from

2550—30002, the average absorption coefficient from Moss's formula

given above is K = ,0037 x om? = 1.7 x 104 cm_1, which is in order of

450 x 10~

magnitude agreement with extrapolated values of the absorption coefficient

(see 5.1) (Explanatory note:- the oscillator gives a contribution of

015 to n2 at \:n . This corresponds to a contribution of .0037 to n).
For the main oscillator, equ. 6.5.2 shows that the most

accurately known parameter is B X1 (the coefficient of ié ) However

large departures from the valves given for '\f, and B separately give

considerably worse fits, and if the model is roughly applicable, they

should be right to within 10%. Although other more complicated models

would give equally good fits, the fact that a single main oscillator

fits fairly well shows that a single main peak is possible. Very

little can be deduced about the shape of the peak, The value of A

should be » 1, giving a maximum value of B of %.1 showing that the

o 2
minimum value of A1 is 1460A (from the value of 31)1).

Ordinary Index

et ettt iritntina

This was fitted by

n° = 1.572 + 2,15 + ,050
nO

1 g =\ 1 009:‘

Iy A2
) 0 0
implying A, = 1670A A, = 3070A, The model does not fit quite so
well here, as the small oscillator is three times bigger than previously

and the large one 25% smaller, leaving A bigger at 1.57(2). However,




232

the size of the small oscillator agrees with the larger extrepolated
value of the ordinary ray absorption coefficient (see 5.1) and also
with the thin film measurements. The film measurements are presumably

2

determined by 3 K. If the small oscillator represents absorbtion
from 28503 to 33003, the average value of K is 5.5 x 10%en~t.
The fact that the main oscillator is considerably smaller
than for the other polarisation and the value of A larger (in spite of
being the smaller refractive index) indicates that the peak is less
pronounced, This is also borne out by the larger small oscillator

and fairly large thin film values down to 24OOX (assuming them to be

due to this coefficient).

Both Polarisations
A more rigorouse use of the U.V., refractive indices would be as a
check on U.,V, absorption results by the use of integral formulae given
in 2.,3.
The position of the main peaks at about 7.4 and 8.0 e.v. can ﬁe correlatec
with m_. The peak is likely to roughly correspond with the maximum in
the density of states where the conduction band flatfens off at the edge
of the Brillouin zone. If the Brillouin zone is approximated by a sphere
in the usual way then this maximum occurs about 4.2e.v. above the bottom

of the bvand for m, = .028m and for a sinusoidal band. If the weighted

c
mean energy of the valence band is 0.8 e.v. from itop of ths band, and
the band gap is taken as 3.5e.v., then the conduction band width works
out at 3.1 and 3.7 e.v. for the two polarisations, compared with the

figure of 4.2e.v. given above. This agreement is satisfactory in the

circumstances, (It should be noted that most values of m, gquoted in



the literature are smaller than 0.28m, and these would give worse
agreement).

A curiosity is that the smaller refractive index belongs to
the polarisation which has the absorption edge and main oscillator
peak at longer wavelengths. This is the reverse of what is expected

on simple ideas,

7.0 DISCUSSION

A reasonably consistent picture of many of the properties
of SnO2 has emerged from the work, Partly because a good understanding
of some of the properties was not achieved until after the experimental
work had finished, more experiments could be made to teat specific parts
of the theory, Also, a better understending of some parts of the theory
is needed. For brevity we shall only discuss a few points here, rather
than repeating many points made earlier.

Quite a lot of filling out of the bare bones of theory and
experiment presented here could be done by the same methods as used here.
(Indeed, we still have some unanalysed results).

Somewhat different new approaches might be:

(a) An application of group theory to both the valence and
conduction bands. For the conduction bands the effect of

the two +in atoms in the unit cell should be clarified.

(b) A good appreciation of how far the valence electron wave

functions should be treated on an atomic, and how far on a

unit cell basis.
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(e) Sharp zero phonon absorption lines at around 2.9 e.v.

might be looked for in thick crystals with high defect

concentrations.

(d) The distorting effect of polaron effects on the conduction
band and hence on a range of other properties might be
investigated. For example from I.R. work Lyashenko and
Miloslavskii (19658 obtained an effective mass vérying with
(degenerate) carrier concentration

(e) The similarities and differences of SnO2 and Cu20 should be
explored. Both have forbidden exciton spectra, but multi-
phonon assisted transitions appear to be unimportant in Cu20,
indicating low phonon coupling. The dielectric constants
of Cu20 are quoted as €,= 7.3 and es=8.5 by several authors,
which would indicate surprisingly small ionicity. Brown (1963)
quotes €= 4.0 and €= 10.5 which would give stronger coupling
than is observed. The latter figures seem dubious as the
reference quoted by Brown is irrelevant and so his source
cannot be checked. Assuming the former figures to be correct
the small difference. between them compared with SnO2 is
surprising because Pauling (1960) quotes the relevant electro-
negativity values as both being 1.9. A small factor that
would make SnO2 more ionic is that the Madelidng constant of
rutile is slightly more than that of cuprite. This factor
would only be sm2ll, and so there would seem to be scope for
further work here.

Finally, the references are not intended as a complete bibliography,

but are generally only those that arise directly from the text.
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