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ABSTRACT

This thesis deals with some applications of Regge Theory to $K \rightarrow p$ and $pp$ elastic scattering.

Chapter one is an introduction. The important results and problems of Regge theory are discussed, together with some recent developments.

In chapter two a model incorporating doubled trajectories is proposed and compared to $K \rightarrow p$ elastic scattering data. The model supports $t$ channel helicity conservation for the pomeron near the forward direction. The results for $K \rightarrow p$ agree in part with those of Heyot and Navelet at 10 GeV/c, and those for $K + p$ agree well with the CERN beta phase shift solution at 2.5 GeV/c.

In chapter three a $j$-plane analysis technique is introduced. It is applied to $pp$ elastic scattering, where the results do not allow an interpretation in terms of simple poles. Evidence is presented that the curvature of the $pp$ total cross section is not due to exchange degeneracy breaking.

In chapter four the $j$-plane structure of $pp$ scattering in the absorption model is investigated. Many of the puzzling features of the results of chapter three are explained.

Chapter five is concerned with the recent data on $pp$ scattering at high energies. Several models which have been proposed to explain these data are discussed, and some conclusions are drawn.
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1.1 Regge theory

The complex angular momentum plane has been central in most recent approaches to strong interaction physics. In Regge theory, scattering amplitudes are analytic functions of the angular momentum \( j \), and a particle of mass \( m \) lies on a Regge trajectory \( \alpha(t) \), where the spin of the particle is \( \alpha(m^2) \). The partial wave amplitude then has a pole at \( j = \alpha(t) \) and it is the exchange of these Regge Poles which is supposed to dominate the amplitudes at high energies.

A Regge trajectory \( \alpha(t) \) has associated with it a signature \( \tau \), which may be \( +1 \) or \( -1 \) (called even or odd signature respectively). In general many particles will lie on the same trajectory, but only particles of even (odd) spin can lie on a trajectory of even (odd) signature.

If a trajectory \( \alpha(t) \) is allowed by its quantum numbers to be exchanged in the process \( ab \rightarrow a'b' \), then its contribution to the amplitude for this process at high energies is given by

\[
\mathcal{A}_\alpha(s,t) = B_\alpha(t) \sum_{ab \rightarrow a'b'} \xi_{\alpha}(t) \frac{\mathcal{R}_{\alpha}}{\mathcal{S}_0} \alpha(t) \quad (1.1)
\]

This is often represented by the diagram in fig.(1.1). Here \( B_\alpha(t) \) is the signature factor

\[
B_\alpha(t) = \frac{-i \mathcal{R}_\alpha(t)}{\sin \left( \pi \alpha(t) \right)} \quad (1.2)
\]

\( \xi_{\alpha}(t) \) is the signature of the trajectory, \( \xi_{\alpha}(t) \) \( \mathcal{R}_\alpha \) is the residue function, and \( \mathcal{S}_0 \) is the scale factor.

Properties of the trajectory function

(i) \( \alpha(t) \) is universal, that is it depends on the quantum numbers, but not on the external particles.

(ii) \( \alpha(t) \) is an analytic function of \( t \), except for a cut on the positive real axis starting at the \( t \) channel threshold \( t_{TH} \). (In all cases relevant to this thesis \( t_{TH} = 4m^2 \)).
(iii) As mentioned above, a particle of mass \( m \) which lies on the trajectory has spin \( \sigma = 2(m^2) \), and satisfies

\[
(-1)^\sigma = \tau \alpha
\]

(iv) Unitarity, via the Froissart Bound, i.e.

\[
\sigma_T \leq (\log s)^2
\]

implies that \( \alpha(s) \leq 1 \)

(v) Experimentally it is found that trajectories seem to be linear in \( t \) up to the highest spins detected.

(vi) From the above properties it can be deduced that \( \alpha(t) \) is a Herglotz function of \( t \) for \( t < t_{\text{TH}} \).

Using (v) and (ii) we may write the dispersion relation

\[
\alpha(t) = \alpha(\sigma) \cdot \sigma \cdot \frac{1}{n!} \int_{t_{\text{TH}}}^{\infty} \frac{\text{Im} \alpha(t')}{t' - t} \, dt'
\]

from which

\[
\frac{d^n \alpha}{dt^n} = \frac{n!}{\pi} \int_{t_{\text{TH}}}^{\infty} \frac{\text{Im} \alpha(t')}{(t' - t)^{n+1}} \, dt'
\]

(Note that this result is unchanged if a subtraction is necessary in the integral in e.q. (1.4).)

Unitarity requires that

\[
\text{Im} \alpha(t) > 0
\]

which implies

\[
\frac{d^n \alpha(t)}{dt^n} > 0 \quad \text{for all } t < t_{\text{TH}}
\]

i.e. that \( \alpha(t) \) is a Herglotz function. This property will be useful in calculating Regge Cut discontinuities.

Properties of the Residue Function

(i) Apart from kinematic singularities, which may be removed explicitly, \( \gamma_\alpha(t) \) is a real analytic function of \( t \) except for a cut along the positive real axis starting at \( t_{\text{TH}}^* \).

(ii) \( \gamma_\alpha^{ab} \rightarrow \gamma_\alpha^{a' b'}(t) \) factorizes into functions at the vertices of Fig. (1.1) i.e.

\[
\gamma_\alpha^{ab} \rightarrow \gamma_\alpha^{a' b'}(t) = \gamma_\alpha^{a b'}(t) \gamma_\alpha^{b b'}(t)
\]
(iii) For a particle of mass \( m \) on the trajectory \( \alpha_0 \), \( \gamma_\alpha(m^2) \) is proportional to its coupling constant.

(iv) **Behaviour near Integral Values of \( \alpha \)**

When the initial state of a process can couple to a particle of spin \( j \), but the final state cannot, \( j \) is known as a sense-nonsense point, and vice versa. If both initial and final states can couple, \( j \) is a sense-sense point, and if neither, \( j \) is a nonsense-nonsense point. Values of \( j \) to which either the initial or final state cannot couple are known collectively as nonsense values. Values of \( j \) satisfying

\[
(-1)^j = C_\alpha
\]

are known as right-signature points, and values not satisfying this are wrong-signature points.

We consider the behaviour of the leading Regge Pole contributions to helicity amplitudes which are sense-sense, sense-nonsense, and nonsense-nonsense at \( \alpha(t) = n \) (\( n \): integer).

\[
A_{ss} \sim \xi_\alpha \gamma_\alpha \left( \frac{\nu}{\nu_0} \right)^\alpha
\]

(1.9)

\[
A_{sn} \sim (\alpha - n)^{1/2} \xi_\alpha \gamma_\alpha \left( \frac{\nu}{\nu_0} \right)^\alpha
\]

(1.10)

\[
A_{nn} \sim (\alpha - n)^{1/2} \xi_\alpha \gamma_\alpha \left( \frac{\nu}{\nu_0} \right)^\alpha
\]

(1.11)

The factors \( (\alpha - n)^{1/2} \) \( (\alpha - n) \) come from the behaviour of the rotation functions \( d_{\lambda\lambda}(\theta) \) near \( j = n \) (see ref.1). (1.10) implies, by analyticity of \( A_{sn} \), that

\[
\gamma_\alpha^{sn} \sim (\alpha - n)^{1/2} \quad \text{near } \alpha = n
\]

(1.12)

and since by factorisation

\[
\gamma_\alpha^{ss} \gamma_\alpha^{nn} = (\gamma_\alpha^{sn})^2 \sim (\alpha - n)
\]

(1.13)

either \( \gamma_\alpha^{ss} \) or \( \gamma_\alpha^{nn} \) must contain a factor \( (\alpha - n) \).

If \( \alpha(t) \) is a right signature point with \( t < 0 \), \( \gamma_\alpha^{ss} \) must vanish, since otherwise \( A_{ss} \) would have the pole in the signature factors, implying the existence of a particle of imaginary mass, called a ghost or tachyon. At wrong-signature points, however, \( \xi_\alpha \) does not have a
pole, so that one of the amplitudes will vanish at these points. Such behaviour is known as a Wrong Signature Zero, and has been extensively used to explain the dips found in the differential cross sections of many processes at $t = -0.6 \text{ GeV}^2$, where one expects $\exp(-\alpha) - 1 = 0$.

Unfortunately for this explanation, it can be shown from unitarity (9,20) that there are also fixed poles at these points, but the effect of these poles is difficult to estimate, and they are often neglected. In any case Mandelstam (21) has argued that they are shielded (i.e. moved onto unphysical sheets) by Regge Cuts.
1.2 Problems of Regge Pole Theory

(i) The Charge Exchange Polarisation

The process \( \pi^- p \rightarrow \pi^0 n \) known as \( \pi N \) charge exchange, has attracted a great deal of attention, since the only known trajectory which is allowed to be exchanged is the \( \rho \). Regge theory therefore predicts the following forms for the invariant amplitudes \( A', B \) (see section 2.1) at high energy:

\[
A'(s,t) = \beta_\rho(t) \gamma_\rho(t) \left( \frac{s}{s_0} \right)^{\alpha_\rho(t)}
\]

(1.14)

\[
B(s,t) = \alpha_\rho(t) \beta_\rho(t) \left( \frac{s}{s_0} \right)^{\alpha_\rho(t)-1}
\]

(1.15)

The polarisation parameter is given by

\[
P \frac{d\sigma}{dt} = 2C(s,t) \text{Im}(A'B^*)
\]

(1.16)

(where \( C(s,t) \) contains only kinematic factors) so that the prediction of Regge Theory is

\[
P \frac{d\sigma}{dt} = 2C \beta_\rho(t) \beta_\rho(t) \left( \frac{s}{s_0} \right)^{2\alpha_\rho} -1 \text{Im} (1 \beta_\rho^2)
\]

\[\leq 0\]

(1.17)

Experimentally, however, the polarisation is quite large and positive over a wide range of \( s \) and \( t \).

To explain this phenomenon some authors (3, 4, 5, 22) have postulated the existence of another trajectory, called the \( \rho' \), half a unit below the \( \rho \) in the angular momentum plane, i.e.

\[
\alpha_{\rho'}(\rho) = 0
\]

(1.18)

with which they are able to fit all the available data. Such an explanation cannot be completely dismissed, especially in the light of the discovery of an apparently suitable candidate for this particle (22), although the coupling of this experimental \( \rho' \) to \( \pi \pi \) appears to be small.

Many more recent attempts to solve this problem have involved Regge cuts, and in particular the absorption model. (For a list of some of the references see ref.12). These have all failed to reproduce the
angular structure of the data, producing quite unnecessary wild fluctuations and zeros. The amplitude analysis by Halzen and Michael\(^{(23)}\) of the \(\pi N\) system has shown that the amplitudes produced by these models are also wrong, and it seems that this explanation is not correct. It may be, however, that Regge cuts are still the answer, and that it is merely the absorption model which is too crude to be useful in calculating such a sensitive parameter as the polarisation.

(ii) The crossover phenomenon.

The differential cross sections for \(\pi^+ p\) and \(\pi^- p\) are found experimentally to be equal at \(t = -0.16\text{ GeV}^2\) independent of energy. The same result is found in \(Kp\) and \(pp\) scattering.

Consider as an example \(\pi^- p\) scattering. The allowed exchanges are
\[
\pi^- p = P + \pi^0 p
\]
and it is quite easy to show that for the quantity
\[
\Delta \frac{d^2\sigma}{dt} (\pi^-) = \frac{d^2\sigma}{dt} (\pi^- p) - \frac{d^2\sigma}{dt} (\pi^0 p)
\]
to vanish at \(t = t_c\), it is necessary that the \(P\) residue has a zero there, i.e.
\[
\gamma_P (t_c) = 0
\]
From \(Kp\) and \(pp\) one may deduce a similar zero in the \(w\) residue.

The problem arises when we use factorisation to predict similar zeros in \(\pi^0 p \rightarrow \rho n\) and \(\gamma p \rightarrow \pi^0 p\), where experimentally none are observed.

Regge cut models have been used to explain this phenomenon. In these models crossover zeros are generated by cancellations between the pole and cut terms. The problem with this explanation is that, since the energy dependence of the pole and cut are not the same, the crossover zero should move with energy. Phenomenologically this is not a serious problem, since the rate at which the zero moves will be dependent only on \(\log s\), but it seems an odd coincidence that the zero remains in the same position for all processes.
(iii) The Pion Conspiracy Problem

We just mention this for completeness as another well-known problem of Regge pole theory caused by factorization. The subject is discussed in detail in ref. (12).

What happens is that angular momentum conservation and the unnatural parity of the pion imply that its contribution to the processes $\gamma p \rightarrow \pi^+ n$ and $np \rightarrow pn$ among others, should vanish in the forward direction. Experimentally, however, the differential cross sections for these processes exhibit sharp forward spikes of width about $m^2_{\pi}$, for which the most natural explanation seems to be the pion exchange.

The conspiracy explanation (56, 57) requires the invention of an even-parity "conspirator" with the same residue and trajectory as the pion at $t = 0$, which allows the angular momentum constraint to be satisfied while the pion is finite at $t = 0$.

Apart from the fact that no such scalar particle has been observed, this explanation runs into serious trouble through factorization (58). This implies that the forward cross sections for $\pi N \rightarrow p\Delta$ and $NN \rightarrow \Delta\Delta$ should vanish, which experimentally does not seem to be the case.

Cut models have also been put forward as a solution to this problem. Extremely strong cuts are necessary, in some cases the enhancement factor $\lambda$ being as much as 3.5 (see, for example ref. (59)), which is somewhat difficult to justify.
1.3 **Duality**

It is well known that at low energies the scattering amplitude is conveniently described by a sum of s-channel resonances, whereas at high energies the exchange of t-channel Regge poles provides a more economical description. For intermediate energy regions, it might be thought reasonable to take a sum of these descriptions;

\[ A(s,t) = A_{\text{Regge}}(s,t) + A_{\text{Resonance}}(s,t) \] (1.25)

This approach, called the Interference model, was criticised by Dolen, HorII & Schmid. They added the known resonances in \( \pi^0 \rightarrow \pi n \) to the Regge-Pole amplitude obtained from a high-energy fit, and found that the sum was much larger than the actual amplitude. This led them to formulate the principle of Duality, that the s-channel resonances are contained in the t-channel Regge Poles, and vice versa. The interference model is then wrong because it commits double counting.

Important to this sort of Duality is the concept of the Finite Energy Sum Rule. We consider the contour \( C \) of fig.(1.2) in the complex plane, where the variable \( v \) defined by

\[ v = \frac{s - u}{2S_0} \] (1.26)

is convenient because of its simple crossing behaviour. We write Cauchy's theorem for \( v^n A(v,t) \) around the contour as

\[ \oint_C v^n A(v,t) \, dv = 0 \] (1.27)

If \( A \) is an amplitude with Regge asymptotic behaviour (see eq.(1.4)) i.e.

\[ A\left(\nu, t\right) \sim \sum_{l \nu \rightarrow \infty} \delta_\alpha(t) \left( \frac{e^{-i\alpha}}{\sin \pi \alpha} + \frac{c_\alpha}{\sin \pi \alpha} \right) \nu^\alpha \] (1.28)
we may substitute this form for $A(v, t)$ on the large circle (radius $N$) and obtain the following sum rule:

$$\frac{1}{N^{n+1}} \int_{\nu_{TH}}^{N} d\nu \text{Im} A(v, t) = \sum_{\alpha} \frac{\gamma_{\alpha}(t) N^{\alpha(t)}}{\alpha(t)+n+1} \quad (1.29)$$

Now since at low energies $A(v, t)$ is given by the direct channel resonances, if we choose $N$ sensibly we may write

$$\frac{1}{N^{n+1}} \int_{\nu_{TH}}^{N} d\nu \text{Im} A(v, t)_{\text{RESONANCE}} = \sum_{\alpha} \frac{\gamma_{\alpha}(t) N^{\alpha(t)}}{\alpha(t)+n+1} \quad (1.30)$$

This means that the Regge Pole term averages the direct channel resonances. This defines what is known as Global Duality.

Finite Energy Sum Rules can also be used to predict high energy parameters from the behaviour of direct channel resonances at low energies. For example, if we define

$$S_{n}(t) = \frac{1}{N^{n+1}} \int_{\nu_{TH}}^{N} d\nu \text{Im} A(v, t)_{\text{RESONANCE}} \quad (1.31)$$

and consider, for example, $\pi^{-}p \rightarrow \pi^{0}n$, where only the $\rho^{0}$ can be exchanged, we find, from eq. (1.30)

$$\alpha_{\rho}(t) = \frac{(m+1) S_{m} - (n+1) S_{n}}{S_{n} - S_{m}} \quad (1.32)$$

The values of $\alpha_{\rho}(t)$ found in this way agree well with those obtained from high energy fits.

At this stage a problem arises, namely the role of the pomeron in these sum rules. If we consider, for example, $K+p$ scattering, there are no known direct-channel resonances, but the high energy behaviour is supposed to be pomeron dominated. Eq. (1.30) clearly cannot be made to work in these circumstances.
The usual solution to this problem\textsuperscript{(15,16)} is to suppose that the pomeron does not contribute to these sum rules. This appears fairly reasonable, as the pomeron is clearly a different singularity from other Regge poles. It must also be pointed out that, as well as the pomeron on the right hand side of e.q.\textsuperscript{(1.30)} we have omitted background terms on the left hand side. In refs.\textsuperscript{(15,16)} it was suggested that these terms are dual to each other. A conjecture which is supported by the experimental observation that processes dominated by the pomeron at high energies appear to have a large amount of background in the resonance region, and vice versa.

We are then left with only known resonances on the left hand side of \textsuperscript{(1.30)}, and known trajectories on the right hand side.

With this provision, the sum rules imply very strong constraints on the Regge Pole parameters. Consider elastic K+p scattering, which as mentioned above, is exotic, that is it has no direct channel resonances that can be made from three quarks. The allowed $t$ channel exchanges are $\rho, \omega, f, A_2$, so substituting into e.q. \textsuperscript{(1.30)} we obtain

$$\sum_{x=\rho, \omega, f, A_2} \frac{\delta_x(t) \alpha_x(t)}{\alpha_x(t)+n+1} = 0 \quad (1.33)$$

Since, to have any significance at all, the Sum Rule cannot depend critically on $N$, we must have some of the $\alpha$'s equal. In fact, by consideration of other processes also, we can show that:

$$\alpha_\rho(t) = \alpha_\omega(t) = \alpha_f(t) = \alpha_{A_2}(t) \quad \text{for all } t \quad (1.34)$$

and also that

$$\delta_\rho(t) + \delta_\omega(t) = \delta_{A_2}(t) + \delta_f(t) \quad \text{for all } t.$$

These results are known collectively as Exchange Degeneracy. The
fact that the $J^p, w, f$ and $A_2$ particles all lie close to the same line

$$\alpha(t) \approx \frac{1}{2} \cdot t$$  \hspace{1cm} (1.35)

is a considerable success for this picture. The situation for the
residues is less clear, as they cannot be extracted from data in a
model independent way, and the matter is still a subject of controversy.
The flatness of the pp and K+p total cross sections, however, suggests
that Exchange degeneracy is at least approximately true at $t = 0$.

The status of Regge cuts in the Sum Rules is another problem. It
has been shown (13,14) that most current cut models are difficult to
accommodate in the Sum Rules. The equations are complicated and need
to be calculated numerically, but it does seem that cut models are not
easy to include.
1.4 Veneziano Model

Veneziano (17) constructed the following function:

\[ V_{nmp}(s,t) = \frac{\Gamma(n-\alpha_s)\Gamma(m-\alpha_t)}{\Gamma(p-\alpha_s-\alpha_t)} \]  \hspace{1cm} (1.36)

where \( n, m, p \) are integer constants, and \( \alpha_s(s), \alpha_t(t) \) are respectively \( s \) and \( t \) channel trajectory functions. If we take a sum of such terms:

\[ V(s,t) = \sum_{n,m,p} C_{nmp} V_{nmp}(s,t) \]  \hspace{1cm} (1.37)

with \( C_{nmp} \) constants, then amplitudes of the form

\[ A(s,t,u) = V(s,t) + V(t,u) + V(s,u) \]  \hspace{1cm} (1.38)

may be constructed, which have the correct crossing and asymptotic behaviour, and are explicit solutions of the Finite Energy Sum Rule (1.29).

The drawback of this formula is that the resonance poles lie on the real axis and have zero width. This means that the amplitude cannot have Regge asymptotic behaviour on the real axis, and also that it violates unitarity. Attempts to construct simple unitarised Veneziano models (18) have usually caused the elegant duality properties of the amplitude to be lost.

A very attractive idea (for references see ref. (18)), is that the Veneziano model, or something like it, can be considered as the first term in a Born series, and that unitarity will be recovered when the whole series has been calculated. Unfortunately, progress on this front has been slow, and we confine ourselves to consideration of eq. (1.38).

We perform an asymptotic expansion of eq. (1.36) along a line

\[ \alpha_s = \lambda \alpha_s i \epsilon \]  \hspace{1cm} \epsilon > 0, |\lambda| \rightarrow \infty \]  \hspace{1cm} (1.39)

and hope that the resulting form is not altered too much by unitarisation.
For this purpose we use Stirling's formula

$$\Gamma(z) \sim \sqrt{2\pi} e^{-z} \frac{z^{z-\frac{1}{2}}}{z!}$$ \hspace{1cm} (1.40)$$

together with the well-known result

$$\Gamma(z) \Gamma(1-z) = \frac{\pi}{\sin \pi z}$$ \hspace{1cm} (1.41)$$

and obtain

$$V_{nm \beta}(s,t) \sim \frac{\pi(-)^{n-m-p-1} e^{-in\alpha\ell} [\alpha_s]^{\alpha_{\ell}-p+n}}{\Gamma(\alpha_{\ell}-m+1) \sin \pi \alpha_{\ell}} (1.42)$$

In the case of a linear trajectory

$$\alpha_s(s) = \alpha_{so} + \alpha_s' s$$ \hspace{1cm} (1.43)$$

this becomes

$$V_{nm \beta}(s,t) \sim \frac{\pi(-)^{n-m-p-1} e^{-in\alpha\ell} [\alpha_s']^{\alpha_{\ell}-p+n}}{\Gamma(\alpha_{\ell}-m+1) \sin \pi \alpha_{\ell}} (1.44)$$

We now require that the leading asymptotic behaviour be

$$V_{nm \beta}(s,t) \sim s^{\alpha_{\ell}}$$ \hspace{1cm} (1.45)$$

which gives the constraint

$$p \geq n.$$ \hspace{1cm} (1.46)$$

In the case of the leading trajectory, $p = n$ and we obtain
We see that this gives Regge behaviour with residue

\[ V_{nm}(s,t) \sim \frac{\pi(-)^{m+1} e^{-i\sigma_{L}}}{\Gamma(\alpha_{L}-m+1)} (\sigma_{L}'s)^{\alpha_{L}} \]  \hspace{1cm} (1.47)

The integer \( m \) determines the mechanism, i.e. the behaviour of \( X_{L}(t) \) at integer values of \( \sigma_{L}(t) \).

We see that this gives Regge behaviour with residue

\[ \gamma_{m}(t) = \frac{\pi(-)^{m+1}}{\Gamma(\alpha_{L}-m+1)} \]  \hspace{1cm} (1.48)

and the additional result

\[ S_{o} = \frac{1}{\alpha_{L}'} \]  \hspace{1cm} (1.49)

The integer \( m \) determines the mechanism, i.e. the behaviour of \( \gamma_{m}(t) \) at integer values of \( \sigma_{L}(t) \).
1.5 Doubled Trajectory models

As may be seen from section (1.2) the main problems of Regge Pole theory arise through factorisation, namely the crossover zero and the pion conspiracy problem. Also, if one imposes duality, exchange degeneracy in $\pi\pi \rightarrow \pi\pi$ constrains the $\rho$ and $f$ residues to be equal, which implies via factorisation that the $\rho$ chooses nonsense at $\alpha_\rho(t) = 0$ in $\pi^- p \rightarrow \pi^0 n$, and therefore that the differential cross section for this process should vanish at $t = -0.6$ GeV$^2$, instead of merely having the dip which is observed.

This evidence led Johnson and Squires$^6$ to question factorisation, and the observation of a split $A_2$ meson provided a natural explanation of non-factorising residues. By invoking $su(3)$ and exchange degeneracy in the $KR$ system, they were led to conclude that all other trajectories, and in particular the $\rho$, are also split. They were then able to formulate a model for $\pi^- p \rightarrow \pi^0 n$, and confront it with the data.

The obvious objection to this model is that the $\rho$ meson is not observed to be split, but Rittenberg and Rubinstein$^7$ showed in a $6R$ Veneziano amplitude that doubled trajectories could occur, and that the doubling should not appear at the lowest particle on the trajectory.

Four benefits were immediately obtained from this model.

(i) It was possible to have a non-zero amplitude in $\pi^- p \rightarrow \pi^0 n$ at $\alpha_\rho(t) = 0$ without breaking Exchange Degeneracy in $\pi\pi \rightarrow \pi\pi$.

(ii) The crossover zero was explained as a cancellation between the two components of the $\rho$ meson. As the splitting of trajectories was small, this zero did not move significantly with energy.

(iii) The polarisation was generated by interference between the two components.

(iv) A more general benefit was that Johnson and Squires were able to use the simple Veneziano residues (see e.g. (1.48)) and still generate the considerable structure required by the data. That single Veneziano terms have insufficient structure to fit the data was shown, for example, by Berger and Fox$^{66}$. 
The model was thus qualitatively very successful, and succeeded in fitting the available data satisfactorily.

Of course, the $A_2$ meson has since been shown not to be split, removing some of the justification for this model. The failure of cut models to explain the structure of the charge exchange polarisation, or to provide an elegant explanation of the energy-independent behaviour of dips and zeros in cross sections, however, suggests that the model is still worth considering.

In Chapter 2 we apply a modified version of the model to $K^\mp p$ elastic scattering, where the crossover is particularly well defined. In this process many Regge poles can be exchanged, so that there is no need to split the trajectories to explain the polarisation, and indeed, since the $A_2$ is no longer split, there is no justification for doing so.
1.6 Regge Cuts

Regge cuts, which have been mentioned several times in the preceding sections as a solution to the problems of Regge Pole theory, are generated by the simultaneous exchange of two or more trajectories. We shall consider only two-reggeon cuts, for which fig. (1.3a) is the general diagram. The contribution of this diagram may be evaluated by means of the Reggeon Calculus of Gribov, and we shall later quote the result.

We consider first the box diagram in fig. (1.3c). This might be expected to be the simplest contribution to the two-reggeon cut amplitude, but in fact it does not contribute at all, and the reasons for this are important. (For a useful review of the situation see ref. (11)).

It is most convenient to transform the integral over the loop four-momentum in fig. (1.3c) into an integral over the invariants
\[ q_{11}^2, q_{12}^2, q_{1}^2, q_{2}^2, \] where \( q_0 \) is the four-momentum of particle (or reggeon) \( c \). (This procedure was introduced by Rothe). The transformation involves a Jacobian, \( J \), given at large energies by

\[ J = s^2 \lambda (t, t_1, t_2) \] (1.50)

where
\[ \lambda = t + t_1^2 + t_2^2 - 2 (t t_1 + t t_2 + t_1 t_2) \] (1.51)

and
\[ t_1 = q_{11}^2 \] (1.52)

We assume for simplicity that the internal particles \( x, x' \) are identical spin-zero mesons of mass \( m \). At the vertices of the diagram there are coupling functions \( g_i \), which are related to the factorised Reggeon residues of eq. (1.8) by

\[ \gamma_{\alpha_i}^{\alpha'_i} (t_i) = g_i (t_i, m^2) \] (1.53)

giving the contribution of the diagram as
Consider, for example, the integral over $q_x^2$. As the coupling functions $g^2_i$ have only a right-hand cut in the $q_x^2$ plane, the integration passes above the pole in the propagator and above the cuts in the coupling functions which depend on $q_x^2$. Since the coupling functions are assumed to go to zero at large $q_x^2$, we may complete the contour in the upper half plane, and the integration therefore vanishes.

We see from this discussion that a necessary condition for a diagram to contribute is that it has both left-hand and right-hand cuts. This means that the bubbles at the top and bottom of fig. (1.3a) must have third double-spectral functions. The simplest contribution to the top bubble with this property is shown in fig. (1.3d).

The Reggeon calculus provides us with a general expression for fig. (1.3a). We merely quote the result, which is

\[ A_{\alpha_1, \alpha_2}^{ab \to a'b'}(s,t) = \int_{-\infty}^{0} \frac{dt_1 dt_2}{\sqrt{\lambda}} \frac{\Theta(\lambda)}{N_{\alpha_1 \alpha_2}^{a a'}} N_{\alpha_1 \alpha_2}^{a a'}(t,t_1,t_2) N_{\alpha_1 \alpha_2}^{b b'}(t,t_1,t_2) \times \left( \frac{S}{S_0} \right)^{\alpha_1(t_1) + \alpha_2(t_2)} \]

where $\lambda_{\alpha_1}, \lambda_{\alpha_2}$ are, as usual, the signature factors of the exchanged reggeons.

The functions $N_{\alpha_1 \alpha_2}^{a a'}$ and $N_{\alpha_1 \alpha_2}^{a a'}$ are known as Gribov Vertices. They are obtained by integrals of the complete particle-reggeon scattering amplitudes at the vertices of fig. (1.3a), for example fig. (1.3b).
with a similar expression at the lower vertex. C is the contour of fig. (1.4a), and $N_{\alpha_i \alpha_2}^{\alpha_1 \alpha'}$ is real for $t$ below threshold.

If $A^{\alpha_1 \rightarrow \alpha' \alpha_2}$ has no singularities in the lower half plane, the contour C may be distorted to enclose the right hand cut, becoming $c'$ of fig. (1.4b). (This assumption is somewhat dubious - see ref. (11)). The vertex then becomes

$$N_{\alpha_i \alpha_2}^{\alpha_1 \alpha'} (t, t_1, t_2) = \int_{C} ds_i A^{\alpha_i \rightarrow \alpha' \alpha_2} (s_i, t, t_1, t_2)$$

(1.56)
The Absorption Model

If we assume that eq.(1.57) is correct, we can approximate the integration by a pole contribution. Calling the internal particle $\chi$ (fig.1.3c) we obtain

$$N^{\alpha_1 \alpha_2} = \gamma_{\alpha_1}^{\alpha_1} (t_1) \gamma_{\alpha_2}^{\alpha_2} (t_2)$$ (1.58)

We see that this does not lead to a diagram like fig.(1.3e) since we have now put the internal particles on the mass shell. Such diagrams are used to represent the amplitude, but must not be interpreted as Feynman graphs.

The amplitudes resulting from (1.58) are known as the absorption model. An alternative approach is to sum over all allowed intermediate states $\chi$. This is known as the strong absorption model, but in practice it is usually approximated by multiplying the absorption model by a constant factor. The justification for this procedure is by no means obvious.

If we consider elastic scattering, and take $\chi = a$, we obtain, for identical trajectories

$$N^{\alpha_1 \alpha_2} = \gamma_{\alpha}^{\alpha_1} (t_1) \gamma_{\alpha}^{\alpha_2} (t_2)$$ (1.59)

Taking a similar expression for the lower vertex, we obtain

$$A_{\alpha \alpha}^{ab \rightarrow ab} (s,t) = \frac{i}{s} \int_{-\infty}^{0} dt_1 dt_2 \frac{\Theta(t)}{\sqrt{\lambda}} \gamma_{\alpha}^{ab \rightarrow ab} (t_1) \gamma_{\alpha}^{ab \rightarrow ab} (t_2) \times$$

$$\times \delta_{\alpha}^{\alpha} (t_1) \delta_{\alpha}^{\alpha} (t_2) s^{\alpha(t_1) + \alpha(t_2)}$$ (1.60)
where \( \delta_{ab}^{ab\to ab} \) is the residue function for ab elastic scattering. This result is identical to that of the eikonal model. (see ref.12 for a review).

The term Absorption Model comes from the impact parameter representation. This is obtained by the Hankel transform

\[
\hat{A}(s, b) = \int_0^\infty d\sqrt{t} \sqrt{-t} A(s, t) J_0(b\sqrt{-t})
\]  \hspace{1cm} (1.61)

Pure Regge-poles are central in impact parameter space

\[
\hat{A}(s, b) \sim e^{-b^2/r_0^2} \hspace{1cm} (r_0 \text{ const.})
\]  \hspace{1cm} (1.62)

but when cut corrections have been included, it is found that the central part has been "absorbed away" and contributions come only from the large - b "peripheral" amplitude. This is equivalent to the high partial waves, (1.61) being the high energy limit of the partial wave series.
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1.1 Exchange of the trajectory \( \alpha(t) \) in the process \( ab \rightarrow a'b' \).

1.2 The integration contour for the derivation of the Finite Energy Sum Rule.

1.3 (a) Exchange of the two-reggeon cut, generated by the trajectories \( \alpha_1 \) and \( \alpha_2 \), in the process \( ab \rightarrow a'b' \).

(b) The particle-reggeon amplitude \( a\alpha_1 \rightarrow a'a\alpha_2 \) used in the calculation of the upper vertex in fig.(1.3a).

(c) The pole contribution to fig.(1.3b), used in the derivation of the absorption model.

(d) The simplest contribution to the upper vertex in fig.(1.3a) which does not cause the cut amplitude to vanish.

(e) The box diagram which does not produce a Regge cut.

1.4 (a) The contour for the integration in the Gribor Vertex calculation.

(b) The contour of fig.(1.4a) after deformation as discussed in the text.
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Chapter 2. DOUBLED TRAJECTORIES AND K²-p ELASTIC SCATTERING

Introduction

K²-p scattering affords an opportunity to test the various assumptions and prejudices current in Regge theory. There is a very pronounced crossover (see section 1.2(ii)), the K²-p channel is exotic, and there are good data on differential, total and polarised cross sections over a large energy range, while the spin structure is not so complicated as to render analysis impossible.

In section (2.1) we introduce the amplitudes and formalism to be used, and in section (2.2) we discuss the ambiguities involved in Regge parametrisations of these amplitudes. In section (2.3) we introduce a simple model with doubled trajectories and describe a fit to the data. In sections (2.4) and (2.5) we compare the amplitudes obtained in this way with the results of Heyot and Navelet (28) for K²-p at 10 GeV/c, and phase-shift analysis (29,30) for K²-p at 2.5 GeV/c. Conclusions are drawn in section (2.6).
2.1 Amplitudes and formalism

In K+p scattering there are two independent helicity amplitudes.
In the s channel we take these to be

\[ f_{++}(s,t) = T^s_{0^210^2}(s,t) \] (2.1)

\[ f_{+-}(s,t) = T^s_{0^210^-2}(s,t) \] (2.2)

The normalisation of these amplitudes is defined so that,

\[ \frac{d\sigma}{d\Omega} = |f_{++}(s,t)|^2 + |f_{+-}(s,t)|^2 \] (2.3)

\[ P \frac{d\sigma}{d\Omega} = 2\text{IM} \left[ f_{++}(s,t) f_{--}^*(s,t) \right] \] (2.4)

\[ \sigma_{\text{TOT}} = \frac{4\pi}{q} \text{IM} f_{++}(s,0) \] (2.5)

We cannot insert Regge pole expressions into these amplitudes directly, because they contain kinematic singularities. If we remove these kinematic singularities, we are left with the invariant amplitudes \( A', B \) \((5, 19)\) (Actually \( A' \) is singular at \( t = 4m^2 \), but this is so far from the s channel physical region that it does not affect the analysis). The advantage of these \( A', B \) amplitudes is that they are proportional to the t channel helicity non-flip and flip amplitudes respectively.

The relations between \( f_{++}, f_{+-} \) and \( A', B \) are

\[ f_{++} = \frac{m}{4\pi|s|} \cos^2 \theta \left[ A' = \frac{t}{4m^2} + \frac{\sqrt{s} \sqrt{t}}{1 - t/4m^2} B \right] \] (2.6)

\[ f_{+-} = \frac{m}{4\pi|s|} \sin^2 \theta \left[ A' = \frac{\sqrt{s}^2 \left( \frac{1 + t/4m^2}{m^2} \right)}{1 - t/4m^2} B \right] \] (2.7)

For the purposes of partial wave analysis, the scalar amplitudes \( f_1, f_2 \) and \( f_3, g \) are usually used. These are related to \( f_{++}, f_{+-} \) by
\[ f_{++} = (f_1 + f_2) \cos \frac{\Theta}{2} \]  
(2.8)

\[ f_{+-} = (f_1 - f_2) \sin \frac{\Theta}{2} \]  
(2.9)

\[ f = f_1 + f_2 \cos \Theta \]  
(2.10)

\[ g = -f_2 \sin \Theta \]  
(2.11)

The reason for using these amplitudes is that they simplify the partial wave series. For \( P_{\mu \nu} (\mu \nu \nu = \nu) \), this is

\[ P_{\mu \nu} (s,t) = \sum_{j=0}^{\infty} \frac{(2j + 1) (s) \cdot J^j (\theta)}{\mu \nu} \]  
(2.12)

but for \( f,g \) it may be written in terms of Legendre polynomials

\[ f(s,t) = \sum_{l=0}^{\infty} \left[ (1 + 1) f_{1+}(s) - f_{1-}(s) \right] P_1 (\cos \theta) \]  
(2.13)

\[ g(s,t) = \sum_{l=1}^{\infty} \left( f_{1+}(s) - f_{1-}(s) \right) P_1' (\cos \theta) \]  
(2.14)

where \( f_{1 \pm}(s) = \frac{1}{2} T_{1 \pm} \) and \( g = \frac{1}{2i q} (\eta \cos \epsilon \delta_{1 \pm} - 1) \)  
(2.15)
The partial waves $f_{1\alpha}(s)$ are most easily projected from $f_1f_2$

$$f_{1\alpha}(s) = \frac{1}{2} \int_{-1}^{1} d(cos \Theta ) \left[ f_1(s,t)P_1(cos \Theta ) + f_2(s,t) P_{1\alpha}(cos \Theta ) \right] \quad (2.17)$$

For completeness we also define the spin asymmetry and rotation parameters $A$, $R$. The usual definition of these is:

$$A = \frac{|f|^2 - |g|^2}{|f|^2 + |g|^2} \quad (2.18)$$

$$R = \frac{2Re(fg^*)}{|f|^2 + |g|^2} \quad (2.19)$$

Some authors use the following definitions, however:

$$A_{HEL} = \frac{|f_{++}|^2 - |f_{+-}|^2}{|f_{++}|^2 + |f_{+-}|^2} \quad (2.20)$$

$$R_{HEL} = \frac{2Re(f_{++}^* f_{+-})}{|f_{++}|^2 + |f_{+-}|^2} \quad (2.21)$$

These definitions differ only by a rotation, since

$$A = A_{HEL} \cos \Theta + R_{HEL} \sin \Theta \quad (2.22)$$

$$R = -A_{HEL} \sin \Theta + R_{HEL} \cos \Theta \quad (2.23)$$

so that near the forward direction the definitions are equivalent.
2.2 Ambiguities in Regge Analysis

In processes, such as K⁺p, where the data are insufficient to determine all the amplitudes, there are two possible procedures. Either we make some assumptions which determine the amplitudes in a particular model, or we consider only quantities which are not dependent on the ambiguity. In K⁺p we find that there are two ambiguities. We shall eliminate one by the assumption of Regge theory, and discuss the other in more detail.

We have introduced the amplitudes A' and B, which are complex, so that four real numbers at each value of s, t completely determine the system. The data, however, provide only two numbers at each s, t, namely the differential cross section and polarization. In the special case t = s, we have also the total cross section, but since the polarization vanishes identically because of angular momentum conservation, there are still only two real numbers determined by the data.

As we are going to work in the framework of Regge theory, we have imposed upon us, the relation between the phase and energy dependence of each Regge pole, defined by the signature factor and (s/so)α. This means that we have one ambiguity removed for us, leaving one remaining. This was elegantly isolated in ref. (24), where the following definitions were made:

\[ a = A' \]
\[ b = \frac{\sqrt{-t} P_L (1 \pm t/4m^2)^{1/2}}{2m (1 - t/4m^2)} \]

These amplitudes a, b have the advantage that they appear symmetrically in the differential cross section, i.e.

\[ \frac{d\sigma}{dt} = c (|a|^2 + |b|^2) \]  
\[ \frac{d\sigma}{dt} = 2c \text{Im}(ab^*) \]  
where \[ c = \frac{1 - t/4m^2}{16 \pi P_L^2} \]
This means that the differential cross section and polarisation are invariant under the transformation

\[ a \rightarrow a \cos \chi + b \sin \chi \quad (2.29) \]

\[ b \rightarrow -a \sin \chi + b \cos \chi \quad (2.30) \]

which is a rotation in the spin flip–non-flip plane.

An immediate advantage of this approach is that the constraint imposed by Regge theory is particularly simple, namely that \( \chi \) depends only on \( t \). This is because it must not affect the \( (\frac{E}{m})^2 \) energy dependence of the amplitude.

Analyticity implies further constraints. Because the amplitude \( a \) is analytic (except at \( t = 4m^2 \)), but \( b \) contains kinematic singularities, it is necessary that \( \chi \) cancel those in \( (2.29) \), that is we require \( b \sin \chi \) to be analytic, i.e.

\[ b \left( \frac{\sqrt{-t}}{2m} \right) \left( 1 + \frac{t}{4q^2} \right)^{1/2} \sin \chi \text{ analytic} \quad (2.31) \]

Hence we deduce that

\[ \sin \chi \sim \frac{\sqrt{-t}}{2m} \quad \text{near } t = 0 \quad (2.32) \]

and

\[ \sin \chi \sim (1 + \frac{t}{4q^2})^{1/2} \quad \text{near } t = -4q^2 \quad (2.33) \]

(2.32) and (2.33) correspond to behaviour in the forward and backward directions respectively. Since our fit is to the forward direction, using \( t \) channel Regge poles, we applied only the constraint (2.32), by forcing

\[ \chi(t) \sim \sqrt{-t} \quad \text{near } t = 0 \quad (2.34) \]

The backward direction should be sufficiently far from the region of interest for the behaviour (2.33) to have little effect.

The singularity at \( t = 4m^2 \) in (2.31) is, of course, present in \( A' \) so does not have to be cancelled by \( \sin \chi \).
We shall adopt a specific form for the meson residues, so there will be no room for arbitrary rotation angles there. It will be convenient to rotate the pomeron residue functions, since for them we have no theory. We may determine a starting-point for the rotation by the convention that \( \chi(t) = 0 \) corresponds to t channel helicity conservation \( b_p (s,t) = 0 \).

It is also useful to determine the relation between s channel and t channel helicity conservation in terms of these variables. If we call \( p^+_s, p^-_s \) the pomeron contributions to the s channel helicity non-flip and flip amplitudes respectively, it is natural to define an s channel rotation angle \( \chi_s(s,t) \), analogous to eqs.(2.29, 2.30) by

\[
\tan \chi_s(s,t) = \frac{p^+_s(s,t)}{p^-_s(s,t)}
\]

so that \( \chi_s(s,t) = 0 \) corresponds to s channel helicity conservation.

The relation between this and the t channel angle is

\[
\tan \chi_s(s,t) = \sqrt{\tan^2 \theta + \tan \chi(t)}
\]

where

\[
\sqrt{\tan^2 \theta + \tan \chi(t)} = \sqrt{1 + q^2/m^2}^{1/2}
\]

(see appendix)

We see that s and t channel helicity conservation are equivalent only in the forward direction, and since

\[
\tan \frac{1}{2} \theta \sim \sqrt{-t}
\]

they quickly become different as \(|t|\) increases. For t channel helicity conservation, we see that

\[
\tan \chi_{s,\text{TCHC}}(s,t) = \sqrt{t} \tan ^2 \theta
\]

so that the two assumptions become further apart with increasing energy.
2.3 The Model

The trajectories which may be exchanged in \( K^0 p \) elastic scattering are

\[
K^0 p \rightarrow p + \rho + w + f_0 + A_2 \quad (2.39)
\]

We have seen in Chapter 1 that there is evidence, both theoretical and experimental, that the meson trajectories are degenerate

\[
\alpha_\rho(t) = \alpha_w(t) = \alpha_{A_2}(t) = \alpha_{f_0}(t) = \alpha(t) \quad (2.40)
\]

so we adopted this in our model.

Because our model was explicitly constructed with meson residues which do not factorise, we cannot use information from the charge exchange processes \( K^- p \rightarrow K^0 n \) or \( K^+ n \rightarrow K^0 p \) to separate the \( w \) contribution from the \( \rho \), or the \( f_0 \) from the \( A_2 \). We therefore worked only with the linear combinations

\[
V = \rho + w \quad \text{(2.39)}
\]

\[
T = A_2 + f_0 \quad \text{(2.40)}
\]

where \( V \) and \( T \) stand respectively for Vector and Tensor mesons.

We used the variable

\[
v = s - u \quad \text{(1.26)}
\]

which produces a better low energy expansion than \( s \) (see ref.12), and therefore parametrised the invariant amplitudes as

\[
A'(v,t) = \sum_i \delta_i \tilde{\gamma}_i(t) \mathcal{V}_i(t) \quad (2.41)
\]

\[
B(v,t) = \sum_i \delta_i \tilde{\gamma}_i(t) \mathcal{V}_i(t)^{-1} \quad (2.42)
\]

As usual, \( \delta_i \) is the signature factor

\[
\delta_i = \frac{e^{-i\pi \alpha_i} + \tilde{c}_i}{\sin \pi \alpha_i} \quad (2.43)
\]
where, of course, the signatures of the trajectories are

\[ \tau_p = \tau_T = 1 \quad (2.44) \]

\[ \tau_v = -1 \quad (2.45) \]

In terms of this parametrisation the mechanism for the production of the crossover is extremely simple. The quantity \( \Delta \frac{d\sigma}{dt} \) defined in eq. (1.20) is given by

\[
\Delta \frac{d\sigma}{dt} = 4C (\tau_p \beta_v + E^2 \beta_p \beta_v) \langle \exp+i\tau_T \rangle \text{RE}(\tau_p \beta_v^*)
\]

\[ \text{where } C \text{ is defined in eq. (2.28) and} \]

\[ E = \frac{\sqrt{-t} P_L (1 + t/4m^2)^{1/2}}{2mv (1 - t/4m^2)} \quad (2.47) \]

Since the crossover occurs near the forward direction, the contribution of the second term in (2.46) is expected to be small so that the zero should be apparent in the first term. A zero in \( \tau_p \) would produce a dip in the \( K^+p \) cross section which does not occur, so the conclusion is that \( \tau_v(t) \) vanishes for \( t \approx -0.16 \text{ GeV}^2 \). In practice this zero will be shifted slightly by the presence of the second term, but because the quantity \( E^2 \) necessarily vanishes like \( t \) in the forward direction, its effect at \( t \approx -0.16 \text{ GeV}^2 \) is expected to be small.

The quantity \( \Delta \frac{d\sigma}{dt} \) enables us to check the validity of the simple pole model. If we plot \( \log(\Delta \frac{d\sigma}{dt}) \) against \( \log(s) \) at fixed \( t \), eq. (2.46) predicts that we should see a straight line of slope \( \alpha + \alpha_p -2 \). This has been done by Schmid(60), and his results are shown in fig. (2.11). The data may be seen to be perfectly consistent with this simple power law from \( P_L = 1.5 \) to 15 GeV/c. (the highest momentum for which sufficiently accurate data were available), and from \( t = 0 \) to \( t = -1.0 \text{ GeV}^2 \). The curves for \(-0.6 \leq t \leq -0.4 \text{ GeV}^2 \), where the statistics are best, are in particularly good agreement.
It seems, therefore, that the data on differential cross sections are encouragingly suggestive of a simple pole model. Indeed, it is puzzling what has happened to the cut contribution, if it is a significant part of the amplitude. Unfortunately the polarisation data are not sufficiently accurate to apply a similar test to the tensor terms in any meaningful way, but it does appear that, in this process at least, cuts play a relatively minor role.
The Mesons

Our model has doubled trajectories, and the simplest way of achieving this is to make each meson residue a sum of two Veneziano terms of the form (see 1.48)

\[ v(t) = \frac{c}{\Gamma(\alpha(t) - m + 1)} \quad (c \text{ constant}) \quad (2.48) \]

with \( s_0 = 1/\alpha' \)

This form has zeros when

\[ \alpha(t) = m - 1, \quad m - 2, \quad \ldots \ldots \text{etc.} \quad (2.49) \]

which cancel the poles at alternate integers in the signature factor. The resulting amplitude thus has poles for positive integer \( \alpha(t) \), starting at \( \alpha(t) = m \) or \( m + 1 \) depending on the signature of the trajectory.

Since the lowest particle on each trajectory is not observed to be doubled we arranged that, of the two terms constituting each residue, one had the lowest particle and the other did not. We were thus led to the following forms for the residues

\[ \delta_v(t) = \frac{\delta v_1}{\Gamma(\alpha)} \times \frac{\delta v_2}{\Gamma(\alpha + 1)} \quad (2.50) \]

\[ \beta_v(t) = \frac{\beta v_1}{\Gamma(\alpha)} \times \frac{\beta v_2}{\Gamma(\alpha - 1)} \quad (2.51) \]

\[ \gamma_T(t) = \frac{\gamma T_1}{\Gamma(\alpha)} \times \frac{\gamma T_2}{\Gamma(\alpha + 1)} \quad (2.52) \]

\[ \beta_T(t) = \frac{\beta T_1}{\Gamma(\alpha)} \times \frac{\beta T_2}{\Gamma(\alpha - 1)} \quad (2.53) \]

The 8 parameters \( \{\delta_v, \beta_T, \gamma_T\} \) are coupling constants, to be determined by fits to the data.

We fixed the meson trajectory at

\[ \alpha(t) = 0.5 \times 0.9 t \quad (2.54) \]

in accordance with exchange degeneracy (see e.g. 2.40).
As a preliminary step we fitted these forms to the residues from ref. (24), and were encouraged by the reasonable fits obtained, as these residues show considerable structure. This procedure was not entirely satisfactory, however, because the fitting procedure was not able to discriminate between regions where it was necessary to fit closely, such as for \( \tilde{S}_v(t) \) near the crossover region, and regions where a rough approximation was adequate, such as for the \( \beta \) residues near the forward direction. Consequently we fitted the data directly, and for this it was necessary to construct a parametrisation for the pomeron.
The Pomeron

In accordance with the above discussion we made $t$ channel helicity conservation for the pomeron correspond to $\gamma(t) = 0$. In terms of the residues, this gave

$$|\gamma_p(t)| = |\gamma^0(t)| \cos \gamma(t) \quad (2.55)$$

where $\gamma^0_p(t)$ is the unrotated non-flip residue. We parametrised it as

$$\gamma^0_p(t) = A_0 + A_1 t + A_2 t^2 \quad (2.57)$$

This corresponds to the usual idea of a pomeron central in impact-parameter space.

We parametrised $\gamma(t)$ as a polynomial, and included the kinematic $\sqrt{s}^t$ singularity mentioned in eq. (2.34).

$$\gamma(t) = \sqrt{s}^t (\chi_1 + \chi_2 t + \chi_3 t^2) \quad (2.58)$$

We tried introducing a cubic term into this expression but found no improvement in the fit.

We used a linear trajectory

$$\alpha_p(t) = 1 + \alpha_p t \quad (2.59)$$

allowing $\alpha_p$ to be a free parameter. Our pomeron parametrisation thus had 7 free parameters — $A_p, A_0, A_1, A_2, \chi_1, \chi_2, \chi_3, \alpha_p$ — to be determined from the data.

It should be pointed out that the $\gamma$ defined above is a rotation of the pomeron relative to the mesons, and is not the same as the $\gamma$ defined on page 27, which cannot, of course, be determined by fits to the data.
Data

We fitted all available data in the range

\[ 2 \leq P_L \leq 16 \text{ GeV/c} \]

\[ 0 \geq t \geq -1.5 \text{ GeV}^2 \]

The sources are listed in ref. 26, and the numbers of experiments are summarised in Table (2.1).

**Table 2.1**

*Data on K⁺p Elastic Scattering*

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Number of Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K⁺p</td>
</tr>
<tr>
<td>(\sigma_{\text{TOT}})</td>
<td>4</td>
</tr>
<tr>
<td>(\frac{d\sigma}{dt})</td>
<td>9</td>
</tr>
<tr>
<td>(p)</td>
<td>3</td>
</tr>
</tbody>
</table>

In all there were 589 data points. Normalisation errors in the data, which reflect the difficulty of accurately counting the flux in the beam, were revealed by differences between experiments by different groups at similar energies. For example, there is a factor of about 1.3 between the \(K⁺p\) differential cross section data of deBaere et al. at \(P_L = 3.46 \text{ GeV/c}\) and that of Banaigs et al. at \(P_L = 3.55 \text{ GeV/c}\) (26). One possible way of dealing with these systematic errors is to assign each experiment an arbitrary normalisation parameter, to be determined by the fit. We did not use this procedure, since it possesses the inherent danger of allowing the model to introduce an altogether spurious energy dependence. We relied instead on fitting a large amount of data, and expected that the normalisation errors would to some extent average out.
Fitting Procedure

We minimised $\chi^2$ defined by

$$\chi^2 = \sum_{s,t} \left( \frac{d\sigma}{dt} (\text{calc}) - \frac{d\sigma}{dt} (\text{expt}) \right)^2 + \left( \frac{P(\text{calc}) - P(\text{expt})}{\delta P(\text{expt})} \right)^2$$

$$+ \sum_s \left( \frac{\sigma_T(\text{calc}) - \sigma_T(\text{expt})}{\delta \sigma_T(\text{expt})} \right)^2$$

(2.60)

We used the CERN minimisation program MINUIT, which is a combination of a random-search routine and a modified Rosenbrock co-ordinate variation program\(^6\). The action of MINUIT is summarised in the flow-diagram of fig.(2.12).

As starting-values for the parameters, we took the values obtained from fits to the residues from ref.(24). About 1000 iterations were required to reach a solution, and only one good fit was obtained.

Although the number of free parameters - 15 - was rather large, certain of them were determined in a straightforward way by the gross features of the data.

The pomeron parameter $A$ was determined by the asymptotic $K + p$ total cross section, since

$$\sigma_{TOT}^{K+p}(\infty) = \frac{MA}{2}$$

(2.61)

The forward direction vector meson residue was then determined by the difference between the $K-p$ and $K+p$ total cross sections

$$\sigma_{TOT}(K-p) - \sigma_{TOT}(K+p) = m V(0) e(0) - 1$$

$$= m v^2 (\bar{v}_v - \frac{1}{2} \bar{v}_v)$$

(2.62)

As the errors on total cross sections are small the equations (2.61), (2.62) were well-determined. A further condition on $V_v$ was obtained from the crossover at $t \approx -0.2 GeV^2$. This implies
\( \mathcal{C}_v(t_c) = 0; \quad t_c \approx -0.2 \text{ GeV}^2 \)

or

\[ \mathcal{C}_{v1} \alpha (s-1) \mathcal{C}_{v2} = 0 \] (2.63)

As was previously suggested, this zero was moved slightly by the presence of flip terms, but (2.63) represents a very useful constraint in restricting the movement of parameters.

With the non-flip pomeron and vector-meson parameters more or less fixed by the total cross section and crossover, constraints were imposed on the tensor-meson residue by the value of the \( K^+ p \) total and forward \( K \to p \) differential cross sections, effectively removing two more parameters.

Our fit thus had ten parameters with which to fit the polarisation data, and the angular structure of the differential cross section.

In addition to eq. (2.46), three additional quantities may be defined:

\[ \sum \frac{d\sigma}{dt} (K-p) = \sum \frac{d\sigma}{dt} (K+p) \]

\[ = 2C \sum \left( \beta_1^2 + \beta_2^2 \right) \left| \delta \right|^2 \text{Re} \left( \alpha \delta^* \right) \left( \beta \delta + \beta^* \right) \times \]

\[ \times \delta \text{Re} \left( \alpha \delta^* \right) \left( \beta \delta + \beta^* \right) \times \delta \text{Re} \left( \alpha \delta^* \right) \left( \beta \delta + \beta^* \right) \]

(2.64)

\[ \sum p \frac{d\sigma}{dt} (K-p) = p \frac{d\sigma}{dt} (K+p) \]

\[ = 4CE \left( \beta \delta - \delta \beta \right) \text{Re} \left( \alpha \delta^* \right) \text{Im} \left( \delta \beta^* \delta^* \right) \]

(2.65)

\[ \Delta P \frac{d\sigma}{dt} (K-p) = p \frac{d\sigma}{dt} (K-p) - p \frac{d\sigma}{dt} (K+p) \]

\[ = 4CE \left[ \left( \beta \delta - \delta \beta \right) \text{Re} \left( \alpha \delta^* \right) \text{Im} \left( \delta \beta^* \delta^* \right) \right] \]

where \( C \) and \( E \) are defined in (2.28) and (2.47) respectively.
Since the meson non flip residues are constrained as described in the previous discussion, they may be treated as known in the above three equations.

The pomeron parameters $a_1, a_2, \gamma_1, \gamma_2, \gamma_3$ were determined largely by the differential cross section and polarisation data over the whole range of $t$, and the meson flip residue parameters mainly by the polarisation. It should be emphasised that, in a simple pole model, the pomeron is not predominantly a forward direction effect, and in fact because of its small slope, contributes more at large $t$ relative to the mesons, than in the forward direction. (In cut models, of course, this is not true, since amplitudes generated by for example the absorption model fall off more slowly with $t$ than the pole contributions).
Results

The best least-squares fit to the data gave $\chi^2 = 1.8$ per point and the following parameter values.

For the pomeron

$\alpha^p = 0.32$

$A = 9.1$, $a_1 = 2.3$, $a_2 = 0.2$

$\kappa_1 = -1 \times 10^{-2}$, $\kappa_2 = -0.2$, $\kappa_3 = 0.46$

For the Vector meson

$\vec{B}_v1 = 10$, $\vec{B}_v2 = 1.6$

$\vec{B}_{v1} = 23$, $\vec{B}_{v2} = 2.8$

and for the tensor meson

$\vec{B}_{T1} = 12$, $\vec{B}_{T2} = 5.3$

$\vec{B}_{T1} = 85$, $\vec{B}_{T2} = 45$

Fits to differential cross section and polarisation at intermediate energies are shown in figs. (2.1, 2.2) and to the total cross sections in fig. (2.3). The model agreed well with the data over the whole range of energy considered. A large proportion of the $\chi^2$ came from the normalisation errors mentioned above. We estimated that, if normalisation errors were taken into account, we would have $\chi^2 \approx 1.2$ per point, which is a reasonable fit.

The Meson Residues

In fig.(2.5) the meson residues are compared with those of the effective pole model of ref.(24). The agreement is seen to be good for the non-flip residues, especially near the forward direction. The flip residues are in poorer agreement. In general, as was mentioned above, they are less well determined than the non-flip residues, and near $t = 0$ they are not determined at all, because their contribution to the observables vanishes kinematically.
It should be noted that these residues are not very compatible with exchange degeneracy. That the non flip residues are nearly equal at \( t = 0 \) is not surprising, since that is necessary to ensure the flatness of the \( K^+ p \) total cross section. Our results at larger \( t \) support the assertion\(^{(27)}\) than in a pure pole model exchange degeneracy cannot hold away from the forward direction.
The Pomeron

The unrotated non flip residue \( \mathcal{V}_p^0(t) \) we obtained was the same as that of ref. (24). We tried a fit with \( a_2 \) fixed equal to zero, but found that the fit was considerably worse.

The very small value (-1 x 10^{-2}) obtained for \( \alpha_4 \) indicates support for t channel helicity conservation for \( |t| \leq 0.5 \text{ GeV}^2 \). This is illustrated in fig.(2.4), where the parameter \( \alpha_5(s,t) \), which is defined in eq.(2.35), is plotted at \( P_L = 10 \text{ GeV/c} \). Also plotted is the t channel helicity conservation curve, defined in eq. (2.38). It can be seen that our fit is even further from s channel helicity conservation (\( \alpha_5(s,t) = 0 \)) than is the T.C.H.C. curve. Some support for our \( \alpha(t) \) is obtained from consideration of the CERN \( \beta \) phase shift analysis, in section (2.4).

The pomeron slope \( \omega_p' \) is simply related to the shrinkage of the forward peak in the \( K + p \) differential cross section. Since, in our model, the mesons are exchange degenerate at \( t = 0 \), we expect the pomeron to dominate there, so we can write

\[
\frac{d \sigma}{dt} (K + p) \approx F(t) s^{2\omega_p(t) - 2} \tag{2.67}
\]

(where \( F(t) \) is a complicated function depending on \( \mathcal{V}_p^0(t) \), \( \alpha_5(t) \), and kinematic factors). Putting in the linear form \( \omega_p(t) = 1 + \omega_p' t \) we obtain

\[
\frac{d\sigma}{dt} = F(t) s^{2\omega_p' t} \tag{2.68}
\]

To obtain the slope of the forward peak we take logs, differentiate, and evaluate at \( t = 0 \), giving

\[
b(s) = \frac{d}{dt} \left( \log \frac{d\sigma}{dt} \right) \bigg|_{t = 0} = \frac{F'(s)}{F(s)} + 2\omega_p' \log s \tag{2.68}
\]

so that the rate of shrinkage of the forward peak is proportional to \( \omega_p' \). This means that the value of \( \omega_p' \) obtained from the data is largely model-independent, and in fact any model assuming pomeron dominance of \( K + p \) will give the same result.
Conclusions

We have formulated a simple model, involving doubled trajectories, which avoids the factorisation problems discussed in section (1.2). The model provides a satisfactory fit to $K^\pm p$ elastic scattering data in the range $2 \leq P_L \leq 16 \text{ GeV/c}$ and $0 \leq |t| \leq 1.5 \text{ GeV}^2$.

Our parametrisation of the residues leads to a determination of $\omega(t)$ which supports $t$ channel helicity conservation for the pomeron near the forward direction.

In the next two sections, we make use of the amplitudes obtained from this model. Although the fact that it fits the available data cannot be interpreted as convincing evidence for the physical reality of this model, it is useful because it provides a smooth parametrisation of the data in terms of Regge amplitudes, which can be used in testing general hypotheses (such as that of Zermi(65)) or the assumptions made by amplitude analysts, such as Heyot and Navelet in the next section.
2.4 Comparison with the Amplitude Analysis of Heyot & Navelet

Heyot and Navelet (28) performed an amplitude analysis of the KN system at \( P_L = 10 \text{ GeV/c} \). As there are data on an insufficient number of parameters to completely determine all the amplitudes, they were forced to make some assumptions.

They used amplitudes \( M^{I}_{++} \), \( M^{I}_{+-} \), which are respectively a channel helicity non-flip and flip amplitudes of total isospin \( I \) in the \( t \) channel. If \( M^{I}_{P\nu}(K) \) is the amplitude for \( K \to p \to K^0n \) and \( M^{I}_{P\nu}(K^0) \) then

\[
M^{I}_{P\nu}(K^0) = \frac{1}{2} \left( M^{I}_{++} \right) \left( M^{I}_{+-} \right)
\]

If \( M^{I}_{P\nu}(K) \) is the amplitude for \( K \to p \to K^0n \) \( (\mu_{P\nu} = \pm) \), then

\[
M^{I}_{P\nu}(K) = \frac{1}{2} \left( M^{I}_{+-} \right)
\]

These amplitudes are normalised such that

\[
\frac{d\sigma}{dt} = \left| M^{I}_{++} \right|^2 + \left| M^{I}_{+-} \right|^2
\]

\[
\rho \frac{d\sigma}{dt} = 2 \text{Im} \left( M^{I}_{++} M^{I}_{+-} \right)
\]

The assumptions that they made were as follows:

(i) In an amplitude analysis of the Wn system (28) the \( I = 1 \) flip amplitude was found to have the behaviour expected of a simple Regge-pole. By analogy, assumption (i) is

\[
M^{I}_{+-} = \left| M^{I}_{+-} \right| e^{-i\pi\alpha}
\]

(ii) The \( K \to p \to K^0n \) differential cross section data has a forward dip, indicating a dominant flip amplitude, therefore

\[
\left| M^{I}_{+-} \right| > > \left| M^{I}_{++} \right|
\]

(This can obviously not hold near \( t = 0 \), where \( M^{I}_{+-} \) vanishes).
They assumed that the pomeron conserves s channel helicity, and that the pomeron is dominant at $P_L = 10$ GeV/c, hence

$$|m^0_+| \gg |m^0_-| \quad (iii)$$

(this assumption is certainly wrong for $|t| \geq 0.6$)

They then wrote

$$m^0_+ = |m^0_+| e^{i\pi \theta}$$

and obtained the following formulae

$$|m^0_+| = 2 \sqrt{\frac{d\sigma}{dt}} (K^-)$$
$$|m^1_-| = \sqrt{\frac{d\sigma}{dt}} (K^0)$$

and

$$\sin \tau (\theta + \alpha) = P(K^-) \frac{\sqrt{\frac{d\sigma}{dt}} (K^-)}{\sqrt{\frac{d\sigma}{dt}} (K^0)}$$

In fig. (2.6) we compare the results of this analysis with the $K^- p$ non-flip amplitude in our model. It may be seen that for $\text{Re} M_+ (K^- p)$ the agreement is good, whereas for $\text{Re} M_+ (K^- p)$ the amplitudes do not agree. The reason for this is that Heyot and Navelet had no justification for neglecting $m^0_-$ compared with $m^1_-$. If we write

$$m^0_- = |m^0_-| e^{i\pi \psi}$$

we obtain for the $K^- p$ polarisation

$$P(K^-) = 2 \frac{|m^1_-| \sin \tau (\theta + \alpha) + |m^0_-| \sin \tau (\psi + \alpha)}{|m^0_+|} \quad (2.72)$$

This means that the result for the phase of $m^0_+$ was incorrect, giving rise to a wrong real part. Because this amplitude is nearly purely imaginary, being pomeron dominated, this error did not significantly affect the imaginary part.

Heyot and Navelet also extracted what they called the "Regge Term", by assuming that the $K^- p$ differential cross section is given by the pomeron alone. This gave
\[ \text{Im} \, M^{0}_{++} \,(\text{Regge}) = \frac{1}{2} \left( \sqrt{\frac{d \sigma}{d t} (K - p)} - \sqrt{\frac{d \sigma}{d t} (K + p)} \right) \] (2.73)

This, not surprisingly, has a zero at \( t = -0.16 \, \text{GeV}^2 \), since the \( K \to p \) and \( K \to p \) differential cross sections are equal there. If we write

\[ \frac{d \sigma}{d t} (K - p) - \frac{d \sigma}{d t} (K + p) = \left( \frac{\frac{d \sigma}{d t} (K - p) - \frac{d \sigma}{d t} (K + p)}{\frac{d \sigma}{d t} (K - p) + \frac{d \sigma}{d t} (K + p)} \right) \] (2.74)

and approximate the denominator by the pomeron contribution, (assumed imaginary and conserving s channel helicity) we obtain

\[ \text{Im} \, M^{0}_{++} \,(\text{Regge}) \approx \text{Im} \, V_{++} \] (2.75)

where \( V_{++} \) is the vector meson contribution to the non-flip amplitude.

Our Regge term contains also the tensor contribution, and does not have a zero at \( t = -0.16 \, \text{GeV}^2 \). The Regge term in our model\(^{(1)}\) and Heyot and Navelet's analysis\(^{(2)}\) are compared in fig. (2.6).

The value of our smooth parametrisation in testing analyses of this kind is evident. As our amplitudes fit all the available data, they can only be excluded by an analysis whose physical assumptions are radically different from ours.
2.5 Comparison with K+p phase shift analysis

Since the K+p channel is exotic, smooth Regge-like behaviour of the cross sections has already set in for \( P_L \approx 2 \text{GeV/c} \), which was the lowest momentum we considered in our fit. There has also been much activity in the field of phase-shift analysis, where the search for exotic resonances such as the \( \Sigma^0 \) has led to solutions being produced up to \( P_L = 2.5 \text{GeV/c} \). We thus have an opportunity to compare the phase shifts directly with our results, without the need to invoke Finite Energy Sum Rules.

We considered projecting out the partial waves from our amplitudes, but since we had no model for backward scattering, we were unable to do this in a meaningful way. Instead we compared amplitudes directly.

This sort of comparison was performed by Daum et al.\(^{(24)}\) at \( P_L = 1.45 \text{GeV/c} \) with their effective pole model. Since then phase shift solutions have become available at higher energies, from which we expect more fruitful comparisons.

It is useful to compare quantities which are invariant under the rotation \( \gamma \). We therefore define \( \phi(s,t) \) by

\[
\phi(s,t) = \frac{\left(\text{Ref}_{++}\right)^2 + \left(\text{Ref}_{--}\right)^2}{\left(\text{Imf}_{++}\right)^2 + \left(\text{Imf}_{--}\right)^2} \quad (2.76)
\]

This may easily be seen to be independent of \( \chi(s,t) \), defined in eq. (2.35), and therefore cannot depend on \( \gamma(t) \) either.

We first describe the phase shift solutions available at \( P_L \approx 2 \text{GeV/c} \), and then compare them with our model. We cannot compare our model for \( \chi(t) \) with solutions which do not agree with our \( \phi(s,t) \), so we made a direct comparison of the s channel amplitudes \( f_{++}(s,t) \), \( f_{--}(s,t) \).
The Phase Shift Solutions

(i) The CERN Solutions

Albrow et al. performed a conventional energy-independent phase-shift analysis of elastic $K^+ p$ scattering from threshold up to $p_L = 2.5$ GeV/c. They used data on unpolarised and polarised differential cross sections, total and elastic cross sections, and also real parts of the forward amplitude $F_{++}(s, o)$, taken from the dispersion relation calculations of Martin and Perrin.

In this type of analysis, the partial wave series (2.13, 2.14) is written down and truncated at some $l = l_{\text{max}}$. The resulting amplitudes are fitted to the data at each energy independently, using the partial waves $f_{12}^l(s)$ as parameters. The solution obtained in this way is by no means unique, in fact there are of the order of $2^{l_{\text{max}}+1}$ solutions at each energy, and even these depend on the choice of $l_{\text{max}}$.

Albrow et al. included up to $H (l_{\text{max}} = 5)$ waves in their solution at the highest momenta considered. At each momentum they obtained 200 solutions, which they linked in energy by the "shortest path" method, which selects solutions giving greatest continuity. Three distinct solutions were obtained, which the authors called $\alpha$, $\beta$, $\gamma$. Of these, $\alpha$ and $\gamma$ were nearly identical at the highest momenta, especially near the forward direction.

(ii) The ACE solution

Miller et al. used the "Accelerated Convergence Expansion" of Cutkosky and Deo to perform an analysis in the same energy range as the CERN group.

In this method the complex $z$ plane is conformally mapped onto a plane in which the partial wave series is maximally convergent. This procedure has the advantage that much fewer partial waves (and therefore parameters) are required than in conventional methods, although it does have the serious drawback that the simplicity of the unitarity constraint $\eta_{12} \leq 1$ (see e.q. (2.16)) is lost in the process.
Miller et al. obtained a unique solution at each energy, which resembles the CERN ± and $^\circ$ solutions. In general the ACE solution gave a better fit to the data, particularly the polarisation near the forward direction, than the CERN solutions (see fig. (2.7)). When the partial waves were reconstructed from the ACE expansion, it was found that the series converged rather slowly, so that the CERN workers has apparently included too few terms in their fit.
The Comparison

It is convenient first to compare quantities invariant under the rotation $x(s,t)$. Since the CERN $\alpha$ and $\beta$ and the ACE solutions resemble one another, we compare our solution with CERN $\beta$ and ACE only. (These are labelled 'R', 'P', 'A' on the diagrams).

In fig. (2.9) we compare the quantity $\beta(s,t)$, defined in eq. (2.76) at $p_L = 2.5$ GeV/c. We see that our solution is in fairly good agreement with CERN $\beta$, but hopelessly different from ACE. (All solutions agree at $t = 0$ because they fit total and forward differential cross sections with the two parameters $\text{Re}f^\pm$, $\text{Im}f^\pm$, leaving no room for ambiguity). The fact that these results for $\beta(s,t)$ are so different means that we cannot ascribe the differences in amplitudes to just $s$ channel or $t$ channel helicity conservation. To consider the subject in more detail we must look at the amplitudes directly.

In fig. (2.6) the $s$ channel helicity amplitudes $f^\pm$ are plotted at $p_L = 2.5$ GeV/c. We see immediately that for the non flip amplitude there is no disagreement. It is particularly interesting that all solutions agree for $\text{Re}f^\pm(s,o)$. Both phase-shift groups fitted dispersion relation real parts, although in KN these are somewhat dubious, since they depend on the parametrisation adopted for the unphysical region in the integration. In fact this ambiguity is the reason for the small difference between the ACE and CERN values for $\text{Re}f^\pm(s,o)$, brought about by the fact that their input values were from different sources. Our value, which comes only from the total and forward differential cross sections, agrees with the CERN value (33), indicating that dispersion relations provide no extra information in this problem.

It is in the flip amplitudes that the differences are really apparent. In the ACE solution $\text{Im}f^\pm$ is very small for all $t$. This has been put forward as suggestive of $s$ channel helicity conservation, both by the CERN group (29) and Cutkosky (34). This interpretation runs into trouble, however, when we demand compatibility with $K - p$ data, and
particularly the crossover zero at $t \approx -0.16 \text{ GeV}^2$. Since this zero must be present in the vector meson term, we would expect to see a dip in $R_{\pi\pi}$ in this region (as the pomeron real component ought to be small near the forward direction). In our model, which does not have a channel helicity conservation, this problem does not arise.

The small $\text{Im} f_{q^-}$ in the ACE-type solutions has also been said to suggest exchange degeneracy\(^{(29)}\). Since, away from the forward direction, there are contributions to $\text{Im} f_{q^-}$ from both $A'$ and $B$ (see eq. (2.7)), this degeneracy would be true for both $\gamma$ and $\beta$ residues, so that we would again expect to see a dip in the $R_{\pi\pi}$ near the crossover point.

Another phenomenological point is worth mentioning. Davier and Harari\(^{(64)}\) have shown that in impact parameter space the meson contribution to $K^- p$ appears to be peaked around $b = 1f$. In terms of partial wave this is, at $p_L = 2.5 \text{ GeV/}c$, $l_{\text{peak}} \approx 5$. The CERN partial wave solutions, however, only go out to $l_{\text{max}} = 5$, so that they must miss a considerable part of the meson amplitude. It may be that all partial wave analysis which truncates the series at a fixed $l$ has a built-in prejudice against such peripheral amplitudes.

These arguments have depended to some extent on the pomeron having a small real part. It is, of course, possible that the pomeron at low energies does not behave like an ordinary Regge-pole, that is, it does not have the usual Regge relationship between its phase and its energy dependence. If this were true, direct comparison of Regge fits with phase shift solutions would not be possible, at any rate until we have a more complete theory for the pomeron.

Some of the ambiguities that have been mentioned would be resolved by measurement of either the spin asymmetry parameter $A$, or the rotation parameter $R$ (defined in eqs. (2.18, 2.19) respectively). Although measurement of these parameters is extremely difficult, as it requires a double-scattering experiment, it would be very worthwhile, because the predictions of the various solutions are wildly different.
As an example, in fig. (2.10) we show the predictions of all the amplitudes for the asymmetry $A$ at $P_L = 2.5$ GeV/c. It can be seen that even a very low-precision experiment would provide a means of distinguishing the two types of solution.

We conclude that our model agrees remarkably well with the CERN $g$ solution. It differs from the ACE solution, and the CERN $\alpha, \beta$ solutions, largely in the phase of the flip amplitude. These last three solutions do not seem very compatible with simple Regge ideas.
2.6 Conclusions

(i) Our simple model with non-factorising residues provides a satisfactory fit to $K^+p$ elastic scattering data. Our determination of $\chi(t)$ supports $t$ channel helicity conservation near the forward direction.

(ii) Our model agrees with the results of Heyat and Navelet\(^\text{(28)}\) for the Imaginary part of the $K^+p$ non-flip amplitude at $P_L = 10$ GeV/$c$, but not for the real part of that amplitude. This has been traced to an erroneous assumption in ref.(28).

(iii) The 'Regge Term' in ref.(28) is in fact just the vector meson contribution. It does not agree with the Regge term in our model, which also contains the tensor mesons.

(iv) Our model agrees with all available phase shift solutions for the $K^+p$ non-flip amplitude at $P_L = 2.5$ GeV/$c$. For the flip amplitude our model agrees with CERN $\bar{\sigma}$, but not with ACE or CERN $\alpha_p \bar{\sigma}$. The last three solutions do not seem easily compatible with Regge theory, and in particular appear to require the pomeron to have a large real component. Doubled trajectory models make the need for cuts less evident. They satisfactorily explain such features as the crossover zero and dips in cross sections in a way which allows these features quite naturally to be independent of energy - a phenomenon which cut models need to work hard to achieve.

That cuts must be present in Regge amplitudes, if only to shield wrong-signature fixed poles, is nevertheless now widely accepted. The validity of currently available cut models, such as the absorption model, is, however, open to doubt, and the predictions of these models, particularly for the $t$-dependence of amplitudes, are somewhat suspect.
The one place where the effect of cuts ought to be unambiguous is in the energy dependence of amplitudes. The energy dependence produced by a cut is quite different from that produced by a pole, particularly if the cut discontinuity is not strongly peaked.

The best place to study energy dependences is where there are good data over a large range of energy. With the new data from Serpukov and ISR, pp elastic scattering now satisfies this criterion, and it is the subject of the next chapter.
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Input starting values \( P_1 \) and errors \( \delta P_i \), \( i = 1, 2, \ldots, N \)

Generate random sets \( \{ \overline{P}_i \} \) of parameters, distributed normally about \( P_i \) taking \( \{ \delta P_i \} \) as variances.

Retain the \( \{ \overline{P}_i \} \) which produce the least \( \chi^2 \), called \( \chi^2_{\text{min}} \).

In the \( N \)-dim. parameter space, define \( N \) orthogonal vectors \( \mathbf{e}_1, \mathbf{e}_2, \ldots, \mathbf{e}_N \) by the Gram-Schmidt process.

Start with \( j = 1, \{ \overline{P}_1 \} \) and use \( \{ \delta P_1 \} \) as step lengths.

- has whole process converged?
  - yes: PRINT RESULTS
  - no: Take a step along \( \mathbf{e}_j \). Calculate \( \chi^2 \).

- retain old parameter values and \( \chi^2_{\text{min}} \).
  - multiply jth step length by 0.5
  - set \( \{ \overline{P}_1 \} = \) new parameter values and \( \chi^2_{\text{min}} = \chi^2 \).

- has this loop converged?
  - yes: set \( \chi^2 < \chi^2_{\text{min}} \)?
  - no: j = j + 1.

- \( \chi^2 \) multiplied jth step length by 2.0.
CHAPTER 3. j PLANE ANALYSIS OF PP ELASTIC SCATTERING

INTRODUCTION

The evidence for the existence of Regge Cuts is at best indirect, and comprises mainly the failure of the simple Regge Pole model to explain various features of the data, as discussed in section (1.2). Other explanations have, however, been put forward. (See, for example, section (1.2), Chapter 2, and ref. (67)). It is possible that cuts have a much smaller effect than is usually supposed, in which case their detection will be rather difficult.

Another difficulty with Regge Cuts is that we really do not have much idea how to calculate them. The absorption prescription, although precise, has a somewhat dubious derivation, and in any case does not provide quantitative fits to the data unless the cut amplitudes are multiplied by an arbitrary parameter. Such models then have great freedom and little predictive power, which is an entirely unsatisfactory situation. A remark made by Lovelace (68) about the Michigan cut model, is worth quoting.

"The whole history of Physics tells us that a theory with few parameters which works only in simple situations, is more likely to be basically correct than a theory with many parameters which works only in complicated situations."

We are therefore led to search for cuts in situations where the theory is more substantial, and the data less ambiguous. Here we may take a lesson from Regge Pole theory, whose chief prediction is the energy dependence of cross sections, which on the whole is well supported by the data, whereas the t-dependence, which is largely arbitrary in the theory, has caused most of the problems. The situation is much the same for Regge Cuts. We do not know their prediction for t-dependence with any reliability, but, since the positions of cut branch points are known, we have much more information about their structure in energy.
It therefore makes sense to look for cuts in the energy dependence of cross sections. Of course, poles will still be present, and to unravel the cuts from the poles a considerable amount of good data, over a large energy range, is necessary. Although such an ideal situation is far from being realised, since the data from Serpukov, ISR and NAL have become available, the procedure is certainly worth trying for elastic pp scattering. This process has the additional advantage of being exotic, so that the contribution of the Regge Poles, especially to the total cross section, is expected from Exchange Degeneracy to be small. This means that cuts should be particularly easy to detect.

The main disadvantage of proton-proton scattering is that there are a large number of independent helicity amplitudes - five in the elastic process. Good data are available only on total and differential cross sections, so that it is not possible to determine all the amplitudes. This is not a serious drawback as far as this chapter is concerned, however, because poles and branch points in the $j$-plane have the same position in all amplitudes, and we are not concerned with $t$-dependences. (We shall show in the next chapter that, at energies where the pomeron can be considered to dominate, we can reduce the amplitudes to a single real number, although for this procedure some approximations must be made).

In section (3.1) we define the amplitudes and formalism that will be used. Sections (3.2, 3.3) deal with our analysis of the total and elastic differential cross sections respectively, and in section (3.4), the results are discussed and conclusions drawn.
3.1 Amplitudes and Formalism

There are five independent helicity amplitudes in elastic pp scattering. We take these to be \( T_{++} \), \( T_{+++} \), \( T_{++-} \), \( T_{+-+} \), and \( T_{++-} \) (in the \( s \) channel). The normalisation is chosen so that

\[
\frac{d^2 \sigma}{dt} = \frac{1}{16\pi q^2} \sum_{\mu,\nu,\lambda,\sigma} |T_{\mu\nu\lambda\sigma}(s,t)|^2
\]

and

\[
\sigma_T = \frac{1}{q \sqrt{s}} \sum_{\mu,\nu} \text{Im} \left[ T_{\mu\nu\lambda\sigma}(s,0) \right]
\]

where \( \mu,\nu,\lambda,\sigma \) are helicity indices.

The contribution of a Regge trajectory \( \alpha \) to one of these amplitudes may be written as (see eq. (1.1)).

\[
T_{\mu\nu\lambda\sigma}^{\text{POLE}}(s,t) = \eta_{\mu\nu\lambda\sigma}(t) \delta(t)
\]

and we write the contribution of a cut in the form of the integral of its discontinuity

\[
T_{\mu\nu\lambda\sigma}^{\text{CUT}}(s,t) = \int_{-\infty}^{\alpha_{\text{cut}}(t)} dj \beta_{\mu\nu\lambda\sigma}(j,t) s^j
\]

(The functions \( \eta_{\mu\nu\lambda\sigma} \) and \( \beta_{\mu\nu\lambda\sigma} \) contain kinematic factors, which are not important in this discussion, as the \( s \)-dependence, in which we are interested, is displayed explicitly).

The amplitude will in general be a sum of terms like eqs. (3.3, 3.4). We combine both these forms by writing

\[
T_{\mu\nu\lambda\sigma}(s,t) = \int_{0}^{\alpha_{\text{max}}} dj s^j T_{\mu\nu\lambda\sigma}(j,t)
\]
In this representation, poles appear as \( \delta \)-functions in \( T_{\mu \nu \lambda \sigma} \), and cuts as continuous functions with \( \Theta \)-functions at the branch points, i.e.

\[
T_{\mu \nu \lambda \sigma}^{\text{POLE}}(j_{st}) = \eta_{\lambda}^\alpha(t) \delta(j - \alpha(t)) \tag{3.6}
\]

\[
T_{\mu \nu \lambda \sigma}^{\text{CUT}}(j_{st}) = \beta_{\mu \nu \lambda \sigma}(j_{st}) \Theta(\alpha_{\text{CUT}}(t) - j) \tag{3.7}
\]

Substituting eq. (3.5) into eqs. (3.1, 3.2) we obtain

\[
\frac{d\sigma}{dt} = \frac{1}{s^2} \int_{-\infty}^{\alpha_{\text{max}}} \frac{d\alpha}{s^2} \gamma(j_{st}) \tag{3.8}
\]

\[
\sigma_T = \frac{1}{s} \int_{-\infty}^{\alpha_{\text{max}}} \frac{d\alpha}{s} \beta(j) \tag{3.9}
\]

where

\[
\gamma(j_{st}) = \frac{1}{4\pi} \sum_{\mu,\nu,\lambda,\sigma} \int_{-\alpha_{\text{max}}-j}^{\alpha_{\text{max}}-j} dl \; T_{\mu \nu \lambda \sigma} \; (j + l_{st}) T_{\mu \nu \lambda \sigma}^{\dagger} (j - l_{st}) \tag{3.10}
\]

and

\[
\beta(j) = \frac{1}{2} \sum_{\mu,\nu} \text{Im} \left[ T_{\mu \nu \mu \nu}(j_{st}) \right] \tag{3.11}
\]

and where we have used (from eq. A.9)

\[
q \sim \frac{1}{2} \sqrt{s}; \tag{3.12}
\]

\[s \to \infty\]
Since a particular trajectory, such as the \( j \), contributes in the same way to the \( j \)-dependence of all the amplitudes, the \( j \) dependence of \( \gamma(j,t) \) and \( \beta(j) \) is expected to be rather simple, whereas the \( t \)-dependence is expected to be too complicated to yield much information.

It might be thought possible to invert e.qs. (3.8, 3.9) to obtain \( \gamma(j,t) \), \( \beta(j) \) direct from the data. Unfortunately this is not so, for the following reason. If we put \( x = 2\log(s) \) and \( k = \alpha_{\text{max}} - j \) in, for example, e.q. (3.8) we obtain

\[
\frac{d\gamma}{dt} = e^{(\alpha_{\text{max}} - j)x} \int_0^\infty dx \, e^{-lx} \gamma(2\alpha_{\text{max}} - k, t) \quad (3.13)
\]

The integral will be immediately recognised as the Laplace transform, of which the inverse is, of course, well known. We obtain

\[
\gamma(j,t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} dx \, e^{-(j+1)x} \frac{d\gamma}{dt} (e^x, t) \quad (3.14)
\]

and since neither the differential nor the total cross section is defined for complex \( \log(s) \), this expression is of no use in determining \( \gamma \), and less direct methods need to be employed.

The method we shall use in the next two sections is to parametrize \( \gamma \) and \( \beta \) in various ways, and determine the parameters by fitting e.qs. (3.8) and (3.9) to the data. We shall always use forms for \( \gamma \) and \( \beta \) for which the integrals in e.qs. (3.8, 3.9) can be performed analytically, since this considerably simplifies the procedure.
3.2 The Total Cross Section

Data

Table (3.1) lists the sources and ranges of data used. The data are plotted in fig.(3.1). The circles are from ref.(36), black dots from ref.(37), and triangles from ref.(38). It may be seen that the Serpukov data of ref.(37) agree well with the older data of ref.(36) in the region $30 < s < 51 \text{ GeV}^2$, where there is considerable overlap. The data from ISR are somewhat isolated, and have such large errors that they cannot be expected to yield much information.

Since this work was finished, new data have become available from ISR(46) and NAL(47). The present experimental situation at Serpukov energies and above is shown in fig.(3.8), and it may be seen that the very high energy data are by no means consistent. These data may affect our conclusions only for the pomeron, since by that energy the meson contributions have become negligible, but more likely they require a reappraisal when the very high energy data are known with more certainty. The methods are, in any case, still worthwhile.

Table 3.1
The PP Total Cross Section

<table>
<thead>
<tr>
<th>MIN $S$ (GeV$^2$)</th>
<th>MAX</th>
<th>Number of points</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.54</td>
<td>50.58</td>
<td>11</td>
<td>Foley(36)</td>
</tr>
<tr>
<td>29.96</td>
<td>114.4</td>
<td>10</td>
<td>Denisov(Serpukov)</td>
</tr>
<tr>
<td>949.0</td>
<td>2808</td>
<td>3</td>
<td>Barbiettini(I.S.R.)</td>
</tr>
</tbody>
</table>


Table 3.2
The PP Elastic Differential Cross Section

<table>
<thead>
<tr>
<th>MIN $s$ (GeV$^2$) MAX</th>
<th>Normalised ?</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.64 48.01</td>
<td>Yes</td>
<td>Foley     (41)</td>
</tr>
<tr>
<td>28.47 46.80</td>
<td>Yes</td>
<td>Allaby    (42)</td>
</tr>
<tr>
<td>102.0 131.2</td>
<td>No</td>
<td>Beznogikh (Serpukov) (43)</td>
</tr>
<tr>
<td>462.0 2808</td>
<td>No</td>
<td>Holder    (I.S.R.) (44)</td>
</tr>
</tbody>
</table>

Models

In elastic pp scattering the allowed exchanges are

$$\text{pp} \rightarrow P + f + A_2 + P' = \rho + \omega$$

(3.15)

We have already discussed the idea that the meson trajectories are exchange degenerate, and under this assumption only two trajectories should contribute and it is logical first to consider the form

$$\sigma_T(s) = \frac{1}{s} \left( A \alpha_1 \delta + B \alpha_2 \right)$$

(3.16)

We fitted this form to the data, and found the best-fit parameters to be

$$\alpha_1 = 1.0 \pm 0.05$$
$$\alpha_2 = 0.0 \pm 0.1$$

(3.17)

These results are at first somewhat surprising. Although the first term is naturally associated with the pomeron, one would expect $\alpha_2 \approx 0.5$ to correspond to the mesons.
Of course, exchange degeneracy predicts that the mesons should not contribute to the pp total cross section, since the pp channel is exotic, so perhaps this result is not so surprising. To verify it we tried a fit of the form

\[ \sigma_T(s) = \frac{1}{s} \left( A \sqrt{s} + B s^{0.5} + C \right) \quad (3.18) \]

The best fit had the following parameter values, and a mean \( \chi^2 \) of 0.25 per point.

\[
\begin{align*}
A &= 37.9 \pm 0.3 \text{ mb} \\
B &= 2.2 \pm 4.4 \text{ mb} \quad (3.19) \\
C &= 31.3 \pm 13.4 \text{ mb}
\end{align*}
\]

This result confirms e.q. (3.17), in the sense that the parameter \( B \), which represents the meson coupling, is entirely consistent with zero.

The fact that the pp total cross section is not entirely flat up to Serpukov energies has, in the past, usually been interpreted as evidence of a small amount of exchange degeneracy breaking. An example of this is the fit of Barger et al(35), who parametrised both the pp and pp total cross sections as

\[ \sigma_{TOT}(s) = A + B s^{-0.6} \quad (3.20) \]

and found for pp

\[
\begin{align*}
A &= 37.3 \text{ mb} \\
B &= 15.6 \text{ mb} \quad (3.21)
\end{align*}
\]

These fits are compared in fig.(3.1). Our fit, of e.qs. (3.18, 3.19) is labelled I, and that of Berger et al is labelled II. It may be seen that curve I is distinctly superior in its ability to fit both the low energy data and the high-energy end of the Serpukov data. These results indicate that the data prefer a singularity near \( j = 0 \) to one near \( j = \frac{1}{2} \).
We are left with the problem of identification of the $j = 0$ singularity. The obvious candidate, the pion, cannot contribute because it has the wrong signature and parity.

To obtain more information we tried a continuum fit, using the formula of eq. (3.9) with $\sigma_{\text{max}} = 1$, i.e.,

$$
\sigma_T(s) = \frac{1}{s} \int_{-\infty}^{1} dj \ s^j \beta(j) 
$$

We parametrised $\beta$ as a polynomial in $(j - 1)$:

$$
\beta(j) = \sum_{k=0}^{n} b_k (j - 1)^k 
$$

This parametrisation has the advantage that, when the integral has been performed, the expression for $\sigma_T(s)$ is linear in the $b$'s. In fact

$$
\sigma_T(s) = \sum_{k=0}^{n} b_k (-1)^k \left[ \frac{1}{\log s} \right]^{k+1} 
$$

and the $b$'s can then be determined by a linear least squares fit. To maintain the same number of parameters as for the simple pole fit, we chose $n = 3$. The best fit is shown as curve III in fig. (3.1) and the best fit $\beta(j)$ is shown in fig. (3.2).

As expected $\beta(j)$ has a sharp peak at $j = 1$, which may be interpreted as an attempt to simulate the appearance of a $S$-function. There is, however, a broader peak in the region $-1 \leq j \leq 0$, which reproduces the same structure as the $S$-function at $j = 0$ in the previous fit.
We see from fig. (3.1) that curve III provides as good a fit to the low-energy and Serpukov data as curve I, and that it is again superior to curve II in its ability to fit the high-energy Serpukov points, in the region of \( s \approx 100 \text{ GeV}^2 \). The fall in curve III at ISR energies is caused by the fact that \( \beta(j) \) is necessarily finite at \( j = 1 \), whereas the data require a \( \delta \)-function.

It is difficult to estimate whether the width of the peak at \(-1 \leq j \leq 0\) in \( \beta(j) \) is required by the data, or merely a consequence of the polynomial parametrisation. The latter explanation is probably more likely, because we have already shown that the data can be fitted with a \( \delta \)-function, but curve III shows that this is by no means necessary.
3.3 The Differential Cross Section

Data

The data used are summarised in table (3.2). The 'conventional' data, from refs. (41, 42) were in the form of points in the range $0 > t > -0.6 \text{ GeV}^2$, those from ref. (43) were slope parameters for data in the range $0 > t > -0.13 \text{ GeV}^2$, and those from ref. (44) were slope parameters in the ranges $0 > t > -0.15 \text{ GeV}^2$ and $-0.15 > t > -0.5 \text{ GeV}^2$.

There is evidence for a systematic error in the data from ref. (43). In fig. (3.9) the slope parameter $b$ is plotted, and it may be seen that the data of ref. (43) are too large by $0.4 \text{ GeV}^{-2}$. This is consistent with the possible systematic error of $0.3 \text{ GeV}^{-2}$ quoted in that paper. Accordingly, we adjusted the slope parameters from ref. (24) to bring them into line with the data from other sources.

Interpolation and normalisation of data

Data from refs. 41 and 42 were interpolated in $t$ to obtain values from $t = -0.05$ at intervals of 0.05 to $t = -0.4 \text{ GeV}^2$.

In the region $0 > t > -0.4 \log \frac{d\sigma}{dt}$ is nearly linear in $t$, but it has been shown (45) that even at quite low energies (at least down to the lowest Serpukov energies, i.e. $s \approx 30 \text{ GeV}^2$) $\log \frac{d\sigma}{dt}$ exhibits a change of slope near $t = -0.15 \text{ GeV}^2$. Consequently, we simultaneously smoothed and interpolated the data by fitting $\log \frac{d\sigma}{dt}$ with cubic polynomials in $t$, i.e. we wrote

$$\log \frac{d\sigma}{dt} = \sum_{k=0}^{3} a_k t^k \quad (3.25)$$

and determined the $a$'s by linear least squares. We used all the data for $|t| < 0.4$, plus that with the next largest value of $t$. 

For data from ref. (41) a slight variation of this procedure was adopted. There are two sets of measurements by the same group at the same energies, but performed at different times, so that their normalisations are slightly different. One set deals with small $|t|$ ($|t| \lesssim 0.2$) and the other with larger $t$ (although there is some overlap). In order to make best use of these data, we used both sets simultaneously, allowing a relative normalisation factor. We fitted the small $t$ data with

$$\log \frac{d\sigma}{dt} = \sum_{k=0}^{3} a_k t^k$$

and the large $t$ data with

$$\log \frac{d\sigma}{dt} = N + \sum_{k=0}^{3} a_k t^k$$

using the same $a$'s. The parameter $N$ was thus determined to give the smoothest interpolation between the small and large $t$ results. In some cases there was overlap between the two experiments, and the method could be tested by examination. In such cases it was found to be satisfactory. $N$ was never as large as the published relative normalisation error.

Data from refs. (43, 44) were interpolated by means of the slope parameters, and normalised by the optical theorem to the total cross section fit I of fig. (3.1). Several considerations arose from this procedure.

The behaviour of a helicity amplitude near the physical region boundary $t = 0$ is (39)

$$T_{\mu\nu\lambda\sigma}(s, t) \sim (\sqrt{-t})^{(|\alpha| - |\beta|/2)}$$

where $\alpha = \lambda - \sigma$ and $\beta = \mu - \nu$. 
This means that of the five independent amplitudes, three \( T_{+++}, T_{++-}, \) and \( T_{++-} \) are finite at \( t = 0 \). Only the completely elastic amplitudes \( T_{++-} \) contribute to the optical theorem, i.e.

\[
\frac{d\sigma}{dt}(s,0) = \frac{1}{16\pi q^2} \left[ |T_{++-}(s,0)|^2 + |T_{++-}(s,0)|^2 + |T_{++-}(s,0)|^2 \right] \tag{3.29}
\]

and

\[
\sigma_T(s) = \frac{1}{q^2 s^{1/2}} \text{Im} \left[ T_{++-}(s,0) \times T_{++-}(s,0) \right] \tag{3.30}
\]

Consequently, if we wish to use the total cross section for normalisation of differential cross section data, we are going to have to neglect not only \( \text{Re}T_{++-} \) and \( \text{Re}T_{++-} \) but also \( \text{Re}T_{++-} \) and \( \text{Im}T_{++-} \) compared with \( \text{Im}T_{++-} \) and \( \text{Im}T_{++-} \).

It can be shown by dispersion relation calculations\(^{(40)}\), that this procedure is suspect for \( s \leq 70 \text{ GeV}^2 \), so we did not attempt to normalise any data for \( s < 100 \text{ GeV}^2 \). This meant that we did not use a considerable amount of the data from Serpukov, but there was no way we could use these data without the danger of introducing a spurious dip into the differential cross section at \( s \approx 60 \text{ GeV}^2 \).

Serpukov data were used only at \( t = -0.05 \text{ GeV}^2 \) and \( t = 0.1 \text{ GeV}^2 \), since the experiments did not extend beyond \( t = -0.13 \text{ GeV}^2 \). The extent of the ISR data varied with energy, being at the least out to \( t = -0.25 \text{ GeV}^2 \), and at most to the largest \( |t| \) considered. No extrapolated data were used, since even near \( t = 0 \) there is no way of doing this consistently.
Fitting Procedure

We worked at fixed $t$, fitting the interpolated data with functions continuous in $s$. This meant that at each $t$ we obtained parameter values, and were thus able to determine our parameters as functions of $t$. The remarkable continuity of these parameters (see, for example, figs. (3.4, 3.5)) is encouraging evidence of the consistency of our interpolation procedures.

Because our interpolation was in $t$, and our fits were in $s$, there was necessarily a large scatter in the data points (see figs. (3.3, 3.6)), which was especially troublesome at small $t$, where there were fewest points. We were therefore forced to keep the numbers of our parameters to a minimum so as to reproduce the broad features of the data, without fitting the statistical fluctuations. Consequently we rejected parametrisations which fitted so well that the mean $\chi^2$ was very much less than unity.

Models

(i) Pole Models

In the same way as for the total cross section, the natural model to try first is a sum of poles. For each amplitude we used a two-pole model

$$T_{\mu,\nu,\lambda,\sigma}(s,t) = a_{\mu,\nu,\lambda,\sigma}(t) s^{\alpha_1(t)} + b_{\mu,\nu,\lambda,\sigma}(t) s^{\alpha_2(t)} \quad (3.31)$$

Here $a_{\mu,\nu,\lambda,\sigma}(t), b_{\mu,\nu,\lambda,\sigma}(t)$ are complex functions of $t$ containing kinematic factors as well as the Regge residues and signature factors.
This gives, for the differential cross section (by e.q. (3.1))

\[
\frac{d\sigma}{dt} = \frac{1}{\pi^2} \left[ A_{11}(t) \varepsilon_1(t)^2 + A_{12}(t) \varepsilon_1(t) \varepsilon_2(t) + A_{22}(t) \varepsilon_2(t)^2 \right]
\]

(3.32)

where, using e.q. (3.12)

\[
A_{11}(t) = \frac{1}{4\pi} \sum_{\mu \nu \lambda \sigma} |a_{\mu \nu \lambda \sigma}(t)|^2
\]

(3.33)

\[
A_{22}(t) = \frac{1}{4\pi} \sum_{\mu \nu \lambda \sigma} |b_{\mu \nu \lambda \sigma}(t)|^2
\]

(3.34)

and

\[
A_{12}(t) = \frac{1}{2\pi} \sum_{\mu \nu \lambda \sigma} \text{Re} \left[ a_{\mu \nu \lambda \sigma}(t) b_{\rho \mu \nu \lambda \sigma}^*(t) \right]
\]

(3.35)

If \( \varepsilon_1(t) \) is the leading trajectory, at high enough energies the third term in e.q. (3.32) will become negligible, so that only a two-term fit to the differential cross section will be appropriate.

Accordingly we tried various two and three term fits, and found in all cases that the leading trajectory \( \varepsilon_1(t) \) was well fitted by a straight line of intercept 1.0 and slope 0.15, and we maintained this form in subsequent fits.

Using the information gained from the total cross section, we were led to try a fit with e.q. (3.32), where as mentioned above

\[
\varepsilon_1(t) = 1.0 + 0.15t
\]

(3.36)

and we used the usual meson trajectory

\[
\varepsilon_2(t) = 0.5 + 0.9t
\]

(3.37)

The first term of e.q. (3.32) then corresponds to the \((\text{pomeron})^2\) term, the second to pomeron \(\times\) meson interference, and the third to the \((\text{meson})^2\) term. If the \(j = 0\) singularity discovered in the total cross section is also included, then its interference with the pomeron will contribute to the third term, and it will also generate a term like
s = -1.5 by interference with the mesons, and a term like $\pi^2$ by itself, both of which should be negligible.

The resulting best fit had a mean $\chi^2$ of 1.5 per point, and is compared to the data in Fig. (3.3). The parameters are plotted as functions of $t$ in Fig. (3.4). The fit is quite satisfactory, but as we shall show, there are certain constraints which the parameters ought to obey, but which are violated for some values of $t$.

The first two constraints which may be obtained from eqs. (3.32 - 3.35) are trivial

$$A_{11}(t) \geq 0 \quad (3.38)$$

$$A_{22}(t) \geq 0 \quad (3.39)$$

and it may be seen from Fig. (3.4a) that they are easily satisfied.

It is possible, however, to deduce a third, less trivial constraint as follows.

We write for brevity

$$H = (A, \nu, \lambda, \sigma) \quad (3.40)$$

and we define the phases of the functions $a_{\mu\nu\lambda\sigma}$ and $b_{\mu\nu\lambda\sigma}$ in eqs. (3.33, 3.34) by

$$a_H(t) = |a_H(t)| e^{i\theta_H(t)} \quad (3.41)$$

$$b_H(t) = |b_H(t)| e^{i\phi_H(t)} \quad (3.42)$$

With these definitions we obtain

$$A_{12}(t) = \frac{1}{2\pi} \sum_H |a_H| |b_H| \cos (\Theta_H - \Phi_H) \quad (3.43)$$
from which we may deduce that

\[ A_{12}^2 - 4A_{11}A_{22} = \]

\[
\frac{1}{4\pi^2} \sum_{H,H'} \left( \left| a_H \right| \left| b_H \right| \left| a_{H'} \right| \left| b_{H'} \right| \cos (\Theta_H - \Theta_{H'}) \cos (\Theta_{H' - \Theta_{H'}}) - \left( a_H \right)^2 \left( b_{H'} \right)^2 \right) \]  

(3.44)

hence, using trigonometry

\[ A_{12}^2 - 4A_{11}A_{22} \leq \frac{1}{4\pi^2} \sum_{H,H'} \left( \left| a_H \right| \left| b_H \right| \left| a_{H'} \right| \left| b_{H'} \right| - \left( a_H \right)^2 \left( b_{H'} \right)^2 \right) \]  

(3.45)

since the right hand side of e.q. (3.45) is symmetric in \( H \) and \( H' \) we can interchange them without altering the result, i.e.

\[ A_{12}^2 - 4A_{11}A_{22} \leq \frac{1}{4\pi^2} \sum_{H,H'} \left( \left| a_{H'} \right| \left| b_{H'} \right| \left| a_H \right| \left| b_H \right| - \left( a_{H'} \right)^2 \left( b_H \right)^2 \right) \]  

(3.46)

Averaging e.qs. (3.45) and (3.46) then gives

\[ A_{12}^2 - 4A_{11}A_{22} \leq -\frac{1}{8\pi^2} \sum_{H,H'} \left( \left| a_H \right| \left| b_{H'} \right| - \left( a_{H'} \right) \left( b_H \right) \right)^2 \]  

(3.47)

\[ \Rightarrow A_{12}^2 \leq 4A_{11}A_{22} \]  

(3.48)

which is the required constraint.

The equality in e.q. (3.48) holds only under the following unlikely conditions

(i) \( \Theta_H = \Theta_{H'} \) for all \( H \). This is in direct conflict with Regge Theory, and the interpretation of the terms as a pomeron and a meson

(ii) \( \frac{a_H}{a_{H'}} = \frac{b_H}{b_{H'}} \) for all \( H, H' \)
The $j = 0$ singularity contributes to the total cross section with the same sign as the pomeron, so that its imaginary part is positive. Since the pomeron contribution ought to be nearly purely imaginary, the $j = 0$ singularity should have a positive interference with the pomeron, reinforcing the inequality in eq. (3.40).

In fig. (3.5) we have plotted the ratio $A_{12} / 2(A_{11}^2 A_{22})^{1/2}$, which should be less than unity by eq. (3.48). It may be seen that the constraint is violated at $t = -0.2 \text{ GeV}^2$, and only just satisfied for $-0.15 \leq t \leq -0.3 \text{ GeV}^2$.

To investigate the significance of this result we tried to fit the data with the constraint (3.48) satisfied. There were several ways we might have attempted this, but since the tendency to break it seemed to come from the dip in $A_{22}(t)$ near $t = -0.2 \text{ GeV}^2$ (see fig. 3.4a) we fitted the data with $A_{22}(t)$ fixed as the best linear fit to $\log A_{22}$ through the first two and last two points, shown as the solid line in fig. (3.4a). The equation of this line is

$$A_{22}(t) = 729 \exp(3.9 t)$$ (3.49)

We found that $A_{12}(t)$ was now much smaller, and it is shown as black dots in fig. (3.5). The fit, however, was considerably worse, especially for the data at lower energies. The two fits are compared at $t = -0.2 \text{ GeV}^2$ in fig. (3.6), and it may be seen that improved data in the low energy region, or any data at all in the Serpukov region, would distinguish between them.

This discussion illustrates the importance of accurate data at lower energies in making full use of the new very high-energy data. It is an unfortunate reflection of the present system of priorities that the most useful experiments at energies below Serpukov were performed in 1963 and 1965 (41).
Continuum Models

We performed a fit with the form of eq. (3.8) using

\[
\alpha_{\text{max}} = 1, \text{ i.e.,}
\]

\[
\frac{dd}{dt} = \int_{-\infty}^{1} dj \; \gamma(j, t) s^{2}j^{-2}
\]

(3.50)

In the same way as for the total cross section, we parametrised \(\gamma(j, t)\) as a polynomial in \((j - 1)\):

\[
\gamma(j, t) = \sum_{k=0}^{n} C_{k}(t) (j - 1)^{k}
\]

(3.51)

which gave in an analogous way to eq. (3.24)

\[
\frac{dd}{dt} = \sum_{k=0}^{n} \frac{(-1)^{k+1}}{2^{k+1}} C_{k}(t) \left[ \frac{1}{\log s} \right]^{k} + 1
\]

(3.52)

and we fitted this form to the data as before. Taking a cubic \((n = 3)\) form for \(\gamma\) we obtained a fit whose mean \(\chi^{2}\) was 1.1 per point. The best fit \(\gamma(j, t)\) is shown in fig. (3.7) at \(t = -0.1\) and \(t = -0.25\) GeV\(^{2}\). It may be seen that there is a distinct tendency to peak at \(j = 1\) and \(j \approx 0.5\), in agreement with the pole models previously discussed.

We also tried a fit with a quartic form for \(\gamma\). Although, as one might expect with five parameters at each value of \(t\), the parameters were somewhat poorly determined, the peak at \(j = 1\) did show a distinct tendency to move out with \(t\), and in fact the position of the peak closely obeyed the relation

\[
J_{\text{PEAK}}(t) = 1 + 0.2t
\]

(3.53)

Of course, the cubic \(\gamma\) could not exhibit this behaviour, because a cubic is only allowed two peaks if one of them is at the extreme end of the integration region.
We were again faced with the question of whether the width of the peaks in $\gamma(j, t)$ was a consequence of the data or of the parametrisation. We therefore tried a fit with a sum of terms of the gaussian form

$$\gamma_i(j, t) = \frac{c_i(t)}{\Delta_i \sqrt{\pi}} e^{-((j - j_i(t))/\Delta_i)^2}$$

(3.54)

where

$$\gamma(j, t) = \sum_{i=1}^{m} \gamma_i(j, t)$$

(3.55)

This form has the property that

$$\gamma_i(j, t) \rightarrow c_i(t) \delta(j - j_i(t)),$$

$$\Delta_i \rightarrow 0$$

(3.56)

With this form, the expression for the differential cross section is somewhat more complicated

$$\frac{d\sigma}{dt} = \frac{1}{2} \sum_{i=1}^{m} c_i(t) e^{(\Delta_i \log s)^2 + 2(j_i(t) - 1)\log s} \text{Erfc}(\Delta_i \log s + \frac{j_i(t)}{\Delta_i})$$

(3.57)

This has more (3) parameters per term than the previous models used, so we tried a two-term fit with $\Delta_i$ fixed equal to zero for all $t$. This gave 5 parameters: $c_1$, $j_1$, $c_2$, $j_2$, $\Delta_2$ at each value of $t$, and in each case we found $\Delta_2 = 0$ and the same solution as for previous two-pole fits.
3.4 Conclusions

(i) The curvature of the pp total cross section is better fitted by a pole at $j = 0$ than at $j = \frac{1}{2}$. A broader peak in the region $-1 \leq j \leq 0$ also provides a good fit. This indicates that exchange degeneracy may not be broken in pp scattering in the forward direction, but lower-lying singularities may be important.

(ii) Simple Regge poles cannot explain the differential cross section data at the larger values of $t$. Inclusion of the lower-lying singularities discussed above only make matters worse.

(iii) We found no evidence that the differential cross section data require a continuous $j -$ plane structure, i.e. the singularities look more like poles than cuts.

(iv) Improved accuracy of data at presently-accessible energies would make much more conclusive statements possible.

In the next chapter we consider the $j -$ plane structure to be expected in pp scattering, and compare it with the results of this analysis.
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CHAPTER 4. THE J-PLANE STRUCTURE OF PP ELASTIC SCATTERING IN THE
ABSORPTION MODEL

INTRODUCTION

In the previous chapter we obtained information from the data about
the j-plane singularities which are important in pp elastic scattering.
In particular we found that the data were not consistent with simple
poles corresponding to the exchange of the known mesons and the pomeron.
The discontinuities found, however, were strongly peaked and looked
more like poles than cuts.

Despite its drawbacks (see section 1.2), we expect that the
absorption model, derived in section (1.6), will supply some information
about the j-plane structure of Regge Cuts. Of course, because the
absorption model does not provide detailed fits to the data unless
multiplied by arbitrary factors, we know that it cannot be the whole
answer, but we hope that it will at least provide some clues.

That the absorption model should not be interpreted as anything
other than a very crude first approximation is illustrated by Bronzan
and Jones condition (69), obtained from unitarity, that the two-reggeon
cut discontinuity must vanish and be singular at the branch point. In
the absorption model, as we shall show, the discontinuity is both finite
and non-singular. White (70) has shown that unitarity is recovered when
one considers the two-reggeon cut in the two particle - two reggeon
amplitude and in the four reggeon amplitude, as well as in the four
particle amplitude. This means, for example, that the cut must
contribute to the Gribov Vertex in eq. (1.56).

In this chapter we investigate the j-plane structure of pp elastic
scattering generated by the pomeron and meson poles and the corresponding
cuts. We expect that the absorption model will throw some light on the
form of the cut discontinuities, without making detailed numerical
calculations.
In section (4.1) we define the quantities and introduce the formalism with which we are going to work. In section (4.2) we propose a simple model and use it to calculate cut discontinuities. We compare the results from this model with our previous deductions about the j-plane structure in section (4.3), and in section (4.4) we discuss the results and draw some conclusions.
4.1 *Formalism and Definitions*

From eq. (1.1) we write the contribution of a Regge Pole \(\alpha_k\) to an elastic pp non-flip amplitude as

\[
A_k(s,t) = \mathcal{B}^{\alpha_k}(\omega) \mathcal{U}_{\alpha_k}^{pp} s^{-k} \quad (4.1)
\]

(The reason we only consider non-flip amplitudes will become apparent in the next section).

In the absorption model, the contribution of the cut generated by the trajectories \(\alpha_1\) and \(\alpha_2\) to the same amplitude is, from eqs. (1.55, 1.59)

\[
A^{C}_{12}(s,t) = \frac{2}{15\pi^2} \int_{0}^{\infty} dt_1dt_2 \frac{b(\lambda_1)}{\alpha_1(t_1)} \frac{b(\lambda_2)}{\alpha_2(t_2)} \mathcal{U}^{pp}_{\alpha_1} \mathcal{U}^{pp}_{\alpha_2} \alpha_1(t_1) \otimes \alpha_2(t_2) \quad (4.2)
\]

where \(\lambda(t_0, t_1, t_2)\) is defined in eq. (1.51).

The position of the branch point is

\[
\alpha_{\text{CUT}}(t) = \max (\alpha_1(t_1) \otimes \alpha_2(t_2) - 1) \quad (4.3)
\]

under the condition

\[
\lambda(t_0, t_1, t_2) = 0 \quad (4.4)
\]

To obtain the discontinuity form of eq. (3.4) it is necessary to change variables from \(t_1, t_2\) in eq. (4.2) to

\[
j = \alpha_1(t_1) \otimes \alpha_2(t_2) - 1 \quad (4.5)
\]

\[
k = \alpha_1(t_1) = \alpha_2(t_2) \quad (4.6)
\]
We know that we can do this because the trajectories are
Herglotz functions of \( t \), as we discussed in section (1.1 (vi)).

The Jacobian for the transformation is

\[
\begin{bmatrix} \partial (t_{nk}) \\ \partial (t_{10} t_{2}) \end{bmatrix} = 2 \alpha'_{1} \alpha'_{2} \quad (4.7)
\]

and, if we define for convenience

\[
g_{k} (m_{k}) = \partial_{-} g_{k} (t_{k}) \partial_{+} g_{k} \quad (t_{k}) \quad (4.8)
\]

we can write that

\[
\mathbf{A}_{12} (s ; t) = \int_{-\infty}^{s} \int_{0}^{s} d j s j \nu_{12} (j ; t) \quad (4.9)
\]

with

\[
\nu_{12} (j ; t) = \frac{1}{32 \pi^{2}} \int_{-1}^{1} \frac{d k}{j - 1} \frac{g_{1} (j - k - 1) g_{2} (\frac{1}{2} (j - k + 1))}{\alpha'_{1} \alpha'_{2} \sqrt{1}} \quad (4.10)
\]

If the trajectories are linear

\[
\sigma_{k} (t) = \sigma_{k0} + \alpha'_{k} t \quad (4.11)
\]

we find from e.g., (4.3, 4.4) that the branch point for the \((1, 2)\) cut

is

\[
\sigma_{12} (t) = \sigma_{10} + \sigma_{20} - 1 - \frac{\sigma'_{1} \sigma'_{2}}{\alpha'_{1} \sigma'_{2}} t \quad (4.12)
\]

which reduces in the special case of identical trajectories to

\[
\sigma_{11} (t) = 2 \sigma_{10} - 1 + \frac{1}{2} \sigma'_{1} \sigma_{1} t \quad (4.13)
\]
4.2 The Model

Since we are not interested in elaborate quantitative fits to the data it is sensible to choose the model to be the simplest possible. We did this as follows:

(i) In the previous chapter we found evidence that the pomeron slope is rather small, so that the pomeron ought to be purely imaginary, at least near the forward direction. Consequently we parametrised the pomeron contribution to an e channel non-flip amplitude as

\[ g_p (x, p) = \sqrt{2} g_p (x, p = 1) \]  

(with \( \sqrt{2} g_p \) real constants)

(ii) We assumed that the pomeron conserves a channel helicity, this ought to be fairly reasonable near the forward direction.

(iii) We chose the pomeron trajectory to have the linear form

\[ g_p (t) = 1 - 0.15 t \]  

(iv) We assumed exchange degeneracy for the meson, with a linear trajectory, which we took as

\[ g_m (t) = 0.5 - 0.9 t \]  

In Chapter 3 we saw that the data show no evidence of exchange degeneracy breaking in the forward direction, so we chose the meson contribution to the non-flip amplitude to be

\[ g_m (x, m) = \sqrt{2} g_m (x, m = 1) \]  

(with \( \sqrt{2} g_m \) real constants)

(v) We considered only the non-flip meson contributions. This should not affect the total cross section, but it means that in the differential cross section, we have neglected \((\text{meson})^2\) terms, so that our model cannot be reliable at low energies.
We can immediately calculate the positions of the branch points from eqs. (4.15, 4.16, 4.12, 4.13). They are

\[ \sigma_{pp}(t) = 1 - 0.07t \]  
\[ \sigma_{pn}(t) = 0.5 - 0.13t \]  
\[ \sigma_{mm}(t) = 0.45t \]

We did not calculate the effects of cuts generated by three or more trajectories. The cut generated by \( n \) identical reggeons with trajectory \( \alpha \) has branch point (11)

\[ \alpha_n(t) = n\alpha \left( \frac{t}{n^2} \right) = n - 1 \]  
\[ \frac{dt}{d\alpha_n(t)} = n \left( \frac{\alpha_0 - 1}{n} \right) = 1 + \frac{\alpha'}{n} \]

which, for linear trajectories, reduces to

\[ \alpha_n(t) = n(\alpha_0 - 1) + 1 + \frac{\alpha'}{n} t \]

We see that for multi-pomeron cuts

\[ \pi_{pp}(t) = 1 - \frac{\alpha'}{n} t \]  
\[ \alpha_{nn}(t) = 1 - \frac{n}{2} + \frac{\alpha'}{n} t \]

so that multi-pomeron cuts condense on \( j = 1 \) and may well be important, whereas multi-meson cuts are low-lying and should be insignificant. Multi-reggeon cuts can be calculated in the eikonal model, where it can be shown (12) that the contribution of the \( n \)-pomeron cut decreases rapidly with \( n \). It seems fairly reasonable, therefore, to assume that the major contribution to the discontinuity structure comes from two-reggeon cuts.
In this model the discontinuities can be calculated analytically. In practice, Eq. (4.10) is not the easiest way to proceed, but it is more straightforward to use the representation

\[
\frac{\Theta(\lambda)}{f_k} \int \, d\nu \, T_0(b) \, J_0(b, \sqrt{-t_1}) \, J_0(b, \sqrt{-t_2})
\]

in Eq. (4.2), then perform the \( t_1 \) and \( t_2 \) integrations explicitly. The results are as follows:

For the two-pomeron cut

\[
\bar{\mathcal{C}}_{PP}(j, t) = 1 \frac{\delta_p^2}{32\pi \alpha_p^j} \cdot \delta_{bp}(j - 1)
\]  

(4.26)

For the pomeron-meson cut

\[
\bar{\mathcal{C}}_{PM}(j, t) = \frac{\delta_p \delta_m}{16\pi (\alpha_p^j \cdot \alpha_m^j)} \cdot \exp \left[ \frac{b_p \alpha_p^j \cdot b_m \alpha_m^j}{\alpha_p^j \cdot \alpha_m^j} (j - 1) \right] \times
\]

\[
J_0 \left( \frac{t}{\alpha_p^j \cdot \alpha_m^j} (j - \alpha_{pp}(t)) \right)
\]  

(4.27)

with \( c = (b_p - b_m) \frac{\alpha_p^j \cdot \alpha_m^j}{\alpha_p^j \cdot \alpha_m^j} \)

And for the two-meson cut

\[
\bar{\mathcal{C}}_{MM}(j, t) = 1 \frac{\delta_m^2}{32\pi \alpha_m^j} \cdot \delta_{bm}(j - 1)
\]  

(4.28)

We note that although the discontinuities of the identical-particle cuts are independent of \( t \), their contributions to the amplitude will depend on \( t \), since the integrations in Eq. (4.9) run up to \( \alpha_{\text{CUT}}(t) \). We see also that the Bronzan and Jones condition is indeed violated, as mentioned in the introduction to this chapter.
4.3 Comparison with the Data Analysis of Chapter 3

(i) The Total Cross Section

If we write the total cross section in the form of eq. (3.9), we obtain from e.qs. (4.26 - 4.29) the following prediction for \( \beta (j) \):

\[
\beta (j) = \frac{1}{b_p} \Theta (j-1) = \frac{\Theta _p^2}{32 \pi \epsilon _p} b_p (j-1) \Theta (1-j) + \frac{\Theta _m^2}{32 \pi \epsilon _m} b_m (j) \Theta (-j)
\]

We see that the cut contributions are peaks of width

\[
\Delta_i = 1/b_i \quad (i = p, m)
\]

at \( j = 0 \) and \( j = 1 \). There is no meson contribution because of exchange degeneracy, and the pomeron-meson cut is absent for the same reason. We see that the singularities are in just the right places to explain the structure found in section (3.2).

To investigate the widths of the peaks, we adopted the parameter values found in section (3.3). We used exponential fits to the parameters \( A_{11}(t) \), \( A_{22}(t) \) (defined in eq. (3.32)), and obtained

\[
A_{11}(t) = 68 \exp (8.9 t)
\]

\[
A_{22}(t) = 730 \exp (3.9 t)
\]

This gave in e.qs. (4.14, 4.17)

\[
b_p \approx 30
\]

\[
b_m \approx 2
\]

or, for the widths of the peaks in \( \beta (j) \)

\[
\Delta_p \approx 0.03
\]

\[
\Delta_m \approx 0.5
\]

The narrowness of the peak at \( j = 1 \) implies that, in a fit of the form of \( \beta \) for example e.q. (3.23), the cut term would be impossible to distinguish from the pole, and we would just see a peak of reduced height.
Our model therefore predicts precisely the $j$-plane structure found for the total cross section in chapter 3, in particular a very narrow peak at $j = 1$ and a broader structure for $j < 0$, with nothing in between.

The model has a further feature, however, which is that the negative sign of the second term in eq. (4.30) provides a natural mechanism for the recently-measured rising total cross section. Indeed, if $b_p$ and $b_M$ are fixed at the values in eqs. (4.34, 4.35), there are only two parameters in eq. (4.30) = $\tilde{\sigma}_p$ and $\tilde{\sigma}_M$ - which may be determined from low-energy data alone.

As we have mentioned previously, this model is too crude to make detailed fits worthwhile, so we just constrained the model to fit the data at $s = 20$ and $s = 100$ GeV$^2$. On integration, eq. (4.30) gives

$$\sigma_T(s) = \tilde{\sigma}_p - \frac{\tilde{\sigma}_p^2}{32\pi \alpha_p} (b_p + \log s)^{-1} + \frac{\tilde{\sigma}_M^2}{32\pi \alpha_M} s^{-1} (b_M + \log s)^{-1}$$  

(4.38)

By evaluating this equation at the two values of $s$ we obtained

$$\tilde{\sigma}_p = 131$$  

(4.39)

$$\tilde{\sigma}_M = 218$$  

(4.40)

which means that

$$\sigma_T(\infty) = 51 \text{ mb.}$$  

(4.41)

This fit is compared with the data in fig. (4.1), where we have also shown curve I from chapter 3 for comparison. We see that, by fitting the low energy data alone, our model predicts a rising total cross section at ISR energies. That it does not rise as fast as the latest data indicates the limitations of the model, although, as may be seen from the figure, the experimental situation is not yet by any means resolved. The function $\tilde{\sigma}(j)$ corresponding to this curve is shown in fig. (4.2). (The arrow at $j = 1$ indicates the position of the $S$-function due to the pomeron pole).
(ii) The Differential Cross Section

As discussed in section (4.2 (v)), our model cannot be correct at low energies, because we have neglected most of the (meson)^2 terms. The singularities will still be in the right places, of course, but will have the wrong magnitudes. The effects of the various interference terms are somewhat complicated, but can be calculated from e.q. (3.10). Because of the strongly peaked nature of the pomeron-meson cut in e.q. (4.27), if b_p = 30 and b_m = 2 then
\[ C_{pm} \sim e^{26(j-1)} \] - it is reasonable to neglect the Bessel function. This means that we can write the contributions of a pole and a general two-reggeon cut to the function \( \mathcal{G}(j,t) \) as, respectively

\[ C_n(j,t) = \gamma_n \delta(j - \alpha_n(t)) \ e^{b_n \alpha_n' t} \] (4.42)

where \( n = P \) or \( M \), and

\[ C_{nm}(j,t) = \gamma_{nm} \ e^{b_{nm}(j - \alpha_{nm}(0))} \ \delta(\alpha_{nm}(t) - j) \] (4.43)

where \( n, m = P \) or \( M \) and \( \gamma_{nm}, Q_{nm} \) are complex constants.

Substituting these forms into e.q. (3.10) we obtain the following
formulæ (dropping the \( 1/4\pi \) for convenience):

For the interference between the \( n \) and \( m \) poles
\[ \mathcal{G}_{nm}(j,t) = \text{Re}(\gamma_n^* \gamma_m) \ e^{(b_n \alpha_n' + b_m \alpha_m') t} \ \delta(2j - \alpha_n - \alpha_m) \] (4.44)

(this is of course just the ordinary 2-pole interference)

For the interference between the \( n \) pole and the \( m=p \) cut
\[ \mathcal{G}_{nmp}(j,t) = \text{Re}(Q_m^* \gamma_n) \ e^{b_{mp}(2j - \alpha_n - \alpha_m(0))} \ e^{b_n \alpha_n' t} \ \delta(\alpha_n(t) \alpha_m(t) - 2j) \] (4.45)
And for the interference between the $k-n$ cut and the $m-p$ cut

(where $\alpha_{kn} > \alpha_{mp}$)

\[
\gamma_{knmp}(j_{t}) = \text{Re}(Q_{kn}^{*} Q_{mp})e^{(b_{kn} + b_{mp})j - (b_{kn} \alpha_{kn}(0) + b_{mp} \alpha_{mp}(0))}
\]

\[
(b_{kn} - b_{mp}) \alpha_{kn} - j - (b_{mp} - b_{kn}) \alpha_{mp} - j \Theta(\alpha_{kn} + \alpha_{mp} - 2j)
\]

(4.46)

These functions are again peaked, and the positions of the peaks are given by the $\delta$ and $\Theta$ functions. Because of exchange degeneracy and the Imaginary pomeron, we have the following expressions:

\[\gamma_{p} = i |\gamma_{p}|\]
\[\gamma_{m} = -i |\gamma_{m}|\]

\[Q_{pp} = -i |Q_{pp}|\]
\[Q_{pm} = |Q_{pm}|\]
\[Q_{mm} = i |Q_{mm}|\]

From which we may deduce that

\[\text{Re} (\gamma_{p}^{*} \gamma_{m}) = \text{Re} (\gamma_{p}^{*} Q_{pm}) = \text{Re} (\gamma_{m}^{*} Q_{pp})\]
\[= \text{Re} (\gamma_{m}^{*} Q_{mm}) = \text{Re} (Q_{pp} Q_{mm}) = \text{Re} (Q_{mm}^{*} Q_{pm})\]
\[= 0 \quad (4.47)\]

and hence that

\[\gamma_{pXm}(j_{t}) = \gamma_{pXpm}(j_{t}) = \gamma_{Xpm}(j_{t})\]
\[= \gamma_{mXmm}(j_{t}) = \gamma_{ppXpm}(j_{t}) = \gamma_{mmXpm}(j_{t})\]
\[= 0 \quad (4.48)\]
In table (4.1) those terms which do not vanish, with the positions and signs of their peaks, are listed.

TABLE 4.1

Non-Vanishing Terms in the PP Differential Cross Section

<table>
<thead>
<tr>
<th>Term</th>
<th>Peak</th>
<th>Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>P x P</td>
<td>j = ( \alpha_p(t) )</td>
<td>+</td>
</tr>
<tr>
<td>M x M</td>
<td>j = ( \alpha_m(t) )</td>
<td>+</td>
</tr>
<tr>
<td>PP x PP</td>
<td>j = ( \alpha_{pp}(t) )</td>
<td>+</td>
</tr>
<tr>
<td>Mm x Mm</td>
<td>j = ( \alpha_{mm}(t) )</td>
<td>+</td>
</tr>
<tr>
<td>Pm x Pm</td>
<td>j = ( \alpha_{pm}(t) )</td>
<td>+</td>
</tr>
<tr>
<td>P x Pp</td>
<td>j = ( \frac{1}{2}(\alpha_p(t) * \alpha_{pp}(t)) )</td>
<td>-</td>
</tr>
<tr>
<td>P x Mm</td>
<td>j = ( \frac{1}{2}(\alpha_p(t) * \alpha_{mm}(t)) )</td>
<td>+</td>
</tr>
<tr>
<td>M x Pm</td>
<td>j = ( \frac{1}{2}(\alpha_m(t) * \alpha_{pm}(t)) )</td>
<td>-</td>
</tr>
<tr>
<td>Pp x Mm</td>
<td>j = ( \frac{1}{2}(\alpha_{pp}(t) * \alpha_{mm}(t)) )</td>
<td>-</td>
</tr>
</tbody>
</table>

These singularities are displayed in fig. (4.3). The location of the pomeron-meson pole interference term, which vanishes in this model, is also included, as the dot-dash line.

We can now interpret the three-pole fit of eq. (3.32) in terms of this model. The fact that \( A_{12}(t) \) is consistent with zero for small \( t \) is explained by the fact that there is no singularity near \( j = 0.75 \) in fig. (4.3). At larger \( t \), \( A_{12}(t) \) is built up from the effects of several terms close together. Similarly \( A_{11}(t) \) has three contributory terms. In this model, of course, there is no reason for eq. (3.48) to apply.
4.4 Conclusions and Discussion

We have formulated a very simple model, which satisfactorily explains the j-plane structure found in chapter 3, both for the total and differential cross sections.

(i) For the total cross section, the $j \to 0$ singularity discovered in chapter 3 is identified with a meson-meson cut.

(ii) When constrained to fit data at energies at and below Serpukov, the model predicts that the total cross section should rise at ISR energies, as has been recently observed.

(iii) The constraint of eq. (3.48), which caused trouble for a simple pole interpretation of the fit of eq. (3.32), does not apply to this model. Both $A_{11}(t)$ and $A_{12}(t)$ are built from a number of closely-situated terms.

(iv) The small value of $A_{12}(t)$ near $t = 0$ is explained because the model has no singularity near $j = 0.75$.

(v) All cut discontinuities except the meson-meson cut, are strongly peaked at their branch points, thus explaining the pole-like structure found in chapter 3. This property of the model implies that, if it is correct, the methods of chapter 3 will have trouble obtaining definite results, since in any continuous parametrisation the leading cuts will look like poles.

Whilst we must admit that this model is by no means the only possible explanation of these effects, the ease with which it accounts for them is nonetheless remarkable.
Figures for Chapter 4

4.1 Comparison of the model of e.q. (4.3A) for the total cross section (curve C) with the data. Curve I from chapter 3 is also shown.

4.2 The function $f_j(j)$ for the curve C of fig. (4.1).

4.3 The $j$-plane structure of the differential cross section. Solid lines are positive contributions, broken lines are negative. The dot-dash line is the location of the pomeron-meson interference term, if it were present.
fig. (4.2)
INTRODUCTION

The recent experiments at the CERN intersecting storage rings (46, 73, 74) have caused a great deal of theoretical and phenomenological activity. In this chapter we discuss some of the explanations that have been proposed, and consider the present state of the situation.

Perhaps the most unexpected of the results is the apparent sharp rise in the total cross section above $s = 500 \text{ GeV}^2$. The rise appears to have the form

$$\sigma_T \sim (\log s)^2 \quad (5.1)$$

and the models that we shall discuss may be divided into two groups - those that retain this property as $s$ goes to infinity, and those for which $\sigma_T$ flattens off and tends to a constant from below.

In section (5.1) we review the experimental situation, and list the important features of the data. The various models are described in sections (5.2 - 5.4), and section (5.5) is a general discussion.
5.1 The Experimental Situation

The prominent features of the data are as follows:

(i) The total cross section rises by about 4 mb between $s = 548 \text{ GeV}^2$ and $s = 2776 \text{ GeV}^2$ (see fig. (5.1)).

(ii) The differential cross section is approximately exponential in $t$ for seven orders of magnitude. (see fig. (5.2)).

(iii) There is a break in the slope of the differential cross section which remains constant in position at $t \approx -0.15 \text{ GeV}^2$ for all energies.

(iv) The mean differential cross section slope for $|t| < 0.15 \text{ GeV}^2$ varies from $11.8 \text{ GeV}^{-2}$ to $13.1 \text{ GeV}^{-2}$ between $s = 548 \text{ GeV}^2$ and $s = 2776 \text{ GeV}^2$, whereas that for $|t| > 0.15 \text{ GeV}^2$ is approximately constant at $10.8 \text{ GeV}^{-2}$ in this energy range.

(v) The differential cross section shows a dip-bump structure for large $|t|$. The position of the dip is constant at $t = -1.3 \text{ GeV}^2$, but the height of the bump decreases with energy. (see fig. (5.2)).

Leader and Mosor analysed the total cross section. They found that above $s \approx 20 \text{ GeV}^2$, the data are well described by

$$d_T(s) = C \times D \left( \log \left( \frac{s}{s_0} \right) \right)^2$$  \hspace{1cm} (5.2)

where

- $C = 38.4 \text{ mb}$
- $D = 0.49 \text{ mb}$
- $s_0 = 122 \text{ GeV}^2$  \hspace{1cm} (5.3)

They also pointed out that, if we define the differential cross section slope by

$$b(s,t) = \frac{d}{dt} \left( \log \left( \frac{d}{dt} \right) \right)$$  \hspace{1cm} (5.4)

then if eq. (5.2) is true, it can be shown that

$$b(s,0) \sim \left( \log s \right)^2$$  \hspace{1cm} (5.5)

Now in point (iv) above we mentioned that $b(s,t)$ is approximately
independent of \( s \) for larger \( \Delta t \). This means that, as energy increases, a slope break at small \( \Delta t \) will develop. Thus there is a correlation between the slope break and the rising total cross section.
5.2 *Field Theoretical* Models

The model of Cheng, Walker and Wu (55) deserves to be mentioned first, since it was proposed before the new data became available (75). It is based on the impact picture of high energy scattering derived from quantum field theory.

The model is supposed to apply to all hadrons at sufficiently high energies. In a particular scattering process, each hadron is considered as a superposition of virtual states with short lifetime. In the rest-frame of the other hadron, however, the lifetimes of the virtual states are appreciable. Lorentz contraction deforms each virtual state into a thin pancake, which can be separated into an absorbing core of radius \( R \sim R_0 \log s (R_0 \text{ constant}) \) and a partially absorbing fringe whose width is constant at about 1 \( \mu \). The predictions of this model at very high energies are as follows.

(i) Total cross sections for all hadron-hadron scattering processes become equal at infinite energy.

(ii) All total cross sections rise like \((\log s)^2 \) with energy.

(iii) Elastic cross sections approach one half of total cross sections, i.e.,

\[
\frac{d\sigma^E}{dt} \rightarrow \frac{1}{2} \quad \text{as } s \rightarrow \infty \tag{5.6}
\]

(iv) There is a forward peak in elastic scattering processes, and a dip-bump structure at large \(|t|\). The diffraction peak shrinks and the dip moves to smaller \(|t|\) as energy increases.

For an elastic channel \( j \) the authors constructed an amplitude \( M_j(s, \Delta) \) having the above asymptotic properties. They wrote

\[
\frac{d\sigma}{dt} = \left| \frac{M_j(s, \Delta)}{s} \right|^2 \quad \tag{5.7}
\]

where \( t = -\Delta^2 \) \( \tag{5.8} \)
and \( \sigma' T (j) = A_j s^{-\frac{1}{2}} + \frac{4.893}{s} \text{Im} M_j (s, 0) \) \hspace{1cm} (5.9)

The \( s^{-\frac{1}{2}} \) term in eq. (5.9) was added to patch up the fit to the data at lower energies, since \( M_j (s, \Delta) \) is supposed to be an asymptotic amplitude.

The model satisfactorily fits all the available hadron-hadron elastic scattering and total cross section data at and above Soreqkov energies. It must be pointed out, however, that the \( s^{-\frac{1}{2}} \) term in eq. (5.9), which is quite arbitrary, is essential to the total cross section fits.

This model is extremely interesting from the point of view that it predicted the rising total cross section, but it seems that the energy region in which it should be valid has not yet been reached. Its interpretation in terms of the theory of hadrons is also unclear.
5.3 The Triple Pomeron Vertex

Some authors \cite{71,72} have pointed out that the new data can be interpreted in terms of the triple pomeron vertex. It turns out that if this vertex is non-zero at $t = 0$, then its contribution to the pp inelastic cross section, and therefore also to the total cross section, rises logarithmically with energy.

On the other hand, it is well known that if the pomeron is a factorising Regge Pole with unit intercept, unitarity forces the triple pomeron vertex to vanish at $t = 0$. The two papers differ in their solutions to this problem. Kaidalov et al\cite{71} made the assumption that the pomeron intercept is slightly less than unity, whereas Ameti et al\cite{72} used a pomeron with unit intercept, and imposed unitarity by introducing absorptive cuts in the $s$ channel. Both these models were able to fit the total and differential cross sections, and at present the data are not good enough to differentiate between them.
5.4 The Reggeon Calculus

In chapter 1 we used the Reggeon Calculus to construct the absorption model for the two-reggeon cut. An advantage of this cut prescription is that it introduces no extra free parameters not contained in the pole parametrisation. It is, however, unsatisfactory in some respects, and it might be attractive to try a more phenomenological approach, by parametrising the Gribov Vertex and determining its form by fits to the data. It is then necessary to include more complicated cut terms. Those which contribute to order $1/\log s$ have been calculated by Ter-Martirosian and these are shown in fig. (5.3). The vertices involved are $g(t)$, the usual pomeron - two proton vertex $N(t_o, t_1, t_2)$, the two pomeron - two proton vertex discussed in chapter 1, $\Gamma (t_o, t_1, t_2)$, the three pomeron vertex, and $C(t_o, t_1, t_2, t_3, t_4)$, the five pomeron vertex.

This has been done independently by Pajares and Schiff and Sukhatme and Ng in two basically similar papers which differ mainly in the parametrisations adopted for the vertices. Both obtained adequate fits to the data with an asymptotic pp total cross section of about 50 mb, somewhat higher than that found in chapter 3. This is a result of the inclusion of the multiple scattering terms.

The authors point out that the rising total cross section and dip-bump structure of the differential cross section are inevitable consequences of the Gribov approach. The slope break is not, however, and in fact is not present if only the two pomeron cut is considered, but is generated by the additional terms in fig. (5.3 (c) - (f)).

In contrast to the previous models discussed, this approach predicts

$$\sigma_{EL} / \sigma_T \xrightarrow[s \to \infty]{} 0$$

(5.10)
5.5 Discussion and Conclusions

These models are not all incompatible. For example, Amati et al \(^{(72)}\) used absorptive cuts in their paper to recover unitarity, and might instead have used a Reggeon Calculus model for their cut corrections. Similarly, instead of a simple pole pomeron, the authors \(^{(49,50)}\) in section (5.4) might have used a more complicated singularity. Either of these procedures, of course, would have produced a model with many free parameters.

The significance of the new data seems to be that some modifications of our ideas about the pomeron are necessary. It should not, however, be forgotten that more precise knowledge about the pomeron at high energies should enable us to obtain more unambiguous information about the mesons at lower energies. To this end it would be extremely useful if conventional accelerators were used for the high-precision experiments on low-energy pp scattering which are now possible. Unfortunately, such experiments are not as prestigious as less precise ones at ultra-high energies.

Perhaps we should have included the pomeron in section (1.2) as one of the problems of Regge Theory. As it was originally invented to explain the apparently constant total cross sections, there seems no reason for the pomeron to retain its simple pole form now that the high energy structure of total cross sections is known to be markedly different from what was formerly thought. The most hopeful results seem to have come from Dual Field Theory, where a pomeron-like singularity emerges as a natural result of the programme. (See, for example, ref. \(^{(77)}\)).

In future, Regge phenomenology will be increasingly concerned with very high energies, and particularly inclusive and multi-particle processes. Whilst much useful information will undoubtedly be gained in this way, no complete description of strong interactions will be possible until the problems of two body scattering have been solved, and in particular those discussed in section (1.2). To this end more realistic
cut models are required, as well as a better knowledge of possible low-lying trajectories such as the \( J^0 \). Finally, until we have more coherent ideas about the nature of the pomeron, all Regge fits will be to a lesser or greater extent ambiguous.
Figures for Chapter 5

5.1 The new data on the pp total cross section.

5.2 The pp elastic differential cross section at $s = 2776 \text{ GeV}^2$.

5.3 The Reggeon Calculus diagrams which contribute to order $1/\log s$. 
fig. (5.3)
We consider the process

\[ 1 + 2 \rightarrow 3 + 4 \]

where \( m(1) = m(3) = m \)
and \( m(2) = m(4) = p \)

Particle (1) is the target, and particle (2) the 'beam'.

The Mandelstam variables \( s, t, u \) for this process are defined by

\[
\begin{align*}
    s &= (p_1 + p_2)^2 = (p_3 + p_4)^2 \\
    t &= (p_1 + p_3)^2 = (p_2 + p_4)^2 \\
    u &= (p_1 + p_4)^2 = (p_2 + p_3)^2
\end{align*}
\]

Conservation of energy-momentum gives

\[
P_1 \cdot p_2 + p_3 \cdot p_4 = 0
\]

which implies that

\[
s \cdot t \cdot u = 2(m^2 + p^2)
\]

We define the laboratory (LAB) frame by

\[
P_1(\text{LAB}) = 0
\]

and the centre of mass (CM) frame by

\[
P_1(\text{CM}) \cdot p_2(\text{CM}) = 0
\]

We call the LAB energy and three-momentum of the beam \( w_L \) and \( p_L \) respectively, i.e.,

\[
P_2(\text{LAB}) = (w_L, p_L)
\]

with \( p_L = \|p_L\| \)
We call the CM three-momentum of the target \( q \), i.e.

\[
P_1(\text{CM}) = -P_2(\text{CM}) = q \tag{A.7}
\]

In terms of these variables the following relations may be deduced

\[
a = m^2 + \mu^2 + 2 \, m \, w_L \tag{A.8}
\]

and

\[
q = m \, P_L / \sqrt{s} \tag{A.9}
\]

The \( s \)-channel CM scattering angle \( \Theta \) is defined by

\[
\cos \Theta = -\frac{P_2(\text{CM}) \cdot P_1(\text{CM})}{|P_2(\text{CM})| |P_1(\text{CM})|} \tag{A.10}
\]

which reduces to

\[
\cos \Theta = 1 + t / 2 \, q^2 \tag{A.11}
\]

The following relations may be obtained

\[
\sin^2 \frac{1}{2} \Theta = -t / 4 \, q^2 \tag{A.12}
\]

\[
\cos^2 \frac{1}{2} \Theta = 1 + t / 4 \, q^2 \tag{A.13}
\]

It is also useful to introduce a variable \( \rho \), defined by

\[
\rho = (m \cdot w_L) / \sqrt{s} \tag{A.14}
\]

or alternatively

\[
\rho = (1 + q^2 / m^2)^{1/2} \tag{A.15}
\]
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