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ABSTRACT

A seismic array of ten short period seismometers has been set up at Kaptagat, 10 km west of the Elgeyo escarpment in Kenya, by the Durham University Geology Department. This study concerns the analysis of teleseismic arrivals.

The method of onset time analysis is used to calculate values of $\Delta t/d\Delta$ and azimuth of approach for 34 events from epicentral distances of 18 - 99°. Large systematic variations in slowness and azimuth are observed as a function of the great circle azimuth to the epicentre. These are similar to those found at other arrays but are of unusually high amplitude. From consideration of onset time residuals and the velocities of regional earthquake arrivals at Kaptagat it appears that these effects are not caused by variations in near-surface structure or by errors in the array geometry. An explanation is developed in terms of sharply dipping interfaces beneath the array, and the preferred model is of a mantle low velocity zone with sloping boundaries underneath the Gregory Rift. This anomalous zone attenuates rapidly westward to sink below mantle material typical of the stable areas of Africa.

P-wave delay times are measured relative to Bulawayo for 78 events in the distance range 24 - 99°. Substantial values confirm the presence of a considerable low velocity body beneath the array and the absence of large variations with azimuth implies ultra-low velocities with relatively moderate dips on the zone boundaries.

A reinterpretation of Rayleigh wave phase and group velocities for the AAB-NAI path is made and found to be compatible
with the top of the low velocity mantle material sinking
eastward from the Gregory Rift underneath normal shield-type
topmost mantle.

Although the model derived is probably not continuous
throughout the East African rift system, the upper mantle
structure beneath the Gregory Rift is similar to that suggested
to exist below oceanic ridges.
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CHAPTER 1.

THE EAST AFRICAN RIFT SYSTEM

1.1. General Geology

The East African rift system extends for about 4000 km., beginning at the junction of the Gulf of Aden and the Red Sea, stretching southward and bifurcating south of Ethiopia to form the Western and Eastern Rifts (Fig. 1.). These two features converge towards Lake Malawi and the system peters out around the Limpopo River area, although it has been suggested from seismicity studies that rifting may reach as far as 24°S (Fairhead and Girdler, 1969). Rifting is not continuous along the whole length but although variations in its pattern are common, it generally consists of grabens 30 - 70 km. in width, mainly of Tertiary or later age. However, in places, a very similar fault pattern of late Karroo or Jurassic Age is seen, and there is correlation between the latest dominant faulting and Precambrian structural trends (Dixey, 1956). This suggests that movement occurred along lines of weakness resulting from previous orogenic periods, but it seems unlikely that the persistence of Precambrian stress systems caused the major structures of Tertiary or later age, as the older trends followed by the rift faults belong to orogenic belts of widely varying ages and structures of differing kinds (King, 1970).

Faulting, which is particularly intense within the rifts, is predominantly normal with dips generally 55 - 70°. Rifts are bordered by en echelon rather than single large faults, and reverse faulting is very rare. Along the length of the rift system there is
Fig. 1. Map of East Africa showing major faults and Kaptagat (KAP), Kariba (KRR) and WSSN seismic stations.
great variation in the altitude of the plateaux and valleys, but the overall displacements seem to be of the same general order and this, taken with the uniformity in width of the rift valleys, is perhaps indicative of the crustal thickness and principal stresses being of comparable magnitude over much of East Africa (King, 1970).

In many places the size of the actual displacement has been obscured by infilling of the rift valleys with sediments and volcanics. The original drainage pattern in Uganda and northern Tanzania was towards the Atlantic with the watershed along the line of the Eastern Rift, resulting in greater sedimentation in the Western Rift which is also extensively occupied by lakes. This drainage pattern has since been changed, partly as a result of the considerable volcanic activity. This volcanism is one of the most striking features of the whole rift system and although there are correlations between rifting and periods of eruption, both tectonic and compositional relationships are still not clearly resolved. Marked differences in lava type exist along the system with much smaller changes across the rifts. As a simplification, the rift system has a preponderance of alkaline salic rocks with carbonatite most conspicuous outside the rift zones. In Ethiopia, lava tends to be less alkalic than elsewhere and this also holds for areas of general volcanism when compared with isolated neighbouring centres (Harris, 1969; Bailey, 1964).

1.2. The Kenya Rift

The Kenya Rift is a downfaulted belt roughly bisecting the uplifted area of the Kenya Dome, an elliptical feature some 1000 km. across. Northward around Lake Rudolf the rift zone becomes ill-defined as faulting splays out and only a narrow axial trough continues into the main Ethiopian Rift. Similarly the main structure
continues southward into northern Tanzania until faulting forms a broad zone of tilted blocks.

Centrally the rift largely resembles a classic graben, 60–70 km. wide, with dense sub-parallel faulting within the rift zone, individual displacements varying from metres to thousands of metres. As well as subsidence of the floor, uplift of the rift shoulders has occurred, this rise towards the flanks being accentuated by extensive plateau lava flows which often reach 2–3 km. above sea level. The volcanic rocks associated with the Kenya Rift Valley show great variety but two main genetic series are distinguishable: one strongly alkaline and nepheline-rich (melanephelinite-nephelinite) and the second mildly alkaline with modal nepheline (alkali-basalt-trachybasalt-trachyte-soda rhyolite). All rocks are alkaline and usually soda-rich with some intermediate trends of more or less alkaline rocks, although such as plateau phonolites show great uniformity. Eruptions are from central volcanoes of different sizes as well as from multi-centre and fissure sources.

1.3. Evolution of the Kenya Rift

Studies of Miocene and late Pliocene erosion surfaces (Baker and Wohlenberg, 1971), faunal evidence from sediments and isotopic age dates (King and Chapman, 1972), allow delineation of the main phases of Tertiary rifting and accompanying volcanism. In early Miocene times, upwarping of the Kenya-Uganda border area and down-flexing of the Turkhana depression immediately pre-dated the beginning of volcanism with alkali basalts erupted from central fissure sources in northern Kenya. A broad domal uplift of central Kenya of about 300 metres in the late Miocene formed a site for massive fissure phonolite eruptions from as early as 16 m.y., but generally within
the range 12 - 13.5 m.y. and nephelinites and phonolites built central volcanoes west of the rift (Elgon, Kisingiri, Tinderet). At the culmination of this uplift rift faulting developed extensively and basalt lava was erupted along the whole length of the trough.

In late Pliocene and early Pleistocene times, voluminous plateau trachytes and moderate to weak undersaturated lavas formed central volcanoes east of the rift (Longonot, Menyai, Kenya) coinciding with the last and largest uplift of about 1400 metres (Baker and Wohlenberg, 1971). In general terms tectonic and volcanic events, beginning in mid-Tertiary in the northern part of the rift, have progressed southward. In addition, the earliest and latest volcanics occur respectively on the western and eastern flanks of the rift with a trend from undersaturated towards oversaturated types with the passage of time.

1.4. Seismicity of East Africa

The seismic activity of the rift system forms a continuation of the zone of shallow seismicity associated with the Mid-Atlantic Ridge and extending around southern Africa and beneath the Indian Ocean and the Gulf of Aden (Roté, 1954; Girdler, 1964a). However, whereas earthquake epicentres along oceanic ridges are largely confined to a narrow belt less than 50 km. wide, those in East Africa exhibit a much greater scatter, which is also seen elsewhere in continental areas (Sykes and Landisman, 1964). Much of the activity can be related to different branches of the rift system, with the Western Rift seemingly the most active large section. Studies using data from networks of stations show that epicentres within this region are generally associated with rift structures except for
a large group west of Lake Kivu (Sutton and Berg, 1956; De Bremaecker, 1959; Wohlenberg, 1970; Sykes and Landisman, 1964). Wohlenberg (1970) studied focal depths for events in the Western Rift area and found all reliable determinations gave values of less than 40 km.

In contrast to the western branch of the system, the Eastern Rift in Kenya shows little or no teleseismic activity and Wohlenberg (1970) could locate no earthquakes of magnitude $\geq 4.0$ within the Rift between $1^\circ S$ $36^\circ E$ and Lake Rudolf for the period 1957 - 1964. Activity around the Eastern Rift in this area is largely confined to the Kavirondo and Speke Gulf Rifts and the rifting in northern Tanzania. Microseismicity is also very low in the north of Kenya but increases southward, being restricted to the rift floor and border faults with no detectable activity on the flanks (Tobin, Ward and Drake, 1969; Molnar and Aggarwal, 1971). As in Iceland (Ward, Palmason and Drake, 1969) where microearthquakes correlate with major thermal events, the high detection rates in southern Kenya coincide well with steam jets and hot springs. Thus local and microseismicity results in the Kenya Rift seem to indicate a different state of stress from that beneath the Western Rift (Gill, 1972), and perhaps a low strength lithosphere below the Eastern Rift, (Fairhead and Girdler, 1971).

Earthquake mechanism data in eastern and southern Africa reveal dip-slip and strike-slip faulting. It is possible that no simple stress system could produce the observed variation of fault directions (De Bremaecker, 1959), but Fairhead and Girdler (1971) conclude that the data are consistent with an WNW-ESE stress field. In general the data are consistent with normal faulting in the rift
system (Banghar and Sykes, 1969).

1.5. Structure from Seismic Studies

Except for the rift zones, Africa seems to have a structure similar to that within stable shield areas. Gumper and Pomeroy (1970) studied surface wave and body wave data and derived a model for the crust and upper mantle beneath Africa chiefly from Rayleigh wave phase and group velocities in the period range 10 - 63 seconds. This, the APRIC model (Table 1), is a modification of the CANSD model of Brune and Dorman (1963) for the Canadian Shield and the similarities between the two indicate that the velocities found for Africa are not substantially different from those associated with other shield regions. The body wave travel-time studies give velocities for $P_n$ of 8.06 km/sec and for $S_n$ of 4.55 - 4.72 km/sec. These values are determined for more varied paths than were used in the dispersion work and are lower than corresponding velocities for the Canadian Shield and for the Western Transvaal, where velocities for $P_n$ and $S_n$ of 8.27 km/sec and 4.73 - 4.83 km/sec respectively have been found from travel-time work (Willmore, Hales and Gane, 1952; Gane, Atkins, Sellschop and Seligman, 1956). This values does not, however, seem typical of the rest of Africa; for instance, the Eastern Transvaal, where the $P_n$ phase has a velocity of 7.96 km/sec. (Hales and Sachs, 1959), lower than those to the west.

Bloch, Hales and Landisman (1969) studied the crust of southern Africa in more detail from short period Rayleigh and Love wave dispersion data for the paths Pretoria-Bulawayo and Kariba-Pretoria (Table 2). They also found that over a longer period range that phase and group velocities are similar to, or slightly lower than those for most shield areas.
<table>
<thead>
<tr>
<th>H (km)</th>
<th>$V_p$ (km/sec)</th>
<th>$V_s$ (km/sec)</th>
<th>$\rho$ (gm/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.0</td>
<td>5.90</td>
<td>3.35</td>
<td>2.70</td>
</tr>
<tr>
<td>10.5</td>
<td>6.15</td>
<td>3.55</td>
<td>2.80</td>
</tr>
<tr>
<td>18.7</td>
<td>6.60</td>
<td>3.72</td>
<td>2.85</td>
</tr>
<tr>
<td>80.0</td>
<td>8.05</td>
<td>4.63</td>
<td>3.30</td>
</tr>
<tr>
<td>100.0</td>
<td>8.20</td>
<td>4.78</td>
<td>3.44</td>
</tr>
<tr>
<td>100.0</td>
<td>8.30</td>
<td>4.65</td>
<td>3.53</td>
</tr>
<tr>
<td>80.0</td>
<td>8.70</td>
<td>4.85</td>
<td>3.70</td>
</tr>
<tr>
<td>9.20</td>
<td>5.25</td>
<td></td>
<td>3.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>H (km)</th>
<th>$V_p$ (km/sec)</th>
<th>$V_s$ (km/sec)</th>
<th>$\rho$ (gm/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>5.7</td>
<td>3.50</td>
<td>2.70</td>
</tr>
<tr>
<td>12.0</td>
<td>6.2</td>
<td>3.64</td>
<td>2.90</td>
</tr>
<tr>
<td>8.0</td>
<td>6.7</td>
<td>3.84</td>
<td>2.95</td>
</tr>
<tr>
<td>8.0</td>
<td>6.9</td>
<td>3.97</td>
<td>3.00</td>
</tr>
<tr>
<td>9.0</td>
<td>7.3</td>
<td>4.24</td>
<td>3.20</td>
</tr>
<tr>
<td>25.0</td>
<td>8.1</td>
<td>4.67</td>
<td>3.30</td>
</tr>
<tr>
<td>8.3</td>
<td>4.80</td>
<td></td>
<td>3.37</td>
</tr>
</tbody>
</table>
Bonjer, Fuchs and Wohlenberg (1970) determined crustal response ratios by spectral analysis of long-period body waves from two Hindu Kush earthquakes observed at stations Addis Abbaba (AAE), Nairobi (NAI) and Lwiro (LWI) - see Fig.1. The data were found to be consistent with crustal thicknesses of 39 km, 43 km and 35 km beneath AAE, NAI and LWI respectively. The preferred models had an upper crustal layer of velocity 6.0 km/sec. and an intermediate layer of velocity 6.7 km/sec. (Fig.2.). Sundaralingam (1971) studied the propagation of Rayleigh waves across the rift system and found that the dispersion curves tended to merge with that for the AFRIC model at short periods, which indicates some crustal uniformity throughout Africa. However, at longer periods, lower phase and group velocities than for AFRIC suggest anomalously low upper mantle velocities beneath the Rift. As this effect is most pronounced for the path Addis Abbaba (AAE) to Nairobi (NAI)(Fig.3.), it is concluded that the main anomaly extends along the eastern branch of the rift system, although some mantle anomaly probably exists below the Western Rift.

The existence of such a low velocity zone is confirmed by P-wave delay time measurements (Table 3). Large positive delays are observed at Nairobi and Addis Abbaba and a smaller positive value at Lwiro. These are measured relative to Bulawayo and so provide a measure of the divergence of the structure beneath the Rift from that similar to shield areas. These results are in broad agreement with those from other arrival time studies (Fairhead and Girdler, 1971; Griffiths et al, 1971). In addition, Gumper and Pomeroy (1970), in their study of body waves found that the Sn phase failed to propagate across most of the rift zone and suggested that this was due
Fig. 2. P wave models for the crust beneath Addis Abbaba, Nairobi, and Lwiro from spectral analysis of body waves (Bonjer, Fuchs and Wohlenberg, 1970).
Fig. 3. Observed Rayleigh wave phase (dots) and group velocities (crosses) for the AAE-NAI path (Sundaralingam, 1971) with computed dispersion curves for AFRIC model of Gumper and Pomeroy (1970).
<table>
<thead>
<tr>
<th>Location</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addis Abbaba, AAE</td>
<td>2.7 ± 0.3 secs</td>
</tr>
<tr>
<td>Nairobi, NAI</td>
<td>2.3 ± 0.3 secs</td>
</tr>
<tr>
<td>Lwiro, LMI</td>
<td>1.1 ± 0.3 secs</td>
</tr>
</tbody>
</table>

Errors are 95% confidence limits.
to 'a gap in the lithosphere'. Griffiths et al. (1971) set up a seismic refraction line within the Gregory Rift to further define the axial structure. The results show a 20 km thick layer of P-wave velocity 6.4 km/sec overlying a layer of velocity 7.5 km/sec (Fig.4.), giving a similar structure to that found in Iceland (Bøth, 1960; Bott, 1965). Gravity interpretation (Khan and Mansfield, 1971) suggests that the 7.5 km/sec body thins away from the rift indicating modification of the crust (Fig.5.). A similar interpretation to that for the Gregory Rift refraction line could be given to results from the Western Rift (Dopp, 1964) where a refractor of velocity 6.7 - 6.82 km/sec. was observed at depths 17 - 33 km underneath a layer of velocity 5.57 km/sec. However, it is more likely that the former represents a crustal layer with probably a low velocity mantle layer beneath (Wohlenberg, 1970).

1.6. Gravity and other Geophysical Studies

The East African Plateau is characterised by a broad negative Bouguer anomaly which generally increases in magnitude over the rift valleys. The Plateau is approximately in isostatic equilibrium, but Bullard (1936) found negative isostatic anomalies over several rifts as great as - 100 mgals. The major negative anomaly has a wavelength of several hundred kilometres and must be caused by a mass distribution at depth, while the existence of isostatic equilibrium indicates that the mass effect of the Plateau block is compensated at depth by a relative mass deficiency (Sowerbutts, 1969). Hence the cause of the Bouguer anomalies is probably a body of low density material at the base of the lithosphere, which extends underneath the Plateau areas and is nearer the surface beneath individual rifts. Additional contributions come from low density rift volcanics and sediments (Searle, 1970).
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INTERPRETATION OF REFRACTION LINE IN KENYA RIFT
GRIFFITHS et al., 1968

Fig. 4.
Fig. 5. Crust and upper mantle model from a gravity line crossing the Gregory Rift (Khan and Mansfield, 1971). Densities are in g/cm³.
Studies of the Kenya Rift Valley have shown a small wavelength positive anomaly superimposed on the much broader negative. This is 40 - 100 km wide with a magnitude of about 30 - 60 mgals and is generally centred about the rift axis. Using the seismic controls provided by Griffiths et al (1971), Khan and Mansfield (1971) interpreted this anomaly from an east-west profile at 1° N and postulated a diamond-shaped body reaching to within 20 km of the surface (Fig.5.). The gradients of the positive anomaly indicate that the upper surface of the body cannot be more than 20 km from the surface but other workers prefer a model with a mantle-derived body coming within 1 or 2 km of the rift valley floor in places. Baker and Wohlenberg (1971), from gravity measurements ENE and WSW of Menengai, explained the positive peak by an intra-crustal body of specific gravity contrast + 0.15, the top of which is 10 km wide and 1.5 km below sea level under the centre of the rift. Similar interpretations have yielded wider intrusions in the range 16 - 28 km (Searle, 1971).

The presence of this intrusive zone within the crust, presumably derived from a partially molten body centred beneath the rift, is supported by Quaternary grid faulting and the proliferation of steam jets and fumaroles within the rift valley (Searle, 1971). The grid faulting marks the trend of the positive anomaly more closely than Tertiary faults bounding the rift and probably the grid faulting and geothermal activity both occur where the crust is thinnest. Microearthquakes show a similar pattern except in northern Kenya, where such activity dies out.

No comparable axial positive Bouguer anomaly has been found over the Western Rift, and this, taken with volcanic evidence (Illies, 1969) suggests that the Western Rift is in a less advanced state of development than the Gregory Rift.
Heat flow measurements are sparse in East Africa. However, Von Herzen and Vacquier (1967) made several such observations in Lake Malawi, and found strong regional variations. In the north and south of the lake, the mean values are $0.54 \mu \text{cal. cm.}^{-2} \text{sec.}^{-1}$ and $0.70 \mu \text{cal. cm.}^{-2} \text{sec.}^{-1}$, lower than the world average but similar to those found in South African shield areas. In the central part of the lake, an abnormally high mean value of $2.30 \mu \text{cal. cm.}^{-2} \text{sec.}^{-1}$ may be due to a small shallow magmatic intrusion. The low values, at least those in the north, could also be due to local effects and rapid sedimentation may have lowered the thermal gradient.

1.7. Theories of Rift Formation

It is now generally agreed that the rift system is a tensile feature and not a result of horizontal compression as has been suggested (Bullard, 1936; Willis, 1936). It has been shown by geological observation, gravity interpretation and earthquake mechanism studies that the faults bounding the rifts are normal and not reverse (Gregory, 1921; Girdler, 1964a; Heiskanen and Vening Meinesz, 1958; Sykes and Landisman, 1964; Fairhead, 1968; Fairhead and Girdler, 1971), indicating extension of the crust. A variety of processes have been suggested to account for the formation of the rifts, including crustal doming (Willis, 1936), crustal thinning (Girdler, Fairhead, Searle and Sowerbutts, 1969; Searle, 1970), 'necking' of the crust (Freund, 1966) and subsidence as a result of isostatic forces (Girdler, 1964a). However, since the recent developments in the fields of sea-floor spreading and plate tectonics, most explanations of rift formation have been formulated in terms of these concepts.

The continuous belt of shallow seismicity which passes
through the Indian Ocean, the Gulf of Aden and the Red Sea (Rothé, 1954; Girdler, 1964a; Drake and Girdler, 1964) is taken as the spreading axis between rigid lithospheric plates, where new oceanic material is formed. The Gulf of Aden is underlain by oceanic crust as wide as 200 km and seismic, magnetic and gravity interpretation (Girdler, 1958; Vine, 1966; Tramontini and Davies, 1969; Philips, 1970), suggest that the southern Red Sea has some 50 km width of new oceanic crust. This means that Africa and Arabia have moved away since Tertiary times. If the shallow seismicity in East Africa also delineates a spreading centre then a simple model defined by the seismic activity is that of three plates - the Arabian, Nubian and Somalian plates (McKenzie, Davies and Molnar, 1970). The fitting of magnetic lineations and 500-fathom contours within the Gulf of Aden yields a pole of rotation for the Arabian plate relative to the Somalian plate at about 26.5°N 21.5°E with a rotation angle of 7.6° (McKenzie et al., 1970; Le Pichon, 1968). A fit of the coastlines on either side of the Red Sea north of 15°N gives a pole of rotation for the Nubian-Arabian plate system at 36.5°N 18°E (McKenzie et al., 1970; Fairhead and Girdler, 1970). The poles of opening and rotation angles for the Gulf of Aden and the Red Sea can be combined to place the pole for the Nubian and Somalian plates at 8.5°S 31.0°E with a rotation angle of 1.9°, which necessitates an opening of the rift of 65 km in northern Ethiopia and 30 km in Kenya. The Arabia-Somalia pole is in general agreement with observed geological features (Gass and Gibson, 1969) but the positions of the other two poles are more contentious. Fitting the Red Sea coastlines contradicts present knowledge of the crust and does not explain the Danakil and Aisha Horsts (Mohr, 1970) and a fit of the 2000-metre depth contours might be more realistic (Freund, 1970). A change in this pole would
alter the position of the Nubia-Somalia pole. The existing position requires separation in northern Ethiopia almost the whole width of the rift (Mohr, 1970) at that latitude and separation in Kenya is incompatible with the structural and gravity interpretation of Baker and Wohlenberg (1971). A wider intrusive body in the rift valley crust such as suggested by Searle (1970, 1970b) would agree with the proposed 30 km separation from plate tectonics, and the trend of the intrusion along the rift axis as deduced from the positive Bouguer anomalies is compatible with the computed relative motion of the two plates about the pole of McKenzie et al (1970). However, the calculation of a reliable pole of rotation for the Nubia-Somalia system may be impossible because of the ambiguities inherent in the positions of the other two Afro-Arabian poles (Al-Chalabi, 1971).

Roberts (1969) suggested that the Nubia-Somalia pole should be at 30°N 47°E with a rate of opening of 0.7 ± 0.3 cm/year/limb, but this implies a separation of 140 km in the north of the rift system and 'impossibly large' spreading further south (Baker, 1969).

Instead of a three-pole system for the Middle East rift zones as a whole, a one or two-pole system may be more likely (Baker, 1969), with left lateral shear along the Eastern Rift (Gass and Gibson, 1969), presumably from movement of the Somalia region in the same direction as Arabia - north-eastwards - but at a slower rate.

Also, it is possible that a single pole applied to East Africa is too much of a simplification (McKenzie et al, 1970) and that if plate tectonics can be applied in regions where spreading is small and slow, then several plates have to be introduced to describe the system. Such complexity would be expected in a
multi-rift zone and is borne out by the diverse pattern of seismicity and structural evidence. Separation in the Kenya Rift, for instance, is probably significantly less at the northern and southern extremities than in central Kenya (Baker and Wohlenberg, 1971). Thus it may be more relevant to think of the Kenya Rift as a physical unit. A connection with the Red Sea and the oceanic ridge system has been established by seismicity and evidence from seismic refraction, surface wave dispersion, P-wave delay times and gravity interpretation shows that there are similarities between the structure beneath the rift system and that beneath some parts of oceanic ridges, such as in Iceland. This has led to the hypothesis that the rift system is an embryonic oceanic ridge (Wilson, 1969; Girdler, 1969; Harris, 1970), but there are geological and petrological problems associated with such a conclusion.

Volcanism in oceanic ridge areas is dominantly basaltic and tholeiitic, occurring with a linear trend and accompanied by high heat flow, transverse faulting and an abundance of dykes (McConnell, 1970; Murray, 1970). Oceanic tholeiitic basalts exist within the Red Sea median trough (Gass, 1970; Harris, 1970; Hutchinson and Gass, 1971), but in East Africa there is a great predominance of alkaline rocks, although there is considerable variation. These rocks are grouped together in large domes such as are found in other continental rift systems (Holmes, 1965; Le Bas, 1971), but without any definite relation between the age of volcanics and the distance from the rift axis. Although the most recent volcanics are generally near the rift axis, there are the young, remote volcanoes of Mt. Elgon and Mt. Kenya (Osmaston, 1971; McConnell, 1970). Transverse faults and dykes are rare and heat flow values would not appear to be as high as those for oceanic ridges (Von Herzen and Vaoquier, 1967). A number of other
Evolutionary schemes have been suggested.

The coincidence of large topographic domes and volcanism have led to the linking of the two into a pattern of rift development. Bailey (1964) has suggested that the cause of the rifts is upwarping of the crust leading to a relief of pressure and partial melting at the base of the crust and perhaps in the upper mantle, with the production of salic differentiate rock types. These would be formed not by fractional crystallisation, as is widely supposed, but by partial melting of parent crystalline materials such as alkali basalt. This overcomes the problem of the quantity of parent magma required if the East African lavas were produced only by fractional crystallisation (Wright, 1971). However, the proposed mechanism of lateral compression to explain the doming movements (Wright, 1970) is difficult to reconcile with the tensional features observed within the rift system (Le Bas, 1971).

The lack of continuity within the rift system has been taken to indicate that there are a number of independent systems within East Africa. Le Bas (1971) explains the uplift in terms of vertical forces, rather than horizontal compression, resulting from a phase change from a dense to a less dense mineralogical assemblage at depth (Magnitsky and Kalashnikova, 1970) and degassing of the deep upper mantle (Harris, 1969).

Gass (1970), also recognising several regions of doming, assumed that each is a result of localised thermal disturbance involving a discrete portion of the mantle being hotter than its surroundings, resulting in heat and mass transfer (älder, 1966; Harris, 1970). Partial melting and an increase in volume due to the formation of light high-temperature minerals would cause vertical uplift, but
while still in an early stage of development a low thermal gradient, and hence low heat flow, would mean partial melting at depths of about 60 km to produce alkali basalt magma. This would correspond to the situation in much of the East African rift system, whereas for the Red Sea or the Afro-Arabian Dome (Gass, 1972), continued magma injection through the crust has raised the thermal gradient with the zone of partial melting extending to within 10 km of the surface and favouring the production of tholeiitic basalts (Green, Green and Ringwood, 1967). This does not imply that all such lithothermal systems develop into sources of ocean floor although the presence of less alkaline rocks in the Ethiopian Rift (Harris, 1969; Mohr, 1963) could mark an intermediate stage, with fractionation in a lower pressure region as the magma rises towards the surface. Also, Mohr (1971) has found in Northern Ethiopia that basalts with tholeiitic affinities are associated with the rift, but alkaline basalts are observed on the rift plateaux, corresponding to their formation at different depths. This change in composition, which probably relates to a lowering of the thermal gradient away from the axis of the structure, has parallels elsewhere; in the Rio Grande Depression (Lipman, 1969) and in oceanic ridge systems (McBirney and Gass, 1967).
CHAPTER 2

THE KAPTAGAT ARRAY STATION

2.1. Introduction

The Seismic Array Station at Kaptagat in western Kenya, (Fig.6.) was set up in August, 1968 by the University of Durham Geology Department as part of an East African Seismic Project. The project objectives were to study the seismicity and the crust and upper mantle structure of East Africa. Surface Wave Dispersion data from permanent WWSSN stations was to provide information about structure on a broad scale, and temporary array stations were installed in regions of particular interest to investigate problems in more detail, using a variety of seismic techniques.

Kaptagat is situated on the Uasin Gishu lava flows, 45 km. north-east of Kapsabet and 10 km west of the Elgeyo Escarpment, which forms the western margin of the Kenya Rift valley. The choice of Kaptagat as an array site allows the monitoring of regional earthquakes from around both the eastern and western branches of the rift system and also from other seismically active regions such as the Kavirondo and Speke Gulf Rifts. In addition to the mapping of seismicity in these areas the array data, including that relevant to distant earthquakes, can be used to study the shallow and deep structure beneath the Kenya Rift and the surrounding plateau areas.

2.2. Geology of the Kaptagat Area

Kaptagat is situated 2.39 km above sea level on the Uasin Gishu plateau (Fig.6), which is characterised by phonolite lavas dipping gently westward. There are two major lava flows (Jennings,
Fig. 6. Map of Western and Eastern Rifts showing major faults. Also summaries of P-wave velocities in km/sec for regional earthquake arrivals at Kaptagat (KAP).
1964). The lower Phonolite flow, exposed to the west of Kaptagat and extending further north towards Kitali, is sparsely porphoritic. The Upper Phonolite flow is generally coarser and contains large nepheline and feldspar phenocrysts and overlies the earlier flow immediately east and north of Kaptagat, with a near continuous erosion-scarp at the junction of the two. The Lower Phonolite lies directly on the Precambrian basement system gneisses in the north, although locally there may be a thin intervening pyroclastic layer. The basement gneisses have a regional strike of NNW-SSE with steep dips to the north-east. An estimation of the depth of lava beneath Kaptagat can be obtained from borehole measurements in the area. The only drilling site at which the phonolite was pierced showed that this was at 144 metres, with about 4 metres of soil at the surface. As this site is 15 km south-west of Kaptagat and on the Lower Phonolite flow, this result and those from other sites suggest that there is 150-200 metres of phonolite lava underneath the array station.

The plateau phonolites were erupted in Middle Miocene times after the early periods of major Tertiary uplift, with lava flooding over the rift shoulders and infilling the young rift valley. Isotopic ages for the lava are generally in the range 12 - 13.5 m.y. (King and Chapman, 1972). The rapid and voluminous eruptions of lavas and the presence of phonolitic pyroclastic centres have led to the suggestion that there were a number of central sources within the rift, concealed during later volcanic episodes. However, it is more usual to attribute the flows to fissure sources, probably on the rift shoulders, (Jennings, 1964; Williams, 1970). This is inferred from the gentle dips and the north-south trend of the lava contours, although the presence of fissures has not been confirmed, despite deep erosion of the rift shoulder volcanic succession.
The Kapsabet Plateau Block is defined by faults to the west and south and by the Elgeyo escarpment to the east. To the west, the Nandi fault runs NNW-SSE and can be traced discontinuously from Mt. Elgon, with detailed mapping south-west of Kapsabet showing several faults of similar trend cutting perpendicular to the Nyando escarpment, which forms the northern extension of the Kavirondo Gulf Rift. The Nyando escarpment runs ENE-WSW until obscured by the uppermost lavas of the Tinderet volcano which lies immediately south of the Uasin Gishu phonolites. Further towards the rift escarpment it is inferred from drainage patterns that subsequent movement along the Nyando fault has caused an escarpment trending east-west. This forms the southern boundary of the Kapsabet Plateau. The oldest rocks overlying the Precambrian basement are early Miocene sediments and the differing heights of these beds around the Nyando fault zone show that faulting postdated their deposition.

2.3. Array Siting and Design

In the design and installation of an array of seismometers, several often conflicting considerations have to be balanced to obtain optimum shape and dimensions. A simple arrangement of two perpendicular lines of instruments allows determination of both apparent ground velocity and azimuth of approach for earthquake waves. The choice of array dimensions is controlled partly by the type of arrivals to be studied and the interpretation techniques available. For velocity filtering, for instance, the sharpest response is found to be when the array arms are longer than the signal wavelength but less than five wavelengths (Whiteway, 1965; Birtill and Whiteway, 1965). Obviously, high velocities cannot be accurately determined by a very small array unless exact
measuring methods are employed. On the other hand, with a large array lateral variations in sub-surface geology, if not corrected for, can cause inaccuracies. In addition a large array can often be difficult and expensive to run efficiently.

The Kaptagat array consists of ten Willmore Mk.II short-period seismometers set vertically to two seconds period and arranged in an approximate inverted L-shape (Fig. 7.), the yellow (Y) line running east-west and the red (R) line slightly NNE-SSW. With arm dimensions of 4 - 5 km., good velocity filtering response can be obtained for P-waves from regional events of frequency 2 - 5 c/s and with up to sub-Moho velocities. Other methods can be used for analysing the velocities of distant earthquake P arrivals. The instruments are set on phonolite, to ensure good seismic coupling and minimise the effect of any local geological variations. The selection of these sites and of the implied array dimensions also helps to reduce maintenance problems.

The pits were surveyed using a compass and line method and the pit co-ordinates are given relative to a point approximately at the crossover of the two arms (Table 4).

2.4. Recording System

The recording system is substantially the same as that described by Long (1968). Signals from the seismometers are communicated to the recording station by twin field-telephone cable after being amplified and frequency modulated within the seismometer package. At the central station, signals from the ten seismometers and from one long-period instrument are played on to one inch, fourteen track magnetic tape at a speed of 15/160
Fig. 7. Plan of Kaptagat seismic array with Red (R) and Yellow (Y) lines of seismometers.
<table>
<thead>
<tr>
<th>Pit</th>
<th>x&lt;sub&gt;i&lt;/sub&gt;(km)</th>
<th>y&lt;sub&gt;i&lt;/sub&gt;(km)</th>
<th>Estimated Errors (km)</th>
<th>Pit Elevation(metres)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
<td>-0.446</td>
<td>0.166</td>
<td>± 0.0010</td>
<td>0.0</td>
</tr>
<tr>
<td>Y2</td>
<td>-1.888</td>
<td>0.003</td>
<td>± 0.015</td>
<td>-30.0</td>
</tr>
<tr>
<td>Y3</td>
<td>-2.645</td>
<td>0.025</td>
<td>± 0.015</td>
<td>-50.0</td>
</tr>
<tr>
<td>Y4</td>
<td>-3.720</td>
<td>-0.013</td>
<td>± 0.010</td>
<td>-50.0</td>
</tr>
<tr>
<td>Y5</td>
<td>-4.750</td>
<td>-0.250</td>
<td>± 0.060</td>
<td>-70.0</td>
</tr>
<tr>
<td>R1</td>
<td>-0.098</td>
<td>-0.766</td>
<td>± 0.010</td>
<td>+10.0</td>
</tr>
<tr>
<td>R2</td>
<td>-0.114</td>
<td>-1.425</td>
<td>± 0.020</td>
<td>+20.0</td>
</tr>
<tr>
<td>R3</td>
<td>-0.365</td>
<td>-3.077</td>
<td>± 0.010</td>
<td>+30.0</td>
</tr>
<tr>
<td>R4</td>
<td>-0.663</td>
<td>-3.736</td>
<td>± 0.030</td>
<td>+10.0</td>
</tr>
<tr>
<td>R5</td>
<td>-0.925</td>
<td>-5.200</td>
<td>± 0.010</td>
<td>+30.0</td>
</tr>
</tbody>
</table>
in/sec. A binary time code giving the day, hour, minute and seconds is generated by a quartz crystal clock and recorded on the tape, with a radio channel recording Greenwich Mean Time to check the accuracy of the station clock.

To check that the seismometer lines are functioning and also to give amplitude information, calibration pulses can be generated within the seismometer package by remote control from the recording station and then transmitted along the signal line and so on to the tape. The entire system is powered by a single set of twelve 6-volt accumulators at the station, the power being fed down the twin cable that also carries the frequency modulated seismic signal. This arrangement avoids any difficulties that might be incurred with power sources remote from the central station. Each magnetic tape can record continuously for about eleven days.

2.5. Monitoring of Recordings

Playback facilities are available at the Kaptagat recording station and preliminary picking lists are prepared on site giving details of all events recorded. For the purpose of this study, these were used in conjunction with the epicentral information from the Preliminary Determination of Epicentres by the United States National Oceanic and Atmospheric Administration (NOAA) - formerly the U.S. Coast and Geodetic Survey - and the Atomic Weapons Research Establishment GEDESS (Young and Gibbs, 1968) processing of these results to monitor and catalogue all teleseismic events recorded for distances $15^\circ - 99^\circ$. For recordings covering the period July 1970 to May 1971, seventy-eight events were selected for arrival time analysis and thirty-four events for the $\frac{dT}{dA}$ study. The criteria used in selection will be discussed in Chapters 3 and 4.
3.1.1. Measurement of slowness and azimuth

The derivative of the travel-time curve for P-waves is generally denoted by $dT/dA$ or "slowness". This quantity can be estimated using an array of seismometers as the inverse of the phase velocity of a wave crossing the array. If the instruments are arranged in a suitable geometrical pattern, such as two perpendicular intersecting lines, a seismic wave will cross the array with a finite apparent ground velocity and arrive at different seismometers at different times. The apparent velocity vectors can then be determined. There are two main methods that can be used:

One technique is that of velocity filtering, with the outputs of individual seismometers being combined after inserting time delays corresponding to a signal wave of particular velocity and azimuth of approach. These delays can be altered until the maximum correlator response is reached and the inserted delays cancel those incurred at the seismometers by the signal. Other procedures can be used to improve the clarity of a desired signal.

The second technique is that of onset time analysis. The arrival times of the signal at each seismometer are read from playouts of the recorded waveforms and a simple set of equations relating the geometrical co-ordinates and arrival times for each instrument to the signal velocity and azimuth can be solved using.
a computer.

The latter method may provide more accurate results than other processing techniques (Mitchell, 1969; Corbishley, 1969). The use of correlator methods generally requires that the array dimensions be at least as great as the signal wavelength for a sharp velocity response using an L-shaped array of instruments, (Whiteway, 1965; Birtill and Whiteway, 1965). For the analysis of teleseismic signals, this would suggest an array of dimensions of the order of 20 km would be necessary for good correlator response. Using onset time analysis with clear early arrivals, it should be possible to read the records to an accuracy of about 0.01 seconds which would give reliable results even with a small array.

3.1.2. Onset Time Analysis

Consider a two-dimensional array of m seismometers at points $x_i, y_i$, relative to some origin, usually the approximate crossover point of the two arms (Fig.8.). Seismometer $i$ is then at a radial distance $R_i$ from the origin and at azimuth $\theta_i$. If a seismic signal traverses the array in direction OA at azimuth $\alpha$ with velocity $V$ and an assumed plane wavefront, we can derive the following expressions (Carpenter, 1966):

Apparent velocity of wave along $R_i$ is

$$\frac{V}{\cos (\theta_i - \alpha)}$$

Arrival time of wave at $x_i, y_i$, relative to the origin $O$ is $O_i$,

where:

$$O_i = - \frac{R_i \cos (\theta_i - \alpha)}{V} = - \left(\frac{x_i \sin \alpha + y_i \cos \alpha}{V}\right)$$
Fig. 8. Schematic diagram of a wave crossing an array.
The arrival time relative to an arbitrary zero time, which will normally precede the onsets at \( x_i, y_i \), is given by:

\[
t_i = t_o + t_i
\]

where \( t_o \) is the arrival time at the origin. Therefore,

\[
t_i = t_o - \frac{(x_i \sin \alpha + y_i \cos \alpha)}{v} + \epsilon_i
\]

\( \epsilon_i \) is the error in the observed arrival time, \( t_i \).

Slowness is the reciprocal of phase velocity and we can write:

\[
t_i = C - R_i \cos (\Theta_i - \alpha) \frac{\partial v}{\partial \Delta} + \epsilon_i
\]

Here, \( C = t_o \).

With \( m \) seismometers working we can observe \( t_i \) for \( i = 1, \ldots, m \) and we know \( x_i, y_i \). Therefore we have \( m \) equations of condition and three unknowns, \( C, \alpha \) and \( V \) (or \( \partial v/\partial \Delta \)), so we can solve (3i) by least squares if \( \epsilon_i \) are normally distributed to give \( C, \sin \alpha \) and \( \cos \alpha / V \).

If \( S_1 = \sin \alpha / V \), \( S_2 = \cos \alpha / V \), \( S_3 = C \),

then:

\[
\alpha = \tan^{-1} (S_1/S_2), \quad V = (S_1^2 + S_2^2)^{-1/2}
\]

Hence a value for \( \partial v/\partial \Delta \) is given by the inverse of \( V \). As \( t_i \) is the arrival time relative to an arbitrary origin we can measure onset times for a particular event from any convenient baseline on the playouts. In general, therefore, we can say, for the \( k \)th event in our analysis,
\[ t_{ik} = C_k - R_i \cos (\theta_i - \alpha_k) \left( \frac{\partial}{\partial A_k} \right)_k + \varepsilon_{ik} \quad \text{3(ii)} \]

3.1.3. Method of Least Squares

To estimate the regression coefficients \( S_1, S_2 \) and \( S_3 \), we solve the equations of condition, 3(ii) by the method of least squares. A matrix inversion method is preferred as it simplifies the calculation of confidence limits to give an estimate of the reliability of the regression coefficients.

A full mathematical treatment of this method is given by Douglas (1967), and this is summarised below.

Given an equation of condition,

\[ y_i = x_1 a_{i1} + x_2 a_{i2} + \cdots + x_n a_{in} + \varepsilon_i \]

Then \( x_1, x_2, \ldots, x_j, \ldots, x_n \) are the unknowns and \( a_{i1}, \ldots, a_{in} \) are the independent variables. \( \varepsilon_i \) is the error in \( y_i \).

We have \( m \) such equations \( (i = 1, m) \) where \( m > n \).

For the best estimate of \( x_i \),

\[ \frac{\partial}{\partial x_i} \sum_{i=1}^{m} \varepsilon_i^2 = 0. \]

This implies:

\[ x_1 \sum_{i=1}^{m} (a_{i1})^2 + x_2 \sum_{i=1}^{m} a_{i1} a_{i2} + \cdots + x_n \sum_{i=1}^{m} a_{i1} a_{in} = \sum_{i=1}^{m} a_{i1} y_{i1} \]

Similar equations are obtained from equating \( \frac{\partial}{\partial x_j} \sum_{i=1}^{m} \varepsilon_i^2 \) to zero.

using \( j = 2, n \), and multiplying each equation of condition by its own coefficient of \( x_j \) and summing coefficients.

These, the normal equations, can be written conveniently in matrix form:
\[
\begin{bmatrix}
\sum a_{i1}a_{i1} & \sum a_{i1}a_{i2} & \cdots & \sum a_{i1}a_{in} \\
\sum a_{i2}a_{i1} & \sum a_{i2}a_{i2} & \cdots & \sum a_{i2}a_{in} \\
\vdots & \vdots & \ddots & \vdots \\
\sum a_{in}a_{i1} & \sum a_{in}a_{i2} & \cdots & \sum a_{in}a_{in}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix}
= 
\begin{bmatrix}
\sum a_{i1}y_1 \\
\sum a_{i2}y_2 \\
\vdots \\
\sum a_{in}y_n
\end{bmatrix}
\]

Where the summations are for \( i = 1, m \).

Symbolically, \( Ax = y \) and \( x = A^{-1}y \)

Hence we can determine the unknowns by inverting the matrix \( A \).

The triangular decomposition method is used with a standard computer subroutine (Douglas, 1967).

3.1.4. Estimation of Confidence Limits

From Section 3.1.3, the regression coefficients can be calculated by solving the normal equations. We can then estimate confidence limits which give a range of possible values for each coefficient. There is then a given probability that the true value of a coefficient lies within these limits. Again, a full mathematical treatment is given elsewhere (Douglas, 1967).

If \( x_j \) is the \( j \) th unknown, it can be shown that,

\[
x_j = \sum_{i=1}^{m} y_i k_{ji}
\]

\( y_i \) is the dependent variable and \( k_{ji} \) a function of the independent variables only. Also, if \( V(x_j) \) is the variance of \( x_j \), and \( \sigma^2 \) the variance of \( y_i \) (i.e. the variance of errors \( \varepsilon_i \)), then

\[
V(x_j) = \sum_{i=1}^{m} k_{ji}^2 V(y_i) = \sigma^2 \sum_{i=1}^{m} k_{ji}^2
\]

We can evaluate \( \sum_{i=1}^{m} k_{ji}^2 \) as this is the \( j \) th diagonal element.
of the inverted matrix $A^{-1}$ in equation 3(iii).

We need to estimate the variance of the errors $\varepsilon_i$, which will be:

$$s^2 = \frac{\sum_{i=1}^{m} (\varepsilon_{i1})^2}{m - n}$$

$\varepsilon_{i1}$ is obtained by substituting the regression coefficients in the equations of condition.

$m - n$ is the number of degrees of freedom, as we have $m$ equations and $n$ unknowns.

If $x_j$ are normally distributed with variance $s^2 \sum_{i=1}^{m} k_{ji}^2$ the 95% confidence limits are:

$$x_j \pm 1.96 \sqrt{s^2 \sum_{i=1}^{m} k_{ji}^2}$$

This is, however, only true if the number of degrees of freedom is large. If this is not the case, we can say the confidence limits are:

$$x_j \pm t \sqrt{s^2 \sum_{i=1}^{m} k_{ji}^2}$$

Where $t$ is students $t$ and depends on $(m - n)$ but is always greater than 1.96. In particular, with no more than ten seismometers, we can never have more than seven degrees of freedom for each event.

3.1.5. The Data.

Only teleseismic events listed in the NOAA Preliminary Determination of Epicentre bulletins were used for the $dT/d\Delta$ and delay time measurements. Hence both the focal depth and epicentral
co-ordinates are known and the epicentral distance and great circle azimuth can be calculated. Any such listed events likely to have been picked up by the Kaptagat Array were investigated using the preliminary on-site picking lists and the AWRE GEDESS printouts which include extrapolated arrival times at Kaptagat using the Jeffreys-Bullen (1940) travel-time tables and the NOAA epicentres.

Events were used in the $\frac{dT}{d\Delta}$ study only of clear onsets were recorded on at least three seismometers on each arm and, in fact, most of the 34 events analysed were picked up clearly on at least eight instruments.

3.1.6. Reading Onset Times

Because of the small dimensions of the array, a method was needed to measure the relative arrival times of the signal at each seismometer to a few hundredths of a second. Three methods can be used: (1) measuring the relative arrival times of the first peak on each record; (2) measuring the first cross-over point and (3) matching waveforms. Corbishley (1969) studied the accuracy of the three approaches by analysing 22 events from the same area and he found that the lowest repeatable error in measuring the onset times came with (3). This has been used throughout this study.

The waveform matching technique was first used by Evernden (1953) to calculate surface wave velocities across tripartite arrays. It has the advantage that it does not require the recognition of the first motion or crossover and so, at least in principal, signals with fairly emergent onsets could be processed in this way.

The seismometer outputs are recorded on 1" magnetic tape
and were played out, unfiltered, on to paper using a 16-channel Jet Pen Recorder. All ten signal channels were outputted simultaneously with the binary time code. The playout speed was adjusted so that 1 second on the records corresponded to about 52 mm, so that an accuracy of 0.01 seconds could be achieved by reading the records to a few tenths of a millimetre.

The waveform matching method involves, for each event, tracing the waveform of one of the signals on to transparent paper and then matching this curve by eye to every other seismometer output, the relative displacements of the traced curve being measured relative to some baseline drawn on the paper record. All events were played out eight times in this way, with the three unknowns calculated for each of these and then averaged. To allow for any variation in the speed of either the magnetic tape or the Jet Pen Recorder paper, the equivalent length of one second was measured for each playout and the range of values was generally less than 0.01 seconds. In addition, small corrections had to be made for the non-alignment of the Jet Pens. The ink jets are fixed perpendicular to the direction of the trace and a facility is available for generating a calibration pulse simultaneously on the output channels. Any relative displacement of the pens could, if significant, be measured and the onset time readings adjusted by this amount. This calibration was checked as each event was played out.

Corbishley (1969) argued that variations in seismometer characteristics can introduce errors in the onset time analysis method, and concluded that in such a situation impulsive signals should be used and wherever possible this was done.

Such errors have been interpreted in terms of anisotropy in the upper mantle beneath island arcs (Cleary, 1967) or, in the concepts of plate tectonics, a slab of oceanic material descending into the mantle at the junction of two colliding plates and introducing an azimuthally dependent source term to bias travel time estimates (Davies and McKenzie, 1969). On the other hand, an alternative explanation could be station bias, or the lack of suitable corrections for near-station effects (Douglas and Lilwall, 1968).

The degree to which either or both of these factors influence the results for earthquakes analysed in this study is difficult to assess, and in the absence of any more definitive information, the above figures for the Pacific will be assumed. Hence, the uncertainties in the NOAA data will be taken as 25 km in epicentral coordinates and 50 - 75 in focal depths.

Consider an epicentre E, which is at azimuth $\xi$ to a station, S, distance $\Delta$ away (Fig.9.). Assume the apparent epicentre, $E'$ is distance D from the true epicentre. Then the calculated epicentral distance and azimuth have errors $d\Delta$ and $d\xi$, respectively.

From the Sine Theorem for spherical trigonometry,

$$\sin \xi = \frac{\sin D}{\sin \Delta} \sin \Theta$$

where $\Theta$ is the angle $EE'S$.

The maximum value of $d\xi$ is when $\Theta = 90^\circ$ so that

$$|d\xi|_{\text{max}} = \frac{\sin D}{\sin \Delta}$$

If we take $\Delta = 20^\circ$, and $D = 25$ km = $0.22^\circ$, 

30.
\[ \sin |d\varphi|_{\text{max}} = 0.7^\circ. \]

Therefore for an epicentre at a distance of about 20°, the maximum error in the azimuth to the station will be 0.7°, and the maximum error in epicentral distance is assumed to be 25 kms, corresponding to a deviation in the tabulated (Herrin et al., 1968) values of slowness of 0.1 sec/deg. The error in focal depth of 75 km for a surface focus event will also be about 0.1 sec/deg. These values will be less for more distant earthquakes.

(3) Altitude Corrections

The seismometers are not all at the same altitude, and correction is made for the different distances a signal must travel through near-surface rocks to each instrument.

Assuming we can approximate the signal path to be vertical, then each onset time \( t_i \) is corrected to

\[ t_i = \frac{(h_i - h_0)}{V_s} \]

\( h_i, h_0 \) are the heights of the \( i \)th seismometers and the reference seismometers respectively. \( V_s \) is the subsurface P-wave velocity. All seismometer sites are on phonolite and samples from Kaptagat show a mean density of 2.50 gm/cc. A corresponding value for \( V_s \) of 4.5 km/sec is used (Woollard, 1959; Talwani et al., 1959).

(4) Focal Depth Correction.

We know the epicentral co-ordinates for all events as well as their focal depths, so that we can correct for the effects of the latter on \( \frac{dT}{dA} \) using the earth structure of Herrin, Tucker
Taggart, Gordon and Lobdell (1968) (Fig. 10). Hence we can deduce the corrected values of slowness as expected from Herrin et al's (1968) Seismological Tables.

Assuming this simple structure, the corrected distance CDEL for a focus within the first layer is:

\[ CDEL = DEL + H \cdot \tan i \]  \hspace{1cm} 3(iv)

where \( H \) is the focal depth, and \( i \) can be calculated from the relation \( \rho = R \sin \frac{i}{\nu} \).

\( R \) is the radial distance to the focus, \( \nu \) the velocity at this level (Fig. 10) and we can take \( \rho \) as \( \frac{d\Gamma}{d\Delta} \) for distance DEL from Herrin's tables. By simple application of Snell's Law we can extend 3(iv) to cover any focal depth using the same model.

(5) Random Reading Errors

Random errors will occur in reading the records both through variations in the recording and playout systems and also through the observation and measurement of onset times. Although we can correct to a certain extent for the former (Section 3.1.6.), some errors will still remain to affect our estimates of slowness and azimuth.

Assuming the reading errors are independent Gaussian variables with variance \( \sigma^2 \), we also define:

\[
[XX] = \frac{1}{m} \sum_{i=1}^{m} (x_i - \bar{x})^2 \\
[YY] = \frac{1}{m} \sum_{i=1}^{m} (y_i - \bar{y})^2 \\
[XY] = \frac{1}{m} \sum_{i=1}^{m} (x_i - \bar{x})(y_i - \bar{y})
\]
Fig. 10. Structure of Herrin, Tucker, Taggart, Gorden, and Lobdell (1968) for correcting epicentral distance for the effect of focal depth.
where $x_i$ and $y_i$ are the co-ordinates of the $i$th seismometer, where $i = 1, m$. Then Kelly (1964) has derived the following expressions. The root mean square error in slowness is given by:

$$\sigma \sqrt{\frac{1}{mD} \left[ [xx] \cdot \cos^2 A - 2 [xy] \sin A \cos A + [yy] \sin^2 A \right]}$$

and the root mean square error in azimuth is:

$$\sigma \sqrt{\frac{1}{S \cdot mD} \left[ [xx] \cdot \sin^2 A + 2 [xy] \sin A \cos A + [yy] \cos^2 A \right]}$$

where $D = [xx] [yy] - [xy]^2$

As the record for each earthquake has been played out several times (Section 3.1.6.), and measurements of onset times made using all playouts, we can estimate $\sigma$ by calculating the variance of the onset time errors from the multiple readings. The root mean square error averaged over all events is 0.007 seconds, and the corresponding values for the slowness and azimuth errors are shown in Fig. 11. These show that for signals from an earthquake at distance $\Delta = 60^\circ$, the random reading errors should not be more than about 0.2 sec/deg.

3.1.8. Discussion of Results

Source parameters for the thirty-four earthquakes used in the onset time analysis are given in Table 5, with the calculated values of $dT/d\Delta$ and azimuth of approach for the Kaptagat array. Error bars are 95% confidence limits. For the purposes of comparison we have assumed that the $dT/d\Delta$ distribution calculated from the travel times of Herrin et al. (1968) give "theoretical" values for given distances and that the deviation of the observed travel
Fig. 11. Random reading errors in slowness and azimuth at the Kaptagat array as a function of azimuth for an event from a distance of 60°.
time derivative from the appropriate tabulated value for an event is its slowness anomaly. Similarly, we can calculate the great circle azimuth of each epicentre from the station from the NOAA data and define the azimuth anomaly for that event as the difference between the observed direction of approach and the great circle azimuth. These slowness and azimuth anomalies are given in Table 5, Fig.12 and Fig.13.

From these it can be seen that the events analysed give rather an uneven angular coverage around the station. The north-east quadrant is well covered with epicentres in the active areas of Southern Europe, Asia and the Far East. However, signals from the west were generally not well recorded during the period of the study and this, when coupled with the relatively low seismic activity at high magnitudes and suitable distances (except for the Mid-Atlantic Ridge Area) is responsible for a fairly sparse distribution of results from ESE to NNW. Confidence limits on both $d\tau/d\Delta$ and azimuth are generally substantial, as would be expected for measurements on high velocity signals across a small uncalibrated array. However, some distinct trends can be delineated.

The values of $d\tau/d\Delta$ show systematic and very pronounced azimuthal variations, which are evident from the anomaly plot. From NW to NNE there are large positive anomalies. That is, the measured slownesses are higher, and the apparent velocities lower, than values for corresponding distances given by Herrin for a mean earth model. On the other hand, between ENE and SE the slowness anomalies are significantly negative. Hence there is a change of sign in the anomaly between about 35° and 60° east of north and another somewhat west of earthquake 29. Despite the uneven distribution of the data,
Fig. 12. Observed slowness anomaly at Kaptagat. Error bars are 95% confidence limits.
Fig. 13. Observed azimuth anomalies at Kaptagat. Error bars are 95% confidence limits.
this suggests that there is a continuous variation in slowness throughout a full circle of azimuths. Although there is scatter for events from similar distances and adjacent epicentres, the positive and negative anomaly peaks are outside the range of the confidence limits.

Fig.12 shows the slowness anomalies for all events, corresponding to signals from different distances. Slowness is, of course, a function of distance and we might expect the anomalies to also show some such dependence. We can consider two small groups of data relevant to epicentres within narrow azimuthal ranges. Events 12 - 21 show anomalies increasing with distance, whereas the smaller group of events 2 - 6 display the opposite variation. Although the data are too few to allow firm conclusions to be drawn, it seems that for large epicentral distances the change in slowness anomaly values with distance is not great compared with the scatter of measurements.

The azimuth anomalies (Fig.13) are also significant although they show greater scatter than the slowness anomalies and a less clearly defined trend. The largest negative values, corresponding to a deviation from the great circle azimuth in an anti-clockwise direction, occur between NE and ENE with changes of sign probably around NNW and between east and south. The anomaly for earthquake 25 is difficult to reconcile with the main body of the data which would predict a negative azimuth deviation. Again considering the two groups of events 2 - 6 and 12 - 21, both show an increase in azimuth anomaly with distance, all the anomalies having the same sign.

Thus, although the variation in the measured azimuths is
less sharp and displays more scatter than that for slownesses, both sets of data show a strong dependence upon the direction of approach to the array. Such systematic changes have been observed at other arrays (Otsuka, 1966a, and 1966b; Niazi, 1966; Greenfield and Sheepard, 1969; Cleary, Wright and Muirhead, 1968). However, the deviations observed at Kaptagat are unusually large.

3.2.1. Analysis of Residuals

Ideally, seismic arrays should be on fairly flat regions that are geologically homogeneous and isotropic. Variations in near-surface structure will cause the speed of seismic arrivals to vary at individual seismometers. Estimates of such effects can be obtained in the following way.

From equation 3(ii) in Section 3.1.2., we can express the onset time residual at the $i$th seismometer for the $k$th event as $\varepsilon_{ik}$:

$$
\varepsilon_{ik} = t_{ik} - c_k + R_i \cdot \cos (\Theta_i - \kappa_k).
$$

(3(v))

However, we can also write $\varepsilon_{ik} = P_i + \varepsilon_{ik}^{\dagger}$

where $P_i$ is the time correction for the effects of geology underneath the $i$th instrument, $\varepsilon_{ik}^{\dagger}$ is the remaining error in $t_{ik}$.

The values of $(P_i + \varepsilon_{ik}^{\dagger})$ for all events studied can be used to define a site correction for each seismometer, which will give information on the structure beneath. This will consist of constant and azimuthally varying terms and can be approximated to a sine curve (Corbishley, 1970) such that

$$
P_i + \varepsilon_{ik}^{\dagger} = A_i + B_i \sin (Z_k + E_i) + R_{ik}
$$

(3(vi)).
$Z_k$ is the azimuth of the $k$th event at the array, and $A_i, B_i$ and $E_i$ are constants for each pit. We can solve this equation by least squares in the presence of errors $r_{ik}$ on $(P_i + e_{ik})$.

A better approximation to the onset time residuals would include higher order terms on the right-hand side of $3(vi)$. However, the additional terms would be small and would complicate any interpretation of the structure beneath the array from these corrections (Corbishley, 1969). In particular, $3(vi)$ can be taken as an approximate representation of the anomaly associated with a dipping layer underneath the seismometers. The dip at each instrument may be obtained from the phase angle $E_i$. As $\sin (Z_k + E_i)$ is a maximum when the azimuth $Z_k$ takes the value $(90 - E_i)$, then the pit correction is a maximum when the azimuth is in the direction of dip.

We can compute $\xi_{ik}$ for each event by substituting the least squares values of $(d\tau/d\Delta)_k, C_k$ and $\alpha_k$ in the expression for the observed minus the calculated onset times in $3(v)$. Equation $3(vi)$ is then solved by least squares for all events and a computer programme has been written for this.

3.2.2. Discussion of Site Corrections.

The site correction terms $A_i, B_i$ and $E_i$ are given in Table 6 with 95% confidence limits, and the onset time residuals $\xi_{ik}$ are plotted for each seismometer in Figs. 14 - 18. Superimposed on these graphs are the curves fitted to the residuals.

Site corrections are generally attributed to inhomogeneities in the Earth, but it is not easy to establish which part of the Earth is chiefly responsible. It is assumed here that
Fig. 14. Onset time residuals for seismometers R1 and R2 with fitted sinusoids.
Fig. 15. Onset time residuals for seismometers R3 and R4 with fitted sinusoids.
Fig. 16. Onset time residuals for seismometers R5 and Y1 with fitted sinusoids.
Fig. 17. Onset time residuals for seismometers Y1 and Y3 with fitted sinusoids.
Fig. 18. Onset time residuals for seismometers Y4 and Y5 with fitted sinusoids.
any lateral variations in deep structure, for instance in the upper mantle, will manifest themselves as values of slowness lower or higher than expected, but as these values are then used to compute the residuals, there will be little effect on the time corrections at individual seismometers. Thus the chief cause of the site corrections should be near the surface.

The values of $A_i$, $B_i$ and $E_i$ (Table 6) are calculated using all events as there is no marked effect on the onset time residuals due to the different epicentral distances involved. In general, $A_i$ and $B_i$ are fairly small and of the same order as those estimated for other arrays of comparable size (Corbishley, 1970). The constant terms $A_i$ do not exceed $\pm 0.02$ seconds, except for that associated with pit Y3. Hence, there do not seem to be any large lateral variations in near surface structure across the array. This conclusion is in accord with geological evidence as all seismometers are set on a substantial depth of phonolite which probably does not show large variations in composition immediately beneath the array (Jennings, 1964). In addition, these D.C. terms do not exhibit any simple trend across either arm of the array (Fig.19), and do not correlate well with the elevations of individual seismometers (Fig.20.). Thus, the corrections applied to the onset times (Section 3.1.7) before least squares analysis probably allow adequately for differing site heights.

The $B_i$ terms are all below $\pm 0.02$ seconds and, therefore, do not indicate any systematic anisotropy in wave propagation, which would tend to cause the azimuthally varying term to be large. The absence of regular azimuthal variation is confirmed by the scatter in the values for the phase angle $E_i$. 
<table>
<thead>
<tr>
<th>PIT</th>
<th>$A_i$ (secs)</th>
<th>$B_i$ (secs)</th>
<th>$E_i$ (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
<td>-0.005 ± 0.015</td>
<td>0.008 ± 0.017</td>
<td>319.8</td>
</tr>
<tr>
<td>Y2</td>
<td>0.016 ± 0.019</td>
<td>0.011 ± 0.022</td>
<td>39.9</td>
</tr>
<tr>
<td>Y3</td>
<td>0.029 ± 0.021</td>
<td>0.014 ± 0.024</td>
<td>250.7</td>
</tr>
<tr>
<td>Y4</td>
<td>-0.017 ± 0.019</td>
<td>0.016 ± 0.020</td>
<td>24.3</td>
</tr>
<tr>
<td>Y5</td>
<td>-0.007 ± 0.011</td>
<td>0.008 ± 0.012</td>
<td>205.0</td>
</tr>
<tr>
<td>R1</td>
<td>-0.020 ± 0.012</td>
<td>0.008 ± 0.014</td>
<td>174.7</td>
</tr>
<tr>
<td>R2</td>
<td>0.00 ± 0.010</td>
<td>0.012 ± 0.012</td>
<td>180.4</td>
</tr>
<tr>
<td>R3</td>
<td>0.011 ± 0.021</td>
<td>0.018 ± 0.022</td>
<td>105.8</td>
</tr>
<tr>
<td>R4</td>
<td>0.010 ± 0.015</td>
<td>0.005 ± 0.016</td>
<td>323.5</td>
</tr>
<tr>
<td>R5</td>
<td>-0.014 ± 0.022</td>
<td>0.009 ± 0.024</td>
<td>276.2</td>
</tr>
</tbody>
</table>

Errors are 95% confidence limits.
Fig. 19. Constant term A of onset time residuals for each seismometer.
Fig. 20. Constant term A of onset time residuals as a function of seismometer elevation relative to Y1.
4.1. Introduction

Considerable variation has been observed in the travel times of earthquake signals crossing different parts of Africa, indicating lateral variations in structure. Lilwall and Douglas (1970) computed the travel-time corrections for several African stations using the Joint Epicentre Method. A study of the DC component of these corrections shows that, in general, the stations within the rift system have positive corrections whereas outside the system, such corrections are smaller, particularly in southern Africa where negative values are common. This indicates a "slowing-down" of waves crossing the rift valleys relative to the rest of Africa. These results are similar to those from less extensive studies by Herrin and Taggart (1968) and Cleary and Hales (1966).

Fairhead (1968), again using the Joint Epicentre Method, found that for epicentral distances of 0° - 30°, African travel times differed significantly from the Jeffries-Bullen times, but such departures were reduced though not eliminated by using Herrin's tables as an alternative standard. Also, work on station corrections for events within this smaller distance range confirm the conclusions drawn from the results above. The shield regions of Africa have negative corrections, but those within the rift system have positive ones, indicative of anomalously low velocities beneath. This does not seem to be the case between the Eastern and Western Rifts (Fairhead and Girdler, 1971).
Sundaralingam (1971) measured the P-wave travel-time delays for East African stations relative to Bulawayo (BUL) using Herrin et al.'s tables and events only in the distance range 25° - 90°. He discovered large positive delays at Addis Abbaba (AAE) and Nairobi (NAI), but a smaller positive value at Lwiro (LWI) in the Western Rift (Table 3). This method uses the difference between residuals from standard travel-time tables for given events at a pair of stations, in this case Bulawayo being a standard in each of the three above cases. This procedure will be used here and is examined in detail in the next section.

Delay Time Analysis

Long and Mitchell (1970) have shown that the difference between the observed and expected travel times is given by the residual $R$, where:

$$R = T_0 + T_E + T_t + T_s + E$$  \hspace{1cm} (4i)

- $T_0$ arises from errors in the earthquake focal data.
- $T_E$ is due to anomalies at source.
- $T_t$ is the error in the calculated travel time due to inaccurate tabulated values.
- $T_s$ is the delay caused by anomalies beneath the station.
- $E$ is the error from poor timing and misreading of seismograms.

The two-station method, by taking the difference between residuals for given events at a station pair, attempts to isolate the $T_s$ terms by cancellation or reduction of the other factors in order that the resulting relative delay provides a direct measure of the crust and upper mantle differences beneath the two stations.
Each term in the above expression will be considered in turn.

(1) Errors in focal data $T_0$ can arise from an inadequate or non-symmetrical distribution of locating stations, or from station or source anomalies. This term will vary for different regions hence for different epicentral distances and azimuths, and also for events of differing magnitudes from the same region. When considering the relative delay between two stations, any errors in origin time will cancel, but the varying curvature of the travel-time curve implies that incorrect distance can give artificial delays. All the epicentres and focal depths here were determined by the NOAA and all but two have magnitudes of 4.8 or greater. From section 3.1.7., we have assumed that epicentral co-ordinates are not in error by more than 25 km and focal depths less than 75 km. The error in epicentral distance is a function of distance and also of the position of an epicentre with respect to the two stations. For the events in the range $25^\circ$ - $99^\circ$, calculations show that the relative delays could be error by as much as 0.8 seconds from assuming incorrect distance alone. This is a maximum for events along a great circle bisecting and perpendicular to a line joining the stations and for a mislocation perpendicular to this great circle. The contribution towards $T_0$ from miscalculating the focal depth is most pronounced for deep and close events along a great circle joining the pair of stations. For a location error of 75 km for a surface focus event, a maximum error of about 0.7 seconds would result for this study.

However, the actual error in each measurement of relative delay depends on the direction of the error in focal position. Because of the lack of detailed information for all the seismic
regions concerned, only the above maximum figures are presented.

(2) $T_E$ is caused by anomalies in the crust and upper mantle at the source of an earthquake. The use of relative delay for a station pair should result in considerable reduction of this term, as the effect at source is likely to be in the same sense for both station paths and of similar magnitude unless the stations are far apart. However, this does not hold if there is a large degree of inhomogeneity near the source. For instance, the proposal that the descent of cold plates of oceanic material into hot mantle material beneath island arcs could lead to "fast" planes, would suggest negative travel-time residuals for rays travelling along this direction (Davies and McKenzie, 1969). These would tend to cancel out for relative delay at two stations very close together but as rapid lateral variations in structure and seismic velocity are implied, this might not hold for well separated stations. Such characteristics might be expected for the earthquakes in this study from the Philippines and the Celebes-Borneo area and this will be discussed in a later section (4.5).

(3) $T_b$ is the error in the expected travel time calculated from standard tables. Unless epicentral distances are the same for both stations, which is not usually the case, then inaccuracies in the tables should not cancel. Herrin et al's (1968) tables show much less scatter over many distances than the Jeffries-Bullen tables (Long and Mitchell, 1970; Fairhead, 1968) and have a similar shape to other tables (Lilwall and Douglas, 1970; Cleary and Hales, 1966). Thus the main difference is a small DC component which
will cancel with the station pair method. By using Herrin's tables, we can probably neglect the $T_b$ term.

(4) $T_s$ is the delay caused by crust and upper mantle anomalies beneath the stations, and is the quantity we normally wish to isolate. The relative delay between the two stations due to this term ($T_s - T_{s1}$) can act as a comparison between the structures beneath the two stations.

(5) $E$ is due to misreading of the seismograms. This can be due to four types of errors (Freedman, 1968):

(a) Miscounting: due to incorrectly observing the seconds, minutes or even hours on the output time codes. Obviously large errors will be easy to detect and a second reading of the arrival time will largely eliminate any differences greater than a few tenths of a second.

(b) Misidentification: this arises largely through the signal onset being obscured by background noise. In practice, many records were discarded as onsets were indistinguishable to a precision better than about half a second or more. In marginal cases the onsets for adjacent seismometers were measured and if, after allowance for the propagation lags, the estimates differed by more than 0.5 seconds, then the record was rejected.

It has been suggested that some delays are "caused" by consistent late reading of records (Stefansson, 1964) with onsets lost in noise. Also, onsets picked from processed records tend to be earlier than those from unprocessed signals. The chosen signals were played out both unprocessed and processed by an
electronic band-pass filter. The filtered signal was used as a check, but the arrival time was taken off the unfiltered channel, as the first break was usually clearer.

(c) Instrumental Errors: these are caused by variations in instrumental response, recording or playout speed, and clock errors.

Instrumental error is probably negligible. The playouts were on paper with one second equivalent to 1 centimetre, ensuring that most onsets remained reasonably sharp and any variations in paper speed were negligible.

The treatment of clock errors is more difficult. Log sheets are prepared on site with details of three time checks every day, giving the clock error with respect to GMT. Also, Greenwich Mean Time was recorded on the radio channel. However, due to clock jumps, some arrivals could not be timed and were rejected. Where time or radio checks were missing and also when the clock had more than a very slow drift, the relevant records were not considered.

(d) Reading errors: even if the preceding sources of error are eliminated, there would still be a random error term incurred in reading the onset times. With the playout speed used, an accuracy of a few tenths of a millimetre is possible, corresponding to a time error less than 0.05 seconds.

After computation, some extreme values for relative delay were left which could not be removed by checking measurements and calculations. Therefore, assuming a normal distribution, all values outside three standard deviations from the mean were
rejected. This was thought to be reasonable as the probability of observing data outside this range in the normal case is only 0.003 and these values are probably contaminated with large values of $E$.

4.3. Corrections

Although the use of relative delay for a station pair reduces error terms, corrections have to be considered for the effects of the Earth's ellipticity, the station elevations, and the angle of emergence of rays at the surface. These were applied as described below, for each event at both stations.

1. Ellipicity Correction

Travel times from standard tables apply to a sphere of volume equal to that of the Earth - the mean sphere - and allowance has to be made for the elliptical shape of the Earth. The deviation from the mean sphere is about $-14$ km at the poles and $+7$ km at the equator (Bullen, 1965).

The time correction $\Delta E$ is given approximately by:

$$\Delta E = f(\Delta) \left[ h_0 + h_1 \right]$$

$f(\Delta)$ is a function of distance only, and is tabulated in Bullen (1956) and Young and Gibbs (1968).

$h_0$ and $h_1$ are the heights of sea level below the station and epicentre respectively above the mean sphere. In general this is given by:

$$h = E.R. \left( \frac{1}{2} - \sin^2 \theta \right)$$

$E$ is the ellipicity of the Earth and $R$ the radius of the mean
sphere. $\Theta$ is the geocentric latitude of the station or epicentre. $d\varepsilon$ is added to the calculated travel time.

2. **Elevation Correction**

A correction to delay time for a station at elevation $Z$ can be made by adding to the expected travel time for each event a term $dL$, where:

$$dL = Z \left[ \frac{1}{V_c \cos i_c} - \frac{\tan i_c}{V_R} \right]$$

$i_c$ is the angle the ray makes with the normal at the surface in a layer of velocity $V_c$. $V_R$ is the apparent surface velocity of the ray, chosen for the appropriate station-source distance.

Kaptagat and Bulawayo are, respectively, 2.39 km and 1.34 km above sea level. For Bulawayo, $V_c$ was taken as 5.4 km/sec which has been suggested for the top 1.3 km of the crust in the Transvaal (Gane et al., 1956; Clark, 1966). At Kaptagat, several hundred feet of phonolite overlie the Precambrian basement gneisses (Jennings, 1964) and from density considerations, a velocity of 5.5 km/sec was used in the elevation correction.

3. **Correction for Angle of Emergence**

Usually delay times are interpreted in terms of plane parallel layers, so it is useful to correct the measured delay time to give a vertical travel time anomaly $T_v$.

$$T_v = T_S \cos \Theta - T_{S1} \cos \Theta$$

$\Theta$ is the angle the ray makes with the vertical beneath Station S.
\( \Theta^1 \) is the angle the ray makes with the vertical beneath Station S1.

\( \Theta, \Theta^1 \) and also \( \theta \) in Section (2) can be calculated using the ray theory relationship

\[
P = \frac{R \sin \theta}{V}
\]

Here \( \theta \) relates to \( \Theta \) or \( \Theta^1 \) and the other symbols are given in section 3.1.7.(3).

4.4. The Data

The arrival times at Kaptagat were read from paper playouts of the events stored on magnetic tape. All channels were played out, but, in general, the arrival time was measured from channel Y1. This was found to be the most reliable instrument and was also played out filtered. In a few cases Y1 was not recording clearly for otherwise suitable events and an adjacent trace was read, a small correction being made for the propagation delay between the two instruments. The data for Bulawayo was taken from picking lists prepared at the Goetz Observatory, Bulawayo, and obtained from the ISC, Edinburgh.

A computer program was written to facilitate the calculation of relative delays. The origin times, epicentral latitudes and longitudes, and focal depths of all the selected events were assumed from the NOAA data and inputted along with the observed arrival times at Kaptagat and Bulawayo. The distances and travel times are computed for each event and station and delays calculated after applying the above corrections. The delay at Kaptagat relative to Bulawayo can then be given as output.
4.5. Discussion of Results

Seventy-eight measurements of delay time were made for Kaptagat relative to Bulawayo and these are given, with source parameters, in Table 7. As with the $\Delta T/\Delta A$ data, the distribution of delay time values shows a heavy concentration within the north-east quadrant and an especially high density of results associated with the active regions of Indonesia and the Philippines. Of the total of delays computed, those falling outside three standard deviations from the mean were rejected and the variance for the truncated set of seventy-eight was estimated using the method of Freedman (1968). The delays then have a mean of 2.20 seconds and 95% confidence limits of 2.00 seconds.

Table 8 shows all the delays as a function of epicentral distance from Kaptagat. Although the group means are not by themselves very significant, because of the small numbers of measurements and substantial scatter, there does not seem to be any variation with distance above 40° with the values for smaller distances having differences that are not significant at the 67% level.

A detailed analysis of delay time variation as a function of azimuth will be given in Chapter 6, but a review of values from different regions does not reveal any large amplitude trends. For instance, group means are 2.0 for the Hindu Kush region (five events), 2.5 for the Nicobar Islands (eight events), and 2.6 for Sumatra (eight events). However, the lack of full circle coverage limits the reliability of such an analysis. The mean for the Sumatra group and also the means for the results from the Philippines (2.6 for five events) and the Celebes region (2.7 for eight events) are of interest.
<table>
<thead>
<tr>
<th>EPICENTRAL DATA</th>
<th>KAPTAGAT</th>
<th>BULAWAYO</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAT</td>
<td>LONG</td>
<td>DEPTH (KM)</td>
</tr>
<tr>
<td>1</td>
<td>37.55</td>
<td>48.58</td>
</tr>
<tr>
<td>2</td>
<td>10.83</td>
<td>125.39</td>
</tr>
<tr>
<td>3</td>
<td>-43.14</td>
<td>41.66</td>
</tr>
<tr>
<td>4</td>
<td>36.47</td>
<td>70.47</td>
</tr>
<tr>
<td>5</td>
<td>49.96</td>
<td>77.76</td>
</tr>
<tr>
<td>6</td>
<td>25.71</td>
<td>88.50</td>
</tr>
<tr>
<td>7</td>
<td>-6.83</td>
<td>118.61</td>
</tr>
<tr>
<td>8</td>
<td>-56.91</td>
<td>-27.51</td>
</tr>
<tr>
<td>9</td>
<td>39.88</td>
<td>77.60</td>
</tr>
<tr>
<td>10</td>
<td>26.02</td>
<td>95.40</td>
</tr>
<tr>
<td>11</td>
<td>37.82</td>
<td>55.88</td>
</tr>
<tr>
<td>12</td>
<td>14.26</td>
<td>51.84</td>
</tr>
<tr>
<td>13</td>
<td>2.60</td>
<td>97.98</td>
</tr>
<tr>
<td>14</td>
<td>11.56</td>
<td>-43.74</td>
</tr>
<tr>
<td>15</td>
<td>1.15</td>
<td>126.11</td>
</tr>
<tr>
<td>16</td>
<td>41.10</td>
<td>15.77</td>
</tr>
<tr>
<td>17</td>
<td>9.32</td>
<td>122.20</td>
</tr>
<tr>
<td>18</td>
<td>14.10</td>
<td>120.43</td>
</tr>
<tr>
<td>19</td>
<td>-8.02</td>
<td>107.35</td>
</tr>
<tr>
<td>20</td>
<td>1.09</td>
<td>94.56</td>
</tr>
<tr>
<td>21</td>
<td>36.58</td>
<td>70.11</td>
</tr>
<tr>
<td>22</td>
<td>14.83</td>
<td>53.76</td>
</tr>
<tr>
<td>23</td>
<td>37.04</td>
<td>71.38</td>
</tr>
<tr>
<td>24</td>
<td>45.77</td>
<td>78.08</td>
</tr>
<tr>
<td>25</td>
<td>0.94</td>
<td>100.19</td>
</tr>
<tr>
<td>26</td>
<td>-0.57</td>
<td>121.83</td>
</tr>
<tr>
<td>27</td>
<td>36.42</td>
<td>76.07</td>
</tr>
<tr>
<td>28</td>
<td>-23.49</td>
<td>37.29</td>
</tr>
<tr>
<td>EPICENTRAL DATA</td>
<td>KAPITAGAT</td>
<td>BULAWAYO</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>LAT</td>
<td>LONG</td>
<td>DEPTH (KM)</td>
</tr>
<tr>
<td>29</td>
<td>-23.47</td>
<td>37.18</td>
</tr>
<tr>
<td>30</td>
<td>51.12</td>
<td>-29.55</td>
</tr>
<tr>
<td>31</td>
<td>-43.23</td>
<td>41.48</td>
</tr>
<tr>
<td>32</td>
<td>56.29</td>
<td>-27.29</td>
</tr>
<tr>
<td>33</td>
<td>34.96</td>
<td>13.67</td>
</tr>
<tr>
<td>34</td>
<td>3.59</td>
<td>86.16</td>
</tr>
<tr>
<td>35</td>
<td>73.32</td>
<td>55.15</td>
</tr>
<tr>
<td>36</td>
<td>74.62</td>
<td>8.41</td>
</tr>
<tr>
<td>37</td>
<td>7.66</td>
<td>-37.60</td>
</tr>
<tr>
<td>38</td>
<td>9.06</td>
<td>94.02</td>
</tr>
<tr>
<td>39</td>
<td>5.02</td>
<td>94.02</td>
</tr>
<tr>
<td>40</td>
<td>9.11</td>
<td>94.04</td>
</tr>
<tr>
<td>41</td>
<td>36.77</td>
<td>45.13</td>
</tr>
<tr>
<td>42</td>
<td>13.69</td>
<td>66.26</td>
</tr>
<tr>
<td>43</td>
<td>9.02</td>
<td>93.87</td>
</tr>
<tr>
<td>44</td>
<td>8.97</td>
<td>94.00</td>
</tr>
<tr>
<td>45</td>
<td>8.98</td>
<td>94.08</td>
</tr>
<tr>
<td>46</td>
<td>9.15</td>
<td>94.08</td>
</tr>
<tr>
<td>47</td>
<td>-40.35</td>
<td>80.55</td>
</tr>
<tr>
<td>48</td>
<td>18.51</td>
<td>120.88</td>
</tr>
<tr>
<td>49</td>
<td>25.52</td>
<td>56.85</td>
</tr>
<tr>
<td>50</td>
<td>36.91</td>
<td>71.62</td>
</tr>
<tr>
<td>51</td>
<td>22.71</td>
<td>121.34</td>
</tr>
<tr>
<td>52</td>
<td>14.95</td>
<td>120.10</td>
</tr>
<tr>
<td>53</td>
<td>6.49</td>
<td>94.70</td>
</tr>
<tr>
<td>54</td>
<td>36.94</td>
<td>97.32</td>
</tr>
<tr>
<td>55</td>
<td>6.07</td>
<td>124.93</td>
</tr>
<tr>
<td>56</td>
<td>35.90</td>
<td>105.48</td>
</tr>
</tbody>
</table>
**TABLE 8**

KAPTAGAT P-WAVE DELAYS RELATIVE TO BULAWAYO

<table>
<thead>
<tr>
<th>Distance (degrees)</th>
<th>Mean Delay (seconds)</th>
<th>Standard Deviation</th>
<th>Number of Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 30</td>
<td>1.3</td>
<td>1.2</td>
<td>6</td>
</tr>
<tr>
<td>30 - 40</td>
<td>1.9</td>
<td>0.7</td>
<td>7</td>
</tr>
<tr>
<td>40 - 50</td>
<td>2.3</td>
<td>1.0</td>
<td>13</td>
</tr>
<tr>
<td>50 - 60</td>
<td>2.4</td>
<td>0.9</td>
<td>15</td>
</tr>
<tr>
<td>60 - 70</td>
<td>2.1</td>
<td>0.9</td>
<td>9</td>
</tr>
<tr>
<td>70 - 80</td>
<td>2.4</td>
<td>1.2</td>
<td>10</td>
</tr>
<tr>
<td>80 - 90</td>
<td>2.4</td>
<td>0.8</td>
<td>12</td>
</tr>
<tr>
<td>90 - 99</td>
<td>2.0</td>
<td>0.9</td>
<td>6</td>
</tr>
</tbody>
</table>

**TABLE 9**

TWO STATION DELAYS FOR EAST AFRICA

<table>
<thead>
<tr>
<th>Station Pair</th>
<th>Delay (seconds)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAP - BUL</td>
<td>2.20 ± 2.00 secs</td>
<td>Present Study</td>
</tr>
<tr>
<td>NAI - BUL</td>
<td>2.3 ± 0.3 secs</td>
<td>Sundaralingam (1971)</td>
</tr>
<tr>
<td>AAE - BUL</td>
<td>2.7 ± 0.3 secs</td>
<td></td>
</tr>
<tr>
<td>NAI - BUL</td>
<td>2.52 ± 0.70 secs</td>
<td>Lilwall and Douglas (1970)</td>
</tr>
<tr>
<td>AAE - BUL</td>
<td>2.73 ± 0.67 secs</td>
<td></td>
</tr>
<tr>
<td>AAE - BUL</td>
<td>1.5 ± 0.3 secs</td>
<td>Cleary and Hales (1966)</td>
</tr>
</tbody>
</table>
as they are from trench areas where it is presumed that there
is downthrusting of the oceanic plate into the upper mantle.
This could result in an anomalous zone of the order of 100 km
wide in which seismic velocities may be higher than normal
(Cleary, 1967; Davies and McKenzie, 1969). As the relevant
earthquake foci in the present study lie above this zone we
would expect delays from these regions to be less than
those from other areas, producing variations with azimuth and
distance. However, the apparent absence of such effects may mean
that either the speeding-up of seismic waves is not appreciable for
the particular station-source paths used, or that the two-station
method cancels such terms. Again, however, the scatter of the data
ensures that such conclusions can only be very tentative.

Although all the delay time results except one are positive,
the 95\% confidence limits of \pm 2.00 seconds show that there is
considerable scatter. This, as we have discussed, is not caused
by acute azimuthal or distance variations, although (see Chapter 6)
the former may contribute towards this to some extent. Another
small contribution may be from the mislocation of epicentres
although there is no apparent correlation between the deviation of
delay time values from the mean and the number of locating stations
used. Systematic mislocation such as has been suggested can occur
for earthquakes in trench regions of underthrusting would produce
delay variations of the same sign which do not appear to be signif-
ificant and are probably largely reduced by application of the two
station analysis method.

A simple study of the relation between the approximate
signal/noise ratio of the earthquake signal onsets and the dev-
iation of delays from the mean value again reveals no dependence. It seems likely that misreading of the seismograms would cause greater scatter in delay time for emergent signals than for sharp, large amplitude arrivals. This, however, does not appear to be the main cause of the diversity of results.

The picking lists from Bulawayo gave arrival times only to the nearest second, and so an uncertainty of up to ± 0.5 seconds could be introduced into the computations and this, coupled with the effects of timing errors for the Kaptagat records, probably contributes towards the scatter. The rejection of Kaptagat records because of suspected poor timing was somewhat subjective. Clock jumps were usually of large magnitude and hence easily detected. However, if the binary time code could not be directly and frequently checked against the GMT time checks and the radio time signal, and there was a slow drift of just a few tenths of seconds between such adjacent checks, then this drift was assumed to be linear and appropriate corrections applied. This may have led to errors but probably only of a few tenths of a second.

4.6. Comparison with other studies:

The mean value for delay time at Kaptagat of 2.2 seconds is very similar to that found by Sundaralingam (1971) for Nairobi, both being measured relative to Bulawayo. The individual values for Nairobi, which is south of Kaptagat but only 25 km east of the rift escarpment, showed no significant dependence on distance or azimuth. These two means are also of the same order as the delay for Addis Abbaba of 2.7 seconds (Sundaralingam, 1971), as shown in Table 9. Also listed in Table 9 are values of relative station
corrections attributed to Cleary and Hales (1966), and Lilwall and Douglas (1970). These represent the differences in the D.C. components of the travel-time corrections at the individual stations that form the pairs listed.
CHAPTER 5

INTERPRETATION OF THE ARRAY DATA

5.1. Cause of Anomalies

Large and systematic variations in the calculated values of \( \frac{dT}{d\Delta} \) and azimuth of approach for teleseismic events have been found for the Kaptagat array. In section 3.1.7., corrections were outlined for the effects of varying focal depths and different seismometer pit elevations. Errors in the focal data used and the approximation to plane wave-fronts were found to be able to account for only small deviations in slowness and azimuth. Random reading errors vary with the azimuth of approach of signals but will be random for any direction and are not large enough to cause the observed variations. Several other possible causes will now be discussed.

(1) Errors in the Array Geometry

The maximum error in measuring the co-ordinates of the seismometer pits was estimated at \( \pm 30 \) metres during the surveying, except for Y5, where the possible error may be as high as \( \pm 60 \) metres. Consider an extreme case of an arm of the array being extended by a total of 90 metres. Then the observed slowness should not be in error by more than 0.25 sec/deg for any of the events used. A more detailed treatment of this problem has been made by Mr. P. K. H. Maguire (personal communication). Assuming that the position of each pit is known to \( \pm 30 \) metres, their positions can be varied systematically and envelopes of maximum slowness and azimuth errors computed for all directions of approach. This
analysis confirms that although such errors in location could contribute towards the observed anomalies, they could not be a major cause.

The larger error on Y5 is due to difficulties encountered when surveying this area. However, the residuals for this pit do not suggest that it is significantly misplaced (Table 6).

(2) Inhomogeneity of Local Structure

We can estimate the effects of inhomogeneity in the near-surface structure by considering the onset time residuals in section 3.2.1. From the previous discussion, the apparent lack of significant trends in either the A or B terms and their small magnitude are not compatible with the major cause of the anomalies lying immediately beneath the array. It is useful, though, to be able to estimate the inhomogeneities that do exist. We can then reduce their effect on the measured slowness and azimuth by subtracting from the observed onset times \( t_{ik} \), for the \( i \) th seismometer recording the \( k \) th event, the expression \( A_i + B_i \sin(Z_k + E_i) \) where the symbols are as defined in 3.2.1.

These pit corrections have been applied and the event parameters are given in Table 10. In comparison with Table 5, for the uncorrected values, it can be seen that the mean errors in slowness and azimuth are reduced by 0.2 sec/deg and 1.6 degrees respectively. However, the pronounced anomalies remain.

It is difficult to establish how accurately these corrections compensate for the actual deviation in structure beneath the array. If events from a wide range of azimuths are recorded
<table>
<thead>
<tr>
<th>LAT</th>
<th>LONG</th>
<th>DIST</th>
<th>AZIM</th>
<th>SLOWNESS ERROR</th>
<th>ANOMALY</th>
<th>MEASURED</th>
<th>AZIMUT</th>
<th>ERROR</th>
<th>ANOMALY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75.32</td>
<td>55.15</td>
<td>73.8</td>
<td>5.8</td>
<td>2.00</td>
<td>362.3</td>
<td>3.8</td>
<td>-13.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>37.62</td>
<td>55.88</td>
<td>41.8</td>
<td>24.5</td>
<td>1.30</td>
<td>8.49</td>
<td>0.31</td>
<td>5.2</td>
<td>-15.9</td>
</tr>
<tr>
<td>3</td>
<td>35.51</td>
<td>58.22</td>
<td>40.9</td>
<td>28.9</td>
<td>10.30</td>
<td>0.57</td>
<td>2.06</td>
<td>6.2</td>
<td>6.9</td>
</tr>
<tr>
<td>4</td>
<td>49.96</td>
<td>77.76</td>
<td>61.1</td>
<td>29.8</td>
<td>7.67</td>
<td>0.58</td>
<td>0.89</td>
<td>2.2</td>
<td>2.9</td>
</tr>
<tr>
<td>5</td>
<td>49.62</td>
<td>78.56</td>
<td>61.2</td>
<td>30.0</td>
<td>7.72</td>
<td>0.27</td>
<td>0.94</td>
<td>2.07</td>
<td>3.1</td>
</tr>
<tr>
<td>6</td>
<td>23.31</td>
<td>55.60</td>
<td>34.0</td>
<td>33.1</td>
<td>12.35</td>
<td>0.69</td>
<td>3.67</td>
<td>27.0</td>
<td>3.1</td>
</tr>
<tr>
<td>7</td>
<td>36.42</td>
<td>40.67</td>
<td>49.4</td>
<td>38.0</td>
<td>7.83</td>
<td>0.22</td>
<td>0.21</td>
<td>11.5</td>
<td>1.7</td>
</tr>
<tr>
<td>8</td>
<td>39.54</td>
<td>77.67</td>
<td>54.7</td>
<td>28.8</td>
<td>6.76</td>
<td>0.48</td>
<td>1.49</td>
<td>20.0</td>
<td>2.9</td>
</tr>
<tr>
<td>9</td>
<td>12.86</td>
<td>48.33</td>
<td>18.2</td>
<td>45.8</td>
<td>10.50</td>
<td>1.71</td>
<td>-1.18</td>
<td>42.6</td>
<td>9.4</td>
</tr>
<tr>
<td>10</td>
<td>14.83</td>
<td>53.75</td>
<td>23.3</td>
<td>56.8</td>
<td>11.46</td>
<td>1.06</td>
<td>1.62</td>
<td>41.9</td>
<td>5.0</td>
</tr>
<tr>
<td>11</td>
<td>36.99</td>
<td>136.75</td>
<td>99.7</td>
<td>52.6</td>
<td>4.18</td>
<td>0.46</td>
<td>-0.38</td>
<td>9.2</td>
<td>5.3</td>
</tr>
<tr>
<td>12</td>
<td>25.71</td>
<td>88.50</td>
<td>57.0</td>
<td>59.3</td>
<td>5.42</td>
<td>0.90</td>
<td>-1.66</td>
<td>32.9</td>
<td>10.0</td>
</tr>
<tr>
<td>13</td>
<td>26.26</td>
<td>95.13</td>
<td>63.6</td>
<td>60.6</td>
<td>5.62</td>
<td>0.71</td>
<td>-1.04</td>
<td>34.2</td>
<td>7.4</td>
</tr>
<tr>
<td>14</td>
<td>26.02</td>
<td>95.40</td>
<td>63.2</td>
<td>60.9</td>
<td>5.59</td>
<td>0.31</td>
<td>-1.07</td>
<td>35.3</td>
<td>3.4</td>
</tr>
<tr>
<td>15</td>
<td>23.76</td>
<td>91.76</td>
<td>59.5</td>
<td>62.5</td>
<td>4.56</td>
<td>0.99</td>
<td>-2.35</td>
<td>46.9</td>
<td>12.1</td>
</tr>
<tr>
<td>16</td>
<td>22.93</td>
<td>101.03</td>
<td>67.4</td>
<td>65.4</td>
<td>5.45</td>
<td>0.91</td>
<td>-0.90</td>
<td>37.6</td>
<td>10.3</td>
</tr>
<tr>
<td>17</td>
<td>18.44</td>
<td>57.76</td>
<td>23.6</td>
<td>69.7</td>
<td>9.93</td>
<td>0.44</td>
<td>0.26</td>
<td>60.3</td>
<td>2.4</td>
</tr>
<tr>
<td>18</td>
<td>18.75</td>
<td>121.23</td>
<td>66.2</td>
<td>70.4</td>
<td>2.74</td>
<td>0.55</td>
<td>-2.14</td>
<td>29.2</td>
<td>12.3</td>
</tr>
<tr>
<td>19</td>
<td>8.21</td>
<td>58.27</td>
<td>24.2</td>
<td>70.6</td>
<td>9.27</td>
<td>0.39</td>
<td>-0.24</td>
<td>65.0</td>
<td>1.9</td>
</tr>
<tr>
<td>20</td>
<td>18.63</td>
<td>120.59</td>
<td>85.7</td>
<td>71.5</td>
<td>3.65</td>
<td>0.16</td>
<td>-1.27</td>
<td>35.9</td>
<td>2.3</td>
</tr>
<tr>
<td>21</td>
<td>18.43</td>
<td>120.66</td>
<td>89.6</td>
<td>71.7</td>
<td>3.62</td>
<td>0.48</td>
<td>-1.30</td>
<td>37.6</td>
<td>8.7</td>
</tr>
<tr>
<td>22</td>
<td>4.67</td>
<td>97.71</td>
<td>62.4</td>
<td>85.0</td>
<td>3.56</td>
<td>0.24</td>
<td>-3.20</td>
<td>93.2</td>
<td>4.8</td>
</tr>
<tr>
<td>23</td>
<td>4.54</td>
<td>123.02</td>
<td>89.5</td>
<td>85.5</td>
<td>2.53</td>
<td>0.31</td>
<td>-2.18</td>
<td>69.4</td>
<td>7.9</td>
</tr>
<tr>
<td>24</td>
<td>2.60</td>
<td>97.98</td>
<td>62.6</td>
<td>87.3</td>
<td>4.28</td>
<td>0.42</td>
<td>-2.42</td>
<td>93.3</td>
<td>5.1</td>
</tr>
<tr>
<td>25</td>
<td>1.88</td>
<td>99.16</td>
<td>64.2</td>
<td>88.1</td>
<td>4.09</td>
<td>0.51</td>
<td>-2.53</td>
<td>121.3</td>
<td>6.4</td>
</tr>
<tr>
<td>26</td>
<td>0.94</td>
<td>100.19</td>
<td>65.6</td>
<td>89.2</td>
<td>3.80</td>
<td>0.44</td>
<td>-2.71</td>
<td>91.2</td>
<td>8.1</td>
</tr>
<tr>
<td>27</td>
<td>-4.33</td>
<td>102.40</td>
<td>67.3</td>
<td>94.9</td>
<td>4.83</td>
<td>0.74</td>
<td>-1.62</td>
<td>88.3</td>
<td>10.6</td>
</tr>
<tr>
<td>28</td>
<td>-12.65</td>
<td>66.26</td>
<td>23.7</td>
<td>115.5</td>
<td>6.01</td>
<td>0.52</td>
<td>-2.68</td>
<td>113.2</td>
<td>4.0</td>
</tr>
<tr>
<td>29</td>
<td>-23.49</td>
<td>37.29</td>
<td>24.0</td>
<td>175.8</td>
<td>7.94</td>
<td>0.45</td>
<td>-1.64</td>
<td>173.0</td>
<td>4.1</td>
</tr>
<tr>
<td>30</td>
<td>-55.21</td>
<td>27.51</td>
<td>76.2</td>
<td>211.1</td>
<td>7.17</td>
<td>0.42</td>
<td>1.44</td>
<td>238.6</td>
<td>3.0</td>
</tr>
<tr>
<td>31</td>
<td>34.96</td>
<td>16.37</td>
<td>40.1</td>
<td>221.6</td>
<td>5.67</td>
<td>0.42</td>
<td>1.37</td>
<td>325.7</td>
<td>2.9</td>
</tr>
<tr>
<td>32</td>
<td>43.96</td>
<td>15.56</td>
<td>45.7</td>
<td>340.7</td>
<td>16.39</td>
<td>0.39</td>
<td>2.56</td>
<td>341.1</td>
<td>1.9</td>
</tr>
<tr>
<td>33</td>
<td>74.62</td>
<td>8.41</td>
<td>75.5</td>
<td>352.8</td>
<td>7.56</td>
<td>0.41</td>
<td>1.83</td>
<td>351.3</td>
<td>3.9</td>
</tr>
<tr>
<td>34</td>
<td>39.03</td>
<td>29.74</td>
<td>38.5</td>
<td>352.9</td>
<td>10.30</td>
<td>0.67</td>
<td>1.94</td>
<td>354.2</td>
<td>4.3</td>
</tr>
</tbody>
</table>
on all seismometers then a good estimate of pit corrections can be obtained. In the present study, the lack of full angular coverage will, no doubt, have introduced at least some bias. Also, if all ten instruments are not recording a useful signal and if the ones functioning on a line are bunched together at one end, then additional inaccuracies would be present in the residuals. Thus, when selecting events to be analysed, records that fell into this category were rejected.

A check on the effects of errors (1) and (2) can be obtained independently of the teleseismic data. Measurements of the velocities of regional earthquake arrivals at Kaptagat have been made (Long et al., 1972) and a summary of these from west of the rift is given in Fig. 6. There are two main groups of events associated with crustal (6.5 - 6.7 km/sec) and sub-moho velocities (7.8 - 8.4 km/sec). Each group of mean values for different regions shows consistency and there is no systematic azimuthal variation in velocity as exhibited by the teleseismic signals. This suggests that the latter trend is not caused by errors in the array geometry or by local perturbations in the near-surface geology. Thus although they may contribute towards the anomalies, they cannot be a major cause.

In the subsequent sections, the slowness and azimuth values used in the interpretation are those computed from onset times adjusted by pit corrections (Table 10).

5.2. Effect of Dipping Interfaces

The azimuthal dependence shown by the teleseismic data in Fig. 12 and Fig. 13 might be expected for a dipping boundary beneath the array. This has been suggested to explain similar
variations observed at other arrays (Corbishley, 1970; Niazi, 1966; Otsuka 1966a, 1966b; Greenfield and Sheppard, 1969), although the magnitudes of the anomalies seen at Kaptagat are unusually high. Non-uniform layering could be inferred from the structural complexity suggested for the Eastern Rift (Griffiths et al., 1971; Khan and Mansfield, 1971; Sundaralingam, 1971). This concept will be developed in the following section.

The problem of the refraction of a seismic ray at a dipping interface with a velocity contrast has been treated by Otsuka (1966b). The theory is given in Appendix A along with details of the computational procedure. A summary of the results can be given with reference to Fig. A1.

For a seismic ray incident on a sloping boundary with an apparent slowness vector $\mathbf{P}_i$ and an apparent slowness vector after refraction $\mathbf{P}_r$, we can derive:

$$\mathbf{P}_r = \mathbf{P}_i + \mathbf{R}$$

where

$$\mathbf{R} = \left( \sqrt{|\mathbf{S}_1|^2 - |\mathbf{S}_1|^2 \sin^2 i} - |\mathbf{S}_1| \cos i \right) \left[ k \times n \right] \times k$$

$|\mathbf{S}_1|$, $|\mathbf{S}_r|$ are the slownesses below and above the interface, $n$ is the normal to the dipping interface and $k$ defines the vertical, $i$ is the angle of incidence of the ray at the dipping interface, and can be determined if $n$ is known (Appendix A).

From the definitions of $\mathbf{P}_r$ and $\mathbf{P}_i$,

- **Slowness Anomaly**: $\Delta S = |\mathbf{P}_r| - |\mathbf{P}_i|$.
- **Azimuth Anomaly**: $\Delta \alpha = \text{ang}(\mathbf{P}_i \cdot \mathbf{P}_r)$.

We can extend 5(i) to cover refraction at several layers, each with different dips, simply by summing the anomaly vectors.
for each layer. (Appendix A).

\( \mathbf{R} \), the anomaly vector, will be perpendicular to the strike of the dipping interface. The azimuth of the incident slowness is taken from the NOAA data and its magnitude from Herrin et al.'s (1968) tables, for the appropriate distance. In the interpretation, we use the principle of least squares. The velocities on either side of the interface (hence \( |S_1| \) and \( |S_r| \) ) are assumed and the direction of dip and the angle of dip varied through a range of values, for each of which theoretical anomalies are calculated for all of the data points. The root mean square deviation of the observed points from the calculated anomalies can then be mapped over the range of the variables and a minimum deduced. For a two-layer case, the angles of dip for both boundaries and their direction are varied. Finally different velocity contrasts can be assumed and the dependence of the fit on these parameters investigated.

5.3. Location of Structural Features

(1) Dipping Moho

A sloping Moho could be inferred from seismic and gravity results. To the west of the Gregory Rift the structure of the crust and topmost upper mantle seems to be similar to that in shield areas. The velocities of regional earthquake arrivals measured at Kaptagat (Fig.6.) show values of 6.5 - 6.7 km/sec for epicentres less than 200 km away and values of 7.3 - 8.4 km/sec for more distant events. The latter are similar to those found by refraction studies in the Transvaal (Gane et al., 1956; Hales and Sachs, 1959; Willmore et al., 1952) which were between 7.96 km/sec
and 8.27 km/sec for the P_n phase. The Kaptagat data for close events are for earthquakes with focal depths of about 20 km, probably from within an intermediate crustal layer. These conclusions suggest a model with crust and sub-Moho P-wave velocities similar to those in the AFRIC model of Gumper and Pomeroy (1970) which is taken to represent the stable regions of Africa.

They are also in accord with the body wave results of Gumper and Pomeroy and the satisfactory propagation of the S_n phase between the Eastern and Western Rifts (Molnar and Oliver, 1969).

However, from the refraction study of Griffiths et al (1971) along the axis of the Gregory Rift, a body of material with P-wave velocity 7.5 km/sec is found to be within 20 km of the rift floor. This is presumed to be anomalous upper mantle. Khan and Mansfield (1971) have interpreted the positive Bouguer anomaly along the rift axis in terms of this body and postulated a wedge thinning away from the rift (Fig.5). This could then indicate a Moho dipping towards the flanks of the rift overlying the high density and, presumably, high velocity material. However, this would give a high velocity wedge thinning away from the rift which would give rise to teleseismic anomalies at Kaptagat of the opposite sign to those observed. From Fig.A2., it can be seen that for seismic rays travelling up-dip before hitting a sloping Moho, the slowness anomaly is negative. The teleseismic anomalies are not, therefore, caused by a slope on the Moho.

(2) **Thinning Low Velocity Zone within the Upper Mantle**

The 7.5 km/sec velocity from Griffiths et al (1971) probably represents the upper surface of the low velocity zone.
suggested to explain the long wavelength negative Bouguer anomaly over the Gregory Rift. Searle (1970) and Sowerbutts (1969) showed that this body appears to extend for some distance away from the rift. This is only compatible with the regional earthquake data from Kaptagat if the zone deepens westward to give way to 'normal' Sub-Moho material of velocity 7.8 - 8.4 km/sec. This could then result in a sloping boundary over the low velocity zone which would give teleseismic anomalies of the correct sign to explain the slowness and azimuth data in this study.

An interpretation of the array data was attempted in terms of a single sloping upper boundary to the low velocity zone. The velocity above the interface, \( V_2 \), which gives \( \frac{S_p}{T} \), was fixed at 8.1 km/sec, the mean for the \( P_n \) phase at Kaptagat. The velocity \( V_1 \) for the underlying low velocity zone, the dip on the interface \( D_1 \) and the direction of dip \( \psi \) were all varied through a wide range of values but no minimum could be found for fits to either the slowness or azimuth anomalies. This was because, in order to explain the large observed anomalies, extremely steep dips and large velocity contrasts would be required and under these conditions it was found that some rays travelling up dip would hit the interface at angles greater than the critical value defined by \( V_1 \) and \( V_2 \), and would be internally reflected. This is more pronounced for events at short distances, with relatively large angles of incidence \( i \) to the interface. Thus a single sloping boundary over a low velocity zone, with sharp velocity contrasts, is inadequate to explain the anomalies.

A subsequent interpretation was attempted in terms of two
layers with slopes of the same sign but with velocity contrasts across both, which were selected to represent a gradation in velocity from a low value $V_1$ for the anomalous upper mantle to the 8.1 km/sec for $V_3$, the velocity above the zone (Fig. 21.) This did not overcome the problem of internal reflection and again no true minimum could be found.

(3) **Low Velocity Wedge**

An interpretation of the observed anomalies in terms of a single upper boundary to the low velocity zone does not seem possible. A more useful model is obtained when the slope of the lower boundary of this zone is also considered. A lower interface dipping towards the rift is presumed to overlie material having a higher seismic velocity, thus reinforcing the anomalies arising from refraction at the upper boundary. A somewhat similar model has been used to fit gravity measurements (Khan and Mansfield, 1971). For a model of this type (Fig. 21), $V_3$ was assumed at 8.1 km/sec from the array data and $V_1$ taken as 8.3 km/sec from the AFRIC model, these being fixed during the computations. The depth to the lower interface was taken at 150 km, to calculate the radius $R$ to this level (this scalar quantity is distinct from the anomaly vector $\mathbf{R}$). However, the theoretical anomalies are not very sensitive to changes in $R$ of the order of 100 km.

The two interfaces are treated as lying in the same vertical plane so that the two slowness contributions peak in the same direction. The direction of the negative peak, that is, the direction of the maximum thickening of the wedge, $\psi$, is varied, with the two angles of dip, $D_1$ and $D_2$, to find a minimum. Initially, $V_2$ is fixed at 7.5 km/sec (Griffiths et al., 1971).
Fig. 21. Schematic diagram of model, with two dipping interfaces, used in array data interpretation (Chapter 5).
Two sets of models are derived, the first with both slowness and azimuth data fitted, and the second using slowness data only.

5.4. The Models

(1) Model 1

The slowness and azimuth anomalies were both used in fitting Model 1, and the RsSD's for the two sets of observed points from their computed values combined. In fitting both simultaneously, the RsSD's for each were weighted inversely in the ratio of their mean magnitudes and errors of observation.

Constraining the wedge velocity \( V_2 \) to 7.5 km/sec, the fits obtained for both slowness and azimuth are shown in Fig.22 and Fig.23 respectively. The vertical bars indicate 95\% confidence limits on the observed points and the solid circles are the theoretical anomalies. It is important to realise that because we are considering rays from different distances, they will be incident on the dipping boundaries at different angles so that the computed anomalies are dependent on distance as well as azimuth and consequently the computed anomalies do not lie on a smooth curve. It can be more informative to plot the residuals of the observed points from the values calculated for the model. These are shown for slowness and azimuth, respectively, in Fig.24 and Fig.25.

The model for a wedge of velocity 7.5 km/sec is that with a lower slope of 36° and an upper slope of -26°. The direction of maximum thickening of the wedge is 125° east of north. From the graphs of the fitted anomalies it appears that the values for slowness would show a better match if the wedge angles were larger. From Fig.24 those events from azimuths 0° - 35° show predominantly
Figs. 22 & 23. Computed slowness and azimuth anomalies (dots) for wedge model 1 and observed anomalies (bars).
Figs. 24 & 25. Residuals from computed slowness and azimuth anomalies for wedge model 1. Bars indicate 95% confidence limits.
Fig. 26. Contoured, weighted RMSD for model 1. RMSD at minimum is 2.03.
Fig. 27. Variation in parameters for model 1 for differing values of wedge velocity $V_2$. Explanation on pages 61 - 2.
positive residuals whereas those between 50° - 90° east of north are mainly negative. A change of sign of the theoretical anomalies between these two groups suggests that one or both of the boundaries should be dipping more steeply. For the azimuth anomalies, which should have a negative peak within the north-east quadrant and change sign at 125° east of north, less steep dips would probably give a better fit. Although the residuals (Fig.25.) do not show the marked trend evident for slowness, the slight predominance of positive residuals between great circle azimuths 80° - 120° and 330° - 360° favours smaller values of D1 and/or D2. A disturbing feature of the fit to both sets of data is the number of points deviating from the computed anomalies by more than their confidence limits. This is in part due to the apparent compromise in the best fit for the two anomalies if considered separately but seems mainly to reflect the scatter of the data. This is also evident if we plot the weighted RMSD as a function of the two angles of dip. Fig.26 shows this mapped over the parameter space defined by D1 and D2. It shows that adjustments can be made to the dips with relatively small effect on the RMSD. In particular, the contours are open-ended, which implies that D2 is very poorly determined.

We have initially considered the wedge velocity V2 to be 7.5 km/sec as from refraction results. However, as this may only represent the top surface of the anomalous mantle material we have fitted similar models with other values for V2. A summary of these is provided by Fig.27. This gives a plot of total wedge angle (|D1| + |D2|) against the velocity within, for a best fit to the data. At each of the values corresponding to velocities of 6.5, 7.0 and 7.5 km/sec, the individual values of D1 and D2 are shown in
brackets, with, to the left of the graph, the weighted RMSD of the observed points from those computed for the model. Although the RMSD decreases as V2 decreases for these fits, the wedge velocity is also indeterminate as, presumably, from consideration merely of the statistical fit, the preferred model would be a very thin wedge of unrealistically low P-wave velocity. Thus it appears that any lowering of the velocity between the two interfaces can be compensated by decreasing the angle between them and we cannot from the slowness and azimuth data alone distinguish between the different models represented in Fig.27.

In all the models in this group the direction of maximum thickening, $\Psi$, was about 125° east of north as derived for the model with V2 = 7.5 km/sec.

(2) **Model 2**

This interpretation used the slowness data only. From Fig.28, the correspondence between the computed and observed slowness anomalies for a wedge of velocity 7.5 km/sec is much better than for Model 1. As might be expected, the azimuth anomalies appropriate to this model show a worse fit (Fig.29.). This wedge requires slopes of 46° and -26° on the lower and upper boundaries respectively with a direction $\Psi$ of 123° east of north. This means a steeper dip on the lower interface than for the model from the combined data. We can see (Fig.30) that the trend in the slowness residuals for Model 1 from predominantly positive to negative from 0° to 90° has disappeared. However, again, several of the computed slowness values fall outside the confidence limits on the observed points. The azimuth residuals (Fig.31.) for this model have a more positive trend which for the expected negative peak: in the north-
Figures 28 & 29. Computed slowness and azimuth anomalies (dots) for wedge model 2, and observed anomalies (bars).
Figs. 30 & 31. Residuals from computed slowness and azimuth anomalies for wedge model. Bars indicate 95% confidence limits.
Fig. 32. Contoured slowness RMSD for model 2. RMSD at minimum is 1.03 sec/deg.
Fig. 33. Variation in parameters for model 2 for differing values of wedge velocity $V_2$. Explanation on pages 61 - 2.
east sector implies less steep dips are required to fit these data alone.

The direction of the wedge shows that it is thickening most rapidly for an angle of 123° east of north, which is not significantly different from that for Model 1. The plot of the RMSD for various values of D1 and D2 (Fig.32) shows that, again, individual dips are relatively indeterminate. A similar plot to Fig.27 shows the variation in parameters for different wedge velocities for the Model 2 group (Fig.32), with the same characteristics evident - general lowering of the RMSD as decreasing values of V2 are accompanied by less severe dips. The rotation is as for Fig.27, with individual dip angles in brackets and the RMSD values for the slowness data to the left of the curve.

5.5. **Discussion**

From a comparison of Models 1 and 2 it would appear that the slowness anomalies require more extreme values for the dips and/or the wedge velocity than do the azimuth anomalies. Obviously, in the ideal case both sets of data, taken individually, should yield an identical range of possible models. It has been found elsewhere (Niazi, 1966) that azimuth anomaly can be unreliable as the errors can be of a magnitude comparable with the values themselves. This is not the case here, however, as the anomalies are large in comparison with the 95% confidence limits, but there is inconsistency in values even for events from similar directions - a range of almost 40° between great circle azimuths 80° and 100° east of north. Thus slowness anomaly is probably more useful in interpretation in this study. The scatter of values for both sets of data is probably due to rapid variations in structure and seismic velocity, deviating
locally from the simple model that has been suggested. Pairs of events (Table 10) from almost the same regions - 13 and 14, 17 and 19, 20 and 21 - have similar azimuth and slowness anomalies within the confidence limits but can differ considerably from values for slightly less adjacent earthquakes.

No formal errors have been determined for the final values of the variables, D1, D2 and V2. The plots of RMSD for the two angles of dip (Fig. 26 and Fig. 32) provide a simple two-dimensional representation of the difficulties involved. If we consider just these two variables, and estimate the range of values for each, corresponding to one standard deviation from the minimum, then some of the models thus described would not resemble a wedge. This does not mean that a wedge is not a suitable fit but it does mean that it is highly non-unique.

As a consequence of this non-uniqueness, before we can reduce the number of possible models, additional data are needed as constraints. Thus a range of models only is given, represented by Figs. 26, 32, 27 and 33.

Although all the models have sharp velocity contrasts across their boundaries, this does not rule out the possibility of more complex structures giving comparable fits to the data. Similar anomalies could arise if the sides of the wedge were gradations in velocity to a value at least as low as V2 somewhere within the wedge. As we cannot exclude the possibility of complexity within the wedge, the velocity measured at the top of the zone (e.g. by seismic refraction studies) might not give an appropriate value of V2.
From a plot of RMSD for the minima at various values of the angle $\psi$, the standard error in determining the direction of the wedge is about $\pm 30^\circ$ for both Models 1 and 2. The angle $\psi$, as defined previously, gives the direction of the maximum thickening of the wedge. The value obtained from Model 1 is $125^\circ$ east of north and this can be related to the tectonics of the rift in Kenya. North of Kaptagat, from $2.0^\circ$N to $0.5^\circ$N, the rift valley trends $20^\circ$ east of north whereas from $0.5^\circ$N to $1.0^\circ$S its direction is $20^\circ$ west of north. South of $1.0^\circ$S it is again aligned $20^\circ$ east of north. This has been taken as showing confirmation of McKenzie et al's (1970) pole of rotation for the opening of the East African Rift Valleys. Searle (1970b) calculates that this would involve relative motion of the two plates in Kenya in a direction $124^\circ$ east of north. The angle $\psi$ can be correlated with other features, although only approximately. The wedge appears to thicken towards the area of particularly impressive uplift marked by the Aberdare and Nyambi Ranges. This is also a region of recent volcanism with Quaternary basalt eruptions and Upper Pliocene and Lower Pleistocene basalt-phonolite-trachyte volcanoes (Baker and Wohlenberg, 1971; Wright, 1970).

For the wedge models we do not know the thickness of the crust or the depth at which normal mantle gives way to anomalous material. Bonjer, Fuchs and Wohlenberg (1970), have studied the crustal structure over East Africa and found thicknesses of 39 km at Addis Abbaba, 43 km at Nairobi, and 35 km at Lwiro. The AFRIC model of Gumper and Pomeroy (1970), derived for Africa as a whole, has a 36.2 km crust. In the absence of any firm evidence as to this value beneath Kaptagat we will assume that for AFRIC. If the boundary between the crust and the 8.1 km/sec layer is horizontal,
we can estimate the minimum slope on the top of the anomaly in order that at some horizontal distance up-dip from Kaptagat this zone is still overlain by normal mantle material. Assuming the axial structure of Griffiths et al (1971), the top of this 7.5 km/sec zone must dip at more than 35° to give way to the 8.1 km/sec layer at a horizontal distance of 17 km from Kaptagat. This distance would be associated with a seismic signal recorded at Kaptagat coming from a direction $\Psi$ and hitting the Moho at an angle of incidence of 30°. This would give about 12 km of the 8.1 km/sec material below Kaptagat. A thinner crust with, therefore, upper mantle material nearer the surface, would mean that such a slope would not need to be as great as 35°.

This is a limiting case in the sense that if the top of the anomalous zone cut into the crust instead of the mantle, the velocity contrast would be reversed and a contribution made to the slowness and azimuth anomalies that would contradict the observed variations. This need not be critical, as it could be compensated by velocity gradations below the top of the anomaly, or a steeper slope on the lower boundary, but it would suggest that rays from short distances (large angles of incidence) would feel less of the cause of the anomalies. A similar problem could occur at the lower interface, but is more difficult to treat quantitatively. The gravity interpretation of Khan and Mansfield (1971) suggests that the anomalous zone is roughly symmetrical about the rift axis which means that it is deepest below the centre of the rift. Even if this is only an approximation, for small velocity contrasts and hence steep dips on the wedge sides, a ray moving westward under the anomaly could hit the lower boundary of the zone to the east of its deepest point, resulting in such rays missing the refracting edge presumed to cause the slowness and azimuth variations. This problem would lessen with
larger velocity contrasts and less steep dips (these considerations assume that the total thickness of the zone can be partly controlled by some parameter such as delay time).

Whether or not these effects are appreciable is difficult to establish, but to give an indication, those events with epicentral distances greater than 60° from Kaptagat have been fitted separately to a wedge Model 3. These correspond to rays with fairly small angles of incidence, although the division of events was somewhat arbitrarily fixed at this particular distance value. Only slowness anomalies were fitted so that the Model 3 is to be compared with Model 2. The 18 events that were used give a very good fit, with values of 44° and -38° for D1 and D2 respectively for $V_2 = 7.5 \text{ km/sec}$ (Fig. 34). The RMSD is 0.454 which confirms that the residuals are low (Fig. 36), although azimuth again does not fit well (Figs. 35 and 37). The preferred direction of the wedge is slightly changed, with the maximum thickening occurring at 118° east of north.

Two points are of particular interest. One is that an improved fit is obtained, (Fig. 38), mainly it seems because the scatter on the observed points is less. Secondly this model, for the same value of $V_2$, has total dips of 82° compared with 72° for Model 2. This supports the idea of a wedge having gradations in velocity from the outer boundaries to some very low value within. Although close events appear to suit a model less extreme than that for those more distant, the former still show large systematic variations in slowness and azimuth, which must indicate that they undergo appreciable deflection at dipping interfaces. A model consisting of gradations in velocity can be considered as several wedges inside each other. Thus close events might miss some of the wedges at the vertical extremities of the anomalous zone. However,
Figs. 34 & 35. Computed slowness and azimuth anomalies (dots) for wedge model 3 and observed anomalies (bars).
Figs. 36 & 37. Residuals from computed slowness and azimuth anomalies for wedge model 3. Bars indicate 95\% confidence limits.
Fig. 38. Contoured slowness RMSD for model 3. RMSD at minimum is 0.45 sec/deg.
Fig. 39. Variation in parameters for model 3 for differing values of wedge velocity $V_2$. Explanation on pages 64 - 2.
the fact that events even for these small epicentral distances experience the effects of a large anomaly would tend to favour a very low velocity thin wedge rather than one much thicker with small velocity contrasts.

The severity of the models suggested here, with very steep slopes and low velocities, is unusual. Similar, but generally less extreme structures have been suggested for an anomalous upper mantle zone beneath the western United States. Slopes of the order of 30° for a P-wave velocity of 7.2 km/sec have been proposed by Nuttli and Bolt (1969) and Otsuka (1966b), with greater dips for higher channel velocities. An alternative interpretation would be that the anomalous material has almost zero rigidity (Hales and Bloch, 1969), with a P-wave velocity of about 6.0 km/sec and much reduced thickness and angles of dip (Nuttli and Bolt, 1969).
CHAPTER 6

INTERPRETATION OF P-WAVE DELAY TIMES

6.1. Introduction

P-wave delay times relative to Bulawayo (BUL) were measured for Kaptagat (Chapter 4), with a mean of 2.20 ± 2.00 seconds, where the errors are 95% confidence limits. The individual delays have been corrected for angle of emergence to facilitate interpretation in terms of plane, parallel layers. The cause of the delays will be discussed in relation to such a structure and then with regard to the type of model suggested to explain the anomalies in slowness and azimuth of approach.

6.2. Cause of Delays

The substantial positive delay at Kaptagat with respect to Bulawayo indicates the existence of anomalously low velocity material beneath the array station. From the array analysis of regional earthquake arrivals and surface wave dispersion results for the AAE-NAI path (Sundaralingam, 1971), it appears that the crustal structure away from the rift axis is similar to that for the stable parts of Africa, as represented by the AFRIC model. If then, AFRIC is typical of the crust and upper mantle beneath Bulawayo, it is likely that Kaptagat and Bulawayo are upon similar crustal structures. Therefore, the cause of the delays does not lie within the crust and it will be taken that the entire 2.20 seconds is a result of differences within the upper mantle underneath the two stations. It may be that the crustal structure for Bulawayo would be more accurately represented by, for instance, the SASD 2 model.
of Bloch, Hales and Landisman (1969), shown in Table 2, or that the crust at Kaptagat is similar to that suggested for the Nairobi area by Bonjer, Fuchs and Wohlenberg (1970), in Fig.2. Calculations show, however, that the use of these alternative models does not greatly affect the value of the mean delay time attributable to the upper mantle.

From the array analysis of regional events, it has been concluded that an unknown depth of 'normal' mantle material of P-wave velocity 8.1 km/sec exists beneath Kaptagat. Assuming that this lid to the anomaly is thin and does not significantly affect delays relative to an AFRIC-type structure, a mean velocity within the anomalous mantle zone of 7.5 km/sec (Griffiths et al., 1971) would imply that a thickness of 207 ± 188 km is required to explain the mean delay time for Kaptagat. In the presence of such large 95% confidence limits, any conclusions to be drawn from this result must necessarily be tentative but the thickness is of the same order as those suggested for low-velocity zones beneath Addis Abbaba and Nairobi (Sundaralingam, 1971), Iceland, and the Mid-Atlantic Ridge (Tryggvason, 1964; Francis, 1969), and the Western United States (Nuttli and Bolt, 1969) when similar velocities are assumed. If, alternatively, a lower mean velocity is used to explain the Kaptagat measurements, the zone would be thinner - 114 ± 103 km for 7.0 km/sec and only 74 ± 67 km for 6.5 km/sec. We cannot, at the moment, determine the mean velocity for the anomalous zone.

The effect of a finite thickness of high velocity mantle material (P-wave velocity 8.1 km/sec) overlying the channel can be estimated. For instance, for a 20 km lid, the thickness of the anomaly for a mean velocity of 7.5 km/sec is only decreased by 7 km, with even
smaller alterations if a lower velocity is used.

6.3. Azimuthal Dependence of Delay Times

In the previous section, parallel layers have been assumed. However, the preferred model for the low velocity zone as derived from slowness and azimuth anomalies has steeply dipping boundaries. For this type of structure, it would be expected that relative delay times would vary with azimuth (Otsuka, 1966b; Nuttli and Bolt, 1969) assuming that the layering beneath the standard station (BUL) is roughly parallel. Anomalies here in layering or velocity beneath Bulawayo could complicate the pattern of relative delays at Kaptagat.

In Chapter 4, a crude analysis revealed no significant azimuthal variations, and this will be investigated now in more detail. We can represent delay time as being composed of constant and azimuthally varying terms (Herrin and Taggart, 1968; Bolt and Nuttli, 1967; Lilwall and Douglas, 1970) by fitting a sine curve to the delays:

\[ T_{jk} = A_j + B_j \sin (Z_{jk} + U_j) \]

where \( T_{jk} \) is the delay time relative to Bulawayo for the \( k \) th event in the \( j \) th distance range, \( Z_{jk} \) is the great circle azimuth of the \( k \) th event, and \( A_j, B_j \) and \( U_j \) are constants defining the delay time for the \( j \) th distance range. This equation can be solved by least squares in the presence of errors on \( T_{jk} \) in essentially the same way as for equation 3(vi) and a similar computer program to RESFIT is used.

In order to interpret the delays in terms of a structure
with dipping layers (section 6.4.), the individual values are not corrected for angle of emergence at the surface.

If all the data are fitted simultaneously, that is, only one distance range is considered, then the appropriate form of 6(i) is:

\[ 2.36 + 0.34 \sin (Z_{jk} + 284) \]  

6(ii)

This implies a function of amplitude \(0.34 \pm 0.41\) seconds and the phase angle \(U_j\) gives the direction of the maximum positive delay as \(166^\circ \pm 72^\circ\) east of north. Hence the azimuthal term is not significant at the 95\% level.

If the delays are divided into two groups about an epicentral distance from Kaptagat of 60\(^\circ\); there is sufficient azimuthal coverage in each to allow separate interpretations. The relative delays for events from distances less than and greater than 60\(^\circ\) are shown in Fig.40 and Fig.41 respectively, with the solid lines giving the computed fits to the data. The A terms are not significantly different for the two groups, which suggests a lack of distance dependence for the constant part of the delay time function. However, whereas for the shorter distances there is no marked azimuthal variation -B is \(0.32 \pm 0.80\) seconds - Fig.41 shows that delays for events from distances greater than 60\(^\circ\) change systematically with the direction of approach. The amplitude of the sine curve is \(0.96 \pm 0.68\) seconds and the direction of the maximum positive delay is \(177^\circ \pm 29^\circ\) east of north.

6.4. Delays for Dipping Interfaces

A structure such as that shown in Fig.42, with sloping
Fig. 40. Observed delay time relative to Bulawayo as a function of azimuth at Kaptagat for events from distances less than 60°. Curve shows fitted sinusoid.

\[ T = 2.17 + 0.32 \sin(z + 354.3) \]
Fig. 41. Observed delay time relative to Bulawayo as a function of azimuth at Keptagat for events from distances greater than 60°. Curve shows fitted sinusoid.

\[ T = 2.42 + 0.96 \sin(z + 272.7) \]
Fig. 42. Crust and upper mantle model used to compute the azimuthal variation in delay time due to a low velocity (V2) wedge beneath the station at E.
boundaries to a low velocity zone, will produce relative delay times that are a cyclic function of azimuth which is not, in general, sinusoidal (Nuttli and Bolt, 1969). However, if it is assumed that the strike directions for both the upper and lower interfaces to the anomalous zone are the same, the difference in delay times relative to BUL for left-going and right-going rays perpendicular to the strike at Kaptagat (Fig. 42) for events from the same distance can be determined. This will be approximately twice the amplitude of the cyclic delay time function.

Further simplifying assumptions are made with reference to Fig. 42. It is assumed that the structure beneath BUL consists of parallel layers so that any azimuthal variation in delay time would be due to effects in the region of Kaptagat. The crust for Kaptagat is taken as having the same thickness as that for the AFRIC model, but with a mean velocity of 6.4 km/sec. The thickness of the high velocity lid to the anomaly is not known so it is taken as being almost negligibly thin for a left-going ray at G (Fig. 42) and thickening westward. Thus a ray at G experiences refraction due to this layer but the travel time within it is disregarded. The thickness of the anomaly directly beneath Kaptagat, \( H \), is calculated from the mean delay time from section 6.2., for a given velocity within the wedge.

The difference \( \Delta T \) in delay time for a left-going and a right-going ray, both perpendicular to the strike direction for the wedge model, then follows from Fig. 42.
The two rays are taken as having the same angle of incidence $i$ to the vertical in the 8.3 km/sec layer, and $\frac{dT}{dA}$ is the slope of the travel time curve for the appropriate distance.

To estimate $\delta T$ for the wedge models fitted to the slowness and azimuth anomalies, the values of $V_2$, $D_1$ and $D_2$ are taken for Model 1 (Chapter 3). An approximate mean epicentral distance of $60^\circ$ is assumed. From Fig.43 the quantity $b$ is half $\delta T$, that is, roughly the amplitude of the delay time variation. Also plotted is the value of $B$ from section 6.2, for all the data, with the hatched area giving the 95% confidence limits. The dashed horizontal line indicates the value of the azimuthal term for the direction $125^\circ$ East of north, which corresponds to the direction of the maximum thickening of the wedge anomaly for Model 1.

If only the events for distance greater than $60^\circ$ are considered, and the parameters adopted from Model 3 for slowness anomalies only, the computed values of $b$ are as shown in Fig.44. The angle of incidence $i$ required to compute $b$ is taken for an epicentral distance of $80^\circ$. Here the dashed line is appropriate to a direction of $188^\circ$ East of North from the optimum fit for the wedge direction $\Psi$.

For both interpretations, a larger assumed distance and hence a smaller angle of incidence to the vertical give smaller delay time variations, and vice versa.

6.5. Discussion

Equation 6(ii) gives the fit of the relative delay times
Fig. 44. Variation in amplitude of azimuthal delay time term due to low velocity wedge model 3 with differing values of wedge velocity $V_2$ (curved line). Hatched area gives 95% confidence limits on observed amplitude of azimuthal term (solid horizontal line) for events at distances greater than 60° from Kaptagat. Dotted line gives observed amplitude at angle $\psi$ for model 3.
for all events, in terms of constant and azimuthally varying terms. The value of the former, given by $A = 2.36$ seconds, implies that a substantial mantle anomaly is experienced by events from all azimuths. The value of $A$ is derived for delays uncorrected for angle of emergence and is a little higher than if such a correction had been made. The factor $B\sin(Z_{jk} + U_j)$ is very small and for the data taken as a whole, the variation with azimuth is not significant.

However, for a wedge such as Model 1, for instance with a velocity of 7.5 km/sec for the anomalous mantle material, the difference in delays for rays travelling in opposite directions can be as great as 3.0 seconds for events a distance of 60° from Kaptagat. This occurs for rays perpendicular to the strike of the wedge and decreases for smaller values of $V_2$. Assuming we can approximate a sinusoid to the delay time variation then the amplitude of the azimuthal term $b$ computed for Model 1 is greater than the observed amplitude $B$ even for a velocity $V_2$ as low as 6.5 km/sec (Fig. 43). The absence of a large $B$ value implies that a wedge of very low velocity and moderately steep dips is required for the observed delay times to be compatible with the type of structure represented by Model 1.

In considering a low velocity zone with sloping boundaries, the effects of rays being deflected in a horizontal plane have been ignored. Because rays are deviated in this plane, they will tend to travel further than the distance between an epicentre and the station measured along a great circle. This will cause an additional delay relative to the standard station. If we assume
that the wedge exists for a distance of the order of 100 km in every direction from Kaptagat, and that the maximum azimuthal deflection suffered by rays from a distance of $60^\circ$ is $25^\circ$, then the delay introduced can be as great as 0.6 seconds relative to Bulawayo. This factor will be zero perpendicular to the strike direction of the wedge, but elsewhere will always be positive.

This will give an additional cyclic variation of a different shape to that due to deflection of rays in the vertical plane. For wedge Model 1, however, the difference in relative delay times for rays travelling in opposite directions perpendicular to the strike direction should still be as great as shown in Fig.43 for any given value of $V_2$.

From a comparison of Fig.40 and Fig.41 the constant terms are very similar but there is a significant azimuthal term only for the greater distances. Although the phase angle $U$ for this group of events gives the direction of the maximum delay as $177^\circ$ East of North (Fig.41+), whereas that derived from the slowness anomalies is $118^\circ$ East of North, this difference is not critical in view of the large errors involved. It is again the case that the magnitude of the azimuthal variation in observed delay time requires very low velocities within the anomalous zone in order to be compatible with the wedge model for the slowness anomalies.

For the simple wedge model in Fig.42, rays from large distances will exhibit smaller azimuthal variations in delay time than those for rays from short distances, assuming that the same model applies to all events. This is the opposite of the observed trends, which would imply that the nearer rays arriving with large angles to the vertical miss some of the
anomaly and suffer less extreme deflections. This is broadly in agreement with the idea of velocity gradations rather than sharp contrasts arising from the interpretation of slowness anomalies, where more extreme wedge models were required to fit data for events from large epicentral distances. However, this is difficult to reconcile with the similarity of the constant delay time A terms for different distance ranges.
CHAPTER 7

INTERPRETATION OF SURFACE WAVE DISPERSION

7.1. Introduction

The preferred model from the analysis of teleseismic arrivals is that of shield-type topmost mantle thinning towards the rift axis to give way to material of anomalously low velocity. Sundaralingam (1971) has studied surface wave dispersion beneath East Africa and from Rayleigh wave phase and group velocity data he derived a model of the crust and upper mantle for the inter-station path Nairobi (NAI) to Addis Abbaba (AAE) (Table 11). The NAI-AAE path falls off the rift axis for much of its length. If the mantle low velocity zone attenuates to the east as has been suggested it does to the west, then it would be expected that surface wave sampling along this path might show evidence of this in the form of a high velocity lid over the anomalous mantle zone. To test whether this structural framework is compatible with the dispersion data of Sundaralingam, a new interpretation will be suggested.

7.2. The Data

Sundaralingam determined Rayleigh wave phase and group velocities for the NAI-AAE path from the earthquakes listed in Table 12. These were selected as having epicentres close to the great circle between the stations, and all are shallow focus events with clear, well dispersed wave trains. The Rayleigh wave phase velocities were determined by the Fourier Analysis Method used by Sato (1958) and Toksoz and Ben-Menahem (1963). The Multiple Filter Technique (Dziewonski et al., 1969) is used to calculate the group velocities.
### TABLE 11

**MODEL EA1** (Sundaralingam, 1971)

<table>
<thead>
<tr>
<th>H (km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\gamma$ (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.86</td>
<td>3.50</td>
<td>2.00</td>
<td>2.77</td>
</tr>
<tr>
<td>7.0</td>
<td>5.90</td>
<td>3.40</td>
<td>2.67</td>
</tr>
<tr>
<td>10.5</td>
<td>6.15</td>
<td>3.55</td>
<td>2.77</td>
</tr>
<tr>
<td>19.3</td>
<td>6.90</td>
<td>3.96</td>
<td>2.98</td>
</tr>
<tr>
<td>81.0</td>
<td>7.35</td>
<td>4.22</td>
<td>3.24</td>
</tr>
<tr>
<td>99.0</td>
<td>7.89</td>
<td>4.53</td>
<td>3.30</td>
</tr>
<tr>
<td>100.0</td>
<td>8.30</td>
<td>4.65</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>8.70</td>
<td>4.85</td>
<td>3.70</td>
</tr>
</tbody>
</table>

Parameters underlined were taken as active.
### TABLE 12

**EARTHQUAKES USED FOR SURFACE WAVE INTERPRETATION**

<table>
<thead>
<tr>
<th>Location</th>
<th>Date</th>
<th>Origin Time Hr.Min.Sec.</th>
<th>Co-ordinates (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Africa</td>
<td>5.1.1964</td>
<td>23 46 10.7</td>
<td>52.26S 28.3E</td>
</tr>
<tr>
<td>Prince Edward Isle</td>
<td>25.2.1964</td>
<td>00 34 32.0</td>
<td>44.60S 37.34E</td>
</tr>
<tr>
<td>South Africa</td>
<td>19.3.1966</td>
<td>14 51 49.4</td>
<td>52.70S 19.8 E</td>
</tr>
<tr>
<td>South Africa</td>
<td>19.3.1966</td>
<td>17 16 40.9</td>
<td>52.70S 19.9 E</td>
</tr>
<tr>
<td>S. Iran</td>
<td>20.4.1966</td>
<td>16 42 3.7</td>
<td>41.7 N 48.2 E</td>
</tr>
</tbody>
</table>

### TABLE 13

**TRIAL MODEL FOR PARTIAL DERIVATIVES**

<table>
<thead>
<tr>
<th>H(km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\rho$ (g/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.0</td>
<td>5.90</td>
<td>3.35</td>
<td>2.67</td>
</tr>
<tr>
<td>10.5</td>
<td>6.15</td>
<td>3.55</td>
<td>2.77</td>
</tr>
<tr>
<td>18.7</td>
<td>6.60</td>
<td>3.72</td>
<td>2.98</td>
</tr>
<tr>
<td>30.0</td>
<td>7.4</td>
<td>4.3</td>
<td>3.24</td>
</tr>
<tr>
<td>50.0</td>
<td>7.4</td>
<td>4.3</td>
<td>3.24</td>
</tr>
<tr>
<td>100.0</td>
<td>7.4</td>
<td>4.3</td>
<td>3.30</td>
</tr>
<tr>
<td>100.0</td>
<td>8.30</td>
<td>4.65</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>8.70</td>
<td>4.85</td>
<td>3.70</td>
</tr>
</tbody>
</table>
The phase velocity measurements cover the period range 14 - 59 seconds and the group velocity values a slightly smaller range of 16 - 48 seconds (Fig. 45). The effective depth of penetration of Rayleigh waves is about 0.45 of the wavelength, so the data provides information on the crust and upper mantle from 20 to 105 km. There are two important general features of the curves. At shorter periods the curves tend to merge with those for the AFRIC model (Gumper and Pomeroy, 1970) indicating some uniformity in the crust throughout Africa. However, at longer periods, those for the NAI-AAE dispersion show much lower velocities, presumably due to material of low shear velocity at depth.

The phase velocity curve is fairly smooth at short periods but for larger values the scatter is as much as 0.04 km/sec. The group velocity curve shows considerably worse scatter, up to 0.25 km/sec. It is, however, difficult to make a meaningful estimate of the accuracy of the data. After considering errors due to refraction, epicentral mislocation, misreading seismograms and uncertainty in instrumental response, Sunderalingam deduced that the overall error in the Rayleigh wave phase velocity measurements is of the order of 0.03 km/sec, although the error in group velocity would seem, from the observed dispersion curve (Fig. 45), to be several times larger than this and may be as much as 0.1 - 0.15 km/sec.

The effects of lateral refraction can be important and they can introduce systematic errors and an increase in velocities. In this case, the interstation path is sampled from both directions and data points from different events show close agreement so it is unlikely that the curves are strongly affected by refraction or other effects outside this path.
Fig. 45. Observed Rayleigh wave phase (dots) and group velocities (crosses) for the AAE - NAI path (Sundaralingam, 1971) with computed dispersion curves for AFRIC model of Gumper and Pomeroy (1970).
7.3. Interpretation Techniques

The methods used to re-interpret the Surface wave data use as a criterion for fitting a theoretical model the root mean square deviation (RMSD) of the observed curves from those calculated for the model. A horizontally layered structure is derived using as parameters shear and compressional wave velocities, depth, and density. Certain selected parameters are varied so as to obtain a minimum value of the RMSD within the space defined by these variables. A non-linear optimisation technique is used in conjunction with the mapping of the RMSD within the parameter space.

(1) The Powell Conjugate Direction Method

A full mathematical treatment is given by Powell (1964, 1965) and Sundaralingam (1971). A description of the general principles only will be given here.

Assume we want to minimise some function \( F(x) \). We can calculate it to be \( f_1 \) at some base point \( x_1 \), which corresponds to our initial model, and then to be \( f_2 \) at some point \( x_2 \) where \( x_2 = x_1 + S \). \( S \) is the step-size which is specified to control the accuracy and swiftness of the search. \( F(x) \) can then be evaluated at a third point \( x_3 \), such that:

\[
\begin{align*}
x_3 &= x_1 + 2S & \text{if} & & f_1 \geq f_2 \\
x_3 &= x_1 - S & \text{if} & & f_1 < f_2
\end{align*}
\]

It can be shown that the optimum \( x_m \) of a quadratic passing through the three points is given by:

\[
x_m = \frac{1}{2} \cdot \frac{(x_2^2 - x_3^2) f_1 + (x_2^2 - x_1^2) f_2 + (x_1^2 - x_2^2) f_3}{(x_2 - x_3) f_1 + (x_3 - x_1) f_2 + (x_1 - x_2) f_3}
\]
If \( x_1 \), \( x_2 \), or \( x_3 \) gives the smallest value of \( F(x) \) differ by less than the required accuracy, which is also specified, then the minimum is found. If this is not the case, then one of \( x_1 \), \( x_2 \), \( x_3 \) is discarded, this being the one corresponding to the largest value of \( F(x) \). Then the quadratic interpolation continues using the remaining two function values and that for \( x_m \).

The function to be minimized \( F(x) \) is given by:

\[
F(x) = n_0 (\text{RMSD})^2
\]

where \( n \) is the number of active parameters, that is, those that are varied in order to find the minimum. These parameters can be constrained within specified limits, and the current value of the parameter is \( X \), where

\[
X = X_1 + (X_u - X_1) \sin^2 Y.
\]

\( X_1 \) and \( X_u \) are the lower and upper bounds of the variable respectively, and \( Y \) is the initial value.

This non linear method of optimisation has several advantages. Convergence is rapid especially near the optimum, where the function is well approximated by a quadratic. All parameters used in the model can be designated active or passive, and the former, as variables, can be constrained within reasonable limits, such as those defined by geological plausibility. This is useful as it can be used to avoid unreasonable variations in the active parameters.

(2) Mapping

The fit of models to the dispersion data is also inves-
tigated by calculating the RMSD for different values of the active parameters and then taking a succession of two-dimensional sections of this parameter space. This can be used to give an approximate position for the required minimum which will serve as a starting point for the Powell optimisation. This shortens the computing time needed. After the optimised values of the variables have been determined, the variation of the RMSD within the vicinity of the minimum can be mapped. This shows the shape of the minimum, which can be highly variable, and the uncertainty with which we can define the final parameter values.

The PV7 computer program of J. Dorman is used to calculate the group and phase velocities for a given model. This is coupled with statistical and optimising routines for both the Powell and mapping processes, given by Sundaralingam (1971). The PV7 program also corrects for the effects of Earth curvature. The approximation of Bolt and Dorman (1961) is used for Rayleigh wave phase velocities and that of Knopoff and Schwab (1968) for group velocities.

7.4. Limits on Interpretation

Backus and Gilbert (1968) have shown that there is a fundamental limit to the detail of earth structure that can be derived from gross earth data, and this reasoning has been applied to surface wave inversion. Der, Masse and Landisman (1970) have shown that the resolution of the data can be expressed as a minimum thickness of a zone over which velocity may be determined to a given accuracy. Thus thicknesses within a model can be chosen so as to determine shear velocities within satisfactory limits. If we choose layer thicknesses to be too small, then we lose accuracy in the determination of the shear velocity over that thickness.
Also, resolution decreases with increasing depth. The interfaces between layers are not structural boundaries but define limits over which a mean velocity value is derived.

Knopoff (1969) has obtained the following expressions for the interstation phase and group velocities as a function of distance:

\[
\frac{1}{c} = \frac{\int_{x_1}^{x_2} \frac{dx}{c(x)}}{\int_{x_1}^{x_2} \frac{dx}{x}}
\]

\[
\frac{1}{u} = \frac{\int_{x_1}^{x_2} \frac{dx}{u(x)}}{\int_{x_1}^{x_2} \frac{dx}{x}}
\]

c and u are the interstation phase and group velocities, respectively, which constitute the dispersion data. c(x) and u(x) are the phase and group velocities at distance x along the interstation path, the limits of which are x₁ and x₂. It follows that the reciprocals of the measured velocities, the phase and group slownesses, are the distance averages of these quantities between the stations. Therefore any model we derive from the data represents a mean structure beneath the interstation path.

In their study of surface wave propagation beneath the Canadian shield, Brune and Dorman (1963) drew some general conclusions concerning inversion of the dispersion data. They found that it is critical to select the proper framework for a model in terms of the number and thicknesses of layers and to designate parameters active or passive. This should be done by considering the amount of information contained in the data, by examining partial derivatives and by deriving trial models under constraints. Allowing
too much or too little freedom results in either unreasonable final values for parameters or a non-converging system.

In particular they found that if density and shear velocity were varied within the same depth range then large and unreasonable variations in these quantities could occur without significant improvement in the fit. If the number of layers in any depth range was too great, shear velocity and depth could vary erratically with adjacent layers also developing wildly high or low velocities. Also, where the shear velocity contrast across an interface is small, the depth to that boundary cannot be accurately determined.

If we only vary shear velocity then we can recover a final value to some particular accuracy. If we also vary depths, then we may not be able to obtain such a high degree of precision in velocity. From Der et al (1970) this loss corresponds to a proportional change in layer thicknesses. It is often useful, therefore, to fix the total depth range of a model and vary the individual thicknesses within this framework.

7.5. Previous Work

Sundaralingam (1971) derived a trial model to use in the calculation of partial derivatives (Table 13). The framework of the model is very similar to that of the AFRIC model for the African continent (Gumper and Pomeroy, 1970), but with lower velocities in what correspond to the top two upper mantle layers for AFRIC.

The partial derivatives for phase (c) and group velocity (u) with respect to shear velocity are shown in Fig.46 and Fig.47 respectively. From these curves a check on the layering can be made.
Fig. 46. Partial derivatives of phase velocity with respect to shear velocity for different layers of a trial model (Table 13).
Fig. 47. Partial derivatives of group velocity with respect to shear velocity for different layers of a trial model (Table 13).
If the number of layers is too great, then it should be possible to combine two of the curves to approximate a third (Brune and Dorman, 1963). However, this does not seem to be the case for the trial model used here and the layering is roughly correct. From the partial derivative curves, we can also deduce that the shear velocities most affecting the dispersion curves are those for layers 3 - 5. These can be combined to give a single upper mantle layer (Table 11), under the lower crustal layer.

Partial derivatives with respect to the other parameters, although not shown here, reveal that the phase and group velocity data are not sensitive either to density, $\rho$, or to compressional wave velocity, $\alpha$, and in deriving the EA1 model only shear velocities and depths were varied. A shallow sedimentary layer was introduced and the shear velocities of the bottom two crustal layers and the top two mantle layers allowed to change. Depths were generally not well determined by these data but the thickness of the lower crustal layer was also taken as an active parameter.

From Tables 11 and 1 we can compare the EA1 and AFRIC models as their frameworks are very similar. If AFRIC is taken to represent the crust and upper mantle for the African continent outside the rift zones, then the path Addis Abbaba (AAE) - Nairobi (NAI) is characterised by anomalously low velocity material in the upper mantle. The crustal structures are similar with the exception of the lower crustal layer which, although being of roughly the same thickness as that for AFRIC, has a higher shear velocity.

7.6. The Lid Model

If we take the structure suggested by Griffiths et al (1971) as typical of that below the rift axis, with a crust only 20 km
thick, then this is much different from that thought to lie beneath Nairobi to the east of the rift. Bonjer, Fuchs and Wohlenberg (1970) deduced that a two-layer crustal model required a thickness of 43 km below Nairobi. This suggests that the surface of the upper mantle anomaly does sink eastward away from the rift although not necessarily at the same rate as to the west. The interstation path AAE - NAI in general lies off the axis of the rift so it is possible that the path as a whole is compatible with a lid of normal AFRIC-type upper mantle overlying the anomalous zone.

For the path NAI - AAE, a framework similar to that for the AFRIC model will be assumed. Three types of lid model will be used. Models UM1 and LG1 have a lid of normal mantle immediately below and above the AFRIC Moho level respectively, while model GM1 incorporates both these features.

The Powell Conjugate Direction Method requires the separation of the model parameters into the categories active or passive, the former being used as variables in the optimisation. The depth of penetration of Rayleigh waves is about $0.45 \lambda$ where $\lambda$ is the wavelength, which gives a depth range of 20 - 105 km. This implies that the dispersion curves are sensitive to parameters for the lower crustal layer and the topmost upper mantle layer. This can also be seen from the partial derivatives where these two layers correspond to layers 3, 4 and 5 for the trial models (Table 13). In practice, three parameters were varied for the lid models; the thickness of the lid and the shear velocities for one layer on either side, these being approximately comparable to layers 4 and 5 for the EA1 model. Because these data do not determine depths well, the total depth of each model was fixed and only the individual thicknesses within this framework were varied. The compressional wave
velocity for the lid was fixed at 8.1 km/sec from the Kaptagat array measurements.

The parameters for layers outside the range of the data were generally fixed at the AFRIC values. Thus the second upper mantle layer - layer 6 in the EA1 model - was assigned a shear velocity fixed at 4.78 km/sec. The data are insensitive to changes in densities and compressional wave velocities. Therefore densities were taken at the AFRIC values except where these appeared to be inappropriate to East Africa, when they were deduced from the gravity interpretation of Searle (1970). For the two layers in which shear velocity \( \beta \) was varied, the P-wave velocity, \( \alpha \), was calculated using the relation \( \alpha = 1.74 \beta \) (Anderson, 1965). This was also applied to the lid, giving a shear velocity of 4.66 km/sec for a P-wave velocity of 8.1 km/sec.

Because the errors on the group velocity measurements are greater than those for phase velocity, a weighting procedure was used. The RMSD's were calculated for the two curves and then combined with a weighting inversely proportional to their approximate RMSD's for the EA1 model. This meant that phase velocity had unit weighting but was favoured more than if the RMSD's had merely been summed.

7.7. Models from Powell Conjugate Direction Method

The final model for UM1 is shown in full in Table 14, with layers 4 - 7 for LC1 and CM1 also shown. The parameters underlined were varied. UM1 has a lid below the Moho with thickness \( H(5) \) and the thickness of the topmost mantle layer is \( H(6) = 80.0 - H(5) \). Similarly, for LC1, \( H(4) \) was constrained to be \( 18.7 - H(5) \). These two lid features were combined for CM1.
### TABLE 1

#### MODEL IM1

<table>
<thead>
<tr>
<th>Layer</th>
<th>H (km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\gamma$ (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.86</td>
<td>3.5</td>
<td>2.0</td>
<td>2.77</td>
</tr>
<tr>
<td>2</td>
<td>7.0</td>
<td>5.9</td>
<td>3.35</td>
<td>2.67</td>
</tr>
<tr>
<td>3</td>
<td>10.5</td>
<td>6.15</td>
<td>3.55</td>
<td>2.77</td>
</tr>
<tr>
<td>4</td>
<td>18.7</td>
<td>6.81</td>
<td>3.91</td>
<td>2.85</td>
</tr>
<tr>
<td>5</td>
<td>16.0</td>
<td>8.1</td>
<td>4.66</td>
<td>3.3</td>
</tr>
<tr>
<td>6</td>
<td>64.0</td>
<td>6.96</td>
<td>4.00</td>
<td>3.22</td>
</tr>
<tr>
<td>7</td>
<td>100.0</td>
<td>8.2</td>
<td>4.78</td>
<td>3.44</td>
</tr>
<tr>
<td>8</td>
<td>100.0</td>
<td>8.3</td>
<td>4.65</td>
<td>3.53</td>
</tr>
</tbody>
</table>

Weighted RMSD = 0.028 km/sec (RMSD phase = 0.015 km/sec)

#### MODEL LC1

<table>
<thead>
<tr>
<th>Layer</th>
<th>H (km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\gamma$ (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8.5</td>
<td>6.27</td>
<td>3.60</td>
<td>2.85</td>
</tr>
<tr>
<td>5</td>
<td>10.2</td>
<td>8.1</td>
<td>4.66</td>
<td>3.3</td>
</tr>
<tr>
<td>6</td>
<td>80.0</td>
<td>6.15</td>
<td>4.11</td>
<td>3.22</td>
</tr>
<tr>
<td>7</td>
<td>100.0</td>
<td>8.2</td>
<td>4.78</td>
<td>3.44</td>
</tr>
</tbody>
</table>

Weighted RMSD = 0.033 km/sec (RMSD phase = 0.019 km/sec)

#### MODEL CM1

<table>
<thead>
<tr>
<th>Layer</th>
<th>H (km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\gamma$ (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>12.4</td>
<td>6.47</td>
<td>3.72</td>
<td>2.85</td>
</tr>
<tr>
<td>5</td>
<td>15.5</td>
<td>8.1</td>
<td>4.66</td>
<td>3.3</td>
</tr>
<tr>
<td>6</td>
<td>70.8</td>
<td>7.06</td>
<td>4.06</td>
<td>3.22</td>
</tr>
<tr>
<td>7</td>
<td>100.0</td>
<td>8.2</td>
<td>4.78</td>
<td>3.44</td>
</tr>
</tbody>
</table>

Weighted RMSD = 0.030 km/sec (RMSD phase only = 0.017 km/sec)

Parameters underlined were taken as active.
so that:

\[ H(4) = 18.7 - H_1(5) \quad \text{and} \quad H(6) = 80.0 - H_2(5), \]

where

\[ H(5) = H_1(5) + H_2(5). \]

The individual thicknesses here were both varied and had final values of 6.3 km and 9.2 km.

In all three of the models, the lid is thin, about 16 km for UM1 and CM1 and only 8.6 km for LC1. The effect of introducing the lid is to depress the shear velocities in the layer beneath, where the shear and compressional wave values are in the ranges 4.00 - 4.11 km/sec and 6.96 - 7.15 km/sec respectively. These compare with the EA1 velocities for the topmost mantle layer of 4.22 km/sec and 7.35 km/sec. One would anticipate too that if the lid is omitted, it would have the effect of raising the shear velocity of the lower crustal layer also. In models LC1 and CM1, in fact, the values are lower than for EA1 and correspond more closely to the shear velocity of 3.72 km/sec for this layer in the AFRIC model. However, these shear velocities, and the compressional wave velocities calculated from \( \alpha = 1.74 \beta \), are lower than those suggested for an intermediate layer in the crust from seismic refraction work in the Transvaal (Willmore et al., 1952; Hales and Sachs, 1959). Model UM1 shows P- and S-wave velocities of 6.81 km/sec and 3.91 km/sec for this layer, more in agreement with the refraction work but higher than those for AFRIC.

For EA1 the combined RMSD for phase and group velocity data was 0.039 km/sec (RMSD for phase only was 0.020 km/sec), using the same weighting for the individual RMSD's (7 : 1) as for the lid models. For the latter both individual RMSD's for the phase and group velocity are lower (Table 14) and this can be seen qualitatively from Fig. 48, showing the computed dispersion curves for the three lid models and for EA1.
Observed phase (dots) and group velocities (crosses) for the AAE - NAI path with the computed dispersion curves for the EA1 model (Sundaralingam, 1971) and the three lid models.
For phase velocity, the lid models suggest a steeper gradient at short periods, which is marginally a poorer fit than that for EA1 but at longer periods the effect of the lower shear wave velocities in the upper mantle layer for the lid models gives a shape closer to that of the observed points. For periods greater than about 50 seconds, the computed curves tend to reach higher values than those for the observed points.

However, the chief differences in the dispersion produced by a lid model and that for EA1 can be seen in the group velocity curve. The velocities for short periods rise much more steeply than for EA1 and fit the observed data more closely. The main feature of the curve is the negative slope at long periods for a lid. This would seem to be characteristic of a high velocity channel, and has also been observed for phase velocity curves under these conditions (Knopoff, Schlue, and Schwab, 1970; Berry and Knopoff, 1967). There is some confirmation of this sign change in the observed curve, although the points are relatively few and quite well scattered. In general, the shape of the observed group velocity curve is more compatible with those computed for the lid models than for EA1.

7.8. Mapping and the Problem of Non-Uniqueness

To estimate the reliability of the inversion results for the lid models we can map the RMSD over ranges of the active parameters. These maps are presented for the model Ulv1, although the two other models show essentially similar features. They are given as a series of two-dimensional plots for the three variables, and the contours shown correspond to one and two RMSD's from the minimum value for the model, all using the combined, weighted RMSD for phase and group velocity.
A characteristic of all three RMSD maps, Figs. 49, 50 and 51, is that the contours are inclined to the axes and elongated. More specifically, from Fig. 49, the change in RMSD for unit change in the shear velocity for layer 4 is only two-thirds of the RMSD change for a similar change in the shear velocity for layer 6. If the changes in RMSD were equal, then the contours would be circular.

The inclination and elongation of the contours seem to characterise important contributions towards non-uniqueness. If the contours were small circles, then each of the two quantities can be specified within fairly narrow limits and one quantity cannot, for instance, be increased away from the minimum and the rise in RMSD diminished, even in part, by a change in the other quantity. If the contours are elliptical and roughly parallel to one of the axes then the quantity along the major axis is badly determined by the data but a change in this cannot be significantly compensated by a change in the variable along the minor axis of the ellipse. However, in the present study, the contours are inclined and elongated. Thus, from Fig. 49, an increase in $\beta(4)$ away from the minimum produces a rise in RMSD that can be partly reduced by decreasing the value of $\beta(6)$. The inclination, then, is a representation of the auto-correlation function of the two layers 4 and 6. The considerable elongation of contours in Figs. 50 and 51 also suggests that depths are not well determined by the data.

From the maps we can see that UM1 - this also applies to LC1 and CM1 - is highly non-unique. There appears to be interference between layers 4, 5 and 6 and in this situation the assigning of confidence limits to the variables becomes difficult. If we neglect the problem of interference we can calculate errors by, for instance,
Fig. 4.9. Contoured weighted RMSD (in km/sec) for model UM1 for varying shear velocities in layers 4 and 5.
Fig. 51. Contoured weighted RMSD (in km/sec) for model UM1 for varying thickness of layer 5 and shear velocity in layer 6.
finding what significance a shift $dv$ of the dispersion curves has on each parameter separately, where $dv$ defines some acceptable range (Berry and Knopoff, 1967). Similarly, if the contours were perfect circles, we could consider each active parameter in turn and find its extreme values for, say, one RMSD from the minimum for the model. This is not a satisfactory procedure in the present case, with interference between the layers, and we cannot treat one active parameter in isolation from the others.

In this situation, it may be more constructive to give ranges of possible models. To this end, the RMSD mapping technique is used to compile Fig. 52, which represents extreme values of the variables, but with all solutions falling within one RMSD of the minimum. We could have taken as a criterion of acceptance two RMSD's from the minimum, in which case more extreme models would be possible. In particular, these would have included the possibility of having no high velocity lid with a shear velocity for the anomalous mantle layer of 4.1 - 4.3 km/sec. Also, for model LC1, this possibility exists even for an RMSD of less than 0.056 km/sec for large values of $b(4)$. This is in some ways a less flexible framework than that for UM1, as the lid thickness is effectively constrained to 18.7 km.

From Fig. 52, $b(4)$ can be as low as 3.75 km/sec which is very similar to the value for the AFRIC model and is also seen for LC1 and SM1. Also there is the possibility of having ultra-low-velocities in the anomalous mantle zone, if the lid is thick. Such a small shear velocity with a similar thickness has been proposed to explain surface wave dispersion results from the East Pacific Rise (Knopoff, Schlue and Schwab, 1970), although with a thicker lid.
Fig. 52. Extreme models for UM1 all within one RMSD of the minimum, compiled from Figs. 49 - 51. Lines of same type indicate the extremities allowed by varying any two $p(4), p(6)$ or $H(5)$. Numbering indicates the continuity of one extreme model of each of such pairs.
All the solutions from Fig. 52 involve a zone in the mantle with a shear velocity much lower than that for the equivalent depth range for the AFRIC model.

We can use the RMSD mapping technique to check the effect of introducing a second anomalous upper mantle layer, that is, varying the shear velocity for the layer 7 in the lid models. If we take the UlvH model and introduce $\beta(7)$ as a fourth variable, the best fit is for a model UM2 with a lid 12 km thick under a crust of shear velocity 3.91 km/sec (P-wave velocity 6.83 km/sec) and overlying the two anomalous mantle layers 6 and 7 with shear velocities 4.08 km/sec and 4.59 km/sec (P-wave velocities 7.10 km/sec and 7.99 km/sec) respectively. The only marked change in the active parameters is that for $\beta(7)$ which is lower than the constrained value of 4.78 km/sec in UM1. The dispersion curves (Fig. 53) show slight deviation from those for the three-parameter lid models, with a small depression in phase velocity at long periods but an increase in group velocity for the same region.

We can check the relevance of treating $\beta(7)$ as a variable by examining the RMSD contours for $\beta(6)$ against $\beta(7)$. From Fig. 54, the RMSD for a value of 4.59 km/sec is not significantly different from that for $\beta(7) = 4.78$ km/sec. The contours are open-ended even for one RMSD from the minimum indicating that $\beta(7)$ could take on a large range of acceptable values. Thus it cannot be accurately determined from the present data.

7.9. Delay Times

Sundaralingam (1971) has measured P-wave delay times for Addis Abbaba and Nairobi relative to Bulawayo using the method outlined in Chapter 4, and obtained mean values of 2.7 and 2.3
Fig. 53. Observed Rayleigh wave phase (dots) and group velocities (crosses) for the AAE - NAI path. Solid curves are those computed for model UM2 with the shear velocity of layer 7 varied.
Fig. 54. Contoured weighted RMSD (in km/sec) for model UM2 for varying shear velocities in layers 6 and 7.
seconds for the two stations (Table 9).

If we assume Bulawayo is on a structure similar to that given by the AFRIC model we can calculate the delay for the Rayleigh wave models for AAE-NAI relative to BUL. This gives positive delays for the models UM1, LC1 and QM1 of 1.39, 1.28 and 1.33 seconds respectively. These are lower than the 1.53 seconds associated with model EA1, with two low velocity layers in the upper mantle. However, they are also more than 1 second smaller than the mean of the observed delays at AAE and NAI. There are a number of possible explanations for this.

(1) Some of the anomaly may be outside the range of the data. As the lid models only incorporate one low velocity mantle layer with respect to the AFRIC model, this gives a maximum of 80 km for the anomaly thickness but it is quite possible that anomalous material extends well below this. If, for instance, the zone was 100km thicker this would involve layer 7 in the lid models having a P-wave velocity of about 7.4 km/sec and a shear wave velocity of 4.25 km/sec. This would be lower than as derived for the corresponding layer 6, for EA1, and also for the lid model UM2 with \( B(7) \) variable, but as the phase and group velocities are not sensitive to shear velocity variations at such depths, we cannot accurately determine these values.

(2) The structure along the interstation path could be complex. Surface waves sample the whole of the path between NAI and AAE and so the velocities and depths derived refer to some mean structure along that line. On the other hand, relative P-wave delays, it is assumed, are relevant to the crust and upper mantle immediately beneath the stations. The interstation path lies well to the east
of the rift in northern Kenya. From gravity measurements the negative Bouguer anomalies are greater at NAI and AAE by about 60 - 80 mgals than near Lake Rudolf. Thus the central section of the interstation path may have less mantle anomaly than exists below the two stations, where there are similar large Bouguer anomalies. If, therefore, the structure beneath the NAI and AAE sections is more typical of AFRIC than that actually below the stations, the mean mantle anomaly experienced by surface waves will be less than that revealed by the relative delays for the two stations.

(3) The estimates of compressional wave velocities may be in error. The relationship \( \alpha = 1.74 \beta \) is used to evaluate P-wave velocities from the derived S-wave values. For the crust, a better figure might be 1.73 while, although this ratio generally increases with depth, values as small as 1.71 - 1.72 have been found for the upper mantle (Anderson, 1965). However, a more direct estimate of the relationship between \( \alpha \) and \( \beta \) for the structure beneath the rifts might be made by applying the formula \( \alpha^2 = \frac{4}{3} \beta^2 + \frac{k}{\rho} \) using to derive \( k/\rho \) the \( \alpha \) and \( \beta \) measured by seismic refraction (Griffiths et al., 1971). Considering the anomalous upper mantle layer 6 in the lid models, for the optimum shear velocity values the corresponding compressional wave velocities then become 7.07 - 7.15 km/sec. These are slightly higher than those using \( \alpha = 1.74 \beta \) and would tend to give the models even smaller delay times.

7.10 Discussion

The type of model suggested in this study, that of a crust and topmost upper mantle very similar to that for AFRIC
but underlain by a low velocity layer, gives a good fit to the data. It is difficult to estimate reliably the errors on the observed velocities, although the RMSD for phase only of 0.015 - 0.019 km/sec compares favourably with Sundaralingam's figure of 0.03 km/sec for the overall error of observation for the phase velocities. Group velocity is less accurate in this case with the unweighted RMSD for this alone being 0.094 - 0.101 km/sec.

From a consideration of the RMSD's for the models, those with a lid seem to give a marginally better fit to the data than EA1. This does not mean that one of the lid models represents the best fit to the observed curves, but that for the framework chosen, each model corresponds to an RMSD minimum within the parameter space defined by the ranges of the variables. Although the choice of a lid-type model appears to match more closely the shape of the observed curves, we can only say that these final models are compatible with the data and not that one of them represents uniquely the structure beneath the station path. Because to a certain extent the depths to the layer interfaces were pre-selected these are not structural models and the velocities are means over the layer thicknesses. An exception to the former was that one or both of the boundaries of the lid were varied to give some idea of its thickness. Although we cannot determine the depth either to the top or the bottom of the lid, the preferred solutions indicate a fairly thin layer with a lower crustal layer above it that may also have velocities similar to those in the stable shield regions of Africa. The anomalous mantle beneath the lid is, of course, still present, but showing lower velocities than the model without such a lid.

Although the shear velocities are mean values determined
over the layer thicknesses, this does not exclude the possibility of complexity within layers, and velocities could change by gradations involving at some point a value lower than the mean, and hence velocities for the final models could fall below the means of 6.96 - 7.15 km/sec somewhere within the channel. The suite of possible models within one RMSD of the minima (Fig.52) for UM1 includes a structure with an ultra-low velocity channel beneath a thick lid of normal upper mantle material. Such low shear velocities have been suggested from Rayleigh wave phase velocity dispersion for paths crossing the East Pacific Rise (Knopoff, Schlue and Schwab, 1970), although a channel of velocity as low as 3.5 km/sec lies beneath a much thicker lid, which is required to explain higher phase velocity values than for the AAE-NAI path in the period range 25 - 40 seconds (Table 15). An alternative model, for almost identical phase velocities from the Western Mediterranean Basin, is also shown in Table 15 (Berry and Knopoff, 1967). The computed phase velocity curves for these models, and that for the Mid-Atlantic Ridge (Francis, 1969) are shown in Fig.55, the mantle layers being overlain by assumed AFRIC crust. The higher phase velocities in the period range 20 - 45 seconds for the Mediterranean Basin and the East Pacific Rise illustrate the effects of a thick lid, whereas the only model without this feature, that for the Mid-Atlantic Ridge, has phase velocities lower than for UM1.

The upper mantle beneath the central part of the inter-station path (section 7.6.) may be closer to the AFRIC type of structure than that underlying the two stations. As the surface waves give velocities relevant to the path as a whole, with the apparent phase and group slownesses being the distance averages
**TABLE 15**

**UPPER MANTLE MODELS**

**EAST PACIFIC RISE - LAP (1) (Knopoff, Schwab and Schlue, 1970)**

<table>
<thead>
<tr>
<th>H(km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\rho$ (gm/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>86</td>
<td>8.0</td>
<td>4.45</td>
<td>3.44</td>
</tr>
<tr>
<td>46</td>
<td>7.95</td>
<td>3.50</td>
<td>3.44</td>
</tr>
<tr>
<td>47</td>
<td>8.23</td>
<td>4.54</td>
<td>3.44</td>
</tr>
<tr>
<td>90</td>
<td>8.49</td>
<td>4.77</td>
<td>3.53</td>
</tr>
<tr>
<td>100</td>
<td>8.91</td>
<td>4.89</td>
<td>3.60</td>
</tr>
</tbody>
</table>

**WESTERN MED. BASIN (Berry and Knopoff, 1967)**

<table>
<thead>
<tr>
<th>H(km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\rho$ (gm/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>7.70</td>
<td>4.45</td>
<td>3.44</td>
</tr>
<tr>
<td>20</td>
<td>8.17</td>
<td>4.80</td>
<td>3.44</td>
</tr>
<tr>
<td>139</td>
<td>8.17</td>
<td>4.10</td>
<td>3.44</td>
</tr>
<tr>
<td>100</td>
<td>8.49</td>
<td>4.77</td>
<td>3.53</td>
</tr>
<tr>
<td>90</td>
<td>8.81</td>
<td>4.89</td>
<td>3.60</td>
</tr>
<tr>
<td>9.32</td>
<td></td>
<td>5.19</td>
<td>3.76</td>
</tr>
</tbody>
</table>

**MID-ATLANTIC RIDGE (Francis, 1969)**

<table>
<thead>
<tr>
<th>H(km)</th>
<th>$\alpha$ (km/sec)</th>
<th>$\beta$ (km/sec)</th>
<th>$\rho$ (gm/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>240.0</td>
<td>7.4</td>
<td>4.20</td>
<td>3.24</td>
</tr>
<tr>
<td>100.0</td>
<td>8.2</td>
<td>4.50</td>
<td>3.53</td>
</tr>
<tr>
<td>8.7</td>
<td></td>
<td>4.85</td>
<td>3.70</td>
</tr>
</tbody>
</table>
Fig. 55. Computed Rayleigh wave phase velocities for lid model UM1 and structures shown in Table 15.
of the phase and group slownesses for the different regions (Knopoff, 1969), it might be more accurate to interpret this as a mixed path. This would presumably result in lower shear velocities within the low velocity channel for the sections of the path including Addis Ababa and Nairobi than for the path as a whole.

The derived models do not contradict the structure of Griffiths et al. (1971) which relates to the axial part of the Rift, but they do imply that there is rapid modification of the crust and upper mantle eastward. The velocities within the anomalous mantle zone for the surface wave models are lower than those for P and S waves of 7.5 km/sec and 4.53 km/sec observed within the Rift. This could be due to lateral variations in velocity or may indicate that the values from the refraction work are representative of the top surface of the anomaly but that there is a decrease in velocity for some depth beneath.
8.1. Discussion

An explanation has been given of the array data for teleseismic events in terms of sloping boundaries associated with a zone of anomalously low P-wave velocity within the upper mantle beneath Kaptagat. A simple model of two sloping interfaces with sharp velocity contrasts suggests a wedge shape for the zone (Fig. 56), which cuts into the crust underneath the rift (Griffiths et al., 1971) but thins westward away from the axis. The anomalous material then gives way underneath the array station to topmost upper mantle similar to that in the stable areas of Africa. These data do not provide information on the structure to the east of the rift and any possible thinning of the mantle anomaly eastward. However, Rayleigh wave phase and group velocities for the interstation path AAE-NAI are compatible with a lid of 'normal' mantle material overlying a low-velocity channel. The absence of large azimuthal variations in delay time at Kaptagat implies that ultra-low velocities are present within the anomalous zone. Instead of sharp velocity contrasts at boundaries, a more realistic model probably involves a wedge with velocity gradations, the 7.5 km/sec determined by refraction work within the Gregory Rift representing a higher velocity upper surface to the anomaly. There appear to be strong similarities between the structure beneath the Gregory Rift, as derived from these and other geophysical data, and that underneath both oceanic ridges and some continental features. The Gregory Rift is characterised by considerable uplift.
Fig. 56. Crust and upper mantle model suggested from interpretation of the array data. Dashed lines show structure not defined by these results but compatible with surface wave interpretation. Velocities are in km/sec.
over a wide area, as much as 1.7 km since Mid-Tertiary times (Baker and Wohlenberg, 1971), with axially a shallow crust of P-wave velocity 6.4 km/sec overlying anomalous mantle with a velocity from refraction studies of 7.5 km/sec (Griffiths et al, 1971). The oceanic ridges generally stand 2 - 4 km above the mean depth of the oceans and the western United States, forming an extension to the uplift of the East Pacific Rise, has been raised 2 km since the Eocene (Bott, 1965). Other continental features such as the Rhine Graben and the Baikal Rift also reach elevations of 2 km or more (Illies, 1969). From refraction studies, similar upper mantle velocities are found beneath these regions - 7.1 - 7.5 km/sec for the Baikal Rift (Artemjev and Artyushov, 1971), 7.2 - 7.7 km/sec below the Rhine Graben (Illies, 1969; Mueller et al, 1969), 7.3 - 7.4 km/sec for the Mid-Atlantic Ridge (Bath, 1960; Ewing and Ewing, 1959; Le Pichon et al, 1965) and 7.3 - 7.6 km/sec for the East Pacific Rise off South America (Le Pichon et al, 1965). Velocities of 7.2 - 7.6 km/sec have also been suggested for the upper mantle beneath the western United States (Nuttli and Bolt, 1969; Otsuka, 1966b).

There are some particularly compelling comparisons between the geophysical models of the Gregory Rift and those for oceanic ridges. The crustal structure of Griffiths et al (1971), is very much like that suggested by Bath (1960) for Iceland (Table 16). The wedge model proposed here for the mantle anomaly (Fig.56) is broadly similar in shape not only to that suggested from gravity studies over the Gregory Rift (Khan and Mansfield, 1971; Fig.5) but also that for the Mid-Atlantic Ridge (Talwani et al, 1965; Fig.57). The latter also has the top surface of the anomaly sinking below normal mantle away from the centre. However, if the velocity from refraction work is taken as being appropriate to the gravity model of Khan and Mansfield, this is inadequate to explain the large mean P-wave delay time measured for Kaptagat (Chapter 4) and also that for Nairobi (Sundaralingam, 1971). This
TABLE 16

CRUSTAL STRUCTURE OF ICELAND
FROM SEISMIC REFRACTION
Bath (1960)

<table>
<thead>
<tr>
<th>H (km)</th>
<th>V_p (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>3.69</td>
</tr>
<tr>
<td>15.7</td>
<td>6.71</td>
</tr>
<tr>
<td></td>
<td>7.38</td>
</tr>
</tbody>
</table>
Fig. 57. Crust and upper mantle model for the Mid Atlantic Ridge from gravity interpretation (Talwani et al., 1965). Densities are in gm/cc.
problem can be resolved in two ways, both of which are in agreement with the Kaptagat data as a whole. Firstly, if the boundaries on the anomalous material represent gradations in velocity, as suggested in sections 5.5 and 6.5, and the 7.5 km/sec is only appropriate to the upper surface of the zone, there could be a decrease in velocity for some depth below this, producing a greater delay time than for the case with a vertically constant velocity. Secondly, if there is partially molten material at depth, the density contrast with the surrounding mantle should be quite small (Bott, 1965), implying, from consideration of the gravity field, a deeper zone than for the solid case. As the rigidity modulus is zero on fusion, partial melting would cause a stronger reduction in P-wave velocity than in density, possibly producing ultra-low velocities. A combination of these two factors could then give a model to satisfy the gravity data which also agrees with the considerable D.C. term and absence of large azimuthal term in delay time, as observed at Kaptagat.

Partial melting could then be responsible for the production of large quantities of magma (Green, Green and Ringwood, 1967) and hence provide the voluminous volcanics in the area. A partially molten zone also implies very low shear velocities. Surface wave interpretation gives shear velocities generally about 4.0 km/sec for the low velocity channel beneath the interstation path AAE-NAI and models with deeper zones of lower velocity are also possible. In addition, it may be more realistic to consider the interstation path as made up of three sections, with the main anomalies being associated with the end portions. Thus the shear velocity in the upper mantle beneath Nairobi should be lower than 4.0 km/sec. This suggests an ultra-low velocity zone such as that below the East Pacific Rise off the Gulf of California (Knopoff, Schlue and Schwab, 1970; Table 15).
It seems unlikely that the structure proposed here is linear along the length of the East African rift system. The positive Bouguer anomaly along the axis of the Gregory Rift, which marks anomalous material cutting into the crust, is known to stretch at least from $1^\circ$N to $1.25^\circ$S (Khan and Mansfield, 1971; Searle, 1970). However, the Ethiopia-Kenya-Tanzania-Malawi rift valleys are physically discontinuous (Le Bas, 1971) and Baker and Wohlenberg (1971) believe that dilatation is much less in the northern and southern extremities of the Kenya rift than in its centre. The direction of maximum thickening of the wedge models - $125^\circ$ east of north for Model 1 - coincides with the direction of motion expected from plate tectonics if the East African rift system can be regarded as opening about a single pole of rotation (McKenzie, Davies and Molnar, 1970; Searle, 1970b). For the above reasons and others there are strong objections to this assumption.

The direction of thickening points towards a region of considerable uplift defined by the Aberdare and Nyambi ranges and the shape of the anomalous mantle may well be more relevant to local phenomenon such as the uplift of the Kenya Dome.

Although the structure suggested in this study is probably not continuous throughout the East African rift system, it does suggest that the mantle beneath the Gregory Rift, and probably other regions of the rift system, is similar to that beneath oceanic ridges.

8.2. Conclusions

The array analysis of teleseismic events suggests that the Gregory Rift consists of a zone of anomalous low-velocity material between thinning lithosphere. The anomalous mantle cuts into the crust along a fairly narrow axial zone. Ultra-low velocities within the mantle such as are thought to exist below the East Pacific Rise...
(Knopoff, Schlue and Schwab, 1970) seem to be required. With axially a crust and topmost mantle very much like that found in Iceland, a structure similar to that beneath oceanic ridges is indicated.

Because of the apparent rapid lateral variations in structure for the crust and topmost mantle, a more exhaustive study of regional earthquakes is recommended. Analysis of focal depths and velocities across the array could be used to give detailed structure to the west of the rift and more information on the axial zone of the anomaly could be obtained from hypocentres to the east of the rift. Fault plane mechanisms for local events would provide information on the principal stresses involved in the region of the Gregory Rift and also for such areas as the Kavirono Gulf.

Useful extensions of the present work would be the calculation of relative delay time using Nairobi as a standard and re-interpretation of the AAE-NAI surface wave dispersion in terms of a mixed path.
A.1. SEISMIC REFRACTION AT A DIPPING INTERFACE

Consider a seismic ray of slowness $S_i$ incident on a dipping interface defined by its normal $n$, with a refracted ray of slowness $S_r$ (Fig. A1).

$P_i$ and $P_r$ are apparent slowness vectors - projections on to the horizontal surface of $S_i$ and $S_r$.

The lengths of the vectors are proportional to their slownesses.

From Snell's Law:

$$|S_i| \sin i = |S_r| \sin r$$  \hspace{1cm} \text{(A.i)}

where $i$ is the angle between $n$ and $S_i$, and $r$ is the angle between $n$ and $S_r$.

$S_r$ is in the same plane as $n$ and $S_i$. We can resolve $S_r$ into components along OA and OB.

$$S_r = (S_r \cdot n) n + (n \wedge S_i) \wedge n$$

$$S_r = (S_r \cdot n) n + S_i - (S_i \cdot n) n$$  \hspace{1cm} \text{(A.ii)}

$$\therefore S_r = S_i + (S_r \cdot n - S_i \cdot n) n$$

$$= S_i + |S_r| \cos r - |S_i| \cos i) n$$

From Snell's Law,

$$|S_r| \cos r - |S_i| \cos i = \sqrt{|S_r|^2 - |S_i|^2 \sin^2 i - |S_i| \cos i} = f(i)$$

Then $$S_r = S_i + f(i) \cdot n$$  \hspace{1cm} \text{(A.iii)}

Now if we take the projections of $S_i$, $S_r$ on to the horizontal plane to give $P_i$ and $P_r$, the apparent slowness vectors,
Fig. A.1. Effect of refraction of a seismic ray at a dipping interface.
\[ P_i = (k \wedge S_i) \wedge k = S_i - (S_i \cdot k) k \quad \text{A(iv)} \]
\[ P_r = (k \wedge S_r) \wedge k = S_r - (S_r \cdot k) k \]

Here \( k \) defines the vertical.

We know \( S_i \) from A(iii)
\[ \]
\[ P_r = S_i + f(i) n - (S_i \cdot k) k - f(i) (n \cdot k) k \]
\[ = S_i - (S_i \cdot k) k + f(i) [n - (n \cdot k) k] \]

From A(iv),
\[ \]
\[ P_r = P_i + \left[(k \wedge n) \wedge k\right] f(i) \quad \text{A(v)} \]

We can define SLOWNESS ANOMALY \( dS = (P_r - P_i) \)
AZIMUTH ANOMALY \( dA = \text{ang} (P_i, P_r) \)

Also \[ P_r = P_i + R \quad \text{A(vi)} \]
and \[ R = f(i) \left[(k \wedge n) \wedge k\right] = \text{the anomaly vector.} \]

A.2. ZERO DIP CONDITION

If the interface is horizontal and not dipping, \( n \) is vertical, and \( k \wedge n = 0 \). Therefore, \( R = 0 \) which implies that a horizontal interface cannot cause an anomaly.

A.3. MULTIPLE INTERFACES

If we have \( m \) interfaces,
\[ P_r,1 = P_i,1 + R_1 \]
\[ \cdot \cdot \cdot \]
\[ P_r,m = P_i,m + R_m \]
For the $j$ th interface, $R_j = f(i_j) \left[ \frac{k}{l} \times R_j \right] \times k$

But $E_{i,j} = E_{r,(j-1)}$

$E_{r,m} = E_{i,1} + \sum_{j=1}^{m} R_j$

Hence we can extend the problem to cover several layers so long as we know the angle of incidence of a ray to the lowest interface, and its incident slowness there. The anomaly vectors for each layer are then summed.


The velocity of a layer with parallel boundaries does not affect the results.

From A(ii), for the $j$ th interface,

$S_{r,j} = S_{i,j} + (S_{r,j} \cdot R_j - S_{i,j} \cdot R_j) R_j$

if we take $j = l, (l + 1), \ldots, m$.

$S_{r,1} = S_{i,1} + (S_{r,1} \cdot R_1 - S_{i,1} \cdot R_1) R_1$

$S_{r,m} = S_{i,m} + (S_{r,m} \cdot R_m - S_{i,m} \cdot R_m) R_m$

If the interfaces are all parallel, $R_1 = R_{l+1} = \ldots = R_m$

But again, $S_{r,1} = S_{i,(l+1)}$

Therefore, if we add all equations for $l, l+1, \ldots, m$ and apply the above condition,

$S_{r,m} = S_{i,1} + (S_{r,m} \cdot n - S_{i,1} \cdot n) n$

This does not include the slowness for layers between $j = 1$ and $j = m$, so that, for instance, an interface need not be a sharp discontinuity.
but can be a gradual change in slowness between parallel layers.

A.5. Computational Procedure

The apparent incident slowness $P_i$ is assumed from the NOAA azimuth and Herrin et al's (1968) travel time tables. The anomaly vector $R$ is in the direction of dip of the interface and can be seen to be a function of the angle of incidence $i$ of the ray at the interface. This angle can be calculated from

$$i^1 = \frac{1}{R|S_i|} \cdot (\frac{dT}{d\Delta}) \quad \text{A(vii)}$$

where $i^1$ is the angle of incidence of the ray to the vertical from which we can calculate $i$ if the angle of dip, defined by $\eta$, is known. $dT/d\Delta$ is the gradient of the travel-time curve for the relevant signal with slowness $S_i$ at radius $R$ to the interface, where $R$ is a scalar distinct from the anomaly vector $R$. This is dependent upon the depth to the interface which is taken at 50 km for a one layer case and 150 km for two layers. These values are order of magnitude figures as the theoretical anomalies are not very sensitive to small changes both in $R$, and correspondingly, in the depth to the lower boundary.

The anomalies produced are dependent upon the angle of incidence, $i$, and, therefore, the epicentral distance, $\Delta$, of an earthquake. This is illustrated in Fig.A2, which shows the slowness and azimuth anomalies due to a dipping Moho of velocity contrast 6.7 to 8.1 km/sec and a dip of 10°, with a direction of dip of 90° east of north.

The principle of least squares is used to obtain a fit of the data to some theoretical model. Considering a wedge model as in Fig.21, with dip angles of $D_1$ and $D_2$ and velocity contrasts $V_2 - V_1$ and $V_3 - V_2$ at the two boundaries and with a direction of maximum negative slowness
Fig. A.2. Computed slowness and azimuth anomalies caused by a sloping Moho with a velocity contrast of 6.7 : 8.1 km/sec.
anomaly at some azimuth \( \psi \); the following procedure is used:

(a) Values for \( V_1, V_2 \) and \( V_3 \) are assumed and \( D_1, D_2 \) and \( \psi \) taken as variables.

(b) The theoretical anomalies for each event are computed for the appropriate epicentral distance, and angle \( i \), for given ranges of the variables.

(c) For each value of the variables, the root mean square deviation of the observed points from the computed theoretical values is calculated.

(d) The RMSD values for the combinations of variables are mapped and the minimum taken as giving a best fit to the observed data.

(e) This can then be repeated for different values of the wedge velocity \( V_2 \).
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COMPUTER PROGRAMS
PROGRAM 1. ARRAN

Given the onset times at a specified number of seismometers with known co-ordinates, ARRAN computes the apparent velocity and azimuth of approach of the signal and the onset time residuals at each pit. If the epicentral distance is known, Herrin et al's (1968) apparent velocity is also found for the appropriate distance and this can be corrected for focal depth (see section 3.1.7.) if the latter is given as input. Site corrections of the form $A + B \sin (Az + E)$ can be inputted (section 3.2.1.).
DIMENSION FM(2), VN(3), VPHA(100), PIT(10)
COMMON/CAL,CN,VN,VPHA
COMMON/T1/PIT
DATA T/15.0, 40.0/
DATA VN/6.0, 7.0, 9.0, 10.0, 12.0, 13.0, 15.0, 16.0, 18.0, 19.0, 20.0, 21.0, 22.0, 23.0, 24.0, 25.0, 26.0, 27.0, 28.0, 29.0, 30.0, 31.0, 32.0, 33.0, 34.0, 35.0, 36.0, 37.0, 38.0, 39.0, 40.0, 41.0, 42.0, 43.0, 44.0, 45.0, 46.0, 47.0, 48.0, 49.0, 50.0, 51.0, 52.0, 53.0, 54.0, 55.0, 56.0, 57.0, 58.0, 59.0, 60.0, 61.0, 62.0, 63.0, 64.0, 65.0, 66.0, 67.0, 68.0, 69.0, 70.0, 71.0, 72.0, 73.0, 74.0, 75.0, 76.0, 77.0, 78.0, 79.0, 80.0, 81.0, 82.0, 83.0, 84.0, 85.0, 86.0, 87.0, 88.0, 89.0, 90.0, 91.0, 92.0, 93.0, 94.0, 95.0, 96.0, 97.0, 98.0, 99.0, 100.0/

C PROGRAM ARF
C PROGRAM TO DETERMINE APPARENT VELOCITY (HENCE SLOWNESS) AND
C AZIMUTH OF APPROACH FROM CASET TIMES ACROSS AN ARRAY
C ADAPTED FROM 'PICCPA' - A. W. R. D. BLACKFIST
C
C READ IN CA 4=FILNAME
C
C CAR 1
C
C HI(I) - PIT HEIGHTS RELATIVE TO SOME REFERENCE POINT
C AI(I),AI+E(I),EI(I) - CONSTANTS FOR PIT CORRECTIONS
C FROM R=AI(I)+A(I)*SIN(AZ+EI(I))
C
C READ IN 5=FILNAME CAR 1
C
C AAA = # OF ANOTHER SET OF CASET TIMES FOR SAME EVENT
C =1 FILE OF DATA
C =2 NEW EVENT, BUT FIRST EVENT, FIRST CASET TIMES MUST HAVE
C AAA=0
C
C SIN - STATION NAME IF NEW SET OF DATA
C EVEN - EVENT IDENTIFIER
C
C CAR 2
C
C CEL - DISTANCE OF EVENT
C CEP - ECCENTRIC DEPTH OF EVENT
C USA2 - NCAA AZIMUTH
C
C CAR 3
C
C APIT - NO. OF PITS WORKING
FACT - SCALING FACTOR FOR CASET TIMES TO CONVERT TO SECONDS.

CARC 4 TO CARF APIT43

APIT - APIT IDENTIFIER

T - CASET TIME AT FIT APIT

IF END OF DATA PACK TO CARC 1 NNA=1
IF NEW EVENT PACK TO CARC 1 NNA=2
IF SAME EVENT BUT MORE CASET TIMES PACK TO CARC 1 NNA=0, STMT=BLANK

CALLT - APPARENT VELOCITY, AZIMUTH, ERRORS ON PETH, FIT RESIDUALS

DIMENSION FIT(10), X(10), Y(10), AT(10), F(10), C(10), L(100),
1 USUM(10), VSUM(10), XMAX(10), YMAX(10), EMAX(10),
2 RAIN(10), EXP(10), PMAX(10), NM(10), D(10), S(10),
3 BVOR(10), AVE(10), EWAVE(10), SWAVE(10), SAV(10),
4 SAVS(10), SSE(10), SSS(10), ASTEC(10), ASFC(10), SFR(10),
5 SFRS(10), E(10), EMEAN(100), EM(2), VM(2), AV(10), AM(10), HM(10),
6 EM(10), ETA(10), PV(10), TP(10)

CCMCMN/DLC/CL, VM, VPA

CCMCMN/DLC/CEL/CEL, CFP, CFEEL, CV

CCMCMN/DLC/FP/IF/NMEAN, AAU, USCCS, AVAZ, EAVV, EAVVZ

CCMCMN/DLC/FP/IF/NMEAN, FF, AVC, L

REAL BLANK(100)

DATA ST/12.706, 4.303, 7.182, 2.776, 2.571, 2.467, 2.265, 1.966,
1 1.622, 2.226, 2.721, 2.179, 2.167, 1.914, 1.712, 1.313, 1.210, 1.101, 0.917,
2 2.952, 2.086, 2.000, 2.074, 2.069, 2.064, 2.060/

DATA X/C, CR, -2.114, -0.266, -0.663, -0.925, -0.444, -1.888, -2.645, -3.172, -4.725/

DATA Y/-0.746, -1.425, -3.077, -3.726, -5.266, -1.664, 0.049, 0.262, -0.012, 0

IF=4, CT=460000(1, C)

RTFC=190.0/PI

RADIUS=6371.014,

DTHK=RADIUS/RTFC

HELD(4, 0)FAN, VTFC

8 FORMAT((X,F7.2,1X,F7.2))

4 FORMAT((X,F7.1,1X,F8.5,1X,F8.5,F7.2,1X)

NPRINTF=1

REAL IN PARAMETERS FOR ARRAY AND EVENT

100 REAL(S,100000) NNA, STM, NEVEN

1000 FORMAT(X, 12, 2X, A4, 2X, 16)

ASTRA=BLANK

YINC=FLEAT(NNA)

IF(YINC.GT.4.0) CC TO 1001
N=3
IF(ASTN,EC,SIN)CC'TC:160
WRITE(F,FFCF)
F09 FORMAT(1H1)
NR=0
NARGN=NEVEN
READ(5,?)LC,REF,LSA7,AMAN
3 FORMAT(5X,FE,2,2X,FE,3,F7,2,2X,11)
USCGS=USAZ
LSA7=USA7/RTCC
150 CONTINUE
NR=N+1
150 CONTINUE
GC TO ITC
170 READ(5,14)NPIT,IFACT
14 FORMAT(3X,13,FE,E)
C
C READ IN CASESET TIMES AND INTEC MATRIX
C
DE 10 K=1,NPIT
READ(5,12)APIT,T
12 FORMAT(7X,A2,6X,F1C,5)
CC II I=1,20
IF(APIT-PTT(1))II,13,11
11 CONTINUE
13 AT(I)=1/IFACT
L(K)=1
GA=(USCGS+EA(I))/RTCC
HT1=(HI(I)-HMIN)/COX0
F(K,2)=-Y(I)
F(K,3)=-X(I)
F(K,4)=1,T
AT(I)=AT(I)-HI/VTCC-(A(I)+BI(I)*SIN(GA))
F(K,4)=AT(I)
10 CONTINUE
17 R=NPIT
NC=N+1
C
C SOLVE EQUATIONS OF CONDITION BY LEAST SQUARES
C
CALL ACMP(F,S,P,K,N,INTRX)
CALL SOLVE(F,S,P,K,N,INTRX,D)
C
C THEN, DEUCE VELOCITY AND AZIMUTH
C
V=AP+1.5*SCRT(S(I)+S(I)+S(2)+S(2))
WW(NP)=VPAP
AZPAP=ATAN2(AZPAP+S(2),VPAP+S(0))
AZPAP=ATAN2(1.0,0.0)
IF(AZPAP,GE,.0.0)CC'TC:50
2001 FORMAT('PLXVCLT',T3,' VELOCITY= ',F6.2, 
1' A2!',UTHF= ',F7.2)
TA = TAEFTC

112 CONTINUE

113 VLS = VPHA(LL-1) + FCL-TC(FCL-TC)FCL-TC

GO TO 100

1001 CONTINUE

IF AMAN = 0, THEN THE RESULTS ARE AVERAGED FOR ALL THE PLAYOUTS

PRECEEDING.

IF (NMEAN < NL), GO TO 672

NSR = NP

DC E1 K = 1, NP1

I = L(K)

SUM = 0.0

SUME = 0.0

SUMC = 0.0

SUMA = 0.0

DC EC NR = 1, NSR

SUM (I) = SUM (I) + EP (NR, I)

SLMC (I) = ILCM (I) + CP (NR, I)

SLMV = SUMV + VV (NR)

SUMA = SUMA + A7 (NR)

SLMEV = SLMEV + (ASIGV (MP) *=?)

SUMA = SUMA + ASIGA (NR) *=2

GO CONTINUE

E1 CONTINUE

AVV = SUMV / FLCAT (NSR)

AVAZ = SUMA / FLCAT (NSR)

VEX = SORT (SLMEV) / FLCAT (NSR)

VEZ = SORT (SLMEAZ) / FLCAT (NSR)

NSR = FLCAT (NSR)

SUMAV = VEV

CAVZ = VEZ

WRITE (6, 40)

40 FORMAT (" " )

WRITE (6, 8) AMAN, VAV, NSR

6 FORMAT (2X, 'EVENT', 16, 2X, 16, 'PLAYOUTS')

WRITE (6, 41) AMV, EAVV

41 FORMAT ("CALCULATED VELOCITY = ', F8.2, ', CP = ', F8.2)

WRITE (6, 42) AVAZ, EAVAZ

42 FORMAT ('CALCULATED AZIMUTH = ', F9.2)

WRITE (6, 44) LSCS

44 FORMAT ("LSCS AZIMUTH = ', F9.2)

DC E2 K = 1, NP1

I = L(K)

AVV (I) = SUMA (I) / FLCAT (NSR)
AVC(I) = SLDC(I) / FLOAT(MS)
CAVP = AVC(I)
CAVC = AVC(I)
PPIT = PIT(I)
WRITE (A*, F5) PPI, CAVF, CAVC
65 FORMAT (1X, A4, 2X, F7.4, 2X, F7.4)
69 CONTINUE
673 CONTINUE
WRITE (A*, F5) PPI
706 FORMAT (1X, 'CCMV( I)', 1X, 'COMPUTING CCA AND V FOR DEPTH=I,F5,1)
CALL DALT
301 CONTINUE
CALL PLAN
IF (YNZ, EC*Z, Q) GC TO 100
STOP
END
SUBROUTINE NORM(Y,X,A,N,K, IMRX)
DIMENSION Y(1CC,4), X(3), A(3,4)
NC = N + 1
DO 10 J = 1, N
DO 10 K = 1, N
A(I,J) = O
10 CONTINUE
IF (K.EQ.N) GC TO 15
A(I,J) = A(I,J) + Y(K,J)
A(I,J) = A(I,J) + Y(K,I)
20 CONTINUE
IF (J.GE.NC) GC TO 15
A(I,J) = A(I,J)
IF CONTINUE
10 CONTINUE
RETURN
END
C
C LEAST SQUARES SOLUTION BY MATRIX INVERSION
C
SUBROUTINE SLVLS(Y,X,A,N,K, IMRX, D)
DIMENSION INC(231), C(231), Y(1CC,4), X(3), A(3,4)
DIMENSION E(3), D(3)
100 AMAX = 0
DO 2 J = 1, N
INC(I) = 1
IF (ABS(A(I,1)) = AMAX) E(2) = 3
2  AMAX = ABS(A(I,1))
IF = 1
3 CONTINUE
N = 9
DO 111 J = 1, N
INC(J) = INC(IF)
111 CONTINUE
INC(J) = INC(IF)
INC(IF) = 111
RETURN
END
C 0 E K =
I ,
N
TR: =; {T R, K )
A(1,F, K ) = A(J, K )
A(J, Y) = STC
CCONTINUE?
A MAX = 0, 0
JC = J + 1
DO 14 I = JC, K
A(I, J) = A(I, J) / A(J, J)
CC 10 K = JC, N
A(I, K) = A(I, K) - A(I, J) * A(J, K)
IF(K - JC) 14, 14, 16
14 IF(ABS(A(I, K)) - A MAX) 10, 10, 17
17 A MAX = A PS(A(I, K))
IF = I
CCONTINUE
19 CCNTINUE
II CCNTINUE
12 CCNTINUE
DO 140 IC = 1, N
I = I + 1 - TC
IT = I - 1
CC 41 JC = I, IT
J = IT + 1 - JC
JT = J + 1
W C = - A(I, J)
IF(IT - JT) 143, 43, 43
DO 42 K = JT, IT
WC = WC - A(K, J) * C(K)
42 CCNTINUE
141 C(J) = WC
41 CCNTINUE
DC 4A K = 1, IT
A(I, K) = C(K)
40 CCNTINUE
143 CCNTINUE
DC 150 IC = 1, V
I = V + X - IF
IT = I + 1
WC = A(I, K)
DC 56 J = 1, N
IF(I - J) 52, 52, 54
52 WC = C, 0
GC TO 55
53 WC = 1, 0
GC TO 56
54 WC = A(I, J)
55 IF(IC - 1) 64, 64, 57
57 DC 59 K = I, M
WC = WC - A(I, K) * A(K, J)
58 CCNTINUE
156 C(J)=W(i)
56 CONTINUE
DO 51 J=1,M
A(I,J)=C(J)/W
51 CONTINUE
56 CONTINUE
DO 60 I=1,M
60 CONTINUE
IF(INC(I))=I/2+1,6C,61
61 J=INC(I)
DO 62 K=1,M
S10=A(K,I)
A(K,J)=A(K,J)+S10
62 CONTINUE
ISTC=INC(J)
INC(J)=J
INC(I)=ISTC
GO TO 63
60 CONTINUE
DO 66 I=1,M
R(I)=A(I,I+1)
66 CONTINUE
DO 66 J=1,M
STC=0
DO 67 I=1,M
STC=STC+A(I,J)*R(I)
67 CONTINUE
X(J)=STC
C(J)=A(J,J)
66 CONTINUE
RETURN
END
C CORRECTS FOR FOCAL DEPTH USING STRUCTURE CF ETAIN(LN66)
SUPPUT IFINE CALT
DIMENSION X(N),F(K),P(K),R(K),V(100),NN
COMMON/CAL,DP,WM,V
COMM=COMMON/CAL,T1/CEL,SEP,CDEL,CV
RAD=6371.029
PI=4.0*ATAN(1.0)
RTCC=180.0/PI
D=CC=RAD/RTCC
DO 10 K=1,3
F(S(K))=0.0
F(S(K))=S(K)
10 CONTINUE
DO 12 K=1,2
R(K)=RAD-CM(KK)
12 CONTINUE
DO 12 L=1,100
TA=FITAT(L-1)
COMMON/P1,ANVEN,AVV,LSCCS,AVA7,EAVV,EAVA7
COMMON/E2/APIT,AVP,Avc,L
COMMON/AILT/CV,CEF,CEEL,CV
COMMON/TV/PIT
CV=AVV-CV
CA7=AVAV-LSCGS
IF(CA7.GE.1.AND.AND.ČA7.LT.190.0)GO TO 20
IF(CA7.GE.180.0)GO TO 31
DAZ=360.0+DAY
GO TO 90
31 DAZ=DAZ-360.0
30 CONTINUE
WRITE(3,1)AN EVEN,CV,ČV,I,LSCCS,EAVV,CEEL,EFP,EAVV,EAVA7
WRITE(2,2)APIT,AN EVEN
2 FORMAT(2X,13,2X,16)
WRITE(2,3)AVV,AVA7,CV,LSCCS,CEEL
DO 11 K=1,APIT
11 CONTINUE
RETURN
END
RESFIT takes the onset time residuals for several events from given great circle azimuths and fits these data to a curve of the form $A + B \sin(Az + E)$ by least squares. This is computed for each of ten pits. The observed residuals and the computed best fit curves can be given as output using a graph-plot subroutine. Here the 'GRAPH' program of Mr. P. K. H. Maguire is used and this is available from the Durham Geology Department.
PROGRAM RESFIT
PROGRAM TC FIT PIT RESIDUALS R(I) TO P(I)=A*2**SIN(2(I)+B)
CALL PLOTS GRAPHS FOR EACH PIT WITH SUPERIMPOSED COMPUTED CURVES
ALSO VALUES OF A,P,B FOR EACH PIT
READ IM ON S=FILNAME
CARD 1
NTOT - TOTAL NO. OF PITS (10)
CARD 2
NPIT - NO. OF PITS WORKING FOR AN EVENT
NEVEN - EVENT IDENTIFIER
CARD 3
V - VELOCITY COMPUTED FOR EVENT
AZ - AZIMUTH COMPUTED FOR EVENT
USCGS - NACAA AZIMUTH
CARD 3 TO CARD NPIT+2
APIT(J) - PIT IDENTIFIER
P(J) - RESIDUAL FOR PIT APIT(J)
CARD NPIT+3 -------- BACK TO CARD 2
IF APIT=0 FNC OF DATA
IF APIT GT 0 RESIDUALS FOR NEXT EVENT

DIMENSION APIT(10),P(10),C(10),LCO(10),PES(1c,200),FCC(1c,200),
1SCC(1c,200),AC(10),E(1c),FIT(10),F(200,4),S(10),P(2,4),
2E(3),DATA(1c,200),ANAL(1c),AY(1c),LA(1c),IT(4),TA(1c),
3ER(10),EPR(3),ThPR(10),EPR(10),EPPE(10),EPFA(10),ST(42)
DATA 3T/12,766,4,362,3,183,2,776,2,571,2,447,2,344,2,344,
12,242,2,228,2,201,2,179,7,160,2,145,2,121,2,125,2,110,2,101,
27,093,2,084,2,074,2,064,2,064,2,056,2,056,2,056,
32,144,2,144,2,144,2,144,2,144,2,144,2,144,2,144,
42,121,2,021,2,021,2,021,2,021,2,021,2,021,2,021,
DATA PTI/F11,'F2', 'R3', 'R5', 'Y1', 'Y2', 'Y3', 'Y7', 'YA', 'YE'/
PI=4.0e8/TAN(1.c)
RTCE=150.0/PI
READ(S,4)NTC
4 FORMAT(1X,I13)
DO 4 I=1,10
LCC(I) = 0
41 CONTINUE
50 READ(5,1)APIT,NEVER
1 FORMAT(2X,13,2X,15)
   IF(APIT.LT.LCC)GO TO 100
   READ(5,2)M,A7,LSCGS
2 FORMAT(2X,F7.3,2X,F6.3,1X,F6.3)
   READ(5,3)(API(J),J=1,AFIT)
3 FORMAT(6X,23X,F10.5)
   CC = J=1,AFIT
   PPIT=APIT(J)
   RR=R(J)
   FC 11 I=1,NTCT
   IF(APIT(J)-PI(T(I)))11,12,11
11 CONTINUE
12 LCC(I)=LCC(I)+1
   LC=LCC(I)
   CAZ(I,LC)=LSCGS
   RES(I,LC)=FR
   FC0(I,LC)=STN(LSCGS/STCE)
   SCC(I,LC)=CCS(LSCGS/STCE)
10 CONTINUE
   GC TO 50
100 CONTINUE
40 I=1,NTCT
   NB=LCC(I)
   WRITE(2,35)I,NB
35 FORMAT(2X,35) WRITE(2,22)(CAZ(1,LC),RES(1,LC),FC0(1,LC),SCC(1,LC),LC=1,NB)
32 FORMAT(4(2X,F10.5))
42 CONTINUE
   K=3
   NC 20 I=1,NTCT
   NB=LCC(I)
   NC 20 K=1,NB
   F(K,1)=C*C
   F(K,2)=0*C
   F(K,3)=C*C
   F(K,4)=C*C
23 CONTINUE
C SET UP EQUATIONS OF CONDITION
C
DO 23 K=1,NB
   LC=K
   F(K,1)=FC0(I,LC)
   F(K,2)=SCC(I,LC)
   F(K,3)=1.
   F(K,4)=RES(I,LC)
21 CONTINUE
M = NC
NC = NC + 1

CALL RCFM(F, S, N, M, INTX)
CALL SCOLLF(F, S, R, N, INTX, C)
PC(I) = SCRT(S(I)*S(I) + S(2)*S(2))
LC(I) = ATAN2(S(2), S(1))

IF(AL(1) > CT, 10, 3) GC TC 2030

AL(1) = AL(1) + 3*C

CALL NSOLVE(F, S, N, F, INTX, C)

SU = SUMCNR*RLC)*RN(LC)

WRITE (6, 22) (THER(I), ERB(I), ERAL(I), I = 1, IC)

DO 40 I = 1, NT

DO 81 V A = 1, 1

WRITE (6, 225)

DO 29 E4 = 1, MTC

DO 44 I = 1, 1

NC = NC + 1

CALL SCROLL(F, S, N, F, INTX, C)

30 PC(I) = ATAN2(S(2), S(1))

WRITE (6, 228)

DO 29 E4 = 1, MTC
LCC=AR+NA
UA(LCC)=AC*C*FLAT(KA-1)
AC=UA(LCC)+ANAL(I)
TA(LCC)=LA(LCC)+ANAL(I)
PY(LCC)=AC(I)+AC(I)+AC(I)+AC(I)/PCD
PY(LCC)=IOCCPY(LCC)
81 CONTINUE
C C FLCT RESIDUALS AND OUTPUT GRAPH FOR EACH PIT
C
AAP=AR+1
NPP=AR+1
ALEEP=AR+1
JII=7
IIT(1)=15
IIT(2)=15
IIT(3)=50
IIT(4)=3
CALL GRPH(UA,FP,MAX,MR,JP,JII)
NC=21
N=AR1,NEP;FP(NMAX)=OLY(NMAX)/I0CC
281 CONTINUE
WRITE(6,220)IIT(I)
230 FORMAT(//10X,** RESIDUALS FOR PIT **,A3)
WRITE(6,234)IIT(I)
234 FORMAT(1H1,** CALCULATED CURVE FOR PIT **,A3)
WRITE(6,232)
222 FORMAT(//7X,** 'AZ',PX,'AZ+ALP',,4X,** CALC RESID**)
WRITE(6,233)(UA(LCC),TA(LCC),PY(LCC),LCC=MR,NEP)
233 FORMAT(5X,FP.1,5X,FP.1,5X,FP.1,5X,FP.1)
64 CONTINUE
STOP
END
SUBROUTINE ACRP(Y,X,A,N,M,IMPX)
DIMENSION Y(200,4),X(3),K(3,4)
NC=N+1
CC 10 1=1,N
CC 15 J=1,NC
A(I,J)=C,C
CC 20 K=1,N
A(I,J)=A(I,J)+Y(K,I)*Y(K,J)
20 CONTINUE
IF(JC.NE.COM)GO TO 15
A(J,I)=A(I,J)
5 CONTINUE
10 CONTINUE
IF(IMPX.NE.1)GO TO 555
WRITE(6,30)
30 FORMAT(/5C0,** COEFFICIENTS FROM ACRP**)
}
DC 666 I=1,N
WRITE(6,667)(A(I,J),J=1,N)
667 FORMAT(55X,4F10.5)
666 CONTINUE
668 RETURN
END
SUBROUTINE SOLVE(Y,X,M,N,INTX,C)
DIMENSION INC(231),C(231),Y(2CC,4),X(3),A(3,3)
DIMENSION E(3),C(3)
10 C AMAX=0.0
DO 7 J=1,N
INC(J)=I
IF(APS(A(I,J))-AMAX)2,Z,2
3 AMAX=ABS(A(I,J))
IF=I
2 CONTINUE
MM=M-1
DO 11 J=1,MM
IF(1F+J)A,C,4
4 ISTC=INC(J)
INC(J)=INC(IF)
INC(IF)=ISTC
DO 5 K=1,M
STC=A(IF,K)
A(IF,K)=C(J,K)
A(J,K)=STC
5 CONTINUE
6 AMAX=C.0
JC=J+1
DO 11 I=JC,N
A(I,J)=A(I,J)/A(J,J)
10 DO K=JC,M
A(I,K)=A(I,K)-A(I,J)*A(J,K)
IF(K-JC)14,14,14
14 IF(APS(A(I,K))-AMAX)10,10,17
17 AMAX=ABS(A(I,K))
IF=I
10 CONTINUE
11 CONTINUE
111 CONTINUE
65 NC 140 IF=1,MM
I=M+1-NC
IT=I-1
DO 41 JC=1,IT
J=IT+1-JC
JT=J+1
WP=A(I,J)
IF(IT-JT)141,43,43
43 NC 42 K=JT,IT
WC=WP-A(K,J)*C(K)
42 CONTINUE
141 C(J)=WC
41 CONTINUE
DC 48 K=1,1T
A(I,K)=C(K)
40 CONTINUE
140 CONTINUE
DC 15: IC=1,N
J=I+1-10
IT=I+1
W=A(I,I)
G6 56 J=1,N
IF(I-J)52,53,54
52 WC=C,C,
GO TO 55
53 WC=I,G
GO TO 55
54 WC=A(I,J)
55 IF(IC-1)56,156,57
56 DC 58 K=IT,N
WC=WC-A(I,K)=A(K,J)
58 CONTINUE
156 C(J)=WC
56 CONTINUE
DC 60 J=1,N
A(I,J)=C(J)/W
60 CONTINUE
150 CONTINUE
DC 60 I=1,N
61 IF(INC(I)-1)61,6C,61
60 J=INC(I)
DC 62 K=1,N
STC=A(K,I)
A(K,J)=A(K,J)
62 CONTINUE
ISTC=JAC(J)
INC(J)=J
INC(I)=ISTC
GO TO 63
6C CONTINUE
DC 60 I=1,N
9(I)=A(I,K+1)
9C CONTINUE
DC 66 J=1,N
STC=STC
DC 67 J=1,N
STC=STC+A(I,J)+P(I)
67 CONTINUE
X(J)=STC
\[ C(J) = A(J, J) \]

\& CONTINUE

RETURN

END
PROGRAM 3 SLOWFIT

SLOWFIT fits observed deviations in slowness and azimuth of approach to theoretical deflections for a model of one or two dipping interfaces. Graphs of observed and computed anomalies can be given as output. The final output is a matrix of RmsD values, the minimum of which indicates the best fit to a model with parameters within the specified range of the variables (Appendix A).
PRG LFM

PRG LFM TO FIT CAP. EVC EMPPING LAYERS TO DEFLECTIONS
IN SLOPENESS AND AZIMUTH

READ IN CN 5=FILENAME CASE 1

NC - NO. OF LAYERS

CASE 2

VS(I) - EXPECTED APPARENT VELOCITY (PEERHIN ET AL., 1982)
EV(I) - OBSERVED-EXPECTED APPARENT VELOCITY
UA(I) - NCAA AZIMUTH
CA(I) - OBSERVED DEVIATION FROM NCAA AZIMUTH
DL(I) - DISTANCE OF EVENT

READ IN CN 2=FILENAME CASE 1

CASE 1

NL - NO. OF LAYERS - 1 OR 2
NX - NO. OF VELOCITY CONTRASTS
IGRAPH - # per graph of each fit
INT - # per point of internally reflected rays
FDIP - DEPTH OF LOWER DIPPED INTERFACE
WT - GIVES RATIO OF PASC'S 

CASE 2

VH(KK) - VELOCITY BELOW LOWER SLOPE
VA(KK) - VELOCITY ABOVE LOWER SLOPE
VA(KK) - VELOCITY ABOVE 2ND INTERFACE - EXIT FOR 1 LAYER PROBLEM

CASE 3

STAG - INITIAL VALUE OF DIRECTION OF PRINCIPLE PLAN
NANG - NO. OF INCREMENTS FOR STAG
SANG - SIZE OF INCREMENTS FOR STAG

CASE 4

STAG - INITIAL VALUE OF LOWER DIP
NADP - NO. OF INCREMENTS FOR STAG
SADP - SIZE OF INCREMENTS FOR STAG

CASE 5 - EXIT FOR 1 LAYER PROBLEM

STAG - INITIAL VALUE OF UPPER DIP
ACMIP - NO. OF INCREMENTS FOR STACK - NEXT IF POSSIBLE

SCILP - SIZE OF INCREMENTS FOR STACK

MAP OF MAPS AND OUTPUTED - HENCE PICKUP CAN BE DETERMINED

C
C DIMENSION V[i](5), V[i](8), DA(80), UA(80), EI(5), V[i](1), V[i](2),
LST(60), AI(20), R(10), R(10), LBLV(20)) (*), (P),
DA(20), AL(20), AI(20), R(10), R(10), LBLV(20) (*), (P),

C READ IN DATA - FIRSTLY EVENT PARAMETERS

C REAL (5,8)
1 FORMAT (1X, 13)
C REAL (5,8) VS(1), SV(1), UA(I), CA(I), EL(I), I=1, F
2 FORMAT (5X, 1E+1, 1E+1, 1E+1, 1E+1, 1E+1)
C READ IN STARTING VALUES FOR MODEL

C REAL (8, 10)
3 FORMAT (4(12, 2E1, 8))
C REAL (8, 10) V[i](KK), V[i](KK), V[i](KK), KK=1, 10
4 FORMAT (8E1, 8)
C SCIP, SAI, SANC
5 FORMAT (1X, F7.2, 1X, 13, 2X, F7.2)
C WRITE (6, 5) STAC, SAI, SANC
C READ (6, 5) STAC, SCIP, SAI
C WRITE (6, 5) STAC, SCIP, SAI
C IF (AL, 9, 1) GO TO 200
C READ (6, 5) STAC, SCIP, SAI
C IF (6, 5) STAC, SCIP, SAI
C 200 CONTINUE
C
C 35 FCRTYP(1H1)
C LED 54 I=1, NO
C II'= 1
C SLC=(1)=STAC/(EI(1)+VS(1))=STAC/VS(1)
C V[i](1)=SLF(x1)
C DA(I)=CA(I)
C SI(i+1)=VS(1)(PAC*VS(1))
C AI(I)=SCL(1, 1)=SI(1)+SI(1)+S1(1)}
G7(I)=LT(K/VS(I))

54 CONTINUE

G7 14 L=1,ACTP
A(L)=STAD+SCIP*FLAT(L-1)
ALL=A(L)
IF(N1.NE.1)GO TO 264
N1=1
STAD=VS

264 CONTINUE

G7 14 P=1,M1P
A2(I)=STAD2+SCIP*FLAT(K-1)
K=K

C COMPUTE SLACKNESS AND AGENCY ANCHORRS FOR EACH EVENT FOR
C TRIAL MODEL

C

G7 15 I=1,NS
IF(UA(I).GE.PHI(K))GO TO 41
R(I)=3000+UA(I)-PHI(K)
G7 TO 42
41 G(I)=UA(I)-PHI(K)
42 PII=0(I)
AII=ASIN(S1(I))/TCC
IF(PII.LE.90.0.AND.PII.LE.180.0)GO TO 442
DA=LI+ALL
R(I)=PII
G7 TO 443
442 DA=An+ALL
A(L)=ALL
C(I)=+PII
443 AII=LAC
S1(I)=SIN(A2(I)/TCC)
A(I)=SIN((I-S1(I))*S1(I))
F=1.0/((W(KK)*W(KK))-S1(I)*S1(I))/(W(KK)*W(KK))
IF(F.LE.0.0.0)GO TO 214
PI=+SIN(A(I)/TCC)
FA=(S1(F)-A1(I)/W(KK))/S1(K(A(L))/TCC)
CLV(I)=FA+LI2K
IF(N.LT.6.0)GO TO 261
S=2(I)=WK(KK)*S1(I)/W(KK)
FP=AT(12(I))/12
IF(R11.GT.0.0.AND.R11.LE.777.0)GO TO 167
R11=FP+ALL
SAN=SA1(I)+R2(I)
G7 TO 165
167 R11=ALL+FP
SAN=FI(I)-12(I)
165 CONTINUE
CALL GRAPHS(MAX,MAX,M,MAX,MAX,JOF,T11)

201 CONTINUE
SA=0.0
IF (N=1) GO TO 207
SA=SA+APR(I)
205 CONTINUE
C COMPUTE RMSD FOR ALL EVENTS FOR A TRIAL MODEL
C
IF (N=1) GO TO 207
ARES(K,L)=SQRT(SAN/FLCAT(K,L))
FSC(K,L)=SQRT(SAN/FLCAT(K,L))
NECNL(K,L)=RKE
GO TO 205
207 FORMAT('ANGLE 1 = ',F6.1)
C CONTINUE
C IF THE PLAYERS, OUTPUT RMSD MATRICES
C
IF (N=1) GO TO 207
WRITE(C,93)VI(KK),VR(KK),VT(KK),PHI(K)
93 FORMAT('VISOR','F8.2','VRSOR','F8.2','VRSOR','F8.2','VTSOR','F8.2
','IPRINCIPAL PLANE AT ','F6.1',' DEGREES')
WRITE(C,341)
341 FORMAT('(',S6.6',SLOVLESS RMSD')
WRITE(C,31)(A2(I),I=1,NCIP2)
31 FORMAT('(',S6.6',')
WRITE(C,39)(A(L),I=1,NCIP2)
39 FORMAT('(',S6.6',')
WRITE(C,342)
342 FORMAT('(',S6.6',AZIMUTH RMSD')
WRITE(C,39)(A(L),I=1,NCIP2)
WRITE(C,342)
342 FORMAT('(',S6.6',')
WRITE(C,39)(A(L),I=1,NCIP2)
39 FORMAT('(',S6.6',')
WRITE(C,342)
WRITE(C,35)
WRITE(C,34)
343 FORMAT(1X,'NC. OF EVENTS USED')
WRITE(C,34)(A(L), ACOM(L,K), L=1,NCIP)
34 FORMAT(F7.2,4X,12E4)
DC 78 L=1,NCIP
DC 79 K=1,NCIP
TXSM(L,K)=KSM(L,K)+A*SM(L,K)/WT
72 CONTINUE
72 CONTINUE
WRITE(C,44)
244 FORMAT(1X,'COMBINED WEIGHTED KXS')
WRITE(C,44)(A2(F), K=1,NCIP)
WRITE(C,75)(A(L), (TXSM(L,K), K=1,LCIP), L=1,NCIP)
247 CONTINUE
13 CONTINUE
C IF ONLY ONE LAYER, OUTPUT BASE MATRICES
C IF(ALAE1)CC TC P68
WRITE(C,32)(VI(KK), VK(KK))
633 FORMAT(*V1=*,F5.2,1*V2=*,F5.2)
WRITE(C,341)
WRITE(C,343)(MAL), L=1,NCIP
631 FORMAT(12X,2*F6.2)
WRITE(C,342)(PHI(K), (PESM(K,L), L=1,NCIP), K=1,NANG)
630 FORMAT(F7.2,5X,12E4)
WRITE(C,343)
63 FORMAT(1X)
WRITE(C,344)(A(L), L=1,NCIP)
WRITE(C,224)(RH(K), (ARCSP(K,L), L=1,NCIP), K=1,NANG)
624 FORMAT(F7.2,5X,12E4)
WRITE(C,345)
WRITE(C,346)(RH(K), (AECEN(K,L), L=1,NCIP), K=1,NANG)
624 FORMAT(F7.2,4X,1E4)
DC 72 K=1,NANG
DC 672 L=1,NCIP
10*SK(K,L)=KSM(K,L)+ARCSM(K,L)/WT
673 CONTINUE
72 CONTINUE
WRITE(C,344)
WRITE(C,345)(A(L), L=1,NCIP)
WRITE(C,675)(PFI(K), (TRSM(K,L), L=1,KEIP), K=1,NANG)
675 FORMAT(F7.2,5X,12E4)
266 CONTINUE
12 CONTINUE
STOP