W Durham
University

AR

Durham E-Theses

Electron spin resonance in cadmium sulphide

Brailsford, J.R.

How to cite:

Brailsford, J.R. (1967) Electron spin resonance in cadmium sulphide, Durham theses, Durham
University. Available at Durham E-Theses Online: http://etheses.dur.ac.uk/8555/

Use policy

The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-profit purposes provided that:

e a full bibliographic reference is made to the original source
e a link is made to the metadata record in Durham E-Theses
e the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Please consult the full Durham E-Theses policy for further details.

Academic Support Office, The Palatine Centre, Durham University, Stockton Road, Durham, DH1 3LE
e-mail: e-theses.admin@durham.ac.uk Tel: +44 0191 334 6107
http://etheses.dur.ac.uk


http://www.dur.ac.uk
http://etheses.dur.ac.uk/8555/
 http://etheses.dur.ac.uk/8555/ 
http://etheses.dur.ac.uk/policies/
http://etheses.dur.ac.uk

ELECTRON SPIN RESONANCE IN CADMIUM SULPHIDE

BY
J.R.BRATLSFORD B.Sc.

s £

PRESENTED IN CANDITURE FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY IN THE UNIVERSITY

3

OF DURHAM.

AUGUST 1967

SUE CE 8

Q

17 JAN9GB }
SECT QM
L BRARY




ACKNOWLEDGEMENTS

The author wishes to thank the Science Research Council
for financial support during the course of this research,
and Professor D.A{Wriéht‘for permitting the use of his
Labqratory facilities.He is also @eeply indébted to Dr.
J.Wbods for his excellent supervision and guidence.He
would like to thank the other memﬁers of the C4S group
for-theif assistance and interest;also lMr.D.E.Dugdale
for many invaluable discussioné.The assistance of the
departmeﬁfal workshop staff headed by Mr.F.Spence and the
~chief electroniéé technician Mr.D.Ellis in connection
"with the construction of the apparatus ié aéknowledged
with gratitude.Finally he would like to acknowledge

the encouragement and help of his wife Gwenda during

the preparation of this thesis.




ABSTRACT
For some time past there has béen a need for a more
‘positive identification of the nature of the defect centres
which give rise fo energy levels in the forbidden gap in
cadmium sulphide.Electron spih resonance (e.s.r.) tech-
niques'have proved very useful in this type of investigation
in other materials.Since ;seéimilar work on C4dS has prev-
‘iously been reportéd, the purpose of the research described
in this thesis,has been to examine the usefulness of the
technique in étudying CdS.Initdally it was necesary to
construct a sensitive x-band microwave spectrometer, which
operates at temperatures down to 4.5°K and has provision
for chtinualLiilumination of the samples,Electron spin
resonance absorption signals have been detected in undoped
single crystals of CAS which can be attributed to four
different defect centres.The occurrence of the resonance
signals can be correlated with the resistivities and edge
luminescence spectra of the samples.This indicates that the
centres responsible for the fesonance absorption are import-
ant in determining the electrical and optical propérties
of CdS and are those~which this work was initiated to study.
Teatative models for the various defects have been proposed.
Tﬁ; mést important feature of the work reported in this thesis
is the isolation of an e.s.r. signal which is thought to be

associated with the class 2 centres which provide the photo-
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~conductive sensitisation énd possibly act as I.R. emission
centres in CAS.The model proposed for such centres is

of compensated acceptor complexes with levels approx-
imately O0.7eV above the valence band.A centre consists of
' four cadmium vacancies in nearest neighbour association.
‘The models for the other three centres have not been
'diséussed as.fully as that mentioned above because of the
lack of experimental data.However it is evident that
e;s;r. techniques are a}very valuable tool for investig-
ating the nature of defect centres in CdS gnd that
continuation of the work should prove invalﬁable in
broviding an umabiguous identification of the atomic

structure of the defect complexes.




INTRODUCTION

1) Qutiine of the problem

The chief problém %n the development of the technology
of cadmium sulphide lieé in the lack of reproducibility
of sample properties.This is attributed to the wide
variation in the density of lattice defects from sample
to sample.However at the present time the atomic natures.
of the defect centres is not known and until they are
known control of sample properties will be very difficult
to achieve.The measurements that have been carried out
on CdS e.g. of thermally stimulated currents, photo-
conductivity, Hall effect, luminescence etc. have been
able to monitor the effects of the defects on the elect-
rical and optical properties but have not provided an
unambiguous detérmination of the nature of the defect

centres.

2) Electron spin resonance as an“experimehtal tool

The ﬁresence of defects produées an irregularity in the
surroundings of the defect which may alter the pairing
of the spins of the bonding electrons and thus intéoduce
a paramagnetic character to the environment.Consequently

electron spin resonance can be very useful in the study

of defect centres.Resonance measurements are particularly

S




suitable in studying the environment of a defect in a

solid and often in establishing, on an atomistié basis

the role of the defect in the solid.The particular

advantage of electron spin resonance is its ability to

provide information concerning the nature of the defects,

their symmetry and the nature of the surroundings.Moreover

electron spin resonance measurements can be made on a

single defect complexu; even when many other types of

- .defect centres are also present.

3) Aims of

this work-

Since there was no previously reported work of this type

in GAS. the
usefulness
a tool for
to begin a

centres in

first aim of this work was tp establish the

of the electron spin resonance technique as

the study of CdS.Then if this proved successful
programme to investigate the nature of the defect

Cds.

As can be seen from the work reported in this thesis,

these aims

have been successfully fulfilled.

4) Layout of this thesis

As far as possible this thesis has been written in such

a way as to be self contained and to provide a reference

for future

studies,since no report of comparable work

is available at the present time.The first two chapters
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give a brief review of the expected properties of ideal
perfect C4S and then the experimentally observed properties
with some indication of the role of defects aﬁd impur-
ities_in deternmining these properties, to provide an
introduction to the nature of the defects in CdS.A chapter
is includea on the theory of electron spin resonance and
one on the design and construction of the microwave
spectrometer used in the work.Finally the electron spin
resonance results are included with some conclu51ons
concerning the nature of the defect centres tesponsible for
some of the fesonance lines ohserved.The rest of the
resonance lines are attpibuted'to isolaﬁed paramagnetic
impurity ian and the results obtained on these ions

are included separately.llany recommendations for future

work are suggested.
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CHAPTER 1

BAND STRUCTURE OF CADMIUM SULPHIDE

1-1 Band theory of semiconductors

1-1.1 Introduction

A'knowledge of the electron energy band theory in solids
is necessary for an understanding of their electrical
and optical properties. Application of quantum mechanics

to the motion of the electrons in the regular array of

‘the charged ions in the solid shows that the discrete

energy levels of the free ion become bands of closely
spaced energy levels in the solid. A simplified treatment
has been presented by several authors (see for example

Ziman(l), Smith(2) and Cusack(3)) and will be outlined here.

1-1.2 Translational symmetry

We shall consider a crystalline-solid with its atoms

‘" arranged in a lattice which is repeated regularly in all

oy, -
.

directions. Clearly this is an ideal situation. A real
solid is bounded and contains imperfections which disturd
the regularity of the ideal lattice. 1In additibn we shall
neglect the therma% vibrations of the atoms about their
mean positions in the lattice. However the solutions
obtained for the ideal lattice are fundamental to the
problemé of a real solid.

The existence of a regular crystal lattice is expressed

PRI
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in-the brinciple of translational symmetry, and leads to
a simplification in the theory of the physical properties
of a solid. The principle can be expressed by defining
‘three vectors a, &, and 8 such that the atomic structure
of our ideal crystal remains invérient under translation
by any vector (1) which is the sum of integral multiples

of the vectorS'ai a, and a3.

where 1, 12 and 1; are integers.
The group of points generated by repeated application of
the translational symmetry age referred to as the space

lattice. The points are the lattice sites and are defined

by equation (1-1).

The translational invariance means that there must be an
exactly similar arrangement of atoms about each lattice
site. The simplest arrangement is when there is one atom
éituated at each site.

1-1.3 Periodic Functions

Any function f(r) of a solid which is determined by the

symmetry of the lattice, for example, the wave function of




an electron (y(r)), must obey an equation of the form:-
f(r) = f(r + 1) (1-2)

where 1 is a lattice translation as defined in equation
(1-1). This. periodic behaviowrfollows directly from the
principle of translational symmetry.

The properties of periodic functions are easily described

in one dimension. Equation 1-2 can be rewritten:-
£(x) = £(x + m) o (1-3)
where m = mya and a is the period of the function and m,

is an integer. Functions of this type can be expressed

as Fourier seriesg:-

f(x) = ZAnexp.ZTTiné

where n is an integer.

A more convenient form for our purposes is:-
f(x) = E} el8% (1-4)
)

where g = 2nn and is a real discrete function.
a




f (x)e-igx
it cell

1
Ag = a
un

and is a periodic function.

Elementary manipulation shows that equation (1-4) is the
same identity as equation (1-3) if:

o lem _ g | (1-5)

for all translations m.

1-1.4 Blech's Theorem

Bloch was able to show that thé»type of solution obtained
above in equation (1-4) could be generalised to the three
dimensional case. There is no simple proof of the theorem
and the results will merely be quoted. Simplified proofs
are availéble in referencesl(l) and (2).

Bloch's theorem provides the starting point for the dis-

- cussion of the motion of electrons in the three dimensional
périodic potential of the ions at the lattice sités. If
the ions are treated as point charges then the potential
V(r) in which an electron moves in the lattice will be

a periodic function with the periodicity of the lattice.

For an infinite lattice as defined by equation (1-1)




V(r) = V(r + 1,8; + la, + 13a3) (1-6)

The wave functions \y(r) of the electrons in the solid
are given by solutions of Schrodinger's equation, which

using the potential function defined in equation (1-6) is:

™

(f'g} o + -E_) w) =0

Bloch showed that the solutions for3p(r) were of the

form:
iKYy :
Y = e U (1-7)
where U (r) is a periodic function of the form:
U (r) = U (r + 1j8; + lya, + 13a3)
Equation (1-7) is clearly the generalisation to three

dimensions of the one dimensional solution (1-4). These

solutions are described as Bloch Waves and are in the

form of plane travelling waves, modulated by the function
U,(r). Single waves of the form of equation (1-7) are

appropriate to infinite crystals, but linear combinations




must be used to provide solutions for real crystals.

1-1.5 Brillouin Zones

The vector X is referred to as the wave vector of the
Bloch wave. It is a vector defined in reciprocal lattice
space. For simplicity lef us consider the Bloch Wave

in our one dimensional lattice, which has lattice
spacing a. Then any Bloch wave which is defined by the

wave vector g can be written:
y%(x + m) = eigm}q(x) =]V(x) using equation (1-5)

where g = 2mn.and is the lattice spacing in reciprocal
a _
lattice space.

"Let the wave j/&(r) have the wave vector K such that
K =g+ K'

K"is another reciprocal lattice vector.
Then ~y(x + m) = i -y%(x) - LK+ gm
lK m w(x)

i.e. The state is not uniquely defined by K, but can be

Y, ()




defined by any wave number in the set

K =2m + K - (1-8)
a

It is often convenient to choose (1Kl1) as small as

possible and so we choose it to be in the range

~I <K s . (l.-9)

The region of K- space defined by equation (1-9).is

referred to as the first Brillouin Zone and K = + T as
the Zone boundafies.

The saﬁe'procedure is adoptéd in three dimensions and
the wave vector for a Bloch state is often chosen to lie
in the first Brillouin Zone. This is commonly referred

to as the reduced Brillouin ane scheme. When the wave

vector is allowed to take all the values availbable, as
defined by equation (1-8), this is called the extended

Brillouin Zone scheme. The first Brillouin Zone is defined

by the Wigner-Seitz cell of the reciprocal lattice.
Fig. 1-1 shows the first Brillouin Zone for a rectangular
two dimensional lattice and illustrates how any point: in

reciprocal space'qan be reduced to a point in the Zone.
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FIG.1-1. REDUCED BRILLOUIN SBHEME

The wave vectors k can all be reduced to k which

lies in the first Brillouin Zone.




1-1.6 Electron states in crystals

The problem of determining the motion of all the
electrons is far too complex to be solved by the methods
available at present. The problem is simplified by adopt-
ing the one electron model, where the motion of a single
electron only is considered in the field of all the atomic
nuclei and of all the other electrons, averaged in éome
suitable way. The calculation now involves an estimation
.oﬁ the potential in which the electron moves and the
solution of Schrodinger;s equation for this potential
function. More exact solutiohs are obtained by the use of
a self consistent field method. With this method solutions
are obtained for the initial approximation of the potent-
ial function. These solutions are fed back to calculate
a' correction to the ofiginal pqtential function. This
process is repeated until self consistent solutions are
obtained. This method of solution is similar to that of
Hartree and Foch for determining the wave function of
the‘electréns in an atom.

The poteﬁtial in which the electron moves will have the
same periodicity as the space lattice. However the potent-
ial will, in general, be a cqmplicated function. For

illustrative purposes, therefore, a simple function is
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" considered first. The simplest periodic potential that
can be envisaged is a one dimensional array of potential
wells, as shown in Fig. 1-2.

The allowed energies (Ex) for electrons in an isolated

well of the form shown in Fig. 1-2 are:

Ex = B -W
Where € are the allowed Kinetic energies for the electron.

For £E<wi.e. an electron trapped in the potential well

E = n2 N
L T ¥,

where Nx =0, +1, 2, ce e e

Kronig and Penney (4), by solving Schrodinger's equation
for am array of such one dimensional wells, showed that
each discrete level of the isolated well is broadened into
a band of closely spaced levels, the number of levels

per band being equal to the number of potential wells in

‘ the array. For an infinite array of wells the bands are

a continuum of allowed energies for électrons, separated

from each other by a band of energies which the electrons




are not allowed to occupy. In addition Kronig and Penney
demonstrated that the wave function of the electrons in
an allowed band was of the form required by Bloch's
theorem and that'électron waves could be propagated
through an array of wells. Thus an individual electron
can not be regarded as beionging to any single well. The
width of the allowed band depends ol the separation (4d)
of the wells if the other parameters afe constant. For a
large séparation the bands become narrow approaching

the limiting case of an isolated well. This is analogous
to the behavior of the deep lying 1evels'in atoms. The
deep lying electrons are shielded from the surrounding
nuclei by the outer electrons so that their energy levels
are not appreciably broadened by interaction. Thus to a
good approximation we may regard the deep lying electrohs
as having the same energies and wave functions as in an
isolated atom. This provides some justification for the
use of the one electron approach, where the motion of
outer electrons only of the atom is considered and the
inner (core)'electrons are treated.as being in the same
configuration as in an isolated atoﬁ and are taken into

account in the potential in which the outer electrons

- move.




H.

In the‘Kronig-Benney model the treatment for small
separation of the potential wells leads to the bands
becoming very broad, so that the electrons can propagate
‘very freely between the wells along a constant energy
level in an allowed band. This is the analogue to the
behavior of the outermost electrons in a crystal.
Clearly this arraj of potential wells is a poor approx-
imation to the potential which exists in a three dimen-
sional crystal lattice. However it is a useful starting
point in the calculation of the band structure of a
solid. The model can be extended to compounds by con-
sidering differeﬁt types of potential well for the
different components. This has been attempted for the

(5)

3-5 class of semiconductors However the solutions
must be treated with some caution in view of‘the poor
approximation to the actual potential that exists.
Solutions of Schrodinger's equation with a periodic
potential which more closely resembles that which exists
in a solid have been obtained by numerical methods. These

lead to no new basic conclusions but clearly a better

description of fhe motion of the electron is obtained.




F1G.1-5. ENERGY BANDS FOR A SMALL PERICDIC POTENTIAL

The dotted curve represents the energy of free elec-

-trons,



The form of the energy bands in an ideal three dimensional

solid is shown in Fig. 1-3. The potential is given by:
- V(r) = Vo + v(r) (1-10)

Where Vo represents a constant term and v(r) is a small
periodic term, which is symmetrical about K = 0 and gives
rise to isotropic bands.

The free electron case, indicated in Fig. 1-3, is obtained
simply by putting v(r) = 0 in equation 1-10. The solution
for the wave function is: |

= ae T

where A is a constant.

These solutions are commonly referred to as Sommerfeld

Waves. The solutions for the eigen states are .given by:

2.2
g=-0K
' 2m
The treatment outlined above shows that the existence of
forbidden‘and allowed electronic energy bands is a con-

sequence of the lattice periodicity and the principle of




translational symmetry of the lattice. More detailed
calculations of the band structure can be obtained by
using a better value of V(r) in equation 1-10 and taking
into account the effects of electron-electron interactions.
However exact solutions will only be obtained by the
extension of the attempt already made to solve the many
body problem. By making use of the symmetry of the space
lattice, the calculations can be simplified by application
of the methods of group theory. |

1-1.7 Crystal Symmetry and Spin-orbit interactions

A knowledge of the symmetry of the crystal lattice of a
particular solid enables simplifications to be made in the
-calculation of the electron band structure. These simpli-
fications are brought about because it can be shown that
the energy function of the electron in the Brillouin Zone
has the full point group symmetry of the crystal, i.e. any
symmetry operation which the crystal possesses is also
possessed by the energy function (E(E)) of the band. The
application of group theory allows one to make predictions
concerning the nature of the wavefunction of the electrons
and the shapaof the energy bands, from the symmetry

operations that the bands may or may not undergo.
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(a) 6 levels degénerate at centre of zone.

(b) Removal of some of the degeneracy at k=0 by spin
orbit interaction,in a lattice with inversion symmetry.
The states are still doubly degenerate.

(¢) In the absence of inversion symmetry the twofold

degeneracy is completely removed.



This knowledge is of great value in calculating the nature
of the band structure, especially at points in the Brillouin
Zone which have high symmetry.

The interpretation of spin-orbit interactions is also
simplified by a knowledge of the symmetry of the energy
function. In free atoms the spin-orbit interaction has the
effect of removing the degeneracy between states with the
same spatial wavefunction, but opposite electron spin. In
the same way the spin-orbit interaction may remove some

of the degeneracy between bands. At a general point in

_the Brillouin Zone, where the wavefunctions may not be
degénerate, the spin-orbit interaction does not separate

the states of opposite spin if the lattice has a centre of
inﬁersion. But with a lattice without a centre of inversion
these states will be separated, (see Fig. 1-4). At points
of high symmetry in the Brillouin Zone, the most interesting
of which is usually the centre of the zone (K = 0), the
wave functions may be degenerafe,and the spin-orbit inter-
‘action may produce splittings.

Thus_we can see how a knowledge of the symmetry of the

" lattice enables simplifications to be made in the calcul-
ations of band structure.

1—1.8 Direct gap and Indirect gap Semiconductors

Only the highest band containing electrons at 0°K and the
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lowest empty ones are important in the description of
transport properties in a solid. A semiconducting solid
has the highest band containing electrons completely filled

at 0°k and this is referred to as the valence band. The

lowest empty band is referred to as the conduction band.
The magnitude of the forbidden gap (E ) separating these .
two bands determin;s'the nature of the material. A
material with E_, <2eV is usually called a semiconductor

and one withEG$14v. an insulator. Cadmium Suiphide has

a forbidden gap E, ~2.5«v at room temperature and is usually
described as d4n insulator. ‘

If the material absorbs a photon of light of energy greater
than the forbidden gap then an electron can make a trans-
ition from the valence band to the conduction band. Thus
accurate measurements of the absorption.edge enable one

to defermine the position of the extrema of the band edges.
When the material has an E-K relationship of the form of
Fig. 1-5(a), then the electron can make the transition'
without co-operation of a phonon. The conservation of

momentum for such a transition gives:

K jnitial = % fina1 * &




o
e h

FIG.1-5.

(a) Direct gap semiconductor;direct transiiion
indicated.

(b)~Indirect gap semiconductor;indirect trans-

~—ition indicated.
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Where‘gL is the wave vector of the exciting photon.

The magnitude of gL is so small that to a good approximation:
K initial = K final

and the transition is vertical in K-space. This type of
semiconductor or insulator is said to have a 'direct’ gap.
Whén the E-K relationship is of the form 1-5(b), then the
smallest vertical sefaration of the bands is larger than
the minimum energy gap. It is then possible to observe
obtical transitions from the top of the valence band at

K =20 to the lowest valley of the conduction band at K = K-

For conservation of momentum the co-operation of phonons

is necessary. This is described as an 'indirect' gap semi-
conductor or insulator. The actual path of the transition
may be §ia virtual intermediate states but energy con-
servation is unimportant for the virtual transitions. It
is fhe overall energy conservation that is important. The
probability of indirect transitions is much smaller than
that for direct ones so that the indirect transition is in
manyAcases detected only as a tail in the weak optical
absorption on the lower energy side of the absorption edge

due to the vertical transitions. Dutton(6) and Hopfield,




(7)

Thomas and Power performed optical absorption
measurements on Cadmium Sulphide and could not detect
the presence of indirect transitioné. They concluded
that Cadmium Sulphide had a conduction band minimum at
K = 0, in agreement with the theoretical models proposed
by other workers’(see later), and that Cadmium Sulphide

was a direct gap insulator.

1-1.9 Effective Mass

The Sommerfeld model of a free electron in a uniform
potential (see section 1-1.6) gives the energy of an

electron (E) as:

E = kK> - W (1-11)
21 ' :

where W is the constant potential in which the electrons

are supposed to mo#e.A

From equation (1-11) expressions can be obtained for the

velocity (V) and mass (M) of the electron:

17,




e Ay
=" (T)
‘ (1-12)
w3 (2E
= (35‘

By analogy the effective mass (M%) of an electron in the

conduction band of a semiconductor can be defined:

2 /2

¥ = <§&§> (1-13)
E

In general S 18 not constant and the value depends on
the energetié-position of the carrier in the band. The
effective mass of a charge carrier is a fﬁ?tion of band
shape and in general is different in different regions
of the band. Thus a determination of the value of
effective mass of the charge carriers provides information
about the shape of the bands. As we shall see later this
approach has been very successful in the case of Cadmium
Sulphide (see sectioén 1-2). Cyclotron resonance at
microwave frequencies provides the most direct and
detailedrmeasurement of the effective ﬁass of charge
carriers.
This technique haé obvious applications to the treatment

of electrons in the conduction band. However information




can be obtained about the shape of the valence bands.
From Fig. 1-3%3 it can be seen that near the top of the
band (gf:)_and so M* is negative. The valence band of

a semiconductor is filled at 0%k with electrons, and

so near the top of the band there is an assembly of
particles of negative mass and negative charge. Removal
of one of thése particles, leaves what is referred to

as a 'hole', which behaves as a particle of positive
mass and positive charge. Thus a 'hole' is capable of
carrying electric current when an electric field is
applied to the solid. The effective mass of the 'hole'
will depend on its energetic position in the band and so
measurement of its effective mass will provide inform-

ation about the shape of the valence band.




10,

1-2 Band structure of Cadmium Sulphide

The conduction band of Cadmium Sulphide originates from
the 5s atomic levels of the cadmium ions and the valence
band from the 3patomic levels of the sulphur ions. A
theoretical treatment of the nature of the bands began
as an extension_of the treatment by which knowledge of
the band structure of zinc blende type materials was
built up. For the zinc blende materials, Herman (°)
developed a semi-empirical method to.deduce their band
structure from that of the diamond type materials
Germanium and Silicon. A close correspondence between
the band structure of the two types of material is to

be expected since they have tﬂe same crystallographic
lattice and in many cases are iso-electronic. This
approach proved very useful (5) since the band structure
of Germenium and Silicon was well understood. Since the
lattices of the 2-6 Wurtzite and the Zinc blende

' material are closely related Birman(g) discussed the
relationship of the band structure in the two classes

of material. He concluded that parallel to the c-axis
the electron statés of the Wurtzite form may be regarded
as perturbations of the Zinc blende states in the (111)

“direction if a small hexagonal crystal field perturbation
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(13)
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was added to the symmetry of the Zinc blende lattice.

i (105 11) hag ghown that this approach is

Subsequent wor
both valid and very useful in obtaining a detailed
picture of the band structure of Wurtzite 2-6 compounds.
However the earlier experimental work was-directed
towards a determination of the positions of the minimum
of the conduction band and of the maxima of the valence
band, since for most experimental conditions the carriers
éccupy these states. Birman(12) following the ideas of
his earlier paper(g), gave a picture of the positions of
the extrema of the valence and conduction bands at

K = (0,0,0) which is illustrated in Fig. 1-7. Thomas

and Hopfield(l4) provided experimental evidence for the
validity of this model in their measumpents of the re-
flectance énd luminescence spectra of hexagonal Cadmium
Sulphide. They reported fine structure away from the
-fundamental edge which they assigned to exciton trans-
itions. They identified three exciton series, which
could be understood as arising from holes in the three
valence bands at K = 0 as derived by Birman (Fig. 1-7).
They detefmined the energy splittings of the valence bands
(see Pig. 1-8) (the values are in agreement with later

vmeasureménts). Also:they were able to verify the symmetry

assignments of Birman by measurements with polarised light.
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51G.1-8. Energy bands-for CdS at k=0,0,0, at

-‘4.2."K as determined by Thomas and Hopfield .
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Howevér there was some disagreement over the shape of
the energy bands away from K = O. The possible shape
-of the constant energy surfaces in the conduction band
of’wuitzite type crystals had been discussed, using the
principles of group theory, by several euthors including
Casella(ls’ 16), Balkanski and Des Cloiseaux(l7),
Hoprield1®) and Birmen(%’ 12). fThey all showed that
- in the absence of spin-orbit coupling the conduction
band should have a minimum at X = 0, (Fig. 1-9(a)).
But the inclusion of spin-orbit coupling may lead to
three cases:

(1) Toroidal energy surfaces(lG) Fig. ©-9(b)

(2) Many valley type of band structure(17)
: , Fig. 1-9(c)

(3) Ellipsoidal energy surfaceé Pig. 1-9(a)
Pig. 1-9 indicates three distinct possibilities, but
it is possible in principle to have all three and/or
intermédiate cases in the same crystal, at different
ranges of temperature. Consequently a great deal of
experimental work was carried out to determine the
situation in Cadmium Sulphide.
The positién concerning the valence band was somewhat
simpler. It was generally agreed that because of the
lack of an inversion centre in the Wurtzite lattice, the

valence band would show a single maximum at or near to




K = 0. Balkanski and Des Cloiseaux(l7) showed from
group theory that the maximum of the upper valence band
should be at K = 0, but the two lower ones should have
8ix maxima close to K = C. The symmetry of the bands

at g'= O they showed to be the same as that calculated

by Birman‘1?) and illustrated in Fig. 1-7. In all the

- experimental work mentioned below the workers assume

the valence bands to have a maximum af K = 0, because
this is the simplest case to consider and it did not
invalidate their results. The problem then becam®&§ one
of establishing the shape of the conduction band extrema.
Most of the experimentai data favours the simple single
ellipsoid model of Fig. 1-9(a). Dutton'®’ and Thomas,
Hdpfiéld and Power(7) carried but absorption megsurements
on single crystals of Cadmium Sulphide. They found no
evidence of indirect absorption processes. The data
céuld be explained in terms of direct exciton plus phonon
processes. In a further paper on the magneto-optical
effects of the exciton spectrum, Hopfield and Thomas(zo)
provided additional data in support of the simple single
ellipsoid model. However they did not rule out the
possibility of twb equivalent "direct band gaps" along

a line from K = 0 to the centre of the hexagonai face of

~the Brillouin Zone. Balkanski and Des Cloiseaux’?l)

A3,
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claimed the existence of indirect transitions in the
absorption spectra in'suppvrt:bf their many valley band
mode1(17) but Hopfield and Thomas(zo) showed that this
interﬁretatiqn of the results of Balkanski and Des
Cloiseaux was incorrect. At this stage only the results
of Matsumi(lg) suggested the existence of the many valley
model. He observed longitudinal magnetoresistance para-
llel to the c-axis, a result which could not be explained
by the single valley model.

In an attempt to clarify the position Zook and Dexter(zz)
undertook the measurement of all the independent components
of the resistivity, Hall and magnetoresistance tensors

'in single crystals of n-type Cadmiﬁm Sulphide. The
magnetoresistance in the three band models of Fig.1-9

: should be quite different. In the single valley model
(Fig. 1-9(a)) the magnetoresistance‘arises only from the

- spread in mobilities due to the dependence of the scatter-
ing of the electrons on their energy. The other two types
of band models (Fig. 1-9(b)(c)) give rise to transverse
currents at zero magnetic field and in the presence of

the magnetic field a much larger transverse effect coupled
with a longitudinal effect not féund in the single valley
model. Above 77°K their data was consistent with the




single valley band model, but below 77 K they could not
exclude the possibility of Toridal energy surfaces, with
valleys close to the X = O position. They were able to
explain the results of Matsumi(lg) as effects associated
with theé&’inhomogenous crystals and contact effects
which Zook and Dextervobserved themselves in some samples.
Measurements of the effective mass of the electrons in
Cadmium Sulphide provide strong evidence in.support of
thé single valley model for the conduction band with the
minimum at K = 0. Piper and Halstead(23) obtained a value
for the effective electron mass from measurements of the
temperature dependence of .Hall constant and Hall mobility.
They used n-type material and interpreted their results
in terms of a simple hydrogen-like model for the donor
level, and obtained an effective mass of an electron in
the donor level és-0.19 Me, where Me is the free electron
mass. Hopfield and Thomas(ch from their measurements

. of the'magneto-optical splittings of the exciton lines

in the luminescence of Cadmium Sulphide, were éble-to
obtain.values for the effective mass of electrons in the

conduction band (Me*) and holes in the valence band (Mﬁf).

Me* = (0.204 + 0.01)Me and is isotropic to within 5%

25,
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- | )
My //c-axis ~ >+ 0.5Me

M% = 0.7 + 0.1Me

h c-axis
Piper and Marple (24) measured the free electron con-
tribution to the infra-red absorption spectrum of n-type

Cadmium Sulphide to obtain a value for Me* of:

Me* average = (0+22 + 0.01)le

They measured the anisotropy in the value parallel &and
perpendicular to the c-axis, in‘one sample at room

temperature and found:

= (1.08 + 0.04)

»
Ve,

in agreement with that detected by Hopfield and Thomas.
The values from the three measurements aie all in good
agreement.

Cyclotron resonance provides the most direct and detailed
measurement of effective mass of charge carriers in a
solid. Cyclotron resonance at microwave frequencies has

been observed in Cadmium Sulphide by Baer and Dexter(25)
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and Sawamotto(26). Baer and Dexter observed only one

regsonance absorption at each orientation, which they
attributed to electrons, and which is consistent with the
single ellipsoid conduction band model. The (cyclotron)
effective masses measured at 4.2°K with the crystal c-axis
parallel (MGZ'/) and perpendicular (ﬁei ) to the magnetic

field are:

(0.171 + 0.003%)Me

I+

Me*//

Me', (0.162 + 0.003) Me

As before there is some anisotropy, ~5%, indicating that
the energy surfaces are not spherical but slightly oblate.
Thescyclotron masses are some 15% lower than those
:méésured by'the three methods mentioned above. This
discfepancy can be accounted for in terms of an electron
self energy correction resulting from the piezoelectric-
phonon interaction found in Cadmium Sulphide(27).
Sawamotto measured the cyclotron mass at 1.7%K in
singie crystais, but made no attempt to measure any
angular dependence. His value of 0.17 Me for the elec-
tron cyclotron mass is in agreement with that of Baer

and Dexter and serves to accentuate the 15% difference
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between the cyclotron mass and the effective mass as
determined by other measurements. Sawamotto also observed
another resonance absorption correspending to a carrier

with heavier effective mass which he attributed to holes.

The value he obtained was:

X _
Mh = 0.8lMe

. This value is in agreement with value of Mh* determined

L
by Hopfield and Thomas(zo)‘

Thus all the experimentally measured values of effective

mass are in good agreement and they indicate a simple

" single valley model for the conduction band of Cadmium

- Sulphide. All the experimental data is in favour of this
model. The acéépted model for the band structure of

Cadmium Sulphide is shown in Fig. 1-10, close to K=0.

As outlined at the beginning of this section the nature

of the band structure away from K=0 and of the bands
higher and lower than th&se shown in Fig. 1-10 is ob-
tained by comparison of the rgflectivity data of wurtzite
materials with that of the 2inc blende type materials,
where the band structure is well established. Measurements

of this type have been performed by Cardona and Harbeke(ll)
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Band structure of Cadmium Sulphide for the

FIG.1-10.

lowest conduction band and highest valence bands

..close to k=0,0,0.The splittings of the valence bands
and the symmetry at k=0,0,0,.are,shown.(Not to scale).
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Initially they compared the reflectivity spectra of cubic
Zinc Sulphide (Zinc blende type) and hexagonal Zinc
Sulphide (wurtzite type) far into the ultra-violet. _In
this way the differenceé in the spectra and hence the

band structure in passing from the Zinc.biende to the
wurtzite modification were established. They then obtained
the reflectivity spectra of hexagonal Cadmium Suiphide

and -Cadmium Selenide. On the basis of the existing
knowledge of the band structure of diamond and Zinc blende
méterials'they were able to_predicf the positions of the
reflectivity peaks for the hypothetical Zinc blende modif-
ications of the hexagonal Cadmium Sulphide and Cadmium
Selenide crystals. This was achieved using the.perturbation
method outlined by Birman(g). The calculated peaks were
identified wifh those found in the cubic Zinc Sulphide
specfrum. Then the differences between the calculated
peaks and those found in the wurtzite materials were analysed
in terms of changes in band structure from the Zinc blende
to the wurtzite modification. In this way they obtained
the band picture of Cadmium Sulphide along the c-axis as
shown in Fig. 1-11. 1In principle the band picture along‘

any direction can be obtained but this has not yet been

accomplished.
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' ¥IG.1-11. Band struchure of cadmium sulphide along

. P ' e (V1)
the hexagonal =zxis.Due to Cardona and Haroexe.( g




30.

Since the work of Cardona and Harbeke(ll) there has been
little published'work concerning the band structure of
Gadmium Sulphide. Balkanski, Amzallog and Langer(za)
performed interband Faraday rotation measurements in a
geries of wurtzite 2-6 compounds. Their data was
adeduately described in terms of direct allowed transitions
in the simple band structure scheme in Fig. 1-10. They

obtained values for the effective mass of holes and

electrons and their respective g-values in Cadmium Sulphide.

»
Me* Mn &e &n

Cds O.2Me(a) | O.7Me(°) 1.78(0) 1.00

(a) See also (29). This is in agreement with all

the other measurements (20,23,24,25,26)
(D

(20)

(v) In agreement with Hopfield and Thomas

(¢) In agreement with Hopfield and Thomas
(26)

and Sawamotto

(29) measured the g-

Recgntly Slagsvold and Schwerdfeger
' tensor_for shallow donor levels in Iodine doped Cadmium
Sulphide by means of electron spin resonance techniques.

Roth(BO) has shown that the g-value of an electron in
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in a shallow trap in a semiconducting material can be
calculated from a knowledge of the band structure (See
also section 3-4.2 later). Slagsveld and Schwerdfeger
calculated the g-value of donor electrons in Cadmium
Sulphide using‘Rothfs theory and assuming a band structure
with extrema close to K = 0 and with the conduction band
formed completely from atomic s-states and the valence
band from p-states. The g-value they calculated showed a
lerge_discrepancy from that determined experimentally.
They shewed that in order to obtain good agreement between
the two values it was necessary to postulate a small
admixture of s-type states into the highest valence band.
The calculated g-value was very sensitive to the amount of
admixture and they concluded that their method of deter-
mining the amount of mixing was rather arbitrary. A
precise knowledge of the band statee was necessary, and
was not yet available to determine accurately the g-value
of the donor electrons.

1-3% Conclusions

The band structure of Cadmium Sulphide has been well

established from experimental measurements. The shape
of the lowest conduction band and highest valence bands
close to K = 0 is shown in some detail in F.1-10. The

structure of many of the bands is shown in Fig. 1-11 for

the first Brillouin Zone in the direction of the
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crystallographic c-axis. Recent advances in math-
ematical techniques have improved the theoretical calcul-
ations of band structure of wurtzite type materials(31).
However there are still large discrepancies with the
experimentally determined model. Also the work of
Slagsvold and Schwerdfeger(zg) has underlined the need
for a more precise knowledge of the nature of the band

states. However for most experimental work our present

knowledge of the band structure is adequate.
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CHAPTER 2
THE EFFECT OF IMPERFECTIONS ON THE PROPERTIES OF CADMIUM

SULPHIDE

2-1 Introduction

vin Chapter 1 the nature of the energy levels available to
electrons in an ideal, perfect crystal was discussed. A
detailed picture of the band structure of Cadmium Sulphide
and an outline of some of the electrical and optical
properties determined by the band structure was given.

We ﬁow consider the effect on these properties resulting
from the introduction of imperféctions into the crystal
lattice.

This discussion of imperfections will be mainly concerned
with polar semiconducting materials since Cadmium Sulphide

l-has discussed

is in this class of compounds. (Curie
the available experimental evidence for determining the
degree of ionicity in the bonding of Zinc Sulphide and
Cadmium Sulphide and concludes that 75% ionic bonding
contribution is the most probable value). Much of the
treatment for the polar semiconducting materials is also
applicable to metals and purely ionic solids. Only point

defects will be discussed, since, as we shall see, these

produce the dominant effect on the electrical and

-
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optical properties of polar semiconducting materials and

it is these properties with which we shall be most concerned.
There will he no discussion of the effects of dislocations
since these are small compared with those associated with‘
point defects. For a more complete discussion of the
imperfections in crystals the reader should consult ref-
erences 2, 3, 4 and 5e

2-2 Point Defects in Polar Crystals

2-2.1 Types of point defect

The most common point defect is the vacancy, which occurs
when an atom or ion is missing from a lattice site.

Charge neutrality must be strictly fulfilled in the crystal.
Since a vacancy in a polar crystal has an effective charge
equal and opposite to that of the ion which should 6ccupy
the»site, some charge compensation process is essential.

In purely ionic crystals charge neutrality can be maintained
by the production of equal numbers of positive and negative
ion vacancies (Schottky defects), by the introduction of
foreign atoms with a valency differing from that of the
ions of the crystal, or by a combination of the two pro-
cesses. In semiconductor type materials a further process is
availéble where charge neutrality is achieved by the intro-

duction (or removal) of free charge carriers.

The other simple point‘defect is the interstitial and this




is formed Qhen an ion or atom is present in a crystal at a
gite which.is not a lattice site. If the interstitial is
a charged ion fhen charge compensation is again essential
and can be achieved in a number of ways. The most common
methods are the simultaneous production of vacancies at
iattice gites where the ion has the same charge as the
interstitial (Frenkel defects), or by the introduction of
foreign atoms of suitable valency. Once again free charge
carrier compensation is possible in semiconductor type
materials. The formation of interstitials is also governed
by considerations of size. There maust be sufficient volume
at the‘interstitial site to accommodate the atom or ion.
Thus in close packed metal structures interstitials are a
rare occurrence, whéreas in the more open non-metallic
structure interstitials can occur more readily.

These two simple point defects frequently associate into
pairs or larger clusters. This association may come about
because of the effective charge of the defeéts or because
the relaxation of the lattice around such a cluster favours
the association.

In a polar semiconductor the point defects possess an
effective charge. Thus a free electron or hole is capable
of being 'trapped' into a localised orbit in the vicinity

of the defect, depending on the sign of the effective

38.
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charge of defect. In terms of the band structure picture
of Chapter 1, this means that the defects produce trapping
levels in the fdrbidden gap. Defects can in certain cases
trap both a hole and free electron and so act as recombin-
ation centres at which free holes and electrons can recom-
bine. Clearly a wide variety of traps and recombination
centres are possible depending on the defects and clusters
present in the lattice and these can give rise to structure
sensitive properties which are dependent on the history of
the sample.

This situation occurs in Cadmium Sulphide and accounts for
much of the difficulty in interpretation of the experimentally
observed characteristics of Cadmium Sulphide. A brief
outline of the main properties of Cadmium Sulphide asso-
ciated with the presence of the imperfections will be
presented in section 2-3.

2-2.,2 Equilibrium concentrations of defects

The presence of lattice defects might be expécted to
inerease the energy of'a crystal since fhey destroy the

" periodicity of the lattice and require energy for their
formation. However, once the energy has been supplied to
form a defect, usually of the order of a few eV, the

lattice will relax around the defect and in doing so
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compensate for most of the energy of formation.
Calculations have been performed to estimate the energy
changes during the formation of a point defect in polar
and metallic materials. These calculations are somewhat
unreliable, but they do indicate that from energy con-
siderations alone, a certain concentration of defects is
to be expected in a solid.

The existence of defects can also be justified from
thermo-dynamic principles. By introducing a vacancy or
interstitial into a perfect lattice the possible number
of distinguishable arrangnents of atoms increases from
unity to a very large number of the order of 1023 / cm3.
i.e. the introduction of point defects increases the

configurational entropy of the lattice and, at sufficiently

high temperatures, this compensates for the energy'of
formation of the defect. This point can be emphasised
by defining the Helmholtz free energy (F) of a solid(s),

in thermodynamic equilibrium, as:

where U is the total internal energy of the solid, T is

absolute temperature and S is entropy of the solid.



The introduction of n point defects into the lattice,
increases the internal energy by an'amount n¥, where W

is the energy of formation. The increase (AS) in entropy
due to these defects.is given by the Boltzmann expression

for configurational entropy:
AS = K loge P

where K is Boltzmann's constant and P is the number of
ways in which the defects can be arranged.

Thus the change in free energy (AF) due to the defects is:
AF = oW - Klog, P - (2-2)

Then by minimising AF with respect to n, the thermal
equilibrium concentration of defects (n) required to
minimise the free energy of the solid can be calculated.
Note - strictly one should minimise the Gibb's free energy

but use of the Helmholtz energy is an adequate approximation.

This calculation can be improved by taking account of the
fact that near a point defect the vibrational frequencies

of the neighbouring ions is modified and also that the
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internal energy of the lattice and the energy of formation
of the defects are temperature dependent functions.

Thus we see that far from being non-equilibrium states

in the lattice, the point defects must be present in order

to reduce the free energy of the solid.

2-2.% Non-equilibrium concentrations of-defects

~ The tﬁermal equilibrium concentrations of point defects
usually only reach values sufficient to produce noticeable
effects on the properties of materials at temperatures
approaching the melting point. In practice, however, at
temperatures mpch below the melting point concentrations
are frequently encounteq@dwhich are many orders of magnitude
lafger than the corresponding equilibrium values. These
large concentrations have a major effect on the properties
of the material. This is the case in Cadmium Sulphide.
Such situations can arise in a variety of ways: for
example,

(1) By rapid quenching of the materiai from a temperature
close to its melting point. Clearly this is a non-
equilibrium process and the defect concentration corres-
ponding to the high temperatﬁre is 'frozen-in' into the
lattice at the low temperature where the rate of the

diffusion of the defects is low. In practice it is
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usually difficult to cool a material sufficiently slowly
to maintain equilibrium conditions over the range from
near the melting point to room temperature. This is the
case with Cadmium Sulphide, which is grown by vapour phase
techniques at temperatures of the order of 1000°C.

(2) VPia large concentrations of dislocations and hence

point defects. Since intersecting and climbing dislocations

are sources of point defects, the latter can be introduced
into a so0lid by strain. This strain can be produced
during cooling from a high temperature e.g. during growth.
(3) The concentrations of defects can be controlled by the
presence of charged impurities. The defects provide the
charge compensation mechanism for the impurities. Since
the defects and imﬁurity must be of opposite charge polarity
for charge neﬁtrality they frequently occur as associated

(8)

pairs e.g. the Zinc Sulphide A centre which is composed
of a halogen impurity substituting for Sulphur associated
with a Zinc ibn vacancy. Clearly a similar type of defect
impurity pair might occur in Cadmiuwm Sulphide, but no
direct evidence for its existence has yet been obtained.
(4) Non-stoichiometry can develop during the growth of
compounds and obviously lead té large non-equilibrium

concentrations of defects. This is thought to be the pro-

cess chiefly responsible for the production of defects in
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Cadmium Sulphide, especially as the crystals are grown
from the vapour phase where control of the correct vapour
pressures for stoichiometric growth is very difficult.
Clearly it is possible for non-equilibrium concentrations
of defects to be present in solids. The processes described
above are frequently difficult to control during the growth
and subsequent handling of the samples so that for
materials whose properties are very dependent on the con-
centrations of point defects, e.g. Cadmium Sulphide, the
control and reproducibility of properties from sample to
sample is impossible unless the atomic composition of the

defects can be identified.

2-2.4 Point defects in polar semiconductors in equilibrium

with their surroundin gs

We have discussed in section 2-2.2 the equilibrium con-
centration of defects in a solid, without reference to

the interactions with their surroundings. Krdger and
Vink(4) have described the formation and equilibrium con-
ditions for point defects in divalent, diatomic compoupds.
The basis of their method is to describe the formation of
defects in terms of quasi-chemical equations. As an
example let us consider the formation of § isolated Frenkel

defects in the diatomic compound MX. This process can be
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represented by the reaction equation:
MXS M _o + (Vm)g + (Mi)g + X (2-3)

Where Vm represents a metal ion vacancy and Mi a metal

ion at an interstitial site. Since this is a thermo-
dynamically reversible process then the principle of
chemical equilibrium, often referred to as the law of mass
action(g), can be applied. According to this principle
the products of the conéentrations of reaction components
are related through a reaction constant. For the reaction

(3) the concentrations of the components can be expressed

by the relation:
(vo} . ) = K (2-4)

where KE_is the reaction constant. Here we shall assume

& << so that the concentration of the atoms occupying
proper lattice sites does not chaﬁge appreciably. This is
valid for the concentrations of defects usually found in
practice, so that the law of mass action deals only with
the concentrations of the defects. Relationships of the
. form of equation (2-4) can be obtained for all the processes
which lead to departures from the perfect crystal by the

formation of defects. The effect of the external atmos-




conduction band

valence band

FIG.2:1. Possible energy level scheme for the solid

MX with IFrenkel. disorder.
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’phere can be treated in a similar manner. The method
becomes.extremely powerful when applied to a compound in
equilibrium with its vapour. For illustrative purposes
let us treat a specific example. Consider departures
from stoichiometry in the compound MX due to formation
of metal ion interstitials (M;) by diffusion of metal
ions (Mg) from the vapour into the solid and that the
deviations from stoichiometry are accommodated by the
formation of Frenkel defects. A possible band scheme for
the system, containing metal iqn'interstitials and
vacancies, is shown in Fig. 2-1.

The production of the metal ion interstitials can be

expressed by the pseudo-chemical equation:

MX+Mg=MX+Mi~ : (2-5)

The rate of reaction for this process is governed by the

law of mass action in the normal way, leading to the

relation:

()
- Pm

(2-6)

n
=

Where Pm is the partial pressure of the metal vapour.

This automatically defines the partial pressure of—%the
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of the component X, in the vapour. K1 is the appropriate

reaction constant.

From equation (2-4) the concentrations of the components

of the Frenkel defects are related by:

vm). @) = Kp (2-7)
Another pair of equations are obtained by considering

the electron transitions from the metal interstitial donor

levels to the conduction band and hole transitions from

the vacanéy levelé to the valence band:
M, + B — M +@ (2-8)

where Mi is an ionised donor and @ is a free electron in

the conduction band.
Vm + E, — vol 4 ® (2-9)

where le is a vacariéy minus a hole and @ is a free hole

in the valence band.

Applying the law of mass action in the normal way the

following relationships are obtained:




48,

From (2-8) N M) o= K, (2-10)
;]
From (2-9) P [Vol) - K (2-11)
‘ s Vm ‘

where n and p are the free electron and free hole con-
centrations respectively.
‘For any'semiconductor the product of the free electron

concentration and free hole concentration is a constant.
ioe. nopo = K4 ' (2"12)

Imeluding Fhe condition of charge neutrality provides

one further relation:
n o+ [Vml) = P + (3 N (2-13)

Clearly there are now sufficient equations to obtain
relationships for the concentrations of the defects and
the free carriens in terms of the reaction constants, the
4external vapour pressure and the temperature.

An approximate method of solution has been devised by
(10)

Brouwer

gsides of the equatiomns (2-6), (2-7), (2-10), (2-11), (2-12)

, which consists of taking logarithms of both




and (2-13) to provide a set of simultaneous equations.

The form of equation (2-13) is not suitable for this method
and so its form is simplified by considering different
regimes of the partial pressure (Pm) of the metal vapour.
For example, at extremely high values of Pm the form-
ation of metal interstitials is favoured relative to the
formation of vacancies and so [M£]>£>(Vm].

Clearly in this case equation (243) can be rewritten:
n 2 [u.] | (2-14)

and solutions for [Mi), (Mi){%ﬁyml), n and p can be
(10). The

_easily obtained using the method of Brouwer
form of equation (2-13) is then considered in different
regimes of the partial pressure Pm and solutions for the
defect and free carrier concentrations obtained in each
regime. These separate solutions can then be fitted
together to provide a solution over the complete range
of vapour pressﬁre.

The extension of this method to other types of defect
disorder situations can be obtained in an obvious manner
from the above example. The more.complicated gsituation

which arises when foreign atoms are incorporated into

" the solid can also be treated by an extension of this




method. A further set of relationships which includes
the effects of the impurity atoms can be obtained. A
sufficient set of equations can always be obtained so
that BrouWer's method can be applied. For a thorough
review of the method outlined above the reader should

- consult references (4) and (5).

Thus in principle the concentration of defects which will
be produced by heating a compound MX in the vapour of

one or both of its constituents can be evaluated. If

the effect on the properties by the heat treatment can

" be measured and related to the changes in the defect

concentrations predicted by the techniques described
above one can determine the defects which dominate the
properties of the compound. This technique has been
applied with a limited degree of success to Lead Sulphide,
Cadmium Telluride and Cadmium Sulphide. However many
inconsistencies remain to be explained, especially in

the case of Cadmium Sulphide.

2-3 Point Defects in Cadmium Sulphide

Many of the potentially commercially important electrical
and optical properties of semiconductors and insulators
like Cadmium Sulphide, such as their photoconductivity
and luminescence, are associated with the presence of
impurities and imperfections in the lattice. The

expected influence of such imperfections on the photo-




electronic pfoperties is known, and so it is possible to
use the measurement of these properties to investigate
thé nature of the imperfections. An account of the more
important techniques that have been applied to study the
photoelectronic processes in Cadmium Sulphide is given
below:

'2-3.1 Effects due to imperfections

The introduction of imperfections may have one or more
of the following effects on the properties of Cadmium
Sﬁlphide: '

(1) Change the dark conductivity. Donor imperfections
increase the conductivity and acceptors decrease it
gince Cadmium Sulphide of present impurity is always
n-type (see below).

(2) Alter the photosensitivity. Imperfections which act
as recombination centres decrease the sensitivity. Om
the other hand, imperfections which have a large cross
section fér capturing photoexcited holes, but a small

one for capturing photoexcited electrons after capturing

holes may increase the sensitivity by increasing the free

electron lifetime when the electrons are the majority

carriers (see also section 2-3%.4).

(3) The. imperfections can influence the speed of response

5.

of the photoconductivity. The speed of response decreases

when imperfections trap the free carriers, until they are
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thermally freed i.é. they effectively reduce the carrier
mobility. However this may increase the carrier lifetime
before recombination and so may increase the sensitivity.
This may lead to conflicting requirements.

(4) They will extend the spectra’response of the photo-
conductivity to the long waﬁelength side of the absorption
edge, since direct excitation from an imperfect centre
with its level 1lying in the forbidden gap reduires less
energy than excitation across the band gap. |
(5) They may provide radiative recombination paths.
Emission of photons with energy less than the band gap
becomes possible via recombination centres ip the forbid-
den gap.

2-3,2 Imperfection levels in Cadmium Sulphide

The general pabtern for imperfection behavié@ in Cadmium
Sulphide (and all 2-6 compounds) is that group 3 and group
7 impurities and anion vacancies act as donors. While
group 1 and'group 5 impurities and cation vacancies act

as acceptors. The energy levels of these imperfections
are largely determined by the host lattice(ll). The
‘ionisation enefgies of all the donors is of the order of
0.0%eV and of all the acceptors in the rarige 0.8-1.0eV.

- The presence of the deep lying acceptors is responsible

for the fact that Cedmium Sulphide can only be made n-type

and not p-type. Also the concentration of donors always
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apparently exceeds that of the acceptors in méterial of
present purity so that the acceptors are always completely
compensated. Woodbury(lE) has measured the self diffusion
of Cadmium in Cadmium Sulphide and concluded that the main
| deviations from stoichiometry are accommodated in the
lattice by Schotﬁ& defects. He also eoncluded that under
all conditions the concentration of Sulphur vacancies (Vs)
exceeded that of the Cadmium vacancies (Ved). If donor
impﬁrities are present the formation of Cadmium vacancies
" will be favoured by compensation. In material of present
purity Woodbury concludes that the concentration of Cadmium
vacancies is always determined by the donor impurity con-
centration, but that (Vs)> (Vcd) still and the Cadmium
vacancies are compensated by the donors.

2-%3.3 Investigation of the trapping spectrum

The majority of this work has beeﬁ centred on electron
rather than hole traps, since the nature of the traps

has usﬁaliy been inferred from their observed effects on

the transport properties, which are dominated by the majority
carriers, the electrons.

Woods and Nicholas (13, 14) used the technique of thermally
stimulated currents to investigate the trapping spectrum of

levels in the upper half of the forbidden gap. They found
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levels at depths of 0.05eV, 0.15eV, 0.25eV, 0.41leV, 0.63eV
and 0.83eV below the conduction band.

They proposed the following tentative assignment of the

levels:

0.05eV) :
: ) associated with isolated Sulphur vacancies
0.15eV) '

0.25eV - A complex of associated Sulphur vacancies.
0.41eV - - A complex of associated Cadmium and Sulphur
| ' vacancies in nearest neighbour sites.
0.63eV - A complex of associated Cadmium vacancies. .

- A complex of associated Cadmium and Sulphur

0.8%eV
‘ vacancies in nearest neighbour sites.
No one crysfal contained all six levels and they found
that. the 0.05eV, O.4leV; 0.6%eV and 0.8%eV traps showed
photochemical effects during cooling to 77°K while under
illumiﬁation. Recently Woods and Cowell (to be pﬁblished)
using the same technique have observed a trap at 0.33eV
below the conduction band. A trap at this depth has been
observed by several workers, but was not observed by Woods
'and Nicholas(13’ 14). By using a slower heating rate Woods
and Cowell havévshown that the thermally stimulated current
peak corresponding to this trap is a super position of two
closély spaced peaks corresponding to trap depth of 0.38eV
and 0.42eV.
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Nicholas and Woods(14) compared their results with several
other authors, who between them have used a wide variety
of methods. The table is reproduced in table 1. Clearly
there is a large measure of agreement, concerning the trap
depths and their capture cross sections.

One cannot rule out the possibility that some, or all, of
these traps may be due to surface states. Sawamotto and
Toyoda‘19) studied the surface states of Cadmium Sulphide
using a transverse D.C. field effect technique(ls) with

the samplgé in vacuo. They obéerved the presence of six

| trapping levels at 0.043%eV, 0.08eV, 0.1%eV, 0.43&V, 0.6eV
and 0;82eV below fhe conduction band. The'cofrespondence
between these values and those obtained by Woods and
Nicholas‘14) indicates that the two experiments are
possibly looking at the same trapping centres. Also Itakura
and Toyoda<l7) have showh that the surface states on Cad-
mium Sulphide are affected by the degree of crystal perfect-
ioﬁ, the ambient atmosphere and the surface treatment in a
similar manner to the photochemical effects observed by
Woods and Nicholas. Also Mark(ls) has observed substantial
reversible changes in the photoconductive gain and response
in insulating Cadmium Sulphide as a result of varying the
partial pressure of an electronegative ambient (O2 or I,

vapour) above the Cadmium Sulphide. He .explains the
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effects in terms of a photoassisted chemisorption process
for the adsorption of gas ions oh the surface.

The recent work of Bder er al(lg) has somewhat clarified

the position. They carried out measurements of photo-
conductivity and thermally stimulated currents on undoped
single crystals of Cadmium Sulphide after heat treatment
between 370°K and 620°K in ultra-high vacuun (107%% Torr).
The very large changes usually assoéiated with heét treat-
ment in high vacuum (1066 Torr) were not qbserved_and 80
they conciuded fhat these must be due to changes in a
surface layer and possible interaction with the gas ambient.
However they did find reproducible changes of smaller
magnitude than those usually observed after vacuum heat
treatment, which they interpreted in terms of a dissociation
of a large bulk defect associated complex containing Cadmium
’ vacanciés to produce single Cadmium vacancies and Cadmium
VQCancy pairs. Thus they concluded that both surface and
bulk effects were important in determining the mechanism of
the photoelectronic processes in Cadmium Sulphide.

Clearly the picture of the trapping spectrum is confused

and more experimental work is required. Furthermore there
is little reported work on the trapping spectrum associate@
With the bottom half of the forbidden gap. This information

is required before a complete understanding of the properties

of Cadmium Sulphide can be obtained.
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2-3.4 Investigation of the recombinatioh centres

Information concerning the behavid@ of the recombination
centres has been obtained in several ways.

Photoconductivity

Photoconducfivity is df great interest in Cadmium Sulphiae
since Cadmimem Sulphide can show large photoconductive gains
in the visible region. The photoconductivity (G) of a
material is defined as the number of excess charge carriers
passing between electrodes at eachAend of the sample per
second per photon aBlisorbed. Thus if alis the photocurrent
and'F is the number of electron-hole pairs created per

second, then:

(2-15)

Q

i
b
H

|

Cm
-n

where e is the electronic charge.
Since in Cadmium Sulphide the current is carried almost

sdlely by the electrons then equation (2-15) can be rewritten:

G = Tn (2-16)

ta
.'Where'Tnis the electron lifetime and tn the electron transit
- time. In practice the value of T, is governed by the recom-

(20)

bination centres present in the forbidden gap. Rose has

produced the following nomenclature, which is in common usage
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ugage for the different types of recombination centre:

Class 1 Sn i~ Sp
Class 2 Sn << Sp
Class 3 Sn > Sp

where Sn and Sp are the capture cross sections of the

centres for electrons and holes respectively. In Cadmium

Sulphide class 1 centres provide a fast recombination path
for the electrons, leading fo-a low electron lifetime, and
these always seem to be present. The introduction of class
-2 centres can increase the electiron lifetime by trapping
the holes liberated by the excitation. Now since there |
are very few ﬁveeAholes the class 1 c¢entres that have
trapped electrons will remain filled and thus not permit
thé conduction electrons to recombine. The holes will
tend to accumulate in the class 2 centres. In this way

the class 2 centres increase the electron lifetime and con;
"sequently the photo-conductive gain.

Sample containing class 2 centres show a variation of
photocurrent with a power of light intensity greater than

unity over a limited range of light intenéities. This is

referred to as superlinearijx and occurs when the class 2

centres are beginning to provide their sensitising effect




conAuct ion l)o.nJ

class i levels

fileV 0.89aV.
. 2.

N

walence band

PIG.2-2. The energy level scheme for the infra-
red quenching of photoconduétivity in

- ¢ds.-



519.

with shifting steady state Fermi level.

Quenching of the photoconductivity can be achieved by
simultaneous irradiation with infra-red and the pumping
excitation. Under these conditions the infra-red radiation
raises electrons from the valence band to the class 2
cenitres thereby releasing free holes in the valence band.
Thé free holes can then recombine with the conduction band
electrons via the class 1 centres, 80 Phat the photocurrent
is reduced. In Cadmium Sulphide atiﬂhﬁ the infra-red
qﬁenching can be produced by light in two spectral bands
with maximum at wavelength 0.92 microns and l1.45 microns.
The 1.45 micron band is not present at 77°K, implying

that there is a thermal step in this process. The proposed
energy level scheme(l) for the infra-red quenching is shown
in'Fig. 2-2.

The spectral response of the photoconductivity of a typical
undoped sihgle crystal of Cadmium Sulphide is shown in

Fig. 2-3.

EBEdge emission

The green edge emission of Cadmium Sulphide appears when
it'is irradiated at temperatures below about 100°K with
light of photon énergy greater than the band gap. The
emission consists of a series of overlapping bands, the

maxima of which are equally spaced 300 cm"l (0.03%eV)
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apart. The first of these bands corresponds to an energy
close to, bﬁt less than, that of the fundamental absorption
edge.' The series has been established as being due to
emission via some recombination centres with the co-
operation of n longitudinal optical phonons (where n = O,
1,2,3,--=). .Various models have been proposed to explain
the emission, but the problems are complex and have not

yet been resolved. The difficulties are increased because
of the existence of two series of emission peaks, a high
energy series dominant at liquid Nitrogen temperatures

with the zero phonon peak corresponding to 2.415eV and a

B low energy series dominant at liquid Helium temperatures
with the zero phonon peak at 2.395eV.

Hopfield(21) has shown theoretically that the shaﬁe of

the phonon peaks can only bé understood if the mechanism

of recombination involves trapped carriers; Lambe et a1(22)
~have proposéd the model that}electrons trapped at levels
close to the conduction band recombine with free holes.
Whereas Collins(25) has proposed a free electron to bound
hole recombination process, where the holes are trapped

at levels close to the valence band. But neither of these

models have been completely consistent with experimentally

observed data.
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Recently Thomas et al(26), from their measurements of the
.spectral change of the'emission during its decay, have
indicated that the edge emission series dominant at 4°K

is a bound electron to bound hole process. A bound to bound
recombination mechanism has been established in GaFP by

" Thomas et a1®7). 1In addition to the broad spectrum, which
is similar to the edge emission in CdS, this material shows
a number of narrow emission lines which definitely identify -
the spectrum as recombination between two trapped carriers
at a donor-acceptor pair. The series of narrow lines

arises because the different separation of pairs leads to
different recombination energies.: The broad spectrum occurs
.when there are a large number of overlapping narrow lines
due to a statistically large number of pairs of almost

equal separation. Such a fine struéture has not yet been

observed in CdS, but the recent work of Maeda(zs), Colbow

(31)

(29), Yee and Condas(so) and Goede and Gutsche indicafe
that the bound to bound model for the recombination radiation
in C4S may be the correct one.

‘The edge emission of an undoped single crystal of CdS is
shown in Fig. 2-4.

At liquid Helium temperatures, a series of sharp lines

appears at higﬂyenergy than the edge emission. These are
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the comprehensive review article of Reynolds et a

€ .

the so called exciton lines. The origin of most of these
lines; many of which are due to excitons bound to imper-

fections, has been estéblished. 'The reader is referred to
1(32)

Infra-red Emission

TheAnature of the recombination centres can also be studied
via the infra-red emission. The edge emission is concerned
with levels close to the band edges. However luminescent
processes involving levels in the middle of the forbidden
gap can occur and give rise to infra-red emission.

Bryant and Cox(33) observed banded emission in the range
1.5-microns to 2.3 microns, with three bands centred on
1.6, 1.8 and 2.05 microns. They were able to explain their
resuits and most of the other published work in terms of an
unoccupied centre with an energy level 0.83%eV above the
highest valence band. The banded emission occurs.when‘an
electron excited to this level returns to the p-state
valence band, which is split into three components (see
Fig. 1-8), where the occupied centre lies 0.T7eV above the
highest valence band. Bryant and Cox(34) have also observed
two further emission bands centred on 0.75 and 1.05 microns.
Thése two bands reqﬁire band gap irradiation to excite themn,

whereas the three former bands could not be excited by band
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gap light but by light in range 0.6 - 1.05 microns or

1.3 - 1.65 microns. Thus Bryant and Cox concluded that

the emission at 0.75 microns occurs when an electron moves
from the conduction band (or a state near to it) to the
unoccupied centre and that the 1.05 micron emission-occurs
when an electron moves to the unoccupied centre from some
level which must lie 0.49eV below the conduction band.
From their observétions of the changes in the emission when
}the samples were heated in the range 300°K to 550°K in
broad band illumination they concluded that the centre
contains a ground state which is common to the 0.75 and
1.05 micron emission and which is the excited state of the
‘bands in the range 1.5 - 2.2 microns. The centre was
thought to be a complex association of defects. These con-
clusions are in general agreement with those obtained by
waell and Woods(BS). However these authors observed that
the 1.05 micron emission was not present in some samples
and so concluded that the centres responsible for this
emission and that in the range 1.5 - 2.2 microns to be sep-
arate entities, buf closely associated with one another in
space.

2-3%,5 Paramagnetic resonance

Clearly an explanation of meany of the effects outlined

above would be simplified if the atomic nature of defects



present were known. The more direct measurements of

the paramagnetic resonance of carriers trapped at the
defect sites may provide this information. This tech-
nique has been applied successfully to other types of

materials e.g. alkali halides.
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CHAPTER 3
PRINCIPLES OF THE THEORY OF ELECTRON SPIN RESONANCE

3-1 Introduction

Paramagﬁetism in a solid can arise because some or all of
the atoms or defects in the solid possess unpaired électrons.
Typical examples are, the transition elements, free radicals
possessing unpaired electrons and defect sites in the
-lattice which have trapped holes or electrons. In semi-
conductors the conduction electrons and hbles can make

a contribution to the paramagnetic susceptibility. 1In

all these cases, transitions between Zeeman levels produced
by an external magnetic field can be observed, under the
correct experimental conditions. The usual theories of
paramagnetism in solids treat the magnetic properties in
terms of the permanent magnetic dipoleé associated with

the unpaired electrons and are, therefore, concerned with
thé calculation of the dipole moments.

The most commonly studied paramagnetic systems are those

of the 34 transition and rare earth group ions. The

theory of electron spin resonance (e.s.r.) of these ions

is concerned with the modifications of the energy levels

of the free ion, which result from the interaction of the

ién with the crystal lattice. With defect centres this
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approach must be modified since there is no 'free-ion'
analogue, as is shown in section 3-4.3.

%3-2 The resonance condition

Consider a free ion, with a resultant total electronic
angular momentum J, placed in a magnetic field H. The

Zeeman energy levels are given by:

W=gpRH.n

where g is the Lande g-factor = 1 + J(J + 1) + S(S + 1) - L(L+l)
2J(J + 1)

B is the Bohr magneton.

L and S are the orbital and spin angular momentum vectors
respectively, and m is the component of J in the direction
of the magnetié field and can take the values J, J-1, ---
-J +1, -J.

If an alternating magnetic field of frequency-§ is applied
perpendicular té H, then magnetic dipole transitions are
induced according to the selection rule AAim =+ 1

The magnetic field HR required for a given frequency with

a quantum energy (h3) is given by:
hy = gpHp

where h is Planck's constant.




'The simplest case that can be envisaged is that of a
single unpaired electron with zero orbital angular
momentum, L # O. The Landé'g;factor is then 2 (strictly
2.0023). In a system in thermal equilibrium, the lower
‘electronic energy states have a higher probabilitj'of
occupation so that power is absorbed from the altern-
ating magnetic fielg. Some mechanism must be present
whereby. the absorbed energy can be dissipated from the

- 8pin system to maintain the Boltzmann popﬁlatioﬁ'distrib-
ution and allow the e.s.r. to be observed. The most
important of these mechanisms is transfer of spin energy
to the lattice via the spin-orbit interaction. This is
the well-known spin-lattice relaxation process. The
relaxation processes will not be discussed further, but

it should be remembered that they must be present to allow
ohservations of the e.s.r. absorption. The value of the
spin-lattice relaxation time influences the choice of the
expefimental conditions for abservation of an e.s.r. tran-
éition. For a transition where the spin-lattice relax-

6 seconds the absorption is very broad and

ation is<10~
is usually unobservable. The spin-lattice relaxation
time increases with decreasing temperature and so low

temperatures are frequently necessary for the observation

70.
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of e.s.r. signals e.g. the e.s.r. due to the 6r2* ions
in Cadmium Sulphide can only be observed at temperatures
below about 10°K. For transitions where the relaxation

2 seconds the absorption becomes 'saturated’

time is >10°
ét incident power levels greater than about a few m.
watts. In these conditions the absorbed energy is not
dissipated sufficiently rapidly from the spim system and
the Boltzman population distribution is disturbed. The
population of the higher lying state begins to approach
that of the lower state and so the intensity of the e.s.r.
absorption line is reduced ahd in the limit of very high
power disappears altogether. Under these conditions
broadening of the e.s.r. line is frequently observed.
Consequently the experimental operating conditions must
be chosen taking these considerations into account.
Considerations of sensitivity, as we shall see in chapter
4 show that it is preferable to employ an a.c. magnetic
fieid of the highest possible frequency. In practice r.f.
microwave power in the frequenecy range 1,000 - 30,000
Mc/s. is used, which, sincé h9 = ngR, neceésitates d.c.
magnetic fields (HR) between 1 and 25 Kgauss.

3.2 Paramagnetic Ions in solids

The interactions between a paramagnetic ion and the
surroﬁnding ions in a so0lid are of two types:-

(a) Interactions between the paramagnetic ion and the
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neighbouring diamagnetic ions in the lattice.
(b) Interactions between the magnetic dipolés of the
paramagnetic ions in the solid.
In this discussion we will assume that the paramagnetic
ions are present as impurity atoms in a diamagnetic solid.
Further we will assume that the concentration of the
péramagnetic impurity is low (< 0.1%) and so interactions
of the type (b) will be neélected. The vast majority of
experiméntal work has been performed on sucﬁ magnetically
- dilute systems. _
The interactions of the paramagnetic centres with the
surrounding diamagnetic ions can be treated using the
simple concept of the crystél electric field originated
by Van Vleck(l). The paramagnetic ion is treated as a free
~.ion which is situated in an external static electric field
of the surrounding diamagnetic ions. The symmetry of the
crystal field is deteriined by the arranégent of the
diamagnetic ions around the paramagnetic site. This
method ié capable of explaining, in a qualitative way, the
structure of the lowest-energy levels of a paramagnetic
ion.
The Hamiltonian of a paramagnetic ion in a solid can be

expressed in the following form:-

Moo= H, +H, + XL .S +p(L+23)H (3-1)
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where}{ois the Hamiltonian of the free ion. This
formulation ignores spin-orbit interaction of the free
ion. M,  represents the interaction with the crystal

electric field, which can be written:-

)4c='2;ch (x5, .¥5s 25)
{

The summation is carried out over all the surrounding
ions. Vc is the crystal electric field potential.
XL,§ is the spin-orbit interaction. Wherexis a constant
p (L + 2S).H is the interaction with the applied magnetic
field. L, S refer to the operators of total orbital and
spin angular momentum &as usual. |
Dipo}ar‘and exchange interactions between the para-
magnetic ions are neglected since the system is magnet-
ically dilute.
The Hamilt@nians of most free ions (HO) have been calcul-
.ated for use in the field of atomic opticalrspectroscopy.
'for a full discussion the reader is referred to the text
by Condon and Shortley(2). With. free ions the most

important interaction is due to coulomb forces. The self
consistent field (s.c.f.) method considers a simplified
coulomb interaction where the electrons move independently
of each other within the restrictions of the exclusion

principle. The resultant eigenstates are referred to as
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'cdnfigunations' in which the individual electron orbits
are specified, e.g. 3d3, 3dlo4sl etc.. Account is next
taken of the correlation between the electrons, which
the.s.c.f. method does not deal with fully, and at the
same time-terms are included to represent spin-spin and
orbit-orbit interactions. The result is that the con-

‘ figurations are éplit into 'Terms', i.e. into levels
whiéh are specified by total orbital and spin moments,
€.8. 4F,. This represents the case of Russell - Saunders
coupling which is applicable to the lighter atoms on
which most of the €.8.T. work‘tb date has been performed.
Finally, in the case of a free ion, the spin orbit
interaction is included. This‘removes some of the Term
degeneracy and couples the orbital (L) and spin (8)
ﬁoments to give states of well defined (J), where

d =1+ 5.

A possible energy level scheme for a free ion is shown in
Fig. 3=-1, where the Term splittings and the éffect of the
spin-orbit interactions are indicated.

It follows from this discussibn that the term Y, in the
‘Hamiltonian (3-1) represents the Hamiltonian for the Term
states 6f the free ion. The other interactions in equation
(3-1) can now be considered as perturbations on ,. We

will consider two common cases:-




CONFICGURATION TERMS " INCLUDING SPIN=-ORBIT

INTERRCTIONS

FIG. 3-1 Energy leved scheme for a free iomn.

~
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(a)'Medium' crystal fields. Where the magnitudes of

the interactions are:-

, :> H. :> }{spin-orbit

this applies for most of the iron group (3d) ions.

(b) 'Weak' crystal field. Where:-

)_(o > Hspin-orbit > Hc

this applies for the rare earth (4f) group ions.

3-3,1 Iron group

By far the largest term in the perturbation is the crystal
field interaction. The 'magnetic' electrons of an atom of
the iron group, which belongs to the %d atomic orbital
shell, are strongly exposed to this field. We only con-
gsider the effect of the crystal field on the ground state
Term since this is the only state populated at room temp-
erature. The Term splittings are usually sufficiently
large for interactions between the excited and ground
Terms to be ignored and the perturbation is only taken to
first order. The crystal field potential (Ve) is assumed
to satisfy Laplace's equation so that it can be expressed

as a sum of spherical harmonics:-
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v, =EA§ ™ Y (e, #) (3-2)
n,m

Ignoring any effects of covalent bonding.

The symmetry of the nearest neighbour ions will determine

the exact form of the expansion (3-2). A crystal field

potential with octahedral cubic symmetry has the form:

40 Z4fe0 o _5v% i 4 -4 g
Vo= a0 2 @) + D [xF @ + 1t @] (59
along the 4-fold rotation axes.
This can be expressed in terms of the cartesian co-ordinates
‘of the electrons of the paramagnetic ions as:

3 6, 45

v, = C4 (x4 + y4 X.z4 -5 r4) + D¢ (x6 + ¥y + 2

(3-4)

Cubic symmetry is usually found in iron group salts. Other
important crystal field potential functions for various
crystalline lattice symmetries are given in the review
article of Low(3).

The procedure is to set up the secular determinant by
evaluating the matrix elements of Vc between the eigen-
functions of the ground state Terms. Solution of the

secular determinant gives the required eigenstates i.e.

the splittings of the ground state Term due to the crystal
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field interaction. The‘effect of the crystal field is

to remove some‘or all of the orbital degeneracy (no forces
to couple spin and orbital moments have been included

:yet). For the iron group ions the crystal field pert-
urbation is frequently sufficient to remove the orbital
degeneracy_andAleave the lowest state as an orbital singlet.
This ground state then has spin degeneracy (25 + 1) only.
The orbital magnetic moment is said to have been 'quenched'’
‘and to first order approximations the magnetic properties
of the ion are determined by the electron spins alone.

Spin Hamiltonian

The effect of the rest of the terms in the Hamiltonian
(351) on the levels produced by the crystal field inter-
actions must be considered next. A useful method for
carrying out the perturbation célculations has been given
by Pryce(4) and presented in detail in the review articles

(5)

of Bleaney and Stevens and Bowers and Owen(6). This
method is only applicable when the lowest state is an
orbital singlet, which as we have seen is common for the
~iron group ions. The method consists of carrying out.a
non-degenerate perturbation treatment-Whene the operators
referring to spiﬁ variables are treated as non-commuting

algebmic quantities. Consequently an expression is

obtained which contains components of S. This is the
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so-called spin-Hamiltonian in which the change in energy
of the orbital ground state due to the excited orbital

_ states hgs been taken into account. The spin?Hamiltonian
is_then made to operate on the spin degenerated ground
orbital state and the eigenvalues obtained are the energy
levels of the spin states between which the e.s.r. is

observed, i.e. the spin—Hamiltonian.(Xs) is defined as:-

)4slm>, =  E_Im>

where |m> represents the eigenfunction of the mth spin

state (using the Dirac notation).
The first order correction to the energy of the ground
stgte orbital singlet is given by:-

<

©lp(L+28) HeXL .S|0p (3-5)

where |6> and | n> represent the orbital wavefunction of

th

the ground and n excited orbital state respectively.

The correction terms (3-5) reduces to:-
2BH-2 | (3-6)

using a general theoram of quantum mechanics, the expec-

tation value of L i.e.<eltlo>in an orbital singlet is zero.
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The second order correction is:-

' \<0|BH-(£+1é)+>~L-_-§ll
T E —E | (3=7)

n=o
Terms not involving orbital operators vanish, by'ortho-

gonality.

i.e. <oln>' when N o

The nonQVénishing elements such as <OlLx| n>,<o|L3| n>

etc. musf be evaluated in each case, but here it is
sufficient to notiée that the final result will be quadratic

in components of H and S, and thus will take the form:-

E B HH—&?HSN\SS (3-8)
L)
where i, j refer to cartesian co-ofdinates X, Yy or z and
fij apd dij are matrix elements.
Pryce(4) has shown that >~%) can be rewritten:

~where

_.t-_o

A, E@IL \“)(”“— |°> | (3-10)

n¥o
It is usually unnecessary to include any higher perturbation
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: thebry. So that the first and second order terms (3-6)

and (3-9) are summed together to give the spin-Hamiltonian:
S
)’(5 = i ﬁHi(lfsc‘; - 3N —A-t5)§5‘>‘-/\;j §L§3 (3-11)
L.j . -

- In this expression the term Hi Hj has been ignored since
it is épin independent and is only an additive .constant.
It.corresppnds to a teﬁperéture independent paramagnetic
susceptibility term. The spin-Hamiltonian can be written

~in a more convenient form:-
H,= BH.q.% +5.D.§ (3-12)

where g and D are tensors.

The tensor D describes the splitting of.the spin levels in
zero magnetic field. The spectroscopic splitting factor

g gives the splitting under the influence of an applied

magnetic field:-
g=2(1=-2Ay) BENERE

This form_emphasises'the'contribution of the higher orbital
states via the spin-orbit coupling. ‘For high lying excited
orbital states.ALij is small and the g-value approaches the

free spin value of 2.
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The uéefulness of the spin-Hamiltonian lies in the fact
that it provides a }short hand' description of the |
experimentally observed e.s.r. spectrum in terms of a few
parameters such as g and D.

In principle, it is a simple matter to obtain the spin
energy levels. A convenient form is taken for the spin-
Hamiltonian and the secular determinant is set up by
evaiﬁating matrix elements of fhe spin-Hamiltonian .between
the spin states. The solution of the secular determinant
determines the spin enérgy levels. In general g and D

are anisotropic and the e.s.r. spectrum depends on the
orientation of the magnetic field in relation to the axes .
of crystal symmetry.

If the crystal field perturbétion is such that orbital.
degeneracy remains in the ground state, the derivation

of the spin-Hamiltonian described above is invalid.
Degeﬁerate perturbation methods must be used, in which
small distortions of the basic crystal symmetry are con-
sidered. Such distortions will automatically occur via
the Jahn-Teller effect. If an ion has a degenerate ground
state, paramagnetic and surrounding ions will distort their
symmetry in such a way that as much.of the degeneracy of
the parémagnetic ion as possible is removed. Jahn-Teller

distortions along with the spin-orbit interaction, . can in



{2) l
(3) J |
2) I
~1040m|.-‘ |
('< . . ~o.5¢mf‘l
FREE ION c J.T + 5.0, b
+C.D.
c=cublc field H! =magnetic field
J.T.= Jahn-ieller distortion s.0. = spin-orbit coupling
¢.D. = crystal distortion(orbital degeneracy shown in
parentheses)

FIu. %-2 Crystal field splittings in the CrBf ion{not to

scale).A
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-principle remove all the degeneracy (orbital and spin)

when the number of electrons is even. Then singlet states
fesult, which are well separated from each other (unlike

the small zero field splittings encduntered when the orbital
moment is quenched) and na e.s.r. transitions are to be
expected unless the radio frequency is high. Kramer's
theorem states when the number of electrons is odd each
electronic state must be at least doubly degenerate. A
single e.s.r. transition will be observed for the lowest
doublet, which may be described by a spin-Hamiltonian as
before, in which a fictitious spin s8' = % is used.

Fig.372 shows the splittings due to the various perturbations
3+

outlined above for the Cr”  ion.

3-3,2 Rare earths

The 'magnetic' electrons for this group belong to 4f atomic
shell and consequently lie well within the core of the atom
and do not interact very strongly with the crystal electric
field. As a result the spin-orbit interaction is the major
perturbation. As is well known in atomic theory the spin-
orbit coupling splits the Terms of the atomic configuration
into states characterised by the total angular momentum

(J). Each state then has degeneracy (2J + 1).



83.

The effect of the crystal field is considered last. Unlike
the iron group, the rare earth salts have crystal fields
of low symmetry. The ethyl sulphates for example have a

crystal field potential of the form (5’6);-

V. o= A3 (322-172) + IV (35z%-30r°2° + 3704) 4+ A2 (2132°

c .
315728 + 1050427 - 5r®) + a8 (xB-15xty? 4 15x%y%-y)

(3-14)

By evaluating the matrix elements of this perturbation
the secular determinant can be set up as before and the
eigenvalues of the new states calculated. The symmetry
of the field is so low that singlet electronicvstates
reéult if the number of electrons is even and doublets
when the number is odd (Kramer's doublets).

5=3.% Hyperfine interactions

When the nucleus of the paramagnetic ion possesses a
resultant nuclear magnetic moment a so-called hyperfine
interaction occurs between the electroné and the nucleus.
If the nuclear spin is I, then in an applied magnetic

- field each electron spin level is split into 2I + 1

equally spaced ones, due to the quantisation of the



nuclear magnetic moment in the applied magnetic field.

To account for this, a term A.S5.1 is added to the total
Hamiltonian (3-1). It is of smaller magnitude than the
other terms and therefore is included in the spin-
Hamiltonian. The effect of the interaction is to split
each é.s.r. transition into 2I + 1 lines of equal intensity.
Often these hyperfine components are not resolved, being

enclosed in the envelope of the inherent e.s.r. line

width. Howeverwhen they can be resolved they provide a

.very useful check on the origin of the e.s.r. spectrunm,

since the values of the nuclear spins of the baramagnetic
ions are usually known.

3-4 Electron Spin Resonance in Semiconductors

.The electrical and optical properties of semiconductors
are Sensitive to small concentrations of impurities

and defects in the lattice (see chapter 2). Electron
spinlresonance is one of the most sensitive and powerful

tools for investigating the detailed nature of imper-

fection sites. Moreover it is often possible to study one

imperfection in the presence of a much largér concentration
of other imperfections. This is rarely possible with the

techniques outlined in section 2-3 and explains, in part,

- the tremendous interest in the e.s.r. of semiconductors

at the present time. The usefulness of the e.s.r. technique
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can be greatly enhanced by the simultaneoﬁs use of optical
excitation. Many of the defects contain electrons which
remain paired because of compensation effects, especially
in the 2-6 compounds, and no paramagnetism results.
Similarly'an impurity centre'may be in a charge state
which renders it diamagnetic. In such cases optical
-excitation to remove or add an elecyfon to.the defect or
impurity site can be very useful. Light with photon
enérgy greater than the band gap creates electron hole
pairs and either of these charge carriers may be trapped
atvthe imperfection. Light with photon energy less than
~the band gap may also be effective in adding or removing
an electron from an imperfection site. This technique was
used during the course of the work reported in this thesis.
So far the theory of e.s.r. of paramagnetic ioms in ionic
solids only has been considered; Clearly, in discussing
the e.s.r. in semiconductors, it will be necessary to

take into account the partially covalent nature of the
bonding that exists between the ions. The discussion will
be mainly limited to the 2-6 compounds.

3-4.]1 Paramagnetic ions in 2-6 compounds

Many of the 34 iron grbup and 4f rare earth group ions have
been studied in 2-6 compounds. For a review of the work

performed up to 1965 see Ref. (7). The form of the e.s.r.
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spectra that have been obtained can be adequately
.explained using the same treatment as for ionic solids,

- and ignoring any effects of’covalency. This is a
further indication that the bonding in 2-6 compounds

is mainly ionic and is in agreement with the figure of
75% quoted in section (2-1), as.the ionic contribution to
the bonding in Cds.

However when this treatment is used to estimate the value
of the coefficients occurring iﬁ the spin-Hamiltonians
derived for the ilon group ions, e.g. the g-factors, some
discrepancies are revealed. In particular it is found
that the spin-orbit coupling and hyperfine interaction
@onstants are different from those calculated using the
purely ionic model. As a result the basic assumptions of
the theory of the static crystal field potential must be
reconsidered. The central assumption is that the charged
ions surrounding the paramagnetic site can be regarded as
point charges. Obviously this is not true in partly
covalent solids, since the wave functions of the 3d-
electrons of the paramagnetic iron group ions must overlap
the wavefunctions of the surrounding ions to some extent.
Therefore one cannot speak of the pure d-orbitals of the
free paramagnetic ion, but must take into account the

wavefunction of the whole complex, e.g. XX4for a tetrahedral
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system where X represents the paramagnetic ion. One
possible scheme is to form molecular orbitals from the
atomic orbitals of the complex, which correspond to the
scheme of symmetry approfpiate to the crystal, and to
treat the crystal field potential as a perturbation of
these new states.
It is however convenient at this stage to consider the
splittings of the 34 states in an ionic cubic crystal.
A single 3d electron has two units of angular momentum
and therefore five orbital states are available to it in
the free ion. In a crystal field of tetrahedral cubic
symmetry the five states are split into-a triplet
(described as (t2) in the conventional group theoretical
nomenclature) and a doublet (e), where the doublet has
"~ the lower energy. (In the octahedral crystal field
“usually found in iron group salté the triplet is lower).
The spatial parts of the d-wavefunctions vary with dir-
ection in the following way:- '
(d¥ ) or e-states (x2 y%), (322 - r?)

(d€ ) or t,-states xy, yz, zx
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The splittings between the doublet and triplet are

. sufficiently small for Hund's rule to be obeyed, then for
a configuration dn, the n electron spins arrange them-
selves among the levels to give maximum spin consistent
With the exclusion princip;e.v Thus the configurations
3d2; 3d5 and 3d7 are effective orbital singlets. The
configuration 3d2 angd 3d5 are shown schematically in
fig. 3-3. The 4s electrons are not required for bonding
to the nearest neighbours and are transferred to the 3d
shell.

The covalent bonding (molecular) orbitals between the
ions can be divided into two kinds o-and T - orbitals.
The o -orbitals possess zero angular momentum about the
bond axis and are formed when the atomig_orbitals which
o#erlap~are both directed along the bond axis. The Tr-
orbitals have unit angular momentum about the bond axis
and are formed when fhe overlapping atomic orbitals are
directed perpendicularly to the bond axis.

The consequence of the formation of these molecular
orbitals is that the (d¥) states of the free ion must
now be'expressed as a linear combination of the (dv )
orbitals of the central ion plus vr-ando-orbitals of the
surrounding ions. Similarly for the (df) states of the

free ion. The appropriate combination must have the
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transformation properties under rotations and reflections
of the symmetry group of the crystal. The greater the
“degree of covalent'bonding in the solid the larger is the
contribution of theo=and w-orbitals to the molecular
orbitals.
Owén(s) and Tinkham(g) have discussed the appropiate
linear combination for the six-fold co-ordinated iron
group salts. In this case the ions surrounding the para-
magnetic site are along the x, y and z axes used to define
thelspatial variations of the d-states of the free ion,
which leads to a simplification in the linear combinations
required. The modified (4f) states are composed of the
(4€) states of the free ion plus Tr-orbitals from the
surfounding ions and the modified (d¥) states from (d¥)
states of the free ion pluse-orbitals from the surrounding
iongs. Using the modified orbital functions a modified
spin-Hamiltonian is derived and in this way the change in
the spin-orbit coupling and hyperfine interaction constants
due to the covalent contribution can be calculafed. This
method of analysis leads to the following changes in the
ﬁagnetic properties of the iron group ions in partially
covalent solids:-
(a) The covalent bond reduces the orbital contribution to
the g-factor.

(b) There is a reduction in the second order contribution



q0.

of the spin-orbit coupling to the g-factor.

(¢) The hyperfine structure constant is reduced.

(d) The¥e may be an additional hyperfine interaction
between the magnetic electrons and the sﬁrrounding
nuclei. This can arise because the electron wave-

- functions of the paramagnetic ion now approach the
surrounding nuclei more closely than in the ionic
solids. This is referred to as super hyperfine
structure in an e.s.r. spectrum.

- These conclusions have been shown to apply in the case of

,fhe 34 groﬁp ions in 2-6 compbqnds. |

There is little reported work on the e.s.r. of rare earth

ions in 2-6 compounds. No firm conclusions concerning the

environﬁent of the rare earth impurity can as yet be drawn
from the limited number'of results available. Hoﬁever the
| resﬁlts so far obtained have been adequately described in

terms of the rare earth ion substituting for the group 2

ion'and using the theory of section (3-3.2). The effects

of covalency will be less marked for the rare earth ions
than for the iron group since the 'magnetic' electrons are
in the core of the ion.

‘In the data so far reported on 2-6 compounds, the spectra

of the 3& and 4f ions display the full symmetry of the

substitutional site indicating that there is no associatiom
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of the impurity ions with defects.

3-4,2 Shallow donor impurities

As we saw in chapter 2, substitutional elements of group

3 of the periodic table which occupy the group 2 ion site
or elements of group 7 substituted for group 6 ion site
act as shallow donors. There are no shallow acceptor
impurity centres in CdS and there is little evidence for
interstitial donor sites and so we shall not discuss these
cases. There are features which are common to all the
resonances observed for these shallow donor impurities in
the 2-6 compounds. The e.s.r. in each case consists of a
'single absorption line with a g-value less than the free
~electron value of 2 and does not show hyperfine structure
even when the donor nucleus has a non-zero angular momentum.
Since no hyperfine structure is observed, identification
of -the centre responsible for the e.s.r. line has usually
been made from knowledge of the impurities added during
'sample preparation.

(10) noted that a similarity existed

Lambe and Kikuchi
between the donors in 2-6 compounds and the F-centres in
aikali halides. By use of an F-centre type wavefunction
for the-donor, they could account qualitatively for the
departure of the g-value from 2. However this model could

not explain the absence of any hyperfine'structure in the
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resonance. The model suggested by Muller and Schneider(ll)

seemns to be more adequate. They noted that in Cd4S the
g-#alués of the donor electron at a Chlorine and a Galluim
sﬁbétitutional site are almost identical and are in agree-
ment with the g-value for conduction electrons obtained

(12) o¢ the bound

from the analysis of Hopfield and Thomas
and free exciton optical emission spectra in CdS. (The
results of this paper were discussed in section (1-2) when
dealing with the nature of the band structure in CdS).
Hopfield and Thomas point out the g-values of the conduction
electrons are essentially determined by the intrinsic band
properties of CdS. This suggested to Muller and Schneider
that an appropiate wavefunction for the donor electron

could be constructed in a manner similar to that for donor

- electrons in germanidm and silicon suggested by Kohn and
Lﬁttinger (13,14). Kohn and Luttinger used a Hydrogenic
model for the donor electron, which is shown to move in an
orbit of largelradius (typically 30 Z). Since the electron
is weakly bound to the donof impurity its properties are
 determined mainly by the band structure and dielectric
constant of the host lattice. Using this model Kohn and

Luttinger obtain solutions for the wavefunction of the

donor electron of the form:-
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Vi) = z <, . F 0 W (K,v)

L

wherexxi are coefficients,t/i(g,.r) are Bloch functions of

th minimum of the conduction band and

electrons at the i
P, (r) are hydrogen-like modulating functions.
Following this treatment Roth(15) showed that when the
band structure is known the shift of the g-value of the
donor electrons from the free electron value because of
spin-orbit coupling can be calculated. Ludwig and

(7

Woodbury gave the following expressions for the shifts,
which are more readily applicable than those found in Roth's

original paper:-

. 1» me z@m YA (5.15)
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for the directions // and 1l to the z-axis of ellipsiod of
the constant energy surface of the conducfion band in
K-space. Where 1(+x>.and ) are the two spin states of
| the band considered and 1n> is the excited state which is
coupled to the ground state by thevspin—brbit interaction
;nd is af energy En-Eo above the ground state.

This model can explain the lack of hyperfine structure in
the.reSOnance so far observed. If fhe concentration of
donors (ND) is such that the éverage donor separation is
equal to the diameter of the doﬁor electron orbit, then the
electron can move from orbit to orbit since they overlap.
The electrons are then no longer localised at single donor
sites, but become mobile. Resonances of electrons local-
ised at donor sites have been observed in germantim and
silicon (for a review of the work, see the review article
of Ludwig and Woodbury(7)).and in these cases hyperfine
structure due to the donor nuclei was observed: However
as the concentration of donors was increased and the
electrons became non-localised, the resonance no longer
showed hyperfine structure and‘a single line appeared at
a“g—#alue almost identical to that in the localised case.

(11)

Muller and Schneider have calculated the concentration
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of donors in 2-6 compounds at which delocalisation of the
donor electrons occufs to be of the order of 1017-per cm3'
They concluded that im all the donor electron resonances
so far observed in 2-6 compounds have been for doﬁor
éoncentﬁations equal to 6r excéeding this value and that
localised donor electron resonances will not be observed
until better material is available. In many cases, inclu-
ding CdS, account must be taken of the super hyperfine
ihteractions with the host lattice which may cause line
broadening or in certain cases even split the lines.

3-4.3 e.s.r. of defect centres .in 2-6 compounds

There is little reported data on the d.s.r. of defect
centres in 2-6 compounds. Anion (group 6) vacancies will
act as shallow donor centres and Morigaki(ls) has reprted
the e.s.r. of isolated sulphur vacancies in CdS and Kasai
and Otomo(l7) of Sulphur vacancies in ZnS. These are the
only reported resonances of isolated defect centres.
However Dielman et al(18) have observed the e.s.r. of what
is beliéVed to be a complex donor centre in ZnS. This
centre consists of.a Sulphur vacancy in nearest neighbour
association with a group 1 impurity (Cu., Ag. or Au.)
substitutional at a Zinc site. There have also been

reports of the e.s.r. of a complementary complex acceptor
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S (17) (19) 1y

centfe (the so called 'A' centre) in Zn and ZnTe
AAcentre consists of a Zinc vacancy in association with a
donor impurity from either group % (Ga., Al., In.) or

group 7 (Cl., 1.5 of the periodic table. It is not
possible to outline a general treatment which describes

the e.s.r. of defect centres, as was done for the 3d and

4f group ions, since there is no 'free-ion' analogue for

a defect centre. The approach usually adopted is to

assume that the defect possesses one unbaired electron

- which has zero angular momentum i.e. assume that the ground
state electronic state has S = %, L = 0. This is done
because the expérimentally observed g-values are only
slightly shifted(l7,18,19) from the 'spin-only' value of 2.
The.value of the g-shift is calculated from the assumed
mbdel of the centre, by taking account of the spin-orbit
coupling between the ground state and first excited state.
This requires knowledge of the wavefunction of the electron
in the two states £§ anology with the derivation of the
spin-Hamiltonian fof ground state érbital singlets in
section 3-3.,1. Clearly these must be evaluated for each
individual model so that a general treatment of the problem
would be inappropiate.

The calculations can only provide order of magnitude

estimates of the g-shift and so the e.s.r. results can

only ‘give 8n indication of the correctness or otherwise of
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the proposed model. Similarly other methods for invest-
igating the centre e.g. luminescence, Bhotoconductivity,
etc. cannot provide definite proof that the atomic nature
of the‘defecf centre which has been assumed is correct.
Thus the criterion for adopting a particular model for

a defect centre is its ability to explain all the experi-
mentally observed data more adequately than any other

.model.
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CHAPTER 4

3 om. MICROWAVE SPECTROMETER

4-1 Introduction

For economic reasons it was necessary to construct the
microWave spectrometer. The object was to design an
érrangement with high sensitivity because of the unknown
nature of the expected signals. The spectrométer was built
around a Newport Instruments magnet of pole face diameter
4 inches, which gave a maximﬁm magnetic field of 6 Kgauss
at a pole gap of 2 inches, with a field stability of 1 part
3 _

inllo4 over a volume of about 1 cm.”.

4-2 Sensitivity Considerations

The theoretical sensitivity of an electron spin resonance

(e.s.r.) spectrometer has been discussed extensively by

various authors, including Ingram(l), Feher(z), Misra(S),
Goldsborough and Mandel(4), Teaney, Klein and Portis(S)
and L0w(6).

A determination of the semsitivity can be divided into two

main sections:-

(1) The calculation of the maximum possible signal obtain-
able for a given concentrgtion‘of paramagnetic centres.

(2) The calculation of the minimum detectable signal in a
spectfdmeter, inciuding a discussion of practical

detection systems.
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4-2.1 Power absorbed in the sample
AThe susceptibility of a paramagnetic material (X) is =

~ complex quentity and can be written:-
X = X! - ixn

where X' is the 'in-phaée' susceptibility and X' the 'out-
Wof—phase' susceptibility. |

The magnetisation (M) produced when the material is placed
in an r.f. field of amplitude Hl’ and angular frequency w

is:-
M= H; sinwt. x' - H; coswt. X" N (4-1)

The power absorbed in the sample is Hl.dM, so that the

average power (P,) absorbed per unit volume of sample is:-
A

P, = +wH X' (4-2)

i.e. the power absorbed is proportional to the imaginary
part of the susceptibility (X"). The power reflected or
transmitted after being incident on the sample also
experiences a phase shift which is associated with the real

part of the susceptibility (X').
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4-2.2 Q-changes associated with the absorption

Fyomequation (4-2) it is evident that a large r.f. magnetic
field is required to 6btain a large power absorption (with
the power levels used in practice X" is only slightly
dependent on Hl)' Consequently a resonant cavity is used
in nearly all experimehtal arrangements and was used in our
system. The cavity should have a high Q-value and a res-
.onant frequency very close to the operating frequency,

(the cavity used in our system had a Q of about 5,000).

The Q-value of the cavity changes when power is absorbed

in the sample and it is this change in Q which is detected
by the spectrometer. The Q of a cavity containing a para-

magnetic sample at resonance is given by:-

Q = Wx __energy stored = co-%ij\Af.dVg
issipat ‘ ;
average power dissipated oL +_‘in T v,
v

P (4-3)

Where Pw is the power‘dissipated in the cavity walls,
Vc is the cavity volume and Vs the sample volunme.
For the case where the absorption due to the sample res-

onance is small, equation (4-3) can be expressed to give:-

Q= Q. [\ - 4—17.5\/‘ HE X4V Q. _—_Qo[\-omx"TlQo]
| x‘Hf.ch.-
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wheré Q is the cav1ty Q in the absence of cavity losses
- andvlls a fllllng factor which depends on the field dis-
'trlbutlon 1n the cav1ty and sample.

IfAQ 1s~the change in cavity Q due to sample absorption

thern:-
AQ = 4w X n Q. (4-4)

”A simple spectrqmeter arrangement employing a reflection
‘caVity is shown in Fig. 4-1. Throughout this chapter a
reflection<cavity will be considered since this was the
type used .in our system.' The treatment for a transmission
cav@ty is usually very similar to that for “the reflection
: oﬁe. 1The conclusions are_identical so that it is only
necessary to consider one type of cavity. |
'It is now necessary to discuss the coupling between the
cavity and waveguide to give maximum sensitivity.

4-2.% Cavity Coupling

The calculation of optimum coupling is most conveniently
dealt with using an equivalent circuit, in which a reflec-
tion cavity at the end of the waveguide is represented as
a lumped, high Q, L.R.C. netwprk} transformer coupled to
the end of a simple transmission line. The circuit is

sho@n in Fig. 4-2.



shork  circuit

——  dlide screw tuner
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2
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] CO\J}}Y

N] | 5

FIG.4-1. A simple arrangement for a reflection

cavity system.

) -




FIG.4-2. Equivalent circuit of a reflection-

cavity.‘
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NOTE. The variable coupling between the cavity and the
waveguide shown by the variable turns ratio transformer

is achieved in practice by providiﬁg a screw, at less than
half a.guide wavelength from the cavity iris, which can be
moved across the iris.

Feher(l) distinguishes between two cases for optimum
coupling depending on whether a power (square 1aw)detector
or a voltage (linear) detector is used. Both calculations
are simplified by assuming a signal frequency equal to the
cavity resonant frequency.

Linear Detector

With a linear detector the change in voltage reflected from
the cavity at resonance, when the cavity Q changes by an
amount AQ, must be optimised.

Let R be the voltage reflection coefficient at the cavity.

Then the voltage reflected from the cavity (V. o ) is:-

v refl.

WS

(7)

By transmission line theory , for a line of character-
istic impedance Z, terminated in an impedance ZT

R =12q5 - Z,
ZT + Z0
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with a signal frequency equal to the cavity resonant

frequency,

Zp = r and is real (see fig. 4-2)
... IRl = r - Zon2
r + Zo'n2

where the condition r = Zon2 corresponds to the condition
of the perfect match R = O.
2

Zon < r corresponds to the case of undercoupling and

Zon2 > 1r corresponds to overcoupling.

' As the coupling ¢hanges from undercoupling to overcoupling
. the'éign of R changes.

We are intereéted in the chénge of reflected voltage for

a change in Q of the cavity.

V¢y¢Wn3'
AVN‘_l = Bvreﬂ._ DY .
. -—:f
Then
AV =+ AV, Ay Z.o (4-6)
. | L
(Zor*+) :
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The positive -sign refers to undercoupling &nd the negative
to overcoupling.

Optimum'coupling is obtained when

EQ/YEC\) — 0.

A(Zor?)

-

2y =0, i.e. to the

This condition corresponds to Zon
situation of perfect match.
For this situation equation (4-6) is:-

AVp g =934V, & =x23@ V&

Using (4-4) the change in reflected voltage is:-

AV 89‘ - E -rr \/0 -X”Y,l Qo

T

and eQuation (4-6) can be rewritten

AV"&('\ -+ m _ 2 -
= ¥ I\, Qo (1 — IR (4-7)
T %' Qe (1= 1RVY)

A plot of‘géﬁﬂ'against R is shown in Fig. 4-3. This diagram

- shows that A;ximum sensitivity is obtained for operating
conditions as close to a perfect match as possible, and this
can be demonstrated to be true experimentally. This treatment
predicts a discontinuity in the reflected power at the con-

dition of perfect match. It is readily confirmed by experi-

ment that no such discontinuity ekists and the plot is con-




AV« . "
—Tfﬂx4vqxao

Lo.4

\ Ya,

L =0. 4

FIG.4-%.A plot :§Y£§§l. versus reflection coeificient®
: o -

(R). - ~
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tinuous. Faulkner(a) has shown that the inconsistency is
due to an oversimplified approach (see below).

Square law detector

With the square law detector Feher considers optimising the
power reflected from the cavity, using the assumption that
the change in power reflected from the cavity equals the
change in power in the cavity at a constant incident power.
This leads to an optimum coupling condition corresponding
to R = 0.58., However it can be shown experimentally that
the optimum coupling is again very close to the perfect
match. Consequently this approach must be incorrect.

(8)

The method used by Faulkner is to define a complex

reflection coefficient (R) where
R = R' - jR

- Using the same equivalent circuit as that shown in Fig. 4-2

values for R' and R" are obtained in terms of Qo and QL at
a frequencyw, , very close to the resonant frequency QQO.

Where Qo = &JOL. is the unloaded'cavity Q, QL = GOOL is the
' r r+Zo

loaded cavity Q, taking into account losses through the

‘coupling hole into the waveguide, and Zo' = Zon2,



10 8.

_T;hen(g)

' R (T__—_Z_;;") W, +1_) Q\_A(.a)
R—-jR = +Zo
We+23Q A0

|
where W, = Te.
A(J i (A-)|'-wo
and D W << .

Ignoring quantities of the order of '—Q and &5 relative

o

to unity.
- -2 %

R=1=2a
and - R' = Q %,9(""\'2) o (4-8)
also -R 2R i-rrTono -Rr"

X x ‘ (4-9)
~ R _ 2R — o
and ax' - Wn

Clearly the quantity to be maximised is %—% . This is a
maximum when R' = O, i.e. the greatest sensitivity is
obtained for the condition of perfect match.

The magnitude of the information carrying signal (Vs) _

reflected from the ‘cavity is shown to bei

Ve = Q1= R \f/?z Hy (4-10)
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Whére H2 is the amplitude of the modulation of an external
magnetic field;

'This equation is of the same form as that obtained by
Feher(4;7), except that equation does not predict a dis-
continuity at the condition R' = 0.

Goldsborough ana Mandel(4), who employed a similar method

of calculation to thét of Faulkner, also showed that the
optimum coupling condition is obtained for the condition

of perfect match, when the oscillator frequency is equal to
the cavity resonance frequency. Consequently, according

to the theory outlined above the coupling between cavity

and waveguide should be set as close as possible to a perfect
match for maximum sensitivity. With our spectrometer it was
readily verified that this was the most senéitive'mode of
operation.

4-2.4 Frequency choice

It is conﬁenient at this stage to explain more fully the
choice of 9.3 Kmc/s as the operating frequency. (This is
equivalent to a wavelength of 3 cm).

The minimum detectable number of spins (N -‘min) in a para-
magnetic sample is proportional to )fé%j(a) where A is
the line width of the resonance line in the sample and 3

is the operating frequency. Thus the value of N min is

proportional to:-
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(&) %

where Vc is cavity volunme.
Assuming that as the frequency is increased the cavity is
sealed down to give the same R.F. field configuration, then:
V, < 3
and since
Q, o< 3l71 Then Nm;noc —Q\;"“
Thus to detect the minimum number of spins, the highest
possible operating frequency is required. The upper limit
is set by:-
(1) The difficulty of obtaining and handling components
in the millimetric range of wavelengths.
(2) The limited power obtained from the available sources
at such wavelengths.
33cm. equipment provides a suitable compromiée between
sensitivity and experimental requirements as well as being
readily available.commercially. It is in common use for
e.s.r. work. In certain special cases, e.g. the study of
spin energy level systems with large energy splittings, it
is necessary to use higher frequencies.

4-2.5 Minimum detectable signal in prgctical systems.

The minimum detectable resonant absorption signal can be

calculated if the various noise sources in the system are




taken into account. Before discussing noise in the detection
system, the other sources of noise in a spectrometer will be
considered.

4-2.5(1) Source noise

The microwave power is usually derived from a reflex
Klystroh. A Varian 2K25 klystron was employed in our system.
A klystron exhibits random variations in the amplitude and
frequency of its output power. There is little available
data on these variations and none for the 2K25.

A.M. noise in the klystron output will have an adverse effect
on the signal/noise ratio of detector. But in our spectro-
meter, noise from this origin was less. than that of the
detector and can therefore be ignored.

‘However, with the klystron at maximum power output,-the F.M.
noise from the klystron provides the dominant contribution
to the noise at the detector output. Thus some form of
automatic frequency control of high gain was required, to
reduce this noise component. .

The change in reflected voltage (Aav) during a resonant

absorption is very small, typically %# fv\o'é and it is

not feasible to maintain the microwave power level constant
to this accuracy. Thus a system commonly encountered, which
is used in our spectrometer, is to apply a small external

magnetic field modulation of angular frequency (©w) super-

imposed on the D.C. magnetic field. In the absence of
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resonance the output is zero. If the amplitude of the

field modulation (AHm) is small in comparison with the

width of the resonance signal, at resonancé; the deriv-

ative of the line shape is swept out as the D.C. sweep

moves across the resonance line. The advantages of this

technique are:-

(1) That the requirement of the constancy of the microwmve

(2)

level becomes less stringent.
Amplifiers tuned to frequency‘:—:vare required, and
consequently the band width of the detection system

is reduced. However any A.C. components in the F.M.,

- noise of-the klystron with frequencies close to that

of the modulation frequency (Wm) will represent noise
terms which will pass through thé detection system.
Thus it is important that the band width of the A.F.C.
system is sufficient to cover the modulation frequency
range, to remove F.M. noise components at this fre-

quency at the klystron output.

A common feature of the A.F.C. systems is the use of the

sample éavity as the stabilising element. Such a system is

ideal for the observation of the powér absorbed in the

sample. This system is conventionally referred to as the

absorption mode. In this mode the change in amplitude of

the reflected voltage is detected and the phase change
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associated with the dispersive component (X') of sample
susceptibility must be rejected. Locking the klystron
freduency to that of the cavity resonant frequency auto-
matically rejects the dispersive part (X') since this gives
rise essentially to a frequency shift which is compensated
by the A.F.C. system. To observe the dispersion mode a

(13) must be employed,

form of the Pound stabilisation system
where the klyétron frequency is locked to that of an external
cavity tuned to sample cavity. '

Both types of A.F.C. systems were available in our spectro-

meter.

4-2,5(2) Circuit noise

For optimum signal/noise it is necessary to eliminate noise
due to microphony and microwave power leakage. Microphonic
noise is especially serious in systems employing modulation
frequencies less than about 500 c¢/s. These effects can be
minimised by careful construction of the spectrometer.

4-2.5(3) Noise due to cavity vibrations

The magnetic field modulation induces eddy currents in the
cavity walls. These currents interact with the D.C. magnetic
field to produce mechanical vibrations of the cavity walls,
thereby producing noise signals at the detection frequency.
There is little that can be done to overcome this problem.

The simplest solution is to use a low modulation frequency
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< 100 ¢/s. This however makes the system susceptible to
the problems of microphony as outlined in the previous
"section. In practice, therefore, a compromise has to be
effected. In some systems glass cavities with a thin
evaporated layer of silver have been successfully employed
to decrease the eddy currents without greatly reducing
the mechanical strength. However due to the obvious
practical difficulties of handling and operating such an
expedient was not used in the present spectrometer. Instead
brass cavities with a thin plating of gold were used. A
modulation frequency of about 70 c¢/s was chosen so that
the problems of modulation pick up could be ignored.

4-2.5(4) Noise in practical detection systems

The detection system consists of a microwave detector

feeding into suitable amplication stages. The expression

for the noise power (PN) at the output can be written(lo)

(GNK + F + t - 1) KTAS (4-11)

P amp .

N =

where G is the conversion gain of the microwave detector.

N., is the microwave noise at the detector.

K
t is the noise figure of the microwave detector.
Famp is the noise figure of the amplifier.

A9 is the band width of the detection system.

T is the temperature of the detector.
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(NOTE. t is defined as the ratio of the available noise
power at output of the crystal to that of a resistor at
room temperature).

A comparison of the noise power_PN with the optimum signal
voltage from the cavity, equation 4-7, defines the minimum
. detectable absorption signal in the spectrometer. .Let

P, be the power generated in the detector due to the incid-

D
ence of the signal voltage AV . Then: -

CI S N s
B 0T XS

where Z is the equivalent impedance of the detector. For a
matched detector Z is equal to Zo the characteristic imped-
ance of the guide:- |
Then

P, = 2T Yf'r\"‘ )4"10:

Comparing the signal power with the noise power of the

detection system, the minimum detectable value of X" (X" min)

is: -

) (6 N+ Famp. + £ =1) KTAQ} (4-)

2
Xm\n - QOQT‘-[ 266
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The 1limit of sensitivity of a spectrometer is determined by
the dominating noise factor in equation 4-12. Buckmaster
and Dering(12) have carried out an experimental investi-
gation of this expression. They were able to show that a
spectrometer can achieve near theoretical sensitivity as
predicted by equation (4-12) if the operating conditions
are correctly chosen. |

The quantities G, N, , Famp and t in equation (4-12) are
dependent on the R.F. power and the modulation frequency.
The values of G and t for a microwave detector can vary
from unit to unit of thg same type. Consequently a
complete discussion of the quantities in equation (4-12)

is long and complicated and is inappropriate in this survey.
Instead the conclusions of such a discussion will be pre-
sented with emphasis on their importance in spectrometer
design.‘

4-2.5(5) Microwave detectors

There are two main types of detector in common use:-
(1) The crystal diode
(2) The bolometer

Crystal diode detection

A crystal diode behaves as a microwave rectifier producing

a D.C. current output from the incident microwave power.
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Its characteristics can be divided into two regions:-

1) Asquare law region, where the rectified current (IR)

is proportional to the incident power (PINC).(holds for

P o107 watts).

2) A linear region where Ip is proportional to (PINC)%
. _ :

(Holds for PyyoslO watts).

The noise output (Pc) for a crystal diode when the

incident microwave power is modulated at a- frequency b

s oo (10,1

where < is a constant.

For the square law region this becomes:-

’PC_____ : <P.“:uc, + |> KTAQ (4——\3)

and for the linear region:-—

ﬂ — <Xim.+|> KTA Y @“\36
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B and ¥ are constants determined experimentally for each
diode.
With a microwave_detector the other important factor is
the conversion‘gain G.It can be shown both experimentally
and theoretically that :-
In the square law region G PINC }

: (4-14)
and in the linear region G ~ constant
i.e. the conversion gain is poor at low powers.

it is convenient to define the function jif min-obs.
X" min-th.

which is the ratio of the mimimum detectable value of

X'nin with a practical detection system to that of an
ideal.system where bne is limited only by the thermal
noise of the detector. | ‘

Tn this idealised case equation (4-11) can be rewritten:-

] (KTA°>/
X min-th, = v["n‘ 2P (4-—47)

‘Then from equations (4-11) and (4-17) .

\-—

Z
K min-cbs (6N + FamPA +t=1) (4 —18)

" G_
X min- th,




"
Xmin-obs.

"
X min-th,

FIG.4-4, A plot of

1000 4

{00 o

T ~— r ., Pl'nc .
10°F T w0? 1ot (Wc&:)

X%ﬁmd—bbs. versus P for
YXmin.-th.

simple crystal diode detection scheme,

inc.
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Buckmaster and Derlng( 2) have shown that in akwell de-
51gned speCUrometer, u81ng good klystrons and ampllflers
that are commer01ally.ava11able, the mlcrowave noise
figure (Nk)nis négligable and the.noise figufe~(Famp)
of the amplifier is very close to unity.

With thesé:assumptions and using equations (4-13) ,(4-132a)

and (4-14) equation (4-16) can be rewritten as :-

oy | v
X min-obs.  _ 1 + B Pinc >
" - o
X min ~th. G
for the square law region and as "(4_19)
n 7
X min- obs. — |+ ¥ Te. *
‘X"r'n'm- th ' F
. G

for the linear region.

A‘plot of the. functions in equétion (4-19) against
incident power is shown in Fig. 4-%, using values obtained
with a typical crystal (2).

At low powers the crystal diode has poor conversion gain,
whlle at high powers there is excess crystal noise.

Wlth the simple reflection cav1ty system shown in Flg 4—1
it is clearly difficult to obtain the optimum power level
at the detectowr: 1in all cases,since,this'depénds on the

power incident on the cavity and théTdegree of balance
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‘obtained by arm 2.The situation can be improved by the
technique of microwave 'bucking',i.e. some power is

taken from arm using a directional coupler andlis added
to.that falling\fnnn the defector in érm %.The améunt of
'bucking' can be varied to ensure that the detector is
working in its optimum range for any level of power
incident on the cavity.This greatly enhances the usefulness
of the spectrometer. |

Since our object was to construct a spectrometer of very
high sensitivity the homodyne scheme was rejected in favour
\oflthe more complex super heterodyne one.A superhetrodyne
system gives a significant increase (~10 tgmes) in sensit-
ivity over that of a homodyne afrangement.

It is evident froé equations(4-13) and (4-13a) that crystal
detection noise'falls off with increasing modulation
frequency.ﬁowever practical considerations,s;ch as power
requirements for obtaining a given modulatioﬁ depth and the
effect of the high frequency modulation on the line width -
of the resonance line,éet an upper limit onto the frequency
of modulation at about 100Kc/s.However crystalﬁg;tput (PC)
only becomes negligible at frequencies of the order of tens
of megacycles.The conventional method of obtaining such

high modulation frequencies at the crystal is to beat the

reflected signal from the cavity with a signal from a local




R}

oscillator klystron which is displaced in frequency from the
signal klystron by a few tens of megacycles.The I.F. beat
_fréquency is detected by the crystal and is amplified by a
standard I.F. amplifier.The power level at the defector is
made sufficiently high to maintain a high conversion gain by
the ibcal oscillator power.The noise figure‘(t) of the detector
is then.very low and -the noise figupe of the I.F. amplifier

(F );becomes important.In order to eliminate the noise from -
the local oscillator signal a balanced mix;r is employed.The
limit of sensitivity of such a system has been found by
‘Buckmaster and Derlng(qz)and Teaney,Klein and Portls(5) to be
set by the noise figure of the I.F. amplifier and the bal-

anced mixer.When the good mixers and ampllflers which are

commerc1ally available are employed the value of equatlon

(4-18) becomes:-=

X"m'm-o\u. 4_ I3 5
X"mir\.—b\n.

This is a significant increase in sensitivity compared with
that obtainaﬁie with a homodyne system gnd justifies our
decision to build a superheterodyne spectrometer, using
crystal diode microwave‘detéction.(NOTE-In our spectrometer
fhe value of equation‘(4;20) will be higher since klystron

F.M. noise becomes a dominating factor at.high klystron DPOWETS.

~
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3

Bolometer detection

A bolometer comprises a smail resistive element which is
capable of diésipating microwave power, and utilising

the heat developed to effect a change in its résistance.
There are two common types. One has an appropriately
mounted short length of wire usually platinum and the
other a small bead ofAsemiconduéting material. Theoretic-
ally their noise temperature shoqld be close to unity, but
in practice it is very much higher. They can be made into
'sensitive'microwave detectors but in practice they have
.many.disadvantages. The more important of these are their
low response times and poor conversion at low powers. Thus
they must be used‘at high powers where microwave noise (NK)
becomes the limiting factor. The situation can be improved
by using a balanced mixer but it is difficult to obtain
matched bolqmeters. Consequently it is difficult to build
a spectrometer‘employing bolometer detection with as high
a\sensitivity as a crystal superheterodyne system. As a
resﬁlt a bolometer detection scheme was rejected in favour
'of the crystal diode detection 'scheme outlined above.

4-% Conclusions

The sensitivity conditions of section (4-2) led to a
decision to build a 3cm superheterodyne spectrometer em-

ploying balanced mixer crystal diode detection. The I.F.
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. frequency was chosen to be 30 mc/s because of the avail-
_ability of amplifiers tuned to this frequency. A reflec-
tion cavity was used as this was simpler to design and
operate. The magnetic field modulation frequency was
chosen to be 70 ¢/s. An A.FP.C. for the signal klystron
using the sample cavity as the stabilising element was
built and had sufficient band width to cover the field
modulation frequency. The practical details of the spectm-
meter are given in the next section.

4-4 Practical details

A block diagram of the spectrometer is shown in Fig. (4-5).
The signal and local oscillator klystrons, the 30 mc/s

I.F. amplifiers and their respective power supplies were
obtained from an ex-U.S.A.F. radar set. The microwave
circuitry was obtained commercially. The spectrometer was
also designed to measure spin-lattice relaxation times by
the pulse saturation technique. The large pulse of micro-
wave power required to produce the resonance transition
saturation was provided by a travelling wave tube type Twx-8
whiéh could be inserted into the microwave circuit between
the signal klystron and the microwave bridge. A diode
switch was placed in front of the microwave detector to
protect it during the large power pulse. This facility

was not used during the course of the work reported here.
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Circuit diagrams of the low frequency (70c/s) power
oscillator, low frequency (70c/s) tuned amplifier and
phase sensitive detector are giéen in Figs. (4-6) and
(4-7). |

A double concentric glass dewar cryostat enabled measure-
ments to be made in the temperature ranges 1.5 - 4.2°K
and 55 - 77°K with the use of pumped liquid Helium and

- pumped liquid Nitrggen respecti#ely.

The microwave cavity Was\gold plated brass wall rect-
angular type, operatihg in the Hlo2 mode. It has a Q-
factor of a few thousand at room temperature. The cavity
could be split to facilitate sample mounting. The samples
were usually mountéd~on the narrow face of the cavity where
the R.F. magnetic field is greateét énd vertical so that
the D.C. magnetic field, which rotated in the horizontal
plane, is alWaysrperpendiéular to the R.F. field. A brass
gsealing can, which surrounded the cavity and screwed into
the waveguide was to prevent liquid Helium or Nitrogen
from leaking into the cavity. The presence of liguid
coolant in the cavity causes noise on the microwave power
reflected from the cavity because of bubbling and so this
step was taken to prevent it entering the cavity. TFor
optical illumination of the sample while immersed in the
coolant a second cavity was constructed with a slit cut

across the narrow face as indicated in Fig. (4-8). A
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hrche

composite glass and metal sealing can was employed (see
Fig. 4-8).; The glass boﬁtom section of the can was silver
plated except for a slit corresponding to the one in the
cavity. This step was found necessary because microwave
power which leaks from the joint and the slit in the cavity
is reflected back into the cavity from the silvering.
Before the can ﬁas silvered this power was reflected from

the glass dewar walls and because it had to pass through
the bubbiing coolant wagj

microwave power. Silvering of the sealing can greatly

a source of noise on the signal

reduced the noise due to this cause,

A second ﬁethod of optical illumination was tried. A
flexible fibre opticAlight guide was passed ‘down the side
of the waveguide feeding the cavity and directly into the
cavity. However any slight movement of this light guide
causéd a change in the power level reflected from the
cavity and so was a source of spurious signals and néise

at the detector and no reliable results were obtained with
this system. A future modification of this scheme would be
to use a rigid light pipé. A system employing é 1igh£ pipe
is preferable, since the sample can be kept iim=:complete
darkness if réquired. A situation Which is difficult to

achieve with the system employing a slit in the cavity wall.
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CHAPTER 5

SAMPLE PREPARATION

5-1 ORIGIN OF THE SAMPLES

Most of the samples investigated in this work were grown
in our own laboratories and were very kindly made available
by Dr. L. Clark and Mr. D. S. Orr. The samples were taken
from large undoped single crystal boules of CdS, unless
otherwise stated. Clark and Orr have used two distinct
methods of'growing the single crystal boules:-

(1) Sublimation of a 0ds charge in an argon atmosphere and
(2) Sublimation in vacuo.

A number of samples prepared at other laboratories were
also investigated during the course of the e.s.r. work.

5-1.1 Growth of Single Crystal Boules by Sublimation in

argon.
This method was a modification of that of Piper and Polich(l)
and is described fully in the paper by Clark and Woods(z).

Two crystals grown by this technique were used in the e.s.r.
work and will be designated LR25 and LR26. 'Both samples
were of an irregular shape with approximate dimensions of
0.5 em X 0.5 em x 0.2 cm. The crystals were transparent
with a brownish yellow coloration. They both had a high
resistivity at room temperature (>lO6 ohm-cm). Chromium

impurity ions were detected in LR26 by the e.s.r. technique.




TABLE 1

Sample Growth temp. Sulphur vap. | Cooling time from
press. growbth temp.
R9 1125°C 20 mm.hg. approx.4hrs.
R14 1100°C 2,407 v m Wy
R12 1100°C ' 10~% v Wy
R13 1100°C 10~ v W
R 1100°C 2,107 WG
R23 1050°C 07™F w w w40 v
R27 1075°C 207 nooqp
R29 1075°C q0™F w noozg
R35 1075°C g0 T
R3O 1150°C q0~% w w T
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5-1.2 Growth by Vacuum Sublimation
(2)

As indicated by Clark and Woods non-stoichiometry in
the starting charge dominates the growth mechanism 6f Cds
in sealed evacuated tubes, making control of the growth
difficult. To overcome this problem a vacuum growth tech-
nique has been evolved in this laboratory where the vapour
pressure‘of one of the components (usually sulphur) can be
controlléd independently of the growth temperature. The
growth tube is puiled vertically through the furnace to
minimise radial temperature gradients. At the present time
the vapour preséure of the sulphur over CdS has been con-
trolled over the range 1074 mm to 100 mm and the effect on
the growth and the properties (including e.s.r.) studied.
Many of the results of this programme will be discussed in
chapter 7.

Pable 1 gives a list of the vacuum sublimed samples used
during the éourse of the e.5.T. WOTk together with some

6f the growth details. The samples were all of an irregu;ar
shgpe with'a'yolume of about’ 0.l cm’ and were all trans-
parent with a bright yellow or yellowish brown coloration.
Back reflection x-ray‘Studies demonstrate that many of the

samples were good single crystals. However a few were clearly

bolycrystalline and using optical microscopy cracks and
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voids could be observed in the bulk of the material. X-ray
studies showed that even in these samples the different
grains were aligned in approximately the same direction

and as far as thé e.s.r. spectra were concerned it was
sensible to refer to directions parallel and perpendicular
to the crystallographic c-axis. No impurities were detected
in these samples by the e.s.r. technique except in sample
R12 in'which an e.s.r. spectrum due to cobalt was found

(see section 6-1.3).

5-1.% Other samples

A number of undoped singlevcrystals of CdS were obtained
from the G.P.0. research 1aboratories, Dollis Hill, London.
These samples were grown from an ultra high purity grade
powder and thought to be purer than our own samples. How-
ever the e.s.r. technique showed that one sample contained
cobalt as an impurity and another manganese. No analysis
of the impurity content was available nor were details of
the growth technique and the subsequent handling. The two
samples investigated, - G.P.O. 17 A 35 and G.F.0. x93 -
were transparent with a brownish-yellow coloration. An
Bagle-Picher ultra high purity grade single crystal (EPx96)

was also available.
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5-2 Heat treatment after growth

A nﬁmber of samples were subjected to heat treatment after
grdwth to ascertain the_gffect on the e.s.r. spectra. The
samples treated in this way were fired in an atmosphere of
either cadmium or sulphur vapour, thé vapour pressure of

' which was greater than the equilibrium vapour pressure of

that component over CdS at the‘firing temperature.

5-2.1 Sulphur treatment

The specimen was placed.in a quartz tube of wali thickness
not less than 2 mm with sufficient 6N pure sulphur'to main-
tain the saturated vapour pressure at the required treatment
temperature. The tube was evacuated and sealed off at a
pressure of about 10-5 Torr. In every case the treatment
temperature was maintained at 700°C for 20 hours. At 700°C
the vapour piessure of sulphur is approiimately 30-40
atmospheres. The tube was placed in a stainless steel
'bomb' inside the furnace, in case the tube fractured. The
samples were cooled from 700°C-by quenching the treatment
tube in water. The surface layel’ of each sample was removed.
by a-30 sec etch in cold concentrated hydrochloric acid.

5-2.2 Cadmium treatment

Here the procedure was similar to the above, except that
6N cadmium metal was placed in the evacuated tube. The

sample at one end of the tube was heated to,600°C while the
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other end of the tube was maintained at 200°C. 1In this
way the CdS was heated at 600°C in a cadmium vapour
pressure of approximately 10'3 Torr. for approximately
twelve hours. The tube was quenched from 600°C into
water. The surface layer of fhe sample was again etched
away using concentrated hydrochloric acid.

5-% X-ray Analysis

Sample orientation was carried out by the back reflection
Laue Xéray technique. This method was also useful in
asseésing the degree of polycrystallinity of the samples.
On each sample the directions of the crystallographic
c-axis and one of the a-axes were identified. Many crys-
tals could be cleaved along the basal (0001) plane and the
(1120) plane. When this did not occur a face which was
aligned parallel to the (0001) plame to better than 1°

was ground on the.sample using carborundum grinding paste
and the direction of an a-axis identified, using the back
reflection technique. PFig. (5-1) shows the back reflection
photograph of a CdS crystal with the incident X-ray beam
parallel to the c-axis. The irregular shape of the crystals
prevented rectangular or cubic shaped samples being pre-
pared. |

The method of analysis of the X-ray photographs is
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jllustrated in Figs. (5-2) and (5-3). PFig. (5-2) shows
the standard (0001) projection of a number of the high
order planes of CdS. (For CdS the ratio of the length

of the unit cell in the c-direction to that in the a- '
direction (c/a) is 1.62). The directions of the a-axes
are indicated in Fig. (5-2). Fig. (5-3) shows the stereo-
graphic projection of the poles of the planes responsible
for the spots on the back reflection photograph in Fig.
(5-1). Comparison of Figs. (5-2) and (5-3) shows that the
' X-ray photograph of Fig. (5-1) is for the (0001) direction
and demonstrates clearly how the directions of the a-axes
in a crystal can be obtained from the X-ray photograph.
Pig. (5-2) and Fig. (5—}) were drawn with the aid of a
Wulf net and a Greninger chart.

5-4 Btch pit studies

An estimate of the dislocation density has been mgde on
some of the samples by etch pit studies. The.sampbes were
oriented by X-ray analysis as outlined above and a surface
which was parallel to the c-plane to within 1°, was ground
on each sample using carborundum grinding paste of grit
siée 400. This surface was then polished using two micron
alumina powder until it showed noAirregularities under x300
magnification, except for scratch marks due to foreign

particles in the polishing powder which could not be






FIG.5-3. Stereographic projection of the poles of the
planes responsible for the spots on the x-ray

photograph shown in fig.5-1.
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removed. It is well known that‘mechanical polishing of

this type damages the periodid structure at the surface

so that a chemical polish is essential before etch pits

can be schessfully,produced. A wide'variety of polishing
solutions were tried, the most successful of which were:-

(a) 89% orthophosphoric acid heated at 220°C and used
for oﬁe minute. The samples were washed in isopropyl
alcohol to remove the products of the polishing
solution.

(b) A 1:1 solution of oxalic acid and potassium iodide
crystals in distilled water heated at 100°C and used
for one minute. Samples were washed in water after
polishing.

However neither of these solutions was completely success-

ful and for certain crystals no polishing action at all

was obtained. This behavior is not understood at the
present time and a more thorough study of the polishing

.process is required. |

A range of etching selutions was investigated to determine

the most suitable. The solutions tried included:- hydro-

chloric, sulphufic, acetic, chromic and phosphoric acids
of varying concentrations ana at different temperatures;
mixtures of hydrochloric and nitric acids and a solution

of potassium bichromate in nitric acid.
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The most successful solutions which produced well defined

etch pits, after polishing, were:-

(a) Chromic acid at 80°C for about five minutes. The
samples had to be thoroughly washed in water to remove
the acid, before exposing to the air or a film of
cadmium chromate formed over the surface of the sample
and destroyed the pits.

(b) 89% orthophosphoric acid at 280°C for approximately
one minute followed by washing in iéo—propyl alcohol.

The performahce of these solutions was critically dependent

on the success of the polishing technique outlined above.

Distinguishable etch pits were obtained on approximately

50% of the samples investigated. Both etching.solutions

gave reproducible etch pits densities on each sample. The

=2 on all samples.

densities were of the order Qf.lO4 - 105 cm
Fig. (5-4) shows photographs. of the etch pits obtained on
two typical samples on the c-plane (0001). It was found
that conical etch pits only could be produced whereas the
hexagonal pits which.are normally found on the (0001) basal
plane of the crystals (3’4)'could not be obtained. This
was thought to be a function of the polishing procedure.

It was noted by Woods(S) that dissolution proceeds much

more quickly on the basal plane on which hexégonal pits

are formed than the other faces so that the chemical polish
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may proceed too.quickly on this surface and not produce

a polishing effect. Howgver a further investigation of
this point is required.

The high density of etch pits observed indicates a high
density of dislocations in the samples. This suggests

that they are quite highly strained during growth. This
proposition is supported by the fact that many of the
crystals cracked on being removed from the growth tube,

énd is also supported by the e.s.r. measurements reported
in chapter 7. Clearly a wide variety of undoped CdS
samples were available for the e.s.r. work. The majority
of these were single crystal material as determined from
the X-ray studies which also served to orientate the samples.
Some estimate of the dislocation density is available which
suggests that the samples are somewhat strained during
growth.

5-5 Doped samples

A number of small single crystals of CdS doped with the
group 3 metal ions B; Al; Ga; In; and Tl; and the group
7 ion Cl. were available. All of these samples were |
grown by sublimation of CdS powder in a stream of argon
gas and are referredlto as 'flow' crystals. The required
dopant was introduced by placing it in metallic form in a

silica boat in the furnace in front of the CdS powder charge,
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except for the chlorine doping where the argon gas was
bubbled through dilute hydrochloric acid before entering
the growth tube. The samples used in this work were
approximately cylindrical in'shape, about 1 cm. long and

1 mm diameter. Some of the rods had a hexagonal cross
section. These samples are rather small for the e.s.r.
work and work has begun to grow large doped single crystals
of CdS using the vacuum sublimation growth technique dis-
cuésed in section 5-1.2. The dopant is included in the

powder charge. It is hoped that these crystals will be

available for the e.s.r. work in the near future.
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CHAPTER 6
DISTUSSION OF THE E.S.R. OF IMPURITY IONS DETECTED IN

THE CdS SAMPLES.

Although the purpose of this work was to establish the
atomic structure of native lattice defects in C4S, a
certain amount of experimental work was carried out on
the e.s.r. of impurity ions. In some cases the samples
were intentionally doped to ascertain the effects -on the
e.9.r. lines tentatively assigned to defects. Samples
doped with group 3 metal ions (B. Al. Ga. In. and T1.)
and group 7 (Cl.) ions were available for this purpose.
In the undoped samples resonance lines due to impurity
ions could not be detected in the majority of samples.
However in a number of samples resonance lines attributed
to chromium, manganese or cobalt were observed at 4.2°K.
Only one impurity was detected in any one sample. An
analysis of the impurity content of the undoped samples
by mass spectrometry showed that in general the 3d trans-
ition metal ions were present in concentrations of a few
p.p.m. by weight. Thus the e.s.r. signals due to these
were below the level of detection in the majority of
saﬁples, as was observed. Why some of the samples should
occasionally have a larger concentration of the above-

mentioned impurities is not understood at present. The
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analysis of the impurity content showed that the concen-
tration$ of other paramagnetic groups, e.g. 4d, 4f eté.
were far too small to be detected with our equipment.

The discussion of the e.s.r. of the 3d transition metal
ions observed will be presented in section (6-1) and that
for the group 3 and 7 ions in section (6-2).

6-1.%d transition metal ijions

6-~1.1 Chromium

Resonance due to chromium was observed at 4.2°K in sample
LR26. The e.s.r. of chromium is inferpreted in terms of
chromium ions substituting at Cd2+ sites in Cr2+ charge
states. The spectrum consisted of six narrow lines with
anisotropic g-values. When the magnetic field was rotated
in the (0001), the (1120) and the (10I0) plenes the
positions of the e.s.r. lines changed with the field
orientation as shown in Pigs. (6-1), (6-2) and (6-3)
respectively. '

.Fig. (6-1) shows that the spectrum repeats with a 60°
period when the magnetic field is in the basal plane. Three
lines should have appeared, A, B and C on. Fig. (6-1), each
being a superposition of two components. However the line
B was not observed because the sample was unfortunately

a\lsned
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in the cavity in such a way that the R.F. magnetic field
was perpendicular to the z-axis of the centre responsible
for this line, and in this orientation the transition
probability for the e.s.r. transition is zero. At some
orientations of the magnetic field the lines A and C were
resolved into closely spaced doublets. This effect was

due to slight mis-alignment of the sample. .

With the magnetic field in the (1150) plane four lines
were observed, A, B, C and D. (see Fig. (6-2)). C and D
were a superposition of two lines which became cloéely
spaced doublets‘at gsome field orientations. In the (10I0)
plane three lines were observed, each being a superposition
of two cbmponents.

The so0lid lines representing the theoretical resonance
fields were calculated using the values for the spin
Haﬁiltonian parameters given by Morigaki(l) and Estle et
al(2) who have previously reported the e.s.r. of Cr2+

in CdS. The agreement between the theoretical and
observed resonance fields is very close and clearly ident-
ifies the spectrum as due to Cr2+. The superhyperfine
structure associated with the interaction with surr-
ounding cadmium nuclei reported by the above authors could

not be observed because the spectrometer sensitivity was

insufficient.
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6-1.2 Manganese

2+

Manganese is expected to substitute for a Cd“* ion and to

2+'configuration. The ground state of the free

be in the lMn
ion is an orbital singlet with fivefold spin degeneracy.
When the ion is placed in a crystal field smali zero field
splitting of five spin states occurs so that an e.s.r.
spectrum is obtained which consists of five closély spaced
resonance lines.- Each of these lines is split into six
hyperfine components by interaction with the Mn55 nucleus
which has a nuclear spin of 5/2. Consequeﬂtly an+ is
recognised by a characteristic spectrum of thirty closely
spaded e.s.r. lines. Since the ground state is an orbital
singlet, there is only a small interaction between the spin
states and the lattice and the spin-lattice relaxation time
; is sufficiently long to allow the spectrum to be observed
at room temperature. The spectrum shown in Fig. (6-4(a))
was obtained from a sample of CdS deliberately doped with
manganese. The assignment of the transitions was based on
the intensity ratios. Back reflection X-ray studies of the
‘saﬁple showed that it was polycrystalline which probably
explains why the M%."/-z’ My, -3 » M_&_ 3 M_%__,,1 transitions
of the m = % and & hyperfine components were not resolved.
Fig. (6-4(b)) shows the.gpectrum that was obtained for the

same sample at the same orientation at 4.2°K. It can be

seen that the lines are sharper and more clearly resolved
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at this temperature. The e.s.r. of an+ in single crystals

of CdS has béen reported by Dorain‘3’, Lambe and Kikuchi‘4)

and Deigen et al.(5). All these workers described the

2+ spectrum illustrated in Fig. (6-4).

2+

characteristic Mn
The measurements at 4.2°K demonstrated that the Mn
spectrum began to show saturation effects at incident r.f.
power levels of a few milliwatts. This is to be expected
since the spin-lattice relaxation time is known to be long
at 4.2°K and is in agreement with the observations of
Deigen et al.(S) The intensity of the an+ spectrum
increased linearly with power incident on the cavity up to
a power level of about 1 mwatt. Above this power level

up to the maximum output of the klystron; 25 mwatts, the
intensity remained constant. At the maximum power level
the lines in the spectrum did not appear to be broadened.
These remarks will be important when we come to discuss
the resonance of the defect centres in chapter 7.

6-1.3 Cobalt

A resonance attributed to cobalt was detected at 4K in
samples G.P.0.x93 and R12. Cobalt is expected to substitute
at the cadmium site and fo be in a Co2+ charge state. One
line due to Co2+ impurity was observed. The position of

the line as a function of the magnetic field orientation
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in the (10I0) plane is shown in Fig. (6-5). The solid
line representing the theoretical resonance fields was
(6)

calculated using the spin Hamiltonian quoted by Morigaki

with the values of the parameter measured by him, namely

g” =g, = 2,275 + 0.001

where 5¢ refers to the g-tensor parallel to the c-axis.
There is some disagreement between the calculated fields
and those observed. This was later found to be due to

sample misalignment. The measured g-value was:-

g, = g = 2.38 + 0.02

This corresponds to a misorientation of the sample away

. from the c-axis of approximately 30. Re-examination of
the sample alignment by back reflection X-ray studies
qonfirmed this result. '

The hyperfine structure which might be expected to result
" 59

from the interaction with the Co nucleus which has

nuclear spink was not observed, because the intensity of
the observed line was too small. However the line shape

(6)

closely resembles that obtained by Morigaki as can be

geen from Fig. (6-6(a) and (b)).
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FIG.6-6, Line shape for the Co2+ line parallel to the
. c-axis at x-band frequencies.
(a) observed in this work.

(b) observed by Morigaki(6).



Clearly the e.s.r. data is in agreement with assignment

- of the centre as Coz+.

6=-2 Group 3 and Group 7 impurities

Group 3 and group 7 impurities introduce donor levels

into CdS. The e.s.r. of Cl.(7), Br.,I(B) and Ga.(g)

have previously been reported. During the course of the
work to be described here the e.s.r. due to Ci., Ga., In.,Tl,
Al. and B. has been observed. Identification of the centre
responsible for the e.s.r. signal was made from knowledge

of the donor impurity added during growth.

6-2.1 CdS:C1

Chlorine will substitute for a sulphur ion and it is well
known that it provided a shallow donor level approximately
0.0%eV below the conduction band. The e.s.r. was only
observable at 4.2°K. At room temperature and down to

77°K the samples were very lossy as the large degradation
of the resonance cavity Q indicated. As the samples were
cooled from 77°K to 4.2°K the cavity Q suddenly sharpened
up at some intermediate temperature, indicating an increase
in sample resistivity as the free electrons froze out into
the donor levels. ‘
At 4.2°K a single e.s.r. line of half width 15 gauss was
observed with an almost isotropic g-value. No hypepfine

structure was observed.
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The measured g-values were:-

g// = 1080 i 0002

1.79 + 0.02

(4]
0

These values are in close agreement with those found by

Lambe and Kikuchi(7).

g 1.792 + 0.002

/4

g, 1.785 + 0.002
As indicated in section (3-4.2) the e.s.r. of shallow
donors impurities in CdS can be understood using the
model of Miller and Schmeider(1®?, 1In this model the
trapped electron moves in a diffuse orbit of large radius
and its properties are essentially determined by the
intrinsic band properties of CdS. Slagsvold and
Schwerdtfeger 1) have used equations (3-15) and (3-16)
of section (3-4.2) to calculate the g-shift for the e.s.r.
of iodine in CdS assuming the band picture of chapter 1.
The predicted sign of the shift was not observed in
practice. They concluded that more information concern-
ing the detailed nature of the states forming the valence

and conduction bands was required (see section 1-2) but

that the model for the donor centre was correct. Con-




sequently at this stage it is inappropriate to attempt
to calculate the g-shift for the e.s.r. for any of the
shallow donor centres.

6-2.2 CdS:Ga

The galliuﬁ.ion substitutes at a cadmium site and also
behavés as a shallow donor centre. As with the CdS:C1
the samples were lossy from 300°K down to 77°K and trap-
ping of the donor electrons was observed as the samples
were cooled from 77°K~to 4.2°K. The e.s.r. signals were
observed at 4.2°K.

No e.s.r. absorption due to Ga. could be detected in
samples 'as grown', but absorption was detected after the
semples had been heated at 700°C for twenty hours in 30.
atmospheres of sulphur vapour. This treatment was expeétea
to create a large concentration of cadmium vacancies and

cause diffusion of Ga. into these sites.

A single e.s.r. line was observed with a half width of 10
gauss with an almost isotropic g-value practically equal

to that of the CdS:Cl. Again no hyperfine structure could

be detected.

The measured g-values were:- ”}
g, = 1.80 + 0.02
g = 1.79 + 0.02
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The values are in close agreement with those given by

Diekman(?’.

1]

g/' 1.796 + 0.002

T

1.782 + 0.002

These results support the model of Miller and Schneider(lo)
which predicts a delocalised electron orbital which does
not depend on the donor site, since the Ga. ion is at a
different site from that of the Cl. ion but still gives

essentially the same g-value.

6-2.3 CdS:In

Indydm is the element directly below gallium in group 3b
of the periodic table and also substitutes at the Cd§+
site. It is expected to be a shallow donor centre but
there is no reported value for the donor depth. The
resistivity changes on cooling to 4.2°K wére similar to
thogse for CdS:Cl and CdS:Ga. and indicate that In. be-
haves as a shallow donor centre, as also do the g-values
of the observed e.s.r. signals.

As with the CdS:Ga e.s;r. absorption was only observed in
samples which had been heat treated in sulphur vapour.
However it was observed that the signals could be seen

only immediately after heat treatment. They quickly

decayed if the sample was left at room temperature for a
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few days and could not be made to re-appear even if the
sample was heated again in sulphur vapour. This behaviour
was not understood. The e.s.r. consisted of a narrowly
spaced doublet which coalesced into a single line when the
magnetic field was perpendicular to the c-axis. Unfort-
unately the g-values were not measured accurately the first
time the sample was investigated. and as indicated above the
‘e.s8.r. could not be reproduced. However the g-values were
approximately identical to those of CdS:Ga. and Cd5:Cl.
This supports the model that the In. forms a shallow donor
centre in CdS. The doubling of the line can be explained
if one postﬁlates that the centre forms a deeper level
below the conduction band than CdS:Ga. and CAS:Cl. so that
the bound electron is more localised at the donor site.
Then the In. may be substituted at two inequivalent sites
which are equivalent in the c-plane. This may be due to
the two inequivalent Cd2+ gites in the wurtzite CdS lattice.
However the donof'depth for In. is still of the same order
as for Ga. and Cl. and so the bound electron is still
probably sufficiently delocalised for the two inequivaieht
sites not to affect the wavefunction of the bound electron.
There is insufficient information at the present time to
confirm this proposed explanation. It will be necessary to
"investigate the angular variation of the spectrum in

different crystallographic planes to determine the nature




of the indium site. This was not carried out because the
samples were too small to allow accurate orientation
studies to be made. There is no previously reported data
on the resonance spectrum of In. in CdS. |

6-2.4 CdS:T1

Thallwim is tﬁe final element in the group 3D series.j
There is no reported data on the nature of this substit-
utional impurity in €4S, but from the above information
on CdS:Ga. and CdS:In. it is expected to be a donor.

The change in resistivity on cooling to 4.2°K agrees with
this assignment.  The change from iow to high resistivity
occurred just above 77°K which suggests that thallium
provides a deeper level than the donor impurities des-
cribed above.

The e.s.r. was detected at 77°K and 4.2°K in the samples
as .grown, and was enhanced by héat treatment in sulphur
vapour. However as with the CdS:In. following heat treat-
ment the lines quickly decayed and could not be reproduced
by subsequent heat treatment. As with the CdS:1In. the
e.s.r. spectrum consisted of a doublet which coalesced
into a singlet for the magnetic field in the c-plane. The
splitting of the doublet was much\greater than for CdS:In.
and the g-values were significantly shifted towards the
spin only value of 2. \

The measured g-values were:-
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g = 1.96 + 0.02

1.89 + 0.02
g
7 = 1.88 + 0.02

The spectrum was highly saturated at 4.2°K and was.only
observable with power levels of approximately a few micro
watts incident on the cavity. It was easily detectable
at 77°K at maximum incident power (25 milliwatts). No
‘hyperfine structure was observed.

If the splitting of the line is considered to be due to
the existence of two inequivalent sites because of the
reduction of the radius of the electron orbital then

the splitting could be greater with T1 than with-In.
because Tl. is the deeper donor. This view is also supp-
orted by the tendency of (a) the g-value to shift towards
the free electron vélue and (b) the spin-lattice relax-
ation time to increase. These features are indicative of
the Bound electron being in a state which is tending to
an s-state, which would be expected since the outermost
unoccupied atomic orbital of the impurity is in each case
an ns orbital, where n = 3, 4 and 5 for Ga. In. and T1.
respectively.

6-2.5 CdS:Al and C4S:B

These two ions belong to group 3a of the periodic table.

Crystals doped with either Al. or B. were too small for
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e.s.r. signals to be observed in individual rods. To
increase the signal level five or six rods were aligned
in the same direction inside a glass tube, which was
placed in the microwave cavity. Clearly the observations
obtained must be treated with some caution, but they
support the conclusions of the previous section.

The increase of resistivity on cooling indicates that Al.
and B. both act as donor centres in CdS with levels below
the conduction band at approximately the same depth as
those of thallium.

The e.s.T. signals were observed in samples as grown and
were enhanced aftef heat treatment in sulphur vapour.
After the sulphur treatment the e.s.r. spectrum decayed
with time and could not be reproduced. The signals were
highly saturated at 4.2°K and were detected without sat-
uration at 77°K. The spectra consisted of two lines with
a splitting comparable to that of Cds:T1l With a g-value
between that of shéllow donor signals (g = 1.8) and the
free electron value (g = 2.0). The lines were rather
broader than CdS:T1l but this was probably due to slight
misorientation between the rods composing the sample.
Clearly these observations are very similar to those for

CdS:T1 and lend support to the model outlined earlier.




152,

6-2.6 Conclusions

Before any definite conclusions can be drawn from the above
observations many more measurements are required on larger
single crystals. In particular the angular variations of
the spectra in different crystallographic planes must be
investigated. In addition measurements of the donor depths
of thé impurity centres would be useful. However some use-
ful conclusions can be drawn from the present data. From
the resistivity observations it appears that all the six
impurities act as shallow donor centres. There seems to be
an increase in the depth of the donor level below the con-

duction band following the sequence:-
cl. ~ Gas < Im. < Tl. ~ Al. ~ B.

The Cl. and Ga. impurities are known to give rise to donor
levels 0.03eV below the conduction band. The deeper levels
of Tl., Al. and B. are estimated to beva.leV below the
conduction band, since with these donors the free electrons
freeze out at temperatures~2 or 3 times higher than for
CdS:Cl. and CdS:Ga. The radius of the trapped eléctron
‘orbit will be correspondingly reduced and the eleciron is

more localised at the impurity site. The radius of the
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electron trapped at Cl. site in CdS is ~30 R therefore the
radius for these deeper donors is expected to be ~10 &

i.e. approximately four lattice spacings. The e.s.r. data
suggests that the impurity occupies two inequivalent sub-
stitutional sites because of the splitting of the e.s.r.

line into a doublet for the deeper donor centres. It is
ihpossible at this stage to indicate the nature of these
gsites and this must await further measurements.

The outérmost unoccupied atomic orbital of the impurity ion
is in each case an s orbital. Thus the more localised
electron orbital of the deeper donors will tend to have an
s-character. As pointed out above, this assumption is
supported by the fact that the spin-lattice relaxation time
is much longer for the deeper‘donors aﬁa the g-value is
‘shifted towards the free electron value of 2. Recently
Title'(lQ) has reported a similar effect for 5. Se. and Te.
donor impurities in GaP. The donor ionisation energies for
these impurities in GaP. are~0.leV, whereas the hyarogenic
model for shallow donors (as used by Muller and Schneider(lO)
for CdS.) predicts a value of 0.046eV. This is a similar
situation to that for CdS, discussed above. Kohn and
'Luttinger(13) have outlined a treatment for correcting the

calculation of the g-shift for deep donor states. Formally,
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this is done by dividing the wavefunction of the trapped
electron into two parts, an outer region where the effective
mass formalism used for the shallow states is still valid
and an inner region where, since the dielectric constant

is no longer a good concept, a new wavefunction is required.
A recalculation of the g-tensor with the corrected wave-
functions has not been carried out. However Title(lz)
indicatedAthat gince the electrons of a deep donor impurity
are in a smaller orbit they are less influenced by the
lattice, a g-value between that calculated from the uncorr-
ected effective mass theory and the 2.0023 expected for a
tightly bound s-like state would be predicted. This is
observed in CdS for the deep donor states associated with
Al., B. and Tl. However this does not explain the doubling

of the e.s.r. lines for CdS:T1l, CdS:Al and CdS:B which re-

mains unexplained at present.
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] CHAPTER
 MEASUREMENTS AND DISCUSSION OF E.S.R. LINES OBSERVED

WHICH ARE NOT ATTRIBUTED TO ISOLATED IMPURITY IONS

The e.s.r. results obtained during the course of this work
which were attributed to isolated impurity ions have been
discussed in chapter 6. In addition to thése spectra,
further e.s.r. lines of unknown origin were observed at
4.2°K. The work that has been carried out suggésts that
some of these lines are due to defect centres in the
lattice but their origin is still uncertain. The results
discussed in this chapter were obtained from the large
undoped single crystals of CdS that were available (see
chapter 5), unless otherwise stated. The lines which occurred
in the e.s.r. spectra of these samples“and which were iden-
tified as due to impurity ions have already been discussed
in chapter 6 will not be included.

7-1 Form of the spectra

As can be seen from chapter'S a wide variéty of samples of
undoped C4S were available. Howevef the e.s.r. spectra
obtained from these samples can be classifiedAinto four
types. The general shape of these spectra is shown in
Pigs. (7-1) to (7-4). (In these figures the derivative of

the imaginary part of the susceptibility against field
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X"

o Vs. 4 ig shown). The relative intensities and detailed

structure of the spectra varied from sample to sample, but
this will be discussed later. It can be seen that altogether
four absorption lines, lettered A, B, C and D for identi-
fication, have been observed. Of these lines, only line D
can be related to reported data, the'other lines have not
previously been reported. |

The line A has been observed in all the samples investigated.
It is characterised by an extremely large line width. The
line width (which for this work is defined as -the width
between the peaks of the derivative curve, i.e. the width at
maximum slope) was typically 130 gauss. It was difficult to
measure g-values accurately because of the width and the
asymmetry. Also it appears to have slightly different g-
values in different samples. The values obtained for R14

and G.P.0. x 93 emphasise this point.

g, = 2.12 + 0.02
R14 .
g, = 2.10 % 0.02
(g, = 2.08 + 0.02
G.P.0. x 9% /
g = 2.07 + 0.02

. g” is the g-valueA/to c~axis. gl_isg_to c-axis.
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The line appears to be axially symmetric about the c-axis.
The difference in g-values will be explained later, when

a model for the centre responsible for the line is presented.
The line D was observed in most samples and has an almost
isotropic g-value which is very close to that obtained fof

the shallow donor centres discussed in chapter 6.

g, = 1.80 & 0.02

1.79 + 0.02

€1

The line B was always observed as a small shoulder on the
broad line A and was seen in about half of the samples
investigated. It's intensity was dependent on whether the
sample was cooled in the dark or under illumination. It

has an almost isotropic g-value:-

g 2.00 + 0.02

"

g, 1.98 + 0.02

The line C was a very broad and asymmetric absorption peak.
Because of the asymmetry it was not possible to measure &a
g-value, but the line always appeared at the same values of
magnetic field and. was isotropic with field orientation.

It was observed only in a few of the samples.
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7=-2 Correlation of the spectra with other properties

Having discussed the general nature of the e.s.r. spectra
it is useful to compare the occurrence of the spectra with
other properties of samples.

There was no correlation between the growth conditions and
the e.s.r. spectra. This was not unexpected since none of
the other properties e.g. resistivity, luminescence, could
be consistently related to the growth conditions.

(a) Resistivity

A better correlation was obtained with the sample resis-
tivity. The resistivities were not measured accurately, but
were estimated from the damping caused by the sample of the
cavity Q. Therefore the values quoted are only correct to
within an order of magnitude. Table 1 gives the comparison
between the resistivities and the type of spectrum observed.
Clearly there is a good deal of correlation, especially
betweén the resistivity and occurrence of line D.

The resistivity will be closely related to the density of
the shéllow donor levels. The e.s.r. line D, which from its
g-value, hés been interpreted above as due to shallow donor
centfes. Thus, if this interpretation is cor;ect, there

should be a correlation between the intensity of line D and

the resistivity.



 TABLE 1

‘U.H.P. grade

Sample Resistiﬁity ‘e.S.I'. Specyrum
at %00%K | at 4.2°K | under band |unillum-
gap illum. |wnated.
| o | 6 6
LR26 >10acm. >10ncm. 2 1
R13 1 4
R27 . . / 2 2 Line D
G.P;O-Xg} 2 2 ﬂot Jekc(.l"eJ
LR25 -QvﬂoQQcm. Aﬂogncm. 4 2
CRIM A0 cm. | <10%cn. 5 3
RS N 5 )
R29. 10acm. | ~10%cn. 4 4
G.P.0.17A35 y - n
R12 0acm. | >10%.cm. 2 2
R23% 2 2w
. ' | \
R35 - . 2 . 2 Line D
nolt debected
R39 2 2
Eagle Picher :' ! ¢//
: - 2 2

A ER Y
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In the group of samples LR26, R13 and R14 in table 1 which
havé a high resistivity at 300°K and 4.2°K, the e.s.r. line
D is either not observed or is of low intensity. The other
two samples in this group, R27 and G.P.0. x 93, do not show
the line D with the sample in the dark, but under band gap
illumination a large line is observed. These observations
indicafions indicate that a lérge concentration of ionised
shallow donor centres are present at 4.2°K in these two
samples and that the high resistivity is caused by compen-
sation of the donors by acceptors. The group of samples
R12, R35 and R39 have a very low resistivity at 300°K
which becomes high at 4.2°K. It is observed that the resis-
tivity changes sharply at a temperature below 77°K, as the
samples are cooled to 4.2°K. This suggests that there is

a high density of donor levels which are ionised at 300°K
but which are filled at 4.2°K. (The same behaviour was
observed in the samples doped with impurities Cl. and Ga.
which produce shallow donors. See section 6-2). In the
undoped samples R12, R3H6 and R39 the line D is of large
intensity. The other two samples’ingthis group, R27 and
the Eagle-Picﬁer U.H.P: grade crystal, sggw the line D
under bénd gap illumination only. Th;;Xihgicates the

presence of another set of shallow donors with levels
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which are at a slightly greater énergy separation from
the conduction band. These donors are not paramagnetic.
In Support of this model it was found that the change
from low to high resistivity on cooling occurred at a
temperature above 77°K, whereas in the other samples this
occurred below 77°K.

Clearly the e.s.r. line D is associated with shallow donor
centres. The observations from the e.sS.r. measurements
‘clarify the conclusions'that can be drawn from the resis-
tivity data aﬁd should prove very useful in interpreting
Hall effect measurements to be made at 4.2°K.

The other groups of samples in table 1 cannot be dealt with
as easiiy as those above, and it is apparent that recom-
bination centres and other defects are important in deter-
mining the electron population in the conduction band.

For the same reason it is not possible to obtain any
correlation between the occurrence of the other three
e.s.r. lines and the resistivity measurements.

(b) Edge emission

The edge luminescence spectra of the samples used in the
e.s.r. work (and others) have been measured at 4.2°K in
this department. I am very grateful to Dr. L. Clark for

allowing me to discuss his results before publication.
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The luminescence was excited by a 500 watt high pressure
mércury lamp and recorded using an 'optica' .CF4NI grating
spectrophotometer. An outline of thé nature of the edge
emission has been discussed in section (2-3.4). It con-
gists of 2 series X and Y of phowon assisted bands. The
seriés X is thought to be due to the recombination of an
electron bound at a shallow donor and a hole bound to an
acceptor which is about 0.17eV above the val@nce band.

The Y series is due to recombination of a conduction
electron and a hole bound at the same acceptor levels.
Often at 4.2°K there are a number of emission lines sit-
uated at higher energies which are attributed to exciton
recombination. Fig. (7-5) shows the position of the
emission peaks at 4.2°K for a typical sample R12. 1In all
the samples the dominant exciton lines were those denoted
as I, I, or the free exciton.

Small peaks corresponding to other bound excitons were
observed in some samples but these did not occur in a con-
sistent way and therefore will be ignored. It is generally
agréed that the line I1 is associated with recombination of
an exciton bound to é neutral acceptor and that 12,which
may bé a superposition of several components, is due to

(1)

excitons bound to neutral donors.
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Following from this identification of the excitonilines,
the intensity and occurrence of 12 can be correlated with
the intensity of line D in the e.s.r. spectra. This pro-
'viaes further evidence that line D is due to shallow
donor centres. It is not possible however to correlate
the e.s.r. lines A and B with_any features of the lumin-
escence. It is concluded therefore that the centres
responsible for these fesonance lines are not involved in
the luminescent transitions. This view is supported by
the results obtained from the G.P.0. x 9% sample and the
Eagle-Picher U.H.P. brystal, which did not show the normal
green edge emission at 4.2°K. 1Instead a broad structure-
less emission band.centfed at about 7000-X was obtained.
In both these samples, however, the e.s.r. lines A and B
were observed and were of comparable intensity with those
obsérved in samples with good green emission. Also, in
samples which emitted strongiy in the green, the lines A
and B were unaffected by the U.V. irradiation necessary
to excite the edge emission.

The crystals in which the resonance line C was found

(R9, R11l, R29 and G.P.0. 17A%5) showed unusual resistivity
and luminescence features. They all had a low resistivity
nu104 ohm.cm. at 4.2°K which is not yet understood. The

luminescence spectra of these crystals showed only one
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dominant exciton, which was at the position of 12, and
the intensity of the edge emission was much lower than
that for R12. " R12 was chosen as typical of 'normal'
crystals and spectral emission distribution is shown in
Fig. (7-5).

The intensity of the other excitons was very low. 1In
samples R9 and R1l the edge emission consisted of a
single series which was significantly shifted from the
position of the X and Y series of Fig. (7-5). In these
two samples the line D was not observed in the e.s.r.
spectrum despite the fact that there was an exciton at
the position of 12. However recently Clark and Woods(z)
have discussed the possibility that this exciton is 15
which iies very close to 12. 15 is an exciton bound to
an acceptor. This might explain the non-appearance of
line D and why a different edge emission series is
observed. These rather unusual features of the e.s.r.
luminescence and resistivity are not understood at the
present time and will be discussed again in section

(7-6) when the nature of the centre responsible for the
regonance line C is discussed. It can be seén that a com-
parison of the e.s.r. data with the resistivity and edge
luminescence of a crystal enables some conclusions to be

drawn concerning the nature of the centres responsible
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for the levels in the forbidden gap of CdS. At tﬂe out-
set of the work reported in this thesis it was hoped that
the e.s.r. technique would provide information which
would allow the nature of these centres to be determined
unambiguously. It has become apparent during the course
of this investigation that this is not possible from the
e.s.Tr. measurements alone and that these measurements are
most useful when considered in relation to the other data
obtained on the same samples. Consequently it is planned
to measure the I.R. luminescencé and thermally stimulated
current spectra of the samples uéed in this work which it
is hoped will complement the e.s.r. data.

Having discussed the general form of the e.s.r. spectra
and related certain features to some of the other prop-
erties of the samples we are now in a position to discuss
the individual lines, and try to determine the nature of

the centres responsible for them.

Y

7-3 Resonance line D

The results discussed above demonstrate that the resonance
line D is due to eiectrons trapped at shallow donor centres.
The e.s.r. of this type of centre has been treated in some
detail in section (6-2) in the discussion of the resonance

of group 3 and group 7 donor imﬁurities in CdS. The
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nature of the centre responsible for the resonance line
cannot positively be identified from the position of the
line since, as shown in section (6-2), all donor centres
with levels less than about 0.05eV below the conduction
band lead to a line with the same g-value. Consequently
to see if the same centre is responsible for the resonance
or whether there are different ones in different samples,
it would be necessary to compare the e.s.r. spectrum with
estimates of the trap depth of the shallowest trap,
obtained, for example, from thermally stimulated current
measurements.

The shape of the resonance line varied in different samples.
This might indicate that different centres were present in
different samples. However no definite conclusions can be
drawn since the influence on the line shape of such factors
as neighbouring'donor and'acceptor sites, lattice defects,
dislocations, grain boundaries and elastic strain is not
known. It is unlikely that the donor centres are due to
impurity ions because different samples. grown from the same
starting material showed variations in the intensity of the
donor resonance. However the growth technique may have
introduced different degress of donor-acceptor compensation

in the various samples thus causing a variation in the
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'reffective' concentration of donor impurities. This
seems unlikely because in most of the high resistivity
samples there was no evidence of acceptor compensation
of the donor levels. Consequently the shallow donor
levels are probably due to intrinsic lattice defects.

The simplest defect that can be considered is the Sulphur
vacancy. (Recently Woodbury et al(3) have indicated that
interstifial cadmium and sulphur atoms are probably
neutral and do not form trapping levels in the forbidden
gap of CdS.) The ionic contribution to the bonding in
CdS was quoted in section (2-1) as 75%. This value is
consistent with an effective charge of +e on the cadmium
ion and -e on the sulphur ion. Consequently a sulphur
vacancy would be expected to have an effective charge of
+e and it can be treated in the same way as a group 7
substitutional ion, at a sulphur site. Thus the theory

of Muller and Schneider(4) for an electron trapped at such

. a site is appropriate as was discussed in sections (3-4.2)
and (6-2). In this model the trapped electron is assumed
to move in a delocalised orbital of large radius. The
theory predicts that an isotropic e.s.r. line g=1.80
will result. This is consistent with the observed data.

Morigaki(S) has reported the observation in CdS at l.5°K




of a resonance line with g, = 1.783 + 0.003 and g, =
1.764 + 0.003 which he attributed to sulphur vacancies.
However he discussed a model where the trapped electron
~ was localised at the vacancy site. He used this model
to estimate the value of the g-shift for the centre

(63

using the method presented by Kasai and Otomo y which
is out}ined below.

The sﬁlphur vacancy is surrounded by four cadmium ions,
c4,, CdB’ CdC and CdD. If Sp3 hybridisation of the
val¥ence elecfron orbitals of the cadmium ions is assumed
then let ﬁo (Cd,) represent the orbital of Cd, directed
towards the vacancy and ¢1 (CdA), ¢2 (Cd,) and ¢3 (cd,)
the three orbitals directed away from the vacancy. The
ground state wavefunction of a single localised electron

at the vacancy can be approximated to:-

%, = 'ﬁ‘[ @, (cda) + 950 (cde) + 950 (cac) + ¢, (('do)J (7-1)

Equation (3-13) shows that the deviation of the g-tensor
from the free electron value, caused by spin-orbit coupling

of the formXL.S is to a first approximation given by:-

A%l — _1>\2 <O|L~t\n><h|l_i..‘ O> (7-2)
n#o ko
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In this approximate molecular orbital model, the most
significant excited states are those in which the electron
is transferred into one of the twelvé:orbitals of the
surrounding cadmium ions not directed fowards the vacancy.

(7)

The sp3'hybridised orbitals can be written in the form

B (cda) =2 Yo (Cda) + B Yy, (cd) (7-3)

Where '\}Vss and \ﬂpare the 5s and‘ 5p atomic orbitals of the
cadmium ion.
Clearly from the symmetry of the vacancy centre the g-
tensor is isotropic and the g-shift is given by &9 .
Combining equations (7-1), (7-2) and (7-3) the shift of
the g-tensor is given by:- |

ag = — = (7-4)
;Wherezxa is the energy separation of the ground state
and the excitéd states. | |
The small anisotropy of the obserfed g=tensor is assumed
to be due to small distortion along the c-axis of the
wurtite lattice. The value of Nis estimated to be 0.067eV
from the atomic levels of the free cadmium ion(8). The

experimental value ofAs can be expiained by assuming AE
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is 0i29eV. This should be of the order of the ionisation
energy of the donor levels. However this is hardly a
shallow level and so this model for the sulphur vacancy

is inconsistent with the experimental evidence for the
centre responsible for line D. Thus if the line D is
associated with sulphur vacancies, the trapped electron

is expected to be in a delocalised orbital of large radius
and not localised at the vacancy site.

Clearly at the present time the centre responsible for

the line D cannot be established from the e.s.r. data.

As shown in section (3-4.2) if the density of shallow
donors is greater than about 1017/cm3 the electron orbitals
overlap and the electrons are not localised at one donor

site and so no hyperfine structure due to interactions with

donors of lower concentration than this can be observed
and hyperfine structure can be observed, this would suggest

that the donors are impurity atoms. It may also be possible

fo observe superhyperfine structure due to the interaction
between the trapped electron and the surrounding cadmium
ions to establish the form of the electron orbit.  This may
enable one to determine unambiguously the nature of the

|
|
the donor nucleus can be observed. Thus if the e.s.r. of
donor site.
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The experimentally observed effects of the heat treatment
on the magnitude §f resonance signal favour the sulphur |
vacancy model sinoe}the intensity of line D decreases
when the sample is heated at 700°C in 30-40 atmospheres
pressure of sulphur vapour and increases when heated at
600°C in 1072 Torr pressure of cadmium vapour. This is to
be compared with the results of section (6-2), where it
was noted that heat treatment in a sulphur atmosphere
increased the intensity of the e.s.r. liﬁes due to group
3 impurities and did not affect those due to group 7 imp-
urities.

In conclusion, it can be seen that measurements of the
occurrence and intensity of the e.s.r. line D provides
information about the concentration of shallow donor
centres in a sample and can determine whether there is
appreciable compensation by acceptors or not. This data
may prové useful in the interpretation of resistivity and
Hall effect measurements. However at the present time no
unambiguous identification of the centre can be presented.

7-4.1 Resonance line A

This line, which has been observed in every sample inves-
tigated, has not previously been reported in the literature.
In every specimen it was observed as a broad asymmetric

line as can be seen from Figs. (7-1) to (7-4).
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The intensity did not vary greatly from sample to sample.
The maximum variation was about an order of magnitude_
except for a sample which was heavily doped with silicon,
where the intensity was an order of magnitude greater than
the largest intensity observed in the undoped samples.
The variation of the intensity does not seem to be related
to any of the other properties of the samples which have
been studied in this laboratory nor to the expected total
A impurity content. PFor example in the Eagle-Picher U.H.P.
grade crystal the intensity of the line was of the same
order as for many of the samples grown in our own lab-
oratories,the'impurity content of which is expected to

be about 10-100 times greater.

In most samples the line showed no structure, however

some was observed iﬁ a few samples. This was rather vague
and did not occur in any consistent manner. A further
difficulty in inﬁerpreting the structure arises becauée
the line A overlaps the region in which the Mn2+ spectrum
occurs (see section 6-1.2). In a sample grown at the
A.E.I. Ltd. central research laboratories, Rugby (kindly
supplied by Dr. P. D. Fochs), the spectrum shown in Fig.

(7-6) was obtained. The sample contained a sufficient

concentration of manganese impurity for the characteristic
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spectrum of the Mn2+ ion to be resolved above the back-

ground of the broad line A.
Clearly the structure that was observed in some of the

undoped samples may have been associated with Mn2+

impurity.

An attempt to clarify this point was made by carrying

out e.s.r. measurements on samples LR25 and LR26 using a
*Varian' x-band spectrometer belonging to A.E.I. Ltd.,
Central Research Laboratories, Rugby, and which was far
-mofe sensitive than oﬁr own spectrometer. Using operating
conditiohs comparable with those employed in our own
spectrometer to observe the line A the spectrum.shown in
Fig. (7-7(a)) was obtained from the Varian spectrometer
With_sample LA26 at 4.2°K. The spectrum obtained from

this sample using our own equipment is shown in Fig. (7-7(b)).
Clearly the two spectra are essentially the same. When the
same field fange was investigated using the Varian spectro-.
meter, but with a greatly reduced microwave power and field
modulation,and utilising ¢6f the maximum sensitivity of the
instrument, the characteristic Mn.2+ spectrum was clearly
identified. The measurements reported in section (6-2.1)
showed that the Mn.2+ spectrum could still be resolved

using the operating conditions employed to obtain the
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spectra shown in Fig. (7-7) if there was sufficient con-
centration of manganese impurity. Thus the measurements
made with the Varian spectrometer demonstrate clearly
that in the magnetic field region 2.5 to 3.5 Kgauss there
is a broad e.s.r. liﬁe whose origin is not obvious and in
addition there is the characteristic structured spectrum

due to Mn.2+. For a sufficient concentration of manganese

2+ spectrum can be resolved above the

impurity the Mn.
background of line A. We are now in a position to discuss
some of the experimentally observed features of the broad

2+ spectrum

line A, and will ignore the effects of the Mn.
since this was not observed in the undoped samples employed
in this work.

Because the intensity of line A cannot be related to the
expected total impurity content in the undoped samples,

it is reasonable to assume that the centre responsible

for this line is composed partly or wholly of intrinsic'
defects. The work that has been carried out on samples
subjected to heat treatment in cadmium or sulphur vapours
support this model. (For experimental details of the

heat treatment procedure seé chapter 5). The effect of

the heat treatment in sulphur vapour was to increase the

intensity of line A. No quantitative measurements have

‘been carried out at- this stage.
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In addition, a distinct narrowing of the line was observed.
In certain cases a narrow line, which we shall designate

A' was observed on top of the broad line A and this
suggests that the narrowing of line A is due to the appear-
ance of this new component A'. Fig. (7-8(a) and (b)) shows
the spectrum of line A for R39 before and after the heat
treatment. The new component A' can easily be resolved. |
The centre responsible for this line is apparently unstable
since the intensity was noticeably reduced after the sample
had been left at room temperature in the dark for several
days. The cadmium vapour treatment was complementary to
that of the sulphur and produced a reduction in the inten-
sity of line A. No new e.s.r. components were observed.
Once again no quantitative measurements have been made.
These observations suggest that the centre (s) responsible
for line A are associated with cadmium vacancies. As
indicated in section (2-3.1) cadmium vacancies are expected
to behave as hole traps. The fact that the g-shift for the
line is positive suggests that trapped holes are involved,
since the spin-orbit coupling constant ( X) is negative
for holes. It also appears that what has been described

as line A is in fact composed of at least two components

A and A'. More careful measurements after heat treatment

in varying sulphur vapour pressures may reveal more
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components.. However the presence of at least two com-
ponents would explain the variation in line shape and width
in different samples and also the variation of the apparent
g-value of the line noted in section (7-1).

The effect of illuminating the samples with visible I.R.
and U.V. irradiation was studied. Irradiation with light
of energy greater than the band gap did not noticeably
affect the line, even when the sample was emitting green
edge emission. AObviously the centres responsible for line
A are not.associated with those responsible for the edge
emission as was also noted in section (7-2). However
irradiation with light in the wavelength range 0.6 - 0.9
microns brought about a reduction in the intensity of line
A. The I.R. luminescence work reported in section (2-3.4)
indicated that there is a level about 0.7eV above the
valence band which is composed in part of cadmium vacancies.
Recently Cowell and Woods(g) have suggested that the I.R.
luminescence centres are identical with photoconductivity
sensitising centres. If the e.s.r. line A is assumed to be
due to these same centres then the effects of irradiation
on line A can be understood. If these centres are acceptor-
like, which is to be expected from their position in the
forbidden gap, then they will be filled with electrons in

the dark because they will act as compensating centres for
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the donor levels. Conéequently the band gap light which
produces free hole-electron pairs would be expected to
change the population of the centres responsible for line
A, since they would trap the free holes. The fact that
intensity of line A does not change suggests that the

band gap light is absorbed close to the surface and there-
fore so few of the centres are affected that their effect
cannot be observed. However the irradiation with red

light will change the population of the centres, since it
is not absorbed at the surface, by excitihg electrons into
the conduction band. If these electrons are not retrapped
at the centres but are trapped el§ewheré.then the intensity
of line A will be reduced, as was observed in a number of
samples.

The most direct evidence to support this compensated
acceptor model for the centre (s) responsible for line A
was obtained from samples R23 and G.P.0O. x 93. As discussed
in section (7-2) these crystals have a high resistivity due
to compensation since the donor line D is only observed
when the sample is illuminated. When these.samples were
illuminated with red light in the range 0.6 to 0.9 microns,
the donor line D appeared and the intensity of line A was

reduced. There was a linear relationship between the
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increase in the area under line D and the decrease for
line A for varying intensities of illumination. The
illumination was provided by a tungsten lamp with an
intensity of 1000 foot candles at the sample which was
‘passed through chance glass filters OR2 and ONl and a
copper sulphate cell to separate the required band of.
illumination. The position of the acceptor centre was
estimated to be about 1.7eV below the conduction band,

in agreement with I.R. luminescence data. This estimate
was obtained using a~narrow pass band interference filter
centred at 7700 X in conjunction with the same tungsten
lamp. This illumination produced almost the same change
in the intensity of line A as the broad band illumination.
Consequently this wavelength must be close to the peak
absorption wavelength for the electron transfer process.
Once the donor line D had been produced it decayed very
slowly, taking several hours to decay to half intensity,
while the sample was maintained at 4.2°K in the dark.,
This decay probably represents slow thermal release of
electrons to the conduction band. However irradiation
with I.R. illumination of greater than 1 micron quickly
reduced the intensity bf line- D and restored that. of line

A to its original value. This process can be compared with
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the I.R. quenching of photocurreht in CdS. The effect of
I.R. illumination is to create free holes in the valence
band by transferring electrons to the paramagnetic centres
which are~0.7eV above the valence band. The free holes
recombine with the donor electrons very rapidly. Thus

the intensity of the resonance line A is resfored to its
original value and there is a rapid decay in the intensity
of the donor resonance. These observations of changes in
the e.s.r. spectrum when the samples are irradiated with
red and then I.R. illumination suggest that in these two
samples R2% and G.P.0. x93 there are two dominant centres,
which give rise to a set of deep acceptor levels that com-
pensate a set of shallow donor levels.

There is clear evidence of electron transfer between these
two sets of levels. The position and behaviour of the
acceptor levels suggests that they are identical with the
I.R. luminescence and photoconductivity sensitising centres
in CdS, but no measurements have been carried out on the
I.R. luminescence and photoconductivity of these samples.
‘yOTE - In specimens R9, R11l, R29 and G.P.0. 17A35 which
show the resonance line C, the illumination with red light
led to changes in the.intensity of line A which corresponded
to changes in line C. This is believed to be a different

process from that discussed above and will be treated
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in section (7-6) with the model for line C.

We are now in a position to discuss in a more quantitative

manner the nature of the centre‘responsible for the e.s.r.

line A, taking into account that it probably contains

several components which give rise to compensated acceptor
levels in the forbidden gap. The observations on heat
treated samples suggest that the centres are composed
partly or wholly of cadmium vacancies. Two models will

be discussed:-

(a) An association of a cadmium vacancy and a donor
impurity and higher associations of this type.

(b) A system of isolated, pairs, triads and higher
clusters of cadmium vacancies, with the possibility
of the inclusion of sulphur vacancies, i.e. a model
-consisting of intrinsic lattice defects.

The measurements made sé far on CdS inAthis laboratory

favour the second model, but the measurements are insuff-

icient‘to allow a definite decision to be made. Further
measurements are planned to try to provide information
which will allow the model for the centre to be determined
unambiguously. This may show thatAin fact the centre is’

a complex with a composition somewhere between the two

extreme models (a) and (b) given above.
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(a) Cadmium vacancy - donor impurity associate model

The reasons for considering this model are based on the
fact that associations of oppositely charged centres are
expected. Since no definite evidence has been found to
suggest that centres containing equal numbers of sulphur
and cadmium vacancies ére important in CdS, it is reason-
able to consider an association between cadmium vacancies
and positively charged donor impurities. This view is
supported to some extent by the work of Woodbury(lo) on
the diffusion of Cd in CdS where he concluded that the
concentration of cadmium vacancies in CdS was determined
by the donor impurity concentration. Also an e.s.r.
spectrum of this type of vacancy - donor centre has been

(11) 2ng 207612, 1In each case

observed in ZnS(6), ZnSe
the g-value was greater than the free electron value, in
agreement with the observ?tions of line A, and varied
slightly with different dopings. The fact that the g--.
shift is positive suggests that a trapped hole is involved,
and is trapped at the cadmium vacancy. The symmetry of

the site as indicated by the e.s.r. measurements (6, 11, 12)
is in agreement with that expected. The model for the
complex, which is described as the A-centre, in cubic

ZnS is shown in Fig. (7-9(a) and (b))for group 3 and group
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'7 donor impurities respectively.

Consider first the A-centre of Pig. (7-9(a)). Because

of the effective positive charge of the donor centre there
is an electrostatic repulsion of a trapped hole away from
it. At 4.2°K the hole can be pictured as being localised
in one of the three sulphur‘bonds directed towards the
vacancy and the resulting symmetry will be orthorhombic

as is observed in ZnS(6). At higher temperatures (77°K)
the hole is able to 'hop' among the three equivalent
sulphur bonds and the symmetry will become axial about the
[111) axis. This is observed to occur(6). In the hexa-
gonal wurtzite lattice two types of A-centre are possible
depending on the orientation of the zinc ion vacancy and
the impurity relative to the crystallographic c-axis.

The e.s.r. lines due to the two types of A-centre in

hexagonal ZnS have been observed at 77°K(6).

The g, axis
of the g-tensor is rotated away from the [111] axis by a
small amount because of the electrostatic repulsion of
the>ionised donor impurity.

The model of the A-centre in the cubic lattice in which

a group 3 impurity is involved is shown in Fig. (7-9(b)).
A hole trapped at this centre will be repelled to the

sulphur ion most distant from the impurity because of

the effective charge of the ionised group 3 impurity.
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No 'hopping' between sulphur bonds is expected and the
symmetry of the resonance 1ine will then be orthorhombic.
For the hexagonal modification there are three types of
centre, with a corresponding increase in the complexity

of the spectrum. However this spectrum has not yet been
reported in a hexagonal 2-6 material.

With this knowledge of the position of the trapped hole
let us consider a wavefunction for the hole from which the
g-tensor can be calculated. Kasai and Otomo(6) have dis-
cussed the g-shift for the centre shown in Fig. (7-9(a))
in terms of a linear combination of atomic orbitals of

the heighbouring sulphur ions. They included the effect
of hole 'hopping' between the sulphur orbitals. This
calculation is very similar to the one discussed in the
treatment of the g-shift for the sulphur vacancy in
section (7-%) and many of the expressions can be taken
over directly. Since the hole is repelled from the donor
impurity, the ground state wavefunction ( §p) for the hole

can be approximated to:-
b= L[ A6+ 6a)+B(5) (7-5)

where once again we assume that $é<59>etc. represents the
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orbital of sulphur ion SA etc. directed towards the

vacancy and is an sp3 hybridised orbital of the form:-

ADEFAASEE SN (1-6

We nofe that this centre in cubic ZnS has axiald symmetry
at 77°K. The symmetry axis is the parallel to the line
joining the group 7 iﬁpurity and the vacancy and is
denoted as the Z-axis in Fig.'(7-9(a)). Following the
treatment of section (7-3), the g-shift can be calculated
from equation (7-3),‘using the wavefunctions defined by

equation (7-5) and equation (7;6), giving: -

Ag//z = - %.ALF_

A (7-7)

A‘9-‘-2- - -_'% ]%E
Let us now consider whether this type of centre can be
responsible for the experimentally observed e.s.r. data
for line A. It seems impossible to explain the broad
component of.line A by this model since in ZnS the A
centre lines were all narrow (~10 gauss half width)-
and with the variety of impurities studied, i.e. Cl; Gaj;
Br; I and Al; the peaks of the lines lay within a magnetic

field range ~30 gauss at x-band frequencies. There is no

obvious reason why this situation should be radically
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different in.CdS. If one considers an association of
several vacancies and impurity centres then it may be
possible to expiain‘the broad line. However the fact that
the intensity of the line is not related to the impurity
content of the samplesdoés not support this model. How-
ever a proper analysis of the individual impurity content
of the samples is necessary before any definite conclusions
can be reached. The observations made on singlé crystals
of CdS doped with Al., B., Ga., In. and Tl. do not support -
the model cadmiﬁm vacancy - impurity donor complex. (The
e.s.r. of the isolated donor impurities has already been
discussed in section (6-2)). Unfortunately these samples
were too sﬁall to make any quantitive observations and so
no definite conclusions were reached. However it was
observed that in these samples the shape-of line A was

not appreciably different from that of the large undoped
single crystals and that‘the intensity, taking into
account the relative volume of the doped and undoped
samples, was not signifiéantly larger. 1In addition, the
fact that the centre responsible for line A is a compen-
sated acceptor level cannot be understqod. The maximum
effective charge of the cadmium vacanc§7-2e if a complete

ionic model for CdS is assumed. Thus the effective charge
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thoen
of the associated complex cannot be greater/-e and so- it

can only trap one hole from the valence band. The neutral
centre therefore is parahagnetic and electron compensation
by donor levels renders it diamagnetic. 1In ZnS the e.s.r.
associated with the A-centre was only observed after
illumination with light of photon energy greafer than the
band gap(6). This is contrary to the observations for
line A.

It is worth considering whether the narrow component of
line A, A', which was observed in samples which had
received heat treatment in a sulphur atmosphere, may be
due to this type centre. As indicated in Fig. (7-8(b)) the
line A' has a g-value of 2.04 + 0.02 with the magnetic
field along the c-axis. It was found impossible to follow
the angular variation of this line round to the perpend-
icular position because of the complication presented by
the broéd component A. However to within an accuracy of
about 3% the line A' appears to Be isotropic. The calcul-
ated g-shifts from equation (7-7) arecﬂ0= 0.05, &g, = 0.03.
The value of \ evaluated f;om the atomic energy levels for

" free sulphur was 0.025eV(8). (™ has a negative sign because
this is a trapped hole centre). The value of AE was
estimated from the height of the acceptor level above the

valence band, which has been shown to be approximately
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0.7eV. The concentration of the individual donor impurities
will presumably be comparable with the density of the
associated pairs. Hence an e.s.r. line would be expected
which comprises a super-position of the lines due to all
the different complexes, waich contain the group 3 and
grouﬁ 7 donor impurities which are present in the samples,
and which is isétropic with a g-value of about 2.04. How-
ever there was no correlation between the intensity of the
resonance with the expected impurity content of the samples,
moreover in the doped samples there was no noticeable
increase in the intensity of this line even though many

of the samples were heated in sulphur vapour to make the
e.s#r.'spectrum of the isolated impurity observable. (see
section 6-2). Once again, therefore, it is unlikely that
the e.s.r. line A' is due to a centre which contains donor
impurity ions, but more gquantitiative measurements on large
doped single crystals are necessary before any definite
conclusions can be drawn.

The present evidence suggests that the centre(s) respon-
sible for the e.s.r. line A and the components in this

. region do not contain donor impurity ions, or if they do
the impurity ions do not make a significant contribution

to e.s.r properties of the centre.
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(b) Clusters of Cadmium Vacancies

Since the possibility that impurities are important
.components of the centres responsible for line A has
been eliminated and it is known that cadmium vacancies
are important, it remains to consider the e.s.r. signals
expected from a cluster of an association of cadmium
vacancies. There is a certain amount of experimental
evidence to suggest that cadmium vacancy clusters exist

(13) interpreted

in CdS. For example, Boer and Kennedy
-their work on thermally stimulated currents and photo-
conductivity in samples of CdS heat treated in ultra high
vacuun in terms of dissociation of defect associates
containing cadmium vacancies with the consequent pro-
duction of paired and single cadmium vacancies. Similarly
Cowell and Woods(g) interpreted their results on thermally
stimulated currents and I.R. luminescence in terms of
complex centres which were composed partly or wholly of
cadmium vacancies.

Complex associations of lattice defects are known to

exist in the alkali halide group of materials and a great
deal of experimental and theoretical work has beén carried
out on these materials. For a comprehensive review of

this topic see the review article of Compton and Rabin(14)
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In Kl., e.s.r. spectra have been reported which have

been attributed to the association of two F-centres(IS)

(16) at nearest neighbour sites. Thus

and three F-centres
it is not unreasonable to expect to observe the e.s.r.
spectrum of an association of cadmium vacancies. A
rigorous treatment of the spin Hamiltonian of such a
defect containing more than one 'force centre' is beyond
the scope of this thesis. Some attempts have been made to
predict the values of the parameters which occur in the
spin Hamiltonian of associated defect centres in alkali

17 but there have been no attempts at

halide materials
such calculations for other materials. Consequently

an approximate treatment will be presented where it will
be assumed that each cadmium vacancy contains one trapped
hole, which is localised at that vacancy (some support
for this assumption will be given later), and the effects
-0f exchange interactions between neighbouring vacancies

in a cluster will be taken into account.

7-4.2 Exchange interactions

The close proximity of two paramagnetic ions allows a so
called exchange interaction to take place between the
electrons in the ions. This interaction arises because
electrons are indistinguishable from one another and as

a result two electrons may change places without any
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change in the apparent configuration. The effects of
exchange interaction are demonstrated when proper allow-
ance for the possibility of quantum jumps of this nature
is made. All of the experimental and theoretical work
so far reported has been concerned with systems of pairs
and triads of paramagnetic transition and rare earth metal
ions.

The usual treatment of exchange follows that originated
by Dirac(lB). He showed that for a system of electrons
where the electrons are confined to different specified
orthogonal orbitals of which a typical pair have wave-

functions ‘yt(r) andyﬁ(r), the exchange interaction

coupiing the spins can be written:-

\/e,(. = - 2 3—&) éi'éj (7-8)
3

where Jij is the 'exchange integral' and depends on the
overlap of the orbital wavefunctions and §5; and §j refer

to electron spins in the orbitals.

This fbrm is correct when spin-orbit coupling interactions
are neglected and can be used unchanged in considering the
exchange interaction between paramagnetic ions in a crystal

in this approximation. Although in many aspects of
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paramagnetism it is not permissible to neglect spin-
orbit interactions, no detailed treatment of the effects
on the exchange of its inclusion seems to be available.
The custom, therefore,isto use an equation of the form of
(7-8) in dealing with exchange between paramagnetic ions.
This interaction is then said to be an 'isotropic exchange
interaction', because it depends only on the relative
orientations of the spins. However the value of J will
probably depend not only on the separation but also on
the positions of the ions, because in a crystal field
potential the charge densities are generally not spher-
ically symmetrical. This leads to the so-called 'aniso-
tropic exchange' and this term is used to account for
those parts of the exchange interaction which have a
form different from equation (7-8). If the line joining
the two ions is an axis of symmetry of the two ions and
their surroundings, the anisotropic exchange can be
written in a form similar to that of the dipole-dipole

(19), _

interaction between the ions
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7-4.% Position of e.s.r. lines due to exchange coupling

The spin Hamiltonian for pairs and triads of exchange
coupled paramagnetic ions will be discussed next. The

. form of the spin energy levels and expected e.s.r. spectra
will be indicated. It is usually‘found that exchange is
only important between nearest neighbour ions.’

Pair spectra

The spin Hamiltonian for a pair of exchange coupled para-

magnetic ions of spin §1 and §2 respectively has been

(20)

discussed by several authors, including Owen s, Bleaney

and Bowers(2l) and Slichter(23). With no exchange let
the Hamiltonian for the isolated ion of spin 5, be of a

typical form:-

)‘(1 - 3 B ﬂ . él * —DC[(S"')-L— '/3 S‘(S'H)J +E‘[(S"")1_(S‘5)IJ

FAIS  (7-9)

There is a similar Hamiltonian)%lfor the ion with spin

S The first term represents the Zeeman energy, the term

_2'
in A is the hyperfine structure interaction and those in

D, and E, the usual second order crystal field terms with

C C
axial and rhombic symmetry respectively.

An exchange interaction is now introduced so that the

Hamiltonian for the pair system is:-
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+ B [Sim Sam =51y 5ay] (7-10)

The term in J represents the isotropic part of the exchange.
Higher order terms, e.g. J2(§1.§2)2 héve been assumed to

be negligible. Similarly it is assumed that the aniso-
tropic part of the interaction is of low order and is des-
cribed by the terms in De and Ee’ which have axial and
rhombic symmetry respectively. It has also been assumed
that the axes of the interaction x, y and z are the same

as those of the crystal field.

Equation (7-10) can be rewritten:-

Ho=gpus + 3] s6+) - s - sx(savi] +4 5 (505)

+3 (x5 D, +~Bs ‘D¢)[.S: - §(§+‘)] (s € +Bs Ec)[S;-Sg" (7-11)

Where S = §l + §2, and ‘it is assumed from now on that

§l = 5, which will be the case for like ions. S is referred

to as the total spin and can have values:

S=81+82’sl+82-1’ ------------ O

(20)

=« ; and Bg are constants which Judd has calculated
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_ 1 | s6+) —4as(+D)
(25-) (25+3)

(7-12)

35(+) —3— 4 5,(S.+V)
(25-D (25¢3)

il

Ps

In the approximation that gpH>>J>>A, 5, = 5, = 2 (which
will be the approximation used in the description of the
cadmium vacancy centres) and ignoring the anisotropic
terms, the term in J gives states with well defined total
spin values S = 0 and 1. The lowest state if J is pos-
'itive (antiferromagnetic exchange) is S = 0 with an
energy -3J below the spin state of the isolated ion.

The § = 1 state lies at an energy J above that of the
isolated ion. In this case, which4is the one most com-
monly observed, the system is dilamagnetic at temperature
T where KT'<<«J. The triplet e.s.r. spectrum will be
observéd at higher temperatures KTzJ. If 5, = §??»§
then the lowest state is still § = O, tpe next is S =1
which is J higher in energy, then S = 2; which is 37
higher etc. The order of the levels is reversed if J

is negative (ferromagnetic exchange).
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FIG.?—ﬂO.\Energy level scheme .for exchange coupled
péramagnetic ions. | | '
(a) Single ions (5=%). )

(b) Pairs with isotropic exchange..

(¢) Pairs with anisotropic . exchange.
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The effect of the small anisotropic terms in equation
(7-11) is to give small gero field splittings of the

(25 fAl) substates belonging to each total spin state.
These splittings are calculated by considering each state
of total spin separately. A typical energy level scheme
for pairs of paramagnetic ions assuming isotropic and
anisotropic exchange coupling is shown in Fig. (7-10)
for 8, = S, = 2. The e.s.r. lines of a pair system with
isotropic exchange will fall exactly on top of those due
to the isolated ions. The effect of the anisotropic
contribution is to allow the pair lines to be observed
if the zero field splittings are greater than the line
width of the isolated ion lines. In their work on three
exchange coupled (triads) irridium ions (Ir4+) in (NH4)2

(22) concluded

Ir, PtCl6 mixed crystals. Harris and Owen
that it was necessary to include exchange between next
neighbouring Ir4+ ions as well as between nearest neigh-
bours. This interaction was found to be an order of
magnitude smaller than that between nearest neighbours.
They found no evidence for exchange between more distant
neighbours.

In the approximation that J=>»A the hyperfine structure

term is of the form AS.(I; + ;2). Thus 2(2I) + 1. hyperfine
2

lines at half the normal spacing are expected. If they
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can be resolved the hyperfine lines serve to identify the
spectrum from an exchange coupled pair of ions'unambig-

uously.

Triad spectra

There is little reported work on the magnetic properties
of three exchange coupled ions. The most thorough report

(22) 4+

has been by Harris and Owen on Ir ions. Their

treatment will be outlined since it will be useful in
discussing the e.s.r. spectrum observed in C4dS and
reported in this thesis.

The Ir4+ ions, in the mixed crystals of (NH4)21r,Pt016
which were used by Harris and Owen, form a face centred
cubic structure while the other ions comprising the salt

4+

are arranged in the space between the Ir ions. The

structure is indicated in Fig. (7-11). The work of Harris

(22)

and Owen on the pair spectra of Ir4+ in this salt had

established that there is a large exchange interaction

+ . .
4 ions characterised

between nearest neighbours (nmn.) Ir
by an isotropic term with JIVS cm-l and anisotropic terms
which allow the n.n. pair spectra to be ébserved. There
is also an exchange between next nearest neighbour (n.n.n.)
ions characterised by an isotfopié term with J2<¥Jl and no

anisotropic terms.

To describe the spin Hamiltonian for the triads, let %&1
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 be the exchange interaction between the n.n. pairs in the
triad and J2§1§2 be the interaction between n.n.n. pairs.

- The only triads of importance are those in which‘the spins
are coupled by n.n. and for n.n.n. interactions. For the
f.c.c. arrangement shown in Fig. (7-11) there are six
types of triéd; which are indicated in table 2. For the
first four triads in table 2, the isotropic terms in the

Hamiltonian can be written:-
Ho= T(885 +8.8) +T'¢,.5

The terms in Jl correspond to the two n.n. pairs and the
term in g1 to the third pair in the triad. From inspection

of Pig. (7-11) J' = J; for the equilateral triad, J' = J,

for the right angle triad and J1 = 0 for the line and skew
triéds. If the energies and the state functions for the
triad containing two n.n. pairs are calculated(22) then

a quadruplet and two doublet states are obtainedlwhere

S = 3, # and ¥ respectively (S = 5; + 5, + 83). An energy
levei scheme for several of the types of triad described
above is shown in Fig. (7-12), taking into account isotropic
'AandaanisotropEC‘ékchaﬁge._ The effect of the anisotropic

terms in the Hamiltonian is to produce zero field splittings
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of the S = g states as can be seen in Fig. (7-12). The
states with S = ¥ are not split and the spectra from
these fall under the main line of the isolated ions and
are not observed. Clearly the triad spectra is very
complex, because of the different types of triad and the
different zero field splittings for the different types.
Harris and Owen(22) were able to identify the lines in
their spectra as due to the different triads and showed
that their analysis of the Hamiltonian for the triads was
correct. It is intéresting to note fhat they concluded
that the interaction between n.n. pairs is the same
(within experimental error) when the pairs form bart of
a triad as when they are isolated and they predicted
.this would be true for the interaction between pairé in
higher order associates.

Higher Order Associates

As indicated above the same approach can be applied to

a treatmenf of four or more exchange coupled ions.
However the Hamiltonian for such a system will be more
complicated than for the triad system. The situation is
further complicated by the large number of combinations
involved in the system of four, five etc. coupled ions.
In principle the treatment should be no more difficult

than that for triads but the computation will be far more
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tedious. The results obtained on CdS, reported in this
thesis, do not warrant the development of such a treatment
in detail at preéent. However it can be stated that a
large number of e.s.r. lines due to the quadruples etc.
should be obser¥able. It will probably not be possible

to resolve all these lines individually because of inter-
ference from the lines due to the triads and pairs. In
the case of impurity paramagnetic ions in a solid the
number of quadruplets and higher associates will be much
smaller than the number of triads and so the intensities
of these lines will be relatively unimportant compared

to the pair and triad spectra. Héwever as indicated at
the beginning of this sectién the formation of the clusters
of cadmium vacancies 1is favoured in €4S for reasons not
yet understood and so the intensity of the e.s.f. lines
dué to clusters may be larger than those due to paired .
and isolated cadmium vacancies.

7-4.4 Application of exchange coupling to cadmium vacancy

clusters in CdS

The possible description of the e.s.r. line A in CdsS in
ferms of a model of exchange coupled associations of
cadmium vacancies will now be considered. However, before

discussing the effects of exchange coupling, it is necessary
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first of all to consider the model for the isolated

cadmium vacancy. Kroger et.al(24)

treated the vacancy
site as being deficient of two electrons so that it acts
as an acceptor centre. It is assumed that the deficiency

E hybridised orbitals of

is shared between the four sp
the surrounding sulphur ions which are directed into the
vacancy. As stated in chapter 2, the concentration of
donors alﬁays exceeds that of acceptors in CdS with the
result that the site will be compensated by electrons

from the donor levels. At first sight it might be
expected that the vacancy will accept two electrons.
However, Kroger et a1(24) have concluded that the second
energy level lies in the conduction band. The second
electron therefore is always ionised and can be ignored.
The vacancy, having been compensated by one electron,

i.e. containing one trapped hole, can be thought of as
having an energy level which lies close to that for the

" site which is defig¢ient of two electrons. The situation
can be represented on'an energy band diagram as shown in
Fig. (7-13). Consequently the Ved* configuration describes
the state of the vacancy at 4.2°K, i.e. it is a-compensated
acceptor site as required by the observations on e.s.r.
line A. "From the evidence of the red (self activated)

emission from undoped CdS which has been heat treated in
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a sulphur atmosphere Kroger et a1(24) conclude that the
Ved” levels lie about 0.7eV - leV above the valence band.
If a hydrogenic model for the trapped hole at the cadmium
vacancy site is assumed then the hole ionisation energy
should be about 0.15eV, assuming the value of effective
mass to be 0.81Me from the cyclotron resonance data of
Sawamotto(zs). The radius of the orbit of the hole is
then approximately 62. However the height of the level
above the valence band has been estimated to be at least
0.7eV. In this situation the trapped hole is more local-
ised at the wvacancy than the predicted 62. Clearly it is
reasonable to assume that the hole is completely localised
at the vacancy site and that the hydrogen model does not
apply. The localisation of the hole is one of the central
. assumptions of the proposed method of treating the e.s.r.
spectrum of a cadmium vacancy pair as a pair of exchange
coupled paramagnetic vacancy sites. If the hole is localised
the value of the g-tensor for the isolated vacancy can be
calculated in exactly the same way as the gftensor was
evaluated in section (7-2) for an electron localised at a

sulphur vacancy. The g-shift is then given by equation

(7-4) as :-

139 = - 2

AE
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The trapped hole problem requires the sign of A to be
negative. The magnitude of X is estimated to be 0.025eV
from the atomic energy levels of the free sulphur ion(8).
The value of AE is approximated to the ionisation energy

of the centre, i.e. 0.7eV.
Thus & g = 0.03

and an isotropib e.s.r. line with a g-value of approximately
2.03 (S = %) is predicted for the isolated cadmium vacancy.

Pairs of cadmium vacancies

From the discussion of exchange interactions outlined
earlier, the paired system of cadmium vacancies is expected
to lead to a spin system consisting of two states of total
spin O and 1. The ordering and separation of these levels
depends on the sign and magnitude of J, the isotropic part
of the exchange interaction. No data is available to
estimate the value of J. The sign will be assumed to be
positive since this was the case for the defect pair centre
in K611%) ana the results obtained for CdS could be under-
stood using this assumption. However the interpretation of
the results is not seriously affected if J is assumed to be

negative, Some degree of anisotropy in the exchange might be
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expected, but this is likely to be small because Ishikawa(26)

is of the opinion that exchange coupled pairs of Mn2+ ions

in CdS are well described by a completely isotropic exchange
interaction. However the presence of a pair of cadmium
.vacaﬁcies must intréduce local strain and disturb the local
symmetry at the site. This would be expected to introduce

an anisotropic exchange term, but it is difficult to give

any quantitiative estimate of the magnitude of this term.
Further strains set up in the sample during cooling following
growth, especially after quenching, would prdduce similar
effects. Many of our samples are known to be highly strained
since they frequently crack or shatter during removal from
the growth tube and the dislocation density is very high - see
section (5-4). The effect of all these anisotfopic terms

is to produce two pair lines due to'zero fielgyg;“%he trip-
let state away from the isolated vacancy line. If the sample
has a variable stress throughout its volume, then the strain
will be different at different vacancy pairs. As a result
the zero field splitting could be continuously variable
throughout the vacancy pairs in the sample. This would pro-
duce an e.s.r. line centred at the position of the isolated

vacancy line but somewhat broader. The line may also he

broadened because there are two possible types of vacancy
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pair in hexagonal CdS. In addition the next nearest neigh-
bour interactions_may be important since the ratio of the
nearest neighbour pair separation to the next nearest neigh-
bour pair separation is approximately 3:4. Thus further
pair lines may result, with a corresponding increase in

the complexity of the e.s.r. spectra.

The proposed mechanism for the effect of random strain
variations broadening the pair lines is supported indirectly

(21) on the e.s.r. of

by the work of Bleaney and Bowers
exchange coupled pairs of copper ions in copper acetate.

The authors postulated that the main contribution to the
resonance line width was thermal modulation of the exchange
integrél J. The lattice vibrations cause a small fluctuation
in the separation of the interacting ioﬁs. Since the ex-
change integral is a measure of the overlap of the wave
functions, it is very sensitive to such fluctuations. A
modulation of the anisotropic exchange terms will contribute
to the line width of the pair lines. - Clearly strain modul-
ation of the vacancy pair separation would produce a similar
effect. .

Triads of cadmium vacancies

A system of three nearest neighbour cadmium vacancies is
obviously complex and should lead to a complex e.s.r,
spectrum. There are three distinct typeé of triad in the
cubic zinc blende lattice, each of which can be subdividied

-in the hexagonal modification. Referring to Fig. (7-14)
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the basic types of triad have structures ABC, ABE and CAE
respectively. The first two are tetrahedral while the

third is a skew chain system. In the hexagonal modific-
ation there are two kinds of the triads ABC and ABE. There
are seven types of chain triad. When next nearest neighbour
interaction is included three of these types must be sub-
divided twice. Consequently there are 14 different arrange-
ments of cadmium vacancy triads. In line with the treatment

4+ ions, the spin

of section 7-4.2 for the triads of Ir
Hamiltonians.can in principle be wriften down for the 14
types of triad, and solutions for the energies and eigen-
states of the different triads obtained. However this is

not possible since no estimation of the magnitude of the
exchange integrals can be made and the importance of the
anisotropic terms relative to the isotropic ones is not
known. However by comparison with the discussion of the

Ir4+ ions, it is fairly obvious that an extremely complicated
triad spectrum will result. The modulation of the exchange
integral necessitated by the randon strains in the crystals
would be expected to broaden each of the triad e.s.r. lines
by varying the zero field splittings of the S = 3 spin

" state, producing one broad structureless line siiilar to

that postulated for vacancy pairs. However the triad line



206.

‘should be broader than that associated with pairs because
the triad of vacancies, will produce a greater lattice
distortion at the site and hence a larger anisotropic inter-
action.

Higher order clusters

Clearly the arguments discussed in the previous section

can be applied to a quadruplet, quintet, etc. of vacancies,
but correspondingly computations will be more tedious and
Complex; A complicated set of‘spin energy levels will be
formed for each permutation and once again a broad structure-
less e.s.r. line may be'expected. The line width should be
greater than for the triads because of the greater lattice
distortion at the more complex vacancy cluster site.

It has been suggésted (9, 13) that suléhur vacancies might
be present at the cadmium vacancy cluster sites. These will
not greatly affect the shape or nature of the expected broad
line, since this is essentially due to holes localised at
cadmium vacancies. The situation where the missing sulphur
ion is one linking a cadmium vacancy pair is an exception.
In this instance a delocalisation of the holes at the part-
icular cadmium vacancy pair will result but the effect of
this cannot be predicted until the wavefunctions of the

holes can be estimated. The presence of a sulphur vacancy
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close to a cadmium vacancy cluster should broaden the e.s.r.
line due to the cluster alone by increasing the local strain.

7-4.5 Discussion of the e.s.r. results using this model

As indicated in fhe previous three sections the e.s.r. line

A can be explained in terms of the resonance of clusters of
exchange coupled cadmium vacancies, each of which has trapped
one hole. It has been suggested in section (7-4.1) that the
line A is composed of several components and this can be
explained in terms of different order clusters contributing

to the_line.

The general shape of the line A can be understood in terms

of the triad of vacancies. By comparison with Fig. (7-12)

a possible energy‘level scheme for a vacancy triad is shown

in Fig.‘(7-15), assuming J is positive.

There will be 14 energy level schemes of this form for the

14 different triads. Since thé broadness has been ascribed

to strain modulation of the zero field splitting of the levels,
then since the only one with such a splitting is the S = 3
ievel, this level must be pbpulated at 4.2°K. Therefore ihe
magnitude of the isotropic part of the exchange J must be less
than 20m-l. To a first approximation therefore let us assume
J = lem™t. The transitions in the S = g total spin state,

it hés been postulated, will give a broad e.s.r. line centred
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on the position of isolated vacancy line. -The lower lying
doublets will give a sharp line centred at this position.
For a system in which the exchange is isotropic the 2S5 + 1
substates of each total spin state are well defined by the

Sz component of 5 so that there are no matrix elements
coupling states in different total spin states and no trans-
itions of this type can be observed. However in this triad
vacancy system it has been postulated that anisotropic
exchange interactions are present. The effect of these is

to produce mixing of the other states into any total spin
state. Thus the spin states designated |n>31and In, are

in fact linear combinations of all the spin states. Con-
sequently the matrix elements between states with different
total spin will not be zero. Thus since d is of the same
order aszhwat x-band frequencies then trangitions between the
S =3 and S = % total spin states will be allowed as indicated
in Fig. (7-15). The intensities of these transitions will be
smaller than those between levels in the states in which

total spin is constant, because to a first order approximation

they are forbidden.

Fig. (7-16) shows the possible superposition of these different
transitions at x-band frequencies, assuming the line broadening
is due to strain modulation of the zero field splitting for

J~-lcm'l and assuming that the zerb field splitting varies
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continuously between O and 0.0ch—l.

The sharp component o<, corresponds to the transitions 2

and 3 between the levels of the two lower Iying doublets

of Pig. (7-15). The componentp is associated with the
transitions between the levels of the triplet (1 and 6)
which ére broadened into one line by the variation of zero
field splitting of S = 3 level (d). The component ¥
‘corresponds to the traniitions of the type 4 and 5 between
levels in the total spin states % and 3, broadened by the
variation of d. Clearly the envelope gf these components
resembles the shape of the observed line A, c.f. Figs. (7-1)
to (7-4). Howevef‘it is too sharply peaked near the position
of the isolated vacancy line, because of the magnipude of

the componente«. The contributions toeare from the two
lower l&ing doublets the lower of which will be more important
from population considerations. If the centre contained an
even number of vacancies, the ground state would be a singlet.
At this stage it is not‘possible to prediwct the total spin
stétes of such a centre. The simplest centre will be a
quadruplet of vacancies, which should have total spin states
of 0, 1 and 2, of which the singlet will be lowest. Thus

" because of zero field splittings of the S = 1 and 2 states,

transitions falling on top of the isolated vacancy are not
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expected. Thus the component «for a gquadruplet will be
reduced or even absent. Because of the large increase

in the number of levels and the number of ways of arranging
the four vacancies the components 8 and ¥ should increase by
approximetely equal amounts. Thus the line shape asso-

1

ciated with a quadruplet for J~lcm and d varying contin-

1 will closely resemble that observed

wously from O to 0.03cm
as the e.s.r. line A, The final conclusion, therefore, is
that the shape of the line A can be adequately explained

in terms of a quadruplet of cadmium vacancies at nearest
neighbour sites. However, there may also be contributions
from triads, quintets and higher order clusters.

The model of vacancy clusters can also explain the behaviour
of the samples heat treated in atmospheres of cadmium and
sulphur vapourg¢s. Heating in a sulphur atmosphere will
increase the concentration of cadmium vacancies and hence
the intensity of the e.s.r. line. The sharpening of the
line at the position of the isolated vacancy line which is
observed after the sulphur treatment can be understood in
terms of a relative increase in the concentration of triads
and pairs, both of which are expected to produce a sharp
line in this position. With the present data it is impos-

sible to distinguish which type of centre is produced.
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The isolated vacancy is ruled out because this would not
be observable at 4.2°K where it is expected to be highly

gaturated. This is deduced from the conclusions reached
27

from their measurements of
4+

by Harris and Yngvesson

spin lattice relaxation time on Ir at concentrations

4+ ions were important. They

where triads and pairs of Ir
found the relaxation time for the triads to be shorter
than for the pairs and that for the pairs to be shorter
than for the isolated ion. it was noted that the line A
began to approach saturation at the maximum output of

the signal klystron (25mW). Since it is believed that

line A is associated with a quadruplet of cadmium vacancies
and apparently has quite a long relaxation time, then the
spin-lattice relaxation time of the isolated vacancy
should be extremely long possibly of the order of 100's

of m.secs at 4.2°K and not be observable. This is not
unreasonable for a point defect centre. It is interesting
to note that in CAdS:Al and CdS5:B specimens, an isotropic
line g=2.06 + 0.02 was observed at 77°K. At this temp-
erature this line was saturated at power levels ~ few m.
watts and was not observed at 4.2°K presumably because of
saturation.

The origin of this line is unknown and it is tempting to

ascribe it to the isolated vacancy. However more inform-
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ation is required before any identification can be made.
The simplest system that can cause the narrow line which
appears after heat treatment in a sulphur atmosphere is
the pair of cadmium vacancies. Whatever the centre is,

it must be unstable as it was noticed that the sharp

line decayed in intensity ‘after the sample was left at
300°K for a few days. The possibilities are that the pair
dissociate into isolated vacancies which cannot be observed,
or that they associate to form higher clusters and add to
the broad line A.A similar situation occurs in silver
bromide where the 'sub image', which consists of two Ag+
ions at nearby kink sites, is unstable. The pair of Ag+
ions migrate to form an Ag+4 complex which is the stable
'latent image' in the photographic process which occurs

in silver bromide.

Following heat tredatment in a cadmium atmosphere the
intensity of line A is reduced and no new components can
be detected. The heating is'expected to feduce the con-
centration of_cadmium vécancies. Since cadmium pairs are
thbught to be_ﬁnstable the treatment would not be expected
to increase their concentration at the expense of the
higher clusters. Thus the decrease in the intensity of
line A is expected on the vacancy cluster model and the

non-appearance of the sharp line is not surprising.




An experiment was performed to attempt to determine
whether the width of the liﬁe A was stress dependent as
suggested in the discussion of the proposed model. An
.undoped sample was given an uniaxial stress of approx-
imately 200 Kgm/cm2 while the e.s.r. was investigated at
4.2°K. The line width between the maximum slope positions
was found to have increased by approximately 15%. This
suggests that the random internal strains can ﬁndoubtedly
contribute to the line broadening and that the applied
‘stress is consideraﬁbless than the internal ones and so
adds to these and increases the line width.

Qur samples appear to be highly stressed. It -has been
reported thap CdS single crystals fracture at stresses

2 (26), whereas our samples

of approximately 1000Kgm/cm
.were found to fracture at about 300-500Kgm/cm2. This
lends further support to the postulate of line broadening
by strain modulation of the zero field splittings of the
spin states. Obviously, however, more quantitative.
measurements of this type on a variety of samples are
required.

The conclusions derived here concerning the nature of the

centres responsible for line A are in qualitative agreement

with those obtained by Cowell and Woods(g) from their work
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on thermally stimulated currents and I.R. emission in

CdS. They concluded that the centres responsible for

the 1.6/1.85 micron I.R. emission band (see section 2-3.4)
lie about 0.7eV above the valence band and are identical
with the photoconductivity sensitising centres. Various
arguments were used to deduce that the centres were wholly
or partly composed of a number of cadmium vacancies. They
showed that electron trapping centres 0.63eV and 0.85eV
below the conduction band were most prominent in samples
heated in 15-30 atmospheres of sulphur vapour and probably
consist of various forms of cadmium vacancy. Further it
was demonstrated that two 0.85eV traps disappear under
illumination at temperatures in excess of 350°K to form
one 0.6%eV trap. Heat treatment at BBOOK in the dark con-
verts all the 0.63%eV traps in sulphur rich crystals to
0.85eV traps. Thus they concluded that the 0.63eV trap
consists of at least two cadmium vacancies and can be
converted in some crystals to the sensitising centres by

a bhotochemical process. It follows, therefore, that these
latter centres are a more complex association of cadmium
vacancies. In addition the 0.63eV traps can be created
from the 0.85eV traps which are either single cadmium

vacancies or pairs of cadmium and sulphur vacancies.
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Clearly the sensitising centres can be identified with
the centres responsible for the broad line A, which has
been ascribed here to quadruplets of cadmium vacancies.
The narrow e.s.r. line observed in sulphur rich crystals
can be identified with the 0.63%eV trap which has been
ascribed to pairs of cadmium vacancies from the two
independent measurements. The gradual decay of this

line at 300°K can be ascribed to the dissociation of
0.63%eV traps into those at 0.85eV which Cowell and Woods
observed as a rapid process when the sample was heated

to 38OOK in the dark. .Clearly a series of experiments
should be carried out to measure the thermally stimulated
current, I.R. luminescence and e.s.r. spectra of the same
samples to determine whether the centres observed in the
three measurements are in fact identical as the present
evidence suggests.

7-4.6 Conclusions

The e.s.r. measurements for the line A have been discussed
in terms of two models, one an association of cadmium
vacancies and donor impurity and the other an association
of cadmium vacancies only. The e.s.r. data is best des-
cribed by the latter model, which is also supported by

independent measurements of thermally stimulated current
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and I.R. luminescence spectra. However a good deal more
experimental evidenece is required before the explanation
offered can be regarded as conclusive.

7-5 Resonance line B

The nature of the centre responsible for this resonance
line is little understood at the present time. As we

saw in section (7-2) there is no correlation between its
occurrence in the e.s.r. spectra and the other properties
of the samples measured in this laboratory. It is unlikely
that the line is due to. an impurity ion since there is

no agreement with the published work on the e.s.r. of
commonly occurring impurity ionsin CdS.

The resonance line B is observed as a shoulder on the
broad line A with g, = 2.00 + O.&Ql and g, = 1.99 + 0.01.
It always seems to appear when line D is observed, but

its intensity is not related to that of line D. The
samples R9 and R1l grown in a high sulphur vapour pressure
(~20m.m.) did not show the line B but on the other hand
its intensity was not reduced by heating samples in which
it occurred at 700°C in 30-40 atmospheres pressure of
sulphur vapour. This seems to suggest that the centre is

a complex consisting of both sulphur and cadmium vacancies.
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The g-value is indicative of an electron trap. Coﬁse-
quently the centre might be associated with one of the
deep electron traps, with levels between 0.2eV and 1.0eV
below the conduction band, observed by thermally stim-
ulated current measurements. See, for example, references
(29) and (30) and section 2-3.3. The line B was completely
unaffected by irradiation Qith light of any wavelength

: while the sample was maintained at 4.2%K.

The e.s.r. data at present is insufficient to allow any
définite conclusions concerning the nature of the centre
responsible for the line to be reached. It is hoped that
the thermally stimulated current measurements, which it

is planned to make on these samples, will confirm whether
the centre is an electron trap or not.

When the samples which show:. line B were cooled from 300°K
to 4.2°K under continuous illumination with light of photon
energy greater than the band gap, a new resonance line,
which we shall designate B', was observed. (The normal
procedure-was to cool the samples in the dark). This line
B' was very close to B and was approximately the same
intensity so that it also appeared as a shoulder on the
broad line A. The valué of g for B' was exactly the same

/
as for B and the two could not be resolved with the




the magnetic field orientated along the crystallographic
c-axis. As the magnetic field was moved off the c-axis
the two lines could be resolved and with the magnefic
field berpendicular to the c-axis the new line B' was
approximately 2 gauss higher in field than B. The new
line could only be produced when the specimens were
i1luminated continuously from 300°K to 77°K. If the
illuminatioﬁ was not carried out until the samples had
cooled to 77°K, the line was not produced. If the
specimens in which the line B' was observed were warmed
from 4.2°K to 300°K and recooled to 4.2°K in the dark,
the line disabpeared.

A gimilar behaviour has been observed by several workers,
for example, references'(29) and (30), in carrying out
thermally stimulated current measurements. It is found
that certain traps can be produced photochemically at
the expense of others by irradiation of the sample with
whité light at or above room temperature. Also certain
traps have a repulsive barrier around them and can only
be filled by irradiation above a certain temperature,
which lies somewhere vetween 77°K and 300°K. . Thus line
B! may be aséociated with such a trapping centre and it
is hoped that the thermally stimulated current measure-

ments planned will confirm this identification.

A8




19,

7-6 Resonance line C

The line C was observed in samples RO, Rll,.R29 and
G.P.O. 17A35. The nature of the centre responsible for

this line is not known. All the samples which showed

4 1

this line had a high n-type conductivity ~10 " mho.cm ~.
Conductivity of samples R9 and R1l did not change on
cooling from 300°K to 4.2°K, which suggests that con-
duction proceeds via a band of overlapping donor levels.
In R29 and G.P.0. 17A%5 there was an order of magnitude
decrease in the.conductivity on cooling to 4;2°K. But

in these specimens the donor resonance line D was detected
and this decrease is probably due to trapping of donor
electrons, so that at 4.2°K the donor band conductivity
dominates. However it is not understood why these samples
should have a large concentration of donor centres,
especially since R9 and R1l were grown in high sulphur
vapour pressure (-~ 20Torr) which is expected to suppress
the concentrations of those lattice defects which behave
as donors. . There is no evidence to suggest the incor-
poration of large concentration of donors impurity ions

in these samples.

The four samples also exhibit rather different edge

luminescence spectra from the typical spectrum shown in
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Fig. (7-5). R9 and R1l show only one excitan, which
(2)
5

-is believed to be I , an exciton bound to a neutral
acceﬁtor, and edge emissioﬁ is of low intensity and shifted
from the position of the X and Y series in Fig. (7-5).
Conéequently, it is thought that in these samples the
acceptor level normally responsible for the edge emission
is not present and a new acceptor centre has been formed.
Thislwould explain the non-appearance of the exciton Il’
the appearance of exciton I5 and the shift in the edge
emission peaks. The resonance line C might be due to the
new acceptor centre. Samples R29 and G.P.O. 17A35 exhibit
a slightly different luminescence spectrum. In both cases

I. and a large exciton which is thought to be a super-

1
position of 12 and 15 was observed. (The resolution of
the optical spectrometer is insufficient to resolve the
two lines separately). I, was of much lower intensity
compared with the spectrum shown in Fig. (7-5). The edge
emission displayed the series X. These features can be

- understood if there are comparable concentrations of

" the usual acceptor and the new one but that the edge
emission proceeds dominantly via the usual acceptor

levels. In this case the edge luminescence series X is

to be expected since there is a large concentration of
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shallow donor levels as indicated by the observation of
the resonance line D and the exciton I,. Unfortunately
these observations give no indication of the nature of
the new acceptor centre which appears in these four samples.
'As indicated above, the resonance line C might be asso-
ciated with the new acceptor which gives rise to the
exciton 15 in the luminescence spectra. Since it occurs
in samples R9 and R1l which were grown in a high sulphur
vapour pressure, the centre responsible may be associated
" with interstitial sulphur atoms or with cadmium vacancies.
But no model can be envisaged at the present time which
explains the extremely asgmmetric shape of the line,

see Fig. (7-3).

In samples R29 and G.P.0. 17A35 there is evidence from
the e.s.r. measurements of charge transfer between the
centres responsible for line A and those associated with
line €¢ (c.f. the change transfer between the centres
responsible for line A and the shallow donor levels
responsible for line D discussed in section (7-4.1)).

The relative intensities of the two lines was initially
unaffected by irradiation with light of photon energy
greater than the band gap and with light of wavelength
0.6 micron to 0.9 micron. (It was found impossible to
measure the absolute intensities of the lines after each

irradiation, because the change in sample resistivity
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causéd by the irradiation was sufficient to require
re-stabilisation of the spectrometer and it was not
possible to ensure that the overall spectrometer
sensitivity was identical each time). However,
irradiation with I.R. illumination of wavelength
greater than one micron reduced the intensity of line

A relative to line C. Subsequent irradiation with light
of photon energy greater than the band gap or with red
light of wavelength 0.6 to 0.9 microns approximately re-
establish the initial intensity ratio of the two lines.
So far only quélititative observations have been made
but they indicate a direct charge transfer between the
two centres. More detailed measurements may reveal a
more complex transfer mechanism involving other centres,
since at the‘present time the direct charge transfer
cannot be understood in terms of a simple band picture
involving only two acceptor levels and a set of shallow
donor levels. There is no evidence to suggest that there
are any other levels in the forbidden gap.

In view of this uncertainty the possibility that the

broad line C is associated with donor centres responsible
for the proposed donor band conductivity mechanism cannot
be ruled out. The electrons in this band will be very

delocalised and it would be inappropriate to consider
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the resonance absorption of an electron localised

at one donor site. Instead a collective absorption
procesé with the electrons considered as one unit forming
a plasma would be more relevant. Absorptions of this
type are referred to as magneto-plasma resonances.
Cyclotron resonance of the carriers is unlikely since

the resistivity of the samples indicates that the density
of carriers is too high to observe the cyclotron resonance
but is possibly sufficiently high to observe the magneto-
plasma resonance (see below).

Calculations predicting the characteristics of magneto-
plasma resonances are complex and depend critically on
the shape of the specimen considered. Consequently they
have only been attempted for specimens with particular
geometries and containing carriers which have a single
isotropic mass. The reader is referred to the review
article of Lax and Mavroides(3l). However the predicted
plasma resonance frequencies are often in error by as
much as an order of magnitude. The plasma frequently
(¥p) in = semiconductor which is disc shaped and of a
thickness which is less than the r.f. skin depth is

- given by (52):-

LNe* (7-13)
m* (1 + L)

w‘:':
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where N ig the carrier density, L is a geometric
depolarisation factor (analogous to demagnetisation
factor in ferromagnetism) and Xx is the dielectric sus-
ceptibility. Thus we see that the plasma frequency is
dependent on carrier density and sample geometry. In

CdS the plasma frequency becomes comparable to x-band
frequencies at carrier densities of the order of lOlzcm-3.
Despite the fact the samples exhibiting the resonance line
C are of irregular shape and the effective mass of the
carriers is unknown, since they are contained in a band
composed 6f overlapping donor levels, a measurement of the
carrier density at 4.2°K would be a useful guide to the
validity or otherwise of this interpretation of the
resonance absorption line C.

The magneto-plasma resonances observed in Ge and Si(32)
and InSb(33) are broad,typically of the order of 1 to 2
kgauss half width and are asymmetric peaks. Clearly then
this type of magneto-plasma resonance might be expected
to give a broad asymmetric absorption peak of the form
exhibited by the resonance line. There afe, however,
several objections to this interpretation. The four

samples showing the line C. R9, R11, R29 and G.P.0.17A35

are of different shapes and it is unlikely that they have
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identical values of carrier density and yet the resonance
lTine C is of the same shape and occurs at the same value
of magnetic field in each sample. The apparent charge
transfer between the centres responsible for line A and
the proposed band of donor levels giving rise to the
absofption peak C is difficult to understand since this
would be expected.to change the shape and position of
line C, unless the charge transferred is negligible to
cérrier density in the.donor band . Clearly more quan-
titative measurements concerning the exact shape and
position and the changes in the spectrum on irradiation
with light are required before any definite conclusions

~ can be reached.

"~ Thus it can be seen that from the presently available
e.s.r. data no definite model for the nature of the
absorption process responsible for the resonance line

C can be given. However it is hoped that the tentative
suggestions given above will provide the basis for future

investigations.
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CHAPTER 8
- CONCLUSIONS

8-1 Summary

It hés peen clearly demonstrated that electron spin
resonanée techniques provide a useful tool for studying
the defect centres in cadmium sulphide.At the present
time_the technique has not provided evidence to enéble
defiﬁiteAmodels for the‘defectTcomplexes to be deter-
mined_unambiguously but several working models for further
.investigation have been proposed.Itmis suggested that

the criterion fof adopting a particular model for a
defect cenﬁre is it's ability to describe éll the exper-
imentall& observed data e.g; electron spin resonance
specfra, thermally stimulated currents, luminescence
spectra etc. mére adequately than. any other. Consequently
attempts have been made to correlate the electron spin
resonance results as far as éossible with other prop-
erties of the samples measured in this laboratory.The
wdrk reported in this thesis hass been concentrated on
undoped single crystal boules of cadmium sulphide grown

here.Electron spin resonance spectra have been obtained

which cannot be explained in terms of isolated impurity
iéns in the lattice.The fact that the spectra cannot be
related to the impurity content and are unaffected by

doping with variousndonor ions suggests that the resonance

o
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lines are associated with intrinsic lattice defects.The
centres responsible for the résbnance lines havé been
shown to be responsible for many of the electrical and opti-
cal properties of the samples since the occurrence of

the resonance lines can be related to the resistivity

and luminescence spectra.The electron spin resonance
spectra suggest thét ﬁhere are'four paramagnetic defect
centres present in the CdS samples investigated.Only one
of these centres occur51n every sample.It is proposed that
this is a class 2 acceptor centre which is respon51ble
for the photoconductive sensitisation and is also an
I.R.-reCombihation centre in CdS.The shape and g-value
of;fhe resonance line associated with this centre have
béen adequately described in terms of a centre consisting
of a quadruplet of exchange coupled cadmium vacancies.

It is suggested that heat treatmént in-sulphur vapour
favours the formation of pairs of associated cadmium
vacanciles but these rapidly.eithef dissociate into cad-
mium vacancies or associate to form more class 2 centres.
One of the paramagnetic centres has been shown to be a
shallow donor centre giving rise to a level ~ 0.05eV

below.the conduction band.The nature of the donor site
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cannot be determined from the resonance spectrum.However
it is probably a sulphur vacancy.The nature of the centres
responsible for the other resonance iines observed is
not understood.It is proposed that one of the lines be
ascribed to a.deep lying trap with an energy level some-
where between 0.1eV and 1.0eV below the conduction band.
Two resonance processes have been tentatively proposed
to eiplain fﬁe final resonance line.It is suggested that
either (a) the electron spin resonance of an acceptor
centré which is only found in CdS grown in a high sulphur
vapour pressure or (b) the magnetb-plasma resonance
attributed to electrons free to move.in a band 6f over-—
lapping donor levels is responsible for the line.Work
has been reported on the electrdn spin resonance of the
group 3 ions B.,Al.,Ga.,In. and T1l. in CdS.It is con-
cluded that all the ions behave as donor centres giving
rise to levels below the conduction band the depth of
which follows the series Ga. < In.< Tl, ~ Al. = B.Where
Ga gives a level 0.03eV below the conduction band and B.
one approximately 0.1eV below the conduction band.As the
donor depth‘increases the bound electron is in a less
de-localised orbit from that for the Ga. ion.This is

evident in the shift of g-values from 1.8 for the Ga. ion
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towards 2.002 for the other ions.Also the spin-lattice
relaxation time increases as the donor depth increases.
Poth these observations indicate that the trapped electron
acquires more s-character as the depth of the dohor

level increases.It is suggested that a continuatibn of the
work on larger single‘crystals will eventually lead to a
completé understanding of the method of incorporation
ofﬂthe group 5 donor impurity ions in CdS.

8-2 Suggestions for future work

Clearly a good deal of information will be obtained by
repeating many of the measurements described in this
“thesis ina more gualitative and detailed‘manner in the
light‘of the proposed models fbr the defect centres.These
measurements should also be extended to a larger range

of samples as they are grown in this laboratory.In addition
several experiments can be carried out to tést the prop-
osed models :-

1) Measurements of the Hall effect, thermally stimulaﬁed
current spectra éﬁd the I.R. lumineséénce spectra of the
samples in?estigated in the work described in this thesis.
This should provide informaﬁion to éscertain whether

the identification of the centres responsible for line A

as class 2 acceptor centres is correct and whether it is
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correct to attribute the line B to deep electron traps.It
'may also provide informatibn about the cen;res responsible
for lines.C and D.

2) A more careful study of the effects of heat treatment
oh the e.s.r. spectra and on the measurements outlined in
1) above”should;lead;to a better understanding of the
atomic com?osition of the defect centres..

3) A Complete investigation of doped single crystals of
 CdS should enable one to determine whether impurities are
important in the composition of the defect centres and if
the concentration of the defects is controlled by the
impurity conteht.

4) An increase in sensitivity of the microwave spectrometer
would enable the measurements outlined above to be made
more accurately.The simplest way of increasing the sensit-
ivity would be to use better quality microwave klystrons
and both I.F. and A.F. amplifiers.The possibility of using
phase sensitive detection at the I.F. frequency instead of
simple diode -detection could also be 1nvest1gated.

5)’A study of the changes in the e.s.r. spebtrum using
monochromatic light would probably lead to a determination

of the position of the energy levels of the paramagnetic

centres in the forbidden gap.

6) The large width of line A has been attributed to
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continuously variable stresses across the samples.A detailed
study of the width and shape of line A under applied
stress may verify this suggestion;As‘indicated in

chapter 7, preliminary experiments suggest that tﬁis is
the case. o

Clearly‘the results of research on these lines will
éuggest further experimenté, and it is hoped that even-
tually an unambiguous determination of the nature of the
defect centres responsible for determining the properties
of CAS will emerge.If this is achieved the electron spin
resonance technique can be used to monitor the concent-
rations and types of defect centres present in CdS samples.
This approach should prove very useful in evaluating
different'growth méthods and in interpreting other prop-

erties of the material.
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