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Abotad.
The excitation of atomic byaron by aleciron and proton jupact is examined. Some of the available theoretinal methocis are disussed, in particular the methods of tine finst and second Bom approxination, the close coupling apmoximetion and the (ilaber apmoximation sure outhined. The close courfing apurumation is presented in both tho wave and impact pammerer fomulations. The neglect of the continum states in the ejgern function ompansion of the close coupling method is shown to be unsatisfactory and the methods of including the orfects of these states described. 'The relationship between the two foms of close coupling approximation is explored via the eil:onal apmoximation, and the rlauber afproximetion is shown to be a solution of a set of close coupled gapations where all states are appoymatoly included. A close wopling appoyination than includes some eigenstates explicitily and the rest, incluaing the continuun states, approximately is presented. The method is applied in the inpact paraneter apmoximation to electron and proton oollisions with hywnen. Pesults are presented for the $1 s-2 s$ and the $1 s-2 \mathrm{p}$ exctitation orose sections are arnpared with the availeble experimental cross sections. This comparison is inconclusive and suggestions are made for further work. Comparison with other theoretical predictions suggest that the eflects of charge transfer on the direct excitation process are not allowed for despite the inclusion of the continum states.
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Preives

In this work wo investippte elecion and proton onttering by atomic hydrogen using a socond orden close couplise approximetLon. The method is mplied to the intentraide enoge range more the secom orien toms are thount to be inportant. Part I provides a brief coseription of the elements of scattewing theory essential to this work. Part IT describes sone of the previous relevant worls, and in part III we report our own work, the results obtained and their inplications. The ressults obtained in part III are or will be bublished, Bransden et al. (.1972), Sullivan et al. (1972).
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## $P A R T I$

## 1. Time Dependent Scattering Theory

Quantum mechanics is thought to provide an adequate description of the interactior of charged particles with atoms. In a realistic treatment of the problem the incident particle should be represented by a wave packet, constructed from a superposition of eigenstates, to give the necessary Jocalisations in time and space. The interaction of the particle with the atoms is then described by the time independent solutions of the Schrbainger equation. An equivalent approach, in that the same final results are obtained, is available. The incident particle is assumed to be in an eigenstate of particular energy and momentum both before and after the collision. Since this last approach is mone straight forward than that utilising wave packets it is the one presented here.

Let $\left|\Psi^{S}, t_{0}\right\rangle$ be the state vectrin of the systern at time $t=t_{0}$ in the Schrbdinger picture. Then the Schrodinger equation of motion is

$$
\begin{equation*}
i \frac{\partial}{\partial t}\left|\Psi^{S}, t\right\rangle=H\left|\Psi^{S}, t\right\rangle \tag{1.1}
\end{equation*}
$$

The Hamiltonian, $H$, may be decomposed into an unperturbed part $H_{O}$, whose eigenfunctions and eigenvalues are in principle known, and a perturbation V. A state vector in the interaction picture may now be defined

$$
\begin{equation*}
\left|\Psi^{\dot{j}}, t\right\rangle=e^{i H_{o} t}\left|\Psi^{s}, t\right\rangle \tag{1.2}
\end{equation*}
$$

Substituting equation (1.2) into the Schrddinger equation we obtain the equation of motion in the interaction picture

$$
\begin{equation*}
i \frac{\partial}{\partial t}\left|\Psi^{i}, t\right\rangle=V(t)\left|\Psi^{i}, t\right\rangle \tag{1.3}
\end{equation*}
$$


where

$$
\begin{equation*}
V(t)=e^{i H_{o} t} V e^{-i H_{0} t} \tag{1.4}
\end{equation*}
$$

A time development operator, $\mu\left(t, t_{0}\right)$ may be defined in the interaction picture such that

$$
\begin{equation*}
\left|\Psi^{i}, t\right\rangle=\mu\left(t_{,}, t_{0}\right)\left|\Psi^{i}, t_{0}\right\rangle \tag{1.5}
\end{equation*}
$$

then using equation (1.2) and.

$$
\begin{equation*}
\left|\Psi^{S}, t\right\rangle=e^{-i H\left(t-t_{0}\right)}\left|\Psi^{S}, t_{0}\right\rangle \tag{1.6}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mu\left(t, t_{0}\right)=e^{i H_{0} t} e^{-i H\left(t-t_{0}\right)} \cdot e^{-i H_{0} t_{0}} \tag{1.7}
\end{equation*}
$$

The cnerator $\mu\left(t_{,}, t_{o}\right)$ has the following properties:

$$
\begin{align*}
& \mu(0, t)=e^{i H t} e^{-i H_{0} t}  \tag{1.8}\\
& \mu^{+}\left(t, t_{o}\right)=e^{i H_{0}^{t} t_{0}} e^{i H\left(t-t_{o}\right)} e^{-i H_{o} t}=\mu\left(t_{o}, t\right)  \tag{1.9}\\
& \mu\left(t, t^{\prime}\right) \mu\left(t^{\prime}, t_{o}\right)=\mu\left(t, t_{o}\right) \tag{1.10}
\end{align*}
$$

To investigate a collision problem, a description of the system evolving from an initial state at $t=-\infty$ to a final state at $t=+\infty$, is required. The scattering operator is defined as

$$
\begin{align*}
S= & \operatorname{limit} \mu\left(t, t_{0}\right)  \tag{1.11}\\
& t_{\substack{ \\
t_{\rightarrow}+\infty}}+\infty+\infty
\end{align*}
$$

such that

$$
\begin{equation*}
\left|\psi^{j},+\infty\right\rangle=S\left|\psi^{i},-\infty\right\rangle \tag{1.1.2}
\end{equation*}
$$

If there is no interaction at time $t_{o}$ then

$$
\begin{equation*}
\left|\psi^{s}, t_{0}\right\rangle=e^{-i E_{i} t_{0}}\left|\psi_{i}\right\rangle \tag{1.13}
\end{equation*}
$$

where $H_{o}\left|\psi_{i}\right\rangle=E_{i}\left|\psi_{i}\right\rangle$ and $\left|\psi_{i}\right\rangle$ is some initial state.
Since

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=e^{i H_{0} t_{0}}\left|\psi^{s}, t_{0}\right\rangle \tag{1.14}
\end{equation*}
$$

then comparing this with equation (1.2) we can suppose that

$$
\left|\Psi^{i},-\infty\right\rangle=\left|\psi_{i}\right\rangle
$$

Ine final state in the interaction picture will be a superposition of eigenstates of $\mathrm{H}_{\mathrm{O}}$. Thus

$$
\left|\Psi^{i},+\infty\right\rangle=\sum_{n} a_{n}\left|\psi_{n}\right\rangle
$$

and

$$
\mathrm{S}\left|\psi_{\mathrm{i}_{1}}\right\rangle=\sum_{\mathrm{n}} \mathrm{~S}_{\mathrm{in}}\left|\psi_{\mathrm{n}}\right\rangle
$$

hence the transition amplitude $S_{\text {if }}$ is given by

$$
\begin{align*}
S_{i f} & =\left\langle\psi_{f}\right| S\left|\psi_{i}\right\rangle  \tag{1.15}\\
& =\underset{\substack{t_{o} \rightarrow \infty \\
t \rightarrow+\infty}}{\operatorname{limit}\left\langle\psi_{f}\right| \mu(t, 0) \mu\left(0, t_{o}\right)\left|\psi_{i}\right\rangle} \tag{1.16}
\end{align*}
$$

To evaluate the limits implied by equation (1.16) we adopt a procedure due to Gell-Mann and Goldberger (1953). The limit of $f(t)$ as $t \rightarrow \pm \infty$ is defined as

$$
\begin{equation*}
\operatorname{limit}_{t \rightarrow-\infty} f^{\prime}(t)=\operatorname{limit}_{\varepsilon \rightarrow 0^{+}} \varepsilon \int_{-\infty}^{0} e^{\varepsilon t^{\prime}} f\left(t^{\prime}\right) d t^{\prime} \tag{1.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{limit}_{t \rightarrow+\infty} f(t)=\operatorname{limit}_{\varepsilon \rightarrow 0^{+}}^{+} \varepsilon \int_{0}^{\infty} e^{-\varepsilon t^{\prime}} f\left(t^{\prime}\right) d t^{\prime} \tag{1.18}
\end{equation*}
$$

If the Møller operator is defined as

$$
\begin{equation*}
\Omega^{+}=\operatorname{limit}_{t \rightarrow-\infty} \mu(0, t) \tag{1.19}
\end{equation*}
$$

then

$$
\begin{align*}
\Omega^{+}\left|\psi_{a}\right\rangle & =\operatorname{limit}_{\varepsilon \rightarrow 0^{+}} \varepsilon \int_{-\infty}^{0} e^{\varepsilon t^{\prime}} e^{i H t^{\prime}} e^{-i E_{a} t^{\prime}}\left|\psi_{a}\right\rangle d t^{\prime} \\
& =\operatorname{limit}_{\varepsilon \rightarrow 0^{+}}^{\lim _{a}-H+i \varepsilon} \frac{i \varepsilon}{E_{a}} \tag{1.20}
\end{align*}
$$

then

$$
\begin{align*}
\quad \Omega^{+}\left|\psi_{a}\right\rangle & =\left|\psi_{a}^{+}\right\rangle=\operatorname{limit}_{\varepsilon \rightarrow 0^{+}}^{E_{a}-H+i \varepsilon}\left(i+E_{a}-H_{0}\right)\left|\psi_{a}\right\rangle \\
\therefore \quad & \left|\psi_{a}^{+}\right\rangle \tag{1.21}
\end{align*}
$$

From equation (1.20) it is apparent that $\left(E_{a}-H\right)\left|\psi_{a}^{+}\right\rangle=0$, thus $\left|\psi_{a}^{+}\right\rangle$is an eigenstate of $H$ with eigen energy $E_{a}$.

Similarly if $\Omega^{-}$is defined as the $\operatorname{limit}_{\mathrm{t} \rightarrow+\infty} \mu(0, t)$ and $\Omega^{-}\left|\psi_{\mathrm{a}}\right\rangle=\left|\psi_{\mathrm{a}}^{-}\right\rangle$then

$$
\begin{equation*}
\left|\psi_{a}^{-}\right\rangle=\left|\psi_{a}\right\rangle+\frac{I}{E_{a}-\mathrm{H}-\mathrm{i} \varepsilon} \mathrm{~V}\left|\psi_{a}\right\rangle \tag{1.22}
\end{equation*}
$$

and equation (1.16) becomes

$$
\begin{equation*}
S_{i f}=\left\langle\psi_{f}^{-} \mid \psi_{i}^{+}\right\rangle \tag{1.23}
\end{equation*}
$$

It will be seen later that $\left|\psi_{f^{+}}{ }^{-}\right\rangle$and $\left|\psi_{i}{ }^{+}\right\rangle$satisfy different boundary conditions. In equations (1.21) and (1.22) the $\operatorname{limit} \varepsilon \rightarrow 0^{+}$is implied.

The scattering matrix element may be written as

$$
\begin{equation*}
S_{i f}=\delta_{i f}-2 \pi i \delta\left(E_{f}-E_{i}\right) T_{i f f^{\prime}} \tag{1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{\text {if }}=\left\langle\psi_{f}\right| V\left|\dot{\psi}_{i}^{+}\right\rangle \tag{1.25}
\end{equation*}
$$

$T_{\text {if }}$ is a matrix element of the operator $\eta$ defined such that

$$
\begin{equation*}
T\left|\psi_{i}\right\rangle=V\left|\psi_{i}{ }^{+}\right\rangle \tag{1.26}
\end{equation*}
$$

The transition probability per unit time, denoted by $W_{i f}$, at time $t$ is

$$
\begin{align*}
W_{i f} & \left.=\operatorname{limit}_{t_{0} \rightarrow-\infty} \frac{\partial}{\partial t}\left|\left\langle\psi_{f}\right| \mu\left(t, t_{o}\right)\right| \psi_{i}\right\rangle\left.\right|^{2}  \tag{1.27}\\
& =2 \operatorname{Im} T_{i i} \delta_{i f}+2 \pi \delta\left(E_{i}-E_{f}\right)\left|T_{i f}\right|^{2} \tag{1.28}
\end{align*}
$$

The singularity $\delta_{\text {if }}$ in equation (1.28) is removed by considering a transition to a group of states about $E=E_{f}$ instead of to a specified final state. A particular state is characterised by energy $E$, and momentum vector k . Let the number of states with momentum vectors within $d \Omega$ and energies in the range $E$ to $E+d E$ be $\rho(E) d E d \Omega$.

If $\left|\psi_{i}\right\rangle$ does not belong to this final set of states $W_{i f}$ becomes

$$
\begin{align*}
W_{i f} & =\int_{E_{f}}^{E_{f}+E} W_{i f} \rho(E) d E d \Omega \\
& =2 \pi \rho\left(E_{f}\right)\left|T_{i f}\right|^{2} \text { where } E_{i}=E_{f} \tag{1.29}
\end{align*}
$$

Box normalisation gives the density of states to be

$$
\begin{equation*}
\rho(E)=\frac{\mu K}{8 \pi^{3}} \tag{1.30}
\end{equation*}
$$

where $\mathrm{E}=\mathrm{K}^{2} / 2 \mu$, and $\mu$ is the reduced mass.

$$
\begin{equation*}
\therefore \quad W_{i f}=\frac{\mu K_{f}}{4 \pi^{2}}\left|T_{i f}\right|^{2} d \Omega \tag{1.31}
\end{equation*}
$$

$W_{\text {if }}$ is the transition probability per unit time for an incident flux of $K_{i} / \mu$, hence the differential cross section is given by

$$
\begin{equation*}
I(\Omega)=\frac{\mu^{2}}{4 \pi^{2}} \frac{\mathrm{~K}_{\mathrm{f}}}{\mathrm{~K}_{\mathrm{i}}}\left|\mathrm{~T}_{\mathrm{if}}\right|^{2} \tag{1.32}
\end{equation*}
$$

and the total cross section $Q$,

$$
\begin{equation*}
Q=\frac{\mu^{2}}{4 \pi^{2}} \frac{K_{f}}{K_{i}} \rho\left|T_{i f}\right|^{2} d \Omega \quad\left(a_{o}^{2}\right) \tag{1.33}
\end{equation*}
$$

The above analysis expresses the total and differential cross sections in terms of the transition matrix which in turn may be written in terms of the total wave function. All these quantities however remain undeternined except formally.

Ar iterative expression for the transition matrix can be cbtained allowing an approximate solution to the scattering problem

$$
\begin{align*}
T_{i f} & =\left\langle\psi_{f}\right| V\left|\psi_{i}^{+}\right\rangle \\
& =\left\langle\psi_{f}\right| V\left(1+G^{+} V\right)\left|\psi_{i}\right\rangle \tag{1.34}
\end{align*}
$$

where $G^{+}=\frac{1}{E-H+i \varepsilon}$.
Now consider the following identities

$$
\begin{align*}
P^{-1} & =Q^{-1}+P^{-1}(Q-P) Q^{-1}  \tag{1.35}\\
& =Q^{-1}+Q^{-1}(Q-P) P^{-1} \tag{1.36}
\end{align*}
$$

with $P=E-H+i \varepsilon, Q=E-H_{o}+i \varepsilon$. Then

$$
\begin{equation*}
\mathrm{G}^{+}=\mathrm{G}_{\mathrm{O}}^{+}+\mathrm{G}_{\mathrm{O}}^{+} \mathrm{VGG}^{+} \tag{1.37}
\end{equation*}
$$

where $G_{o}{ }^{+}=\frac{1}{E-H_{0}+i \varepsilon}$.
If $\mathrm{G}^{+}$on the right hand side of (J.37) i.s successively replaced by $\mathrm{G}^{+}$ given by (1.37), we obtain the series

$$
\begin{equation*}
\mathrm{G}^{+}=\mathrm{G}_{\mathrm{O}}^{+}+\mathrm{G}_{\mathrm{O}}^{+} \mathrm{VG}_{\mathrm{O}}^{+}+\mathrm{G}_{\mathrm{O}}^{+} \mathrm{VG}_{\mathrm{O}}^{+} \mathrm{VG}_{\mathrm{o}}{ }^{+}+\ldots \tag{1.38}
\end{equation*}
$$

then

$$
\begin{align*}
T_{i f} & =\left\langle\psi_{f}\right| V\left(1+G_{o}^{+} V+G_{o}^{+} V G_{o}^{+} V+\ldots\right)\left|\psi_{i}\right\rangle \\
& =\left\langle\psi_{f}\right| V\left|\psi_{i}\right\rangle+\left\langle\psi_{f}\right| V G_{o}^{+} V\left|\psi_{i}\right\rangle+\ldots \tag{1.39}
\end{align*}
$$

The series obtainedfor the transition matrix element is known as the Born series. The $\mathrm{n}^{\text {th }}$ Born approximatic:i is obtained by retaining the first n terms of the series. For example in the first Borm approximation ${ }^{11}$ if becomes

$$
\begin{equation*}
T_{i f}^{B}=\left\langle\psi_{f}\right| V\left|\psi_{i}\right\rangle \tag{1.40}
\end{equation*}
$$

More directly $T_{\text {if }}^{B}$ can be obtained from $T_{i f}$ by replacing $\left|\psi_{i}{ }^{+}\right\rangle$by $\left|\psi_{i}\right\rangle$. This corresponds to the physical situation where the incident particle velocity is large compared with the velocities of the target particles, then the distortion of the system due to the interaction may be disregarded in calculat.ing the scattering amplitudes. Thus the Born amplitude is expected to be the high energy limit of the Born series. This would be satisfied if the Born series were a convergent or asymptotic series. There have been no conclusive investigations of the convergence properties of the Born seri.es. If the series is convergent then for lower energies one would expect a systematic improvement of results as more terms are included in the series.

Such an approach is impractical since only the first Born term can be evaluated exactly.

## 2. The Coordinate Representation

Consider a particle charge z colliding with a hydrogen atom. In figure (1) the positions of the particles are shown relative to an arbitrary origin 0. Particles $1,2,3$ are the incoming particle, hydrogen nucleus and the orbital electron respectively. The masses of the particles are denoted by $m_{1}, m_{2}$ and $m_{3}$, where $m_{3} \ll m_{2}$.

The Sch Binger equation for the collision is

$$
\begin{equation*}
\left[-\frac{1}{2 m_{1}} \nabla_{1}^{2}-\frac{1}{2 m_{2}} \nabla_{2}^{2}-\frac{J}{2 m_{3}} \nabla_{3}^{2}+V\left(\underset{\sim}{r},{\underset{\sim}{r}}_{\sim}^{R_{1}}, \underset{\sim}{R_{2}}\right)\right] \psi_{T \mathrm{~T}}=E_{\mathrm{T}} \Psi_{\mathrm{T}} \tag{2.1}
\end{equation*}
$$



Fig (1)

The form of equation (2.1) is much simplified when the centre of mass motion is separated out.

Transform to coordinates given by

$$
\left(m_{2}+m_{3}\right) \underset{\sim}{R_{2}}{ }^{1}=m_{2} \underset{\sim}{R_{2}}+m_{3} \underset{\sim}{r}
$$

and

$$
{\underset{\sim}{R}}^{i}=\underset{\sim}{R_{1}}-\underset{\sim}{R_{2}}{ }^{i}
$$

then

$$
\frac{1}{2 m_{2}} \nabla_{2}{ }^{2}+\frac{1}{2 m_{3}} \nabla_{3}^{2}=\frac{1}{2\left(m_{2}+m_{3}\right)} \nabla_{R_{2}}^{2},+\frac{\left(m_{2}+m_{3}\right)}{2 m_{2} n_{3}} \nabla_{\underset{\sim}{r}}^{2}
$$

where ${\underset{\sim}{2}}_{R_{2}}$ is the position vector of the centre of mass of the target atom.
Now transform to the overall centre of mass, ${\underset{\sim}{R}}^{R}$.M.

$$
\left(m_{1}+m_{2}+m_{3}\right) \underset{\sim}{R} \text { C.M. }=m_{1} \underset{\sim}{R_{1}}+\left(m_{2}+m_{3}\right) \underset{\sim}{R_{2}}{ }^{\prime}
$$

and

$$
\underset{\sim}{R^{\prime}}=\underset{\sim}{R_{1}}-\underset{\sim}{R_{2}}{ }^{\prime}
$$

thus the Schrddinger equation becomes

$$
\begin{equation*}
\left.\left[-\frac{1}{2 M} \nabla_{\text {C.M. }}^{2}-\frac{\left(m_{2}+m_{3}\right)}{2 m_{2} m_{3}} \nabla_{r}^{2}-\frac{M}{2 m_{1}\left(m_{2}+m_{3}\right)} \nabla_{R_{r}^{\prime}}^{2}+\underset{\sim}{V(\underset{\sim}{r}}{ }_{r}^{r} \underset{\sim}{r}\right)-E_{T}\right] \psi_{T}=0 \tag{2.2}
\end{equation*}
$$

where $M=m_{1}+m_{2}+m_{3}$.
The translational motion of the centre of mass may now be separated out to give

$$
\begin{equation*}
\left.\left.\left[-\frac{]}{2 \mu^{\prime}} \nabla_{r}^{2}-\frac{1}{2 \mu} \nabla_{R^{\prime}}^{2}+\underset{\sim}{V\left(R_{\sim}^{\prime}\right.}, \underset{\sim}{r}\right)-E\right] \psi \underset{\sim}{\left(R^{\prime}\right.}, \underset{\sim}{r}\right)=0 \tag{2.3}
\end{equation*}
$$

where $\mu^{\prime}=\frac{m_{2} m_{3}}{\left(m_{3}+m_{2}\right)}$ and $\mu=\frac{m_{1}\left(m_{2}+m_{3}\right)}{\left(m_{1}+m_{2}+m_{3}\right)}$.
Since for all collisions considered in this work $m_{2} \gg m_{3}$ then $\mu^{\prime} \sim m_{3}, \underset{\sim}{R^{\prime}} \sim \underset{\sim}{R}$ and $\mu=\frac{m_{1} m_{2}}{m_{1}+m_{2}}$ hence equation (2.3) becomes

$$
\begin{equation*}
\left.\left[-\frac{1}{2 \mu} \nabla_{R}^{2}-\frac{1}{2 m_{3}} \nabla_{r}^{2}+V(R, r)-E\right] \psi \underset{\sim}{(R, r)} \underset{\sim}{r}\right)=0 \tag{2.4}
\end{equation*}
$$

This equation holds for both proton and electron impact though the reduced mass $\mu$ will be different.

The unperturbed Hamiltonian of section I. now becomes

$$
H_{0}=-\frac{1}{2 \mu} \nabla_{R}^{2}-\frac{1}{\partial M_{3}} \nabla_{r}^{2}+\frac{]}{\left|r_{\sim}^{1}\right|}
$$

and the interaction potential.

$$
V=z\left(\frac{1}{|\underset{\sim}{R}|}-\frac{1}{|\underset{\sim}{R}-\underset{\sim}{r}|}\right)
$$

The eigenfunction of the unperturbed Hamiltonian is

$$
\begin{equation*}
\psi_{i}(\underset{\sim}{R}, \underset{\sim}{r})=e^{i \underset{\sim}{K} \cdot \underset{\sim}{R}} \phi_{i}(\underset{\sim}{r}) \tag{2.5}
\end{equation*}
$$

The scattering amplitudes may be found by considering the asymptotic form of the scattering solution given by equations (1.21) and (1.22)

$$
\begin{equation*}
\left|\psi_{a}^{ \pm}\right\rangle=\left|\psi_{a}\right\rangle+\frac{\lambda}{\left(E_{a}-\mathrm{H} \pm i \varepsilon\right)} v\left|\psi_{a}\right\rangle \tag{2.6}
\end{equation*}
$$

and using the identities (1.36) and (1.37)

$$
\begin{equation*}
\frac{1}{\mathrm{E}_{\mathrm{a}}-\mathrm{H} \pm \mathrm{i} \varepsilon}=\frac{1}{\mathrm{E}_{\mathrm{a}}-\mathrm{H}_{\mathrm{o}} \pm \mathrm{i} \mathrm{\varepsilon}}+\frac{1}{\mathrm{E}_{\mathrm{a}}-\mathrm{H}_{0} \pm i \varepsilon} \mathrm{~V} \frac{1}{\mathrm{E}_{\mathrm{a}}-\mathrm{H} \pm i \varepsilon} \tag{2.7}
\end{equation*}
$$

then equation (2.6) becomes

$$
\begin{equation*}
\left|\psi_{\mathrm{a}}^{ \pm}\right\rangle=\left|\psi_{\mathrm{a}}\right\rangle+\frac{I}{\mathrm{E}_{\mathrm{a}}-\mathrm{H}_{0} \pm i \varepsilon} \mathrm{~V}\left|\psi_{\mathrm{a}}{ }^{+}\right\rangle \tag{2.8}
\end{equation*}
$$

In the co-ordinate representation this becomes

$$
\begin{equation*}
\psi_{a}^{ \pm}(\underset{\sim}{R}, \underset{\sim}{r})=\psi_{a}(\underset{\sim}{R}, \underset{\sim}{r})+\int G_{0}^{ \pm}\left(\underset{\sim}{R}, \underset{\sim}{r} ; \underset{\sim}{R^{\prime}}, \underset{\sim}{r}{\underset{\sim}{r}}^{\prime}\right) V\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r}{ }^{\prime}\right) \psi_{a}^{ \pm}\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r}{ }^{\prime}\right) d{\underset{\sim}{r}}^{\prime} \underset{\sim}{d r} \tag{2.9}
\end{equation*}
$$

where

$$
G_{0} \pm\left(\underset{\sim}{R}, \underset{\sim}{r} ; \underset{\sim}{R^{\prime}}, \underset{\sim}{r^{\prime}}\right)=\langle\underset{\sim}{R}, \underset{\sim}{r}| \frac{1}{E_{a}-H_{0} \pm i \varepsilon}\left|\underset{\sim}{R^{\prime}}, \underset{\sim}{r^{\prime}}\right\rangle
$$

Inserting a complete set of basis states defined by equation (2.5)
where $K_{n}^{2}=2 \mu\left(E_{a}-E_{n}\right)$ and the sumnation over the target states $\Sigma_{n}$ iricludes an integration over the continuum targe'c states.

Performing the $\underset{\sim}{K}$ integration of equation (2.10) $G_{o}^{ \pm}$becomes

$$
\begin{equation*}
\frac{e^{ \pm i K_{n}} \underset{\sim}{\mid r-R_{\sim}^{R}} \mid}{\left|\underset{\sim}{R}-{\underset{\sim}{R}}^{\prime}\right|} \phi_{n}\left(\underset{\sim}{r^{\prime}}\right) \phi_{n}^{*}\left(\underset{\sim}{r^{\prime}}\right) \tag{2.1.1}
\end{equation*}
$$

thus the integral equation becomes

$$
\begin{align*}
& \times \phi_{n}{ }^{*}\left(\underset{\sim}{r} r^{\prime}\right) \mu\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r}{ }^{\prime}\right) \psi_{C}{ }_{\sim}^{ \pm}\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r}{ }^{\prime}\right) \tag{2.1.2}
\end{align*}
$$

where $\mu(\underset{\sim}{R}, \underset{\sim}{r})=2 \dot{\mu} V(\underset{\sim}{R}, \underset{\sim}{r})$.
Now consider the limit of $\psi_{0}{ }_{\sim}^{ \pm}(\underset{\sim}{R}, \underset{\sim}{r})$ as $\underset{\sim}{R} \rightarrow \infty$.
If $\phi_{n}^{*}\left(r^{\prime}\right)$ is a bound state, then $\int{\underset{\sim}{r}}^{d r} \phi_{n}{ }_{\sim}^{*}(\underset{\sim}{r}) \mu\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r} r^{\prime}\right) \psi_{o}^{ \pm}\left(R^{\prime}, r^{\prime}\right)$ is a rapidly decreasing function of $\underset{\sim}{R^{\prime}}$ for large $\underset{\sim}{R^{\prime}}$. Thus there is an effective upper bound on $\underset{\sim}{R^{\prime}}$ outside which there is a negligible contribution to the integral with respect to $\underset{\sim}{R^{\prime}}$. If $\underset{\sim}{R}$ gets larger than the upper bound on $\underset{\sim}{R^{\prime}}$ we may expand $\left|\underset{\sim}{R}-R_{\sim}\right|$ as follows

$$
\left|\underset{\sim}{R}-R_{\sim}^{\prime}\right|=R\left(1-\frac{R^{\prime}}{R}\left(\underset{\sim}{\hat{R}} \cdot \underset{\sim}{\hat{R}} \hat{\sim}^{\prime}\right)+\ldots\right) \quad \text { for } R \gg R^{\prime}
$$

hence

$$
\begin{align*}
& \pm i \mathrm{~K}\left|\mathrm{R}^{\prime} \mathrm{R}^{\prime}\right| \\
& \left.\left.-\frac{1}{4 \pi} \int \underset{\sim}{d K} \phi_{K^{\prime}}(r) \int \underset{\sim}{d R^{\prime}} \underset{\sim}{d r^{\prime}} \underset{\sim}{e} \underset{\sim}{R-R^{\prime}} \right\rvert\, \quad \phi_{K^{\prime}}^{*} \underset{\sim}{r} r^{\prime}\right) \mu\left(\underset{\sim}{R^{\prime}} \underset{\sim}{r}{ }_{\sim}^{\prime}\right) \psi_{0}^{ \pm}\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r^{\prime}}\right) \tag{2.13}
\end{align*}
$$

The third term of this expression arises from the continuum target states included by equation (2.12) and corresponds to an ionization process where the bound electron is excited to a continuum state of the target. 'The first; two terns of equation (2.13) may be writtern

$$
\begin{equation*}
e^{i \underset{\sim}{K} \cdot{\underset{\sim}{R}}^{\phi_{0}}(\underset{\sim}{r})}+\sum_{n} \frac{e^{ \pm i K_{n} R}}{R} f_{o n}\left(\underset{\sim}{K}, \hat{K}_{\sim n}, \hat{K}_{n}\right) \phi_{n}(\underset{\sim}{r}) \tag{2.14}
\end{equation*}
$$

this corresponds to a plane wave incident on a target described by $\phi_{0}(\underset{\sim}{r})$ being scattered into radial waves $\frac{e^{ \pm i K_{n} R}}{R}$. The positive exponent in equation (2.14) corresponds to an outgoing radial wave and the negative exponent to an inconing radial wave. The latter situation is a time reversal of the first as would be expected from the initial derivation of $\left|\psi^{ \pm}\right\rangle$. The scattering amplitude $f_{o n}\left(\hat{K}_{\sim}, \hat{K}_{\sim}\right)$ corresponds to initial and final momenta, $\underset{\sim}{K}$ and $\underset{\sim}{K}$ respectively and excitation of the target fron states 0 to n .

$$
\begin{equation*}
\left.f_{o n}\left({\underset{\sim}{\hat{K}}}_{o}, \underset{\sim}{\hat{K}}\right)=-\frac{1}{4 \pi} \int \underset{\sim}{d R^{\prime}} \underset{\sim}{d r^{\prime}} e^{\mp i \underset{\sim}{K}} \underset{\sim}{K} \cdot R^{\prime} \phi_{n} *\left(r^{\prime}\right) \underset{\sim}{R^{\prime}}, \underset{\sim}{r^{\prime}}\right) \psi_{0}^{ \pm}\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r^{\prime}}\right) \tag{2.15}
\end{equation*}
$$

The scattering amplitude could be obtained more directly from the transition matrix element of equation (1.25).

$$
\left.T_{i f}=\left.\left\langle\psi_{f}\right| V\right|_{\psi_{i}} ^{+}\right\rangle
$$

In the co-ordinate representation this becomes

$$
\begin{align*}
& =-\frac{2 \pi}{\mu} f_{o n}\left(\hat{K}_{\sim}, \hat{K}_{\sim}\right) \\
& \text { so that } \quad I(\Omega)=\frac{K_{n}}{K_{0}}\left|f_{o n}\right|^{2} \tag{2.16}
\end{align*}
$$

## 3. Partial Wave Analysis

Partial wave analysis provides a method by which the scattering amplitudes can be calculated. The objective of this method is to convert the time-independent Schr $8 d i n g e r$ equation from a partial differential equation into a set of ordinary differential equations, for which the techniques of solution are better known.

The asymptotic form of the total wavefunctions is

$$
\begin{equation*}
\psi^{+}(R, r) \underset{R \rightarrow \infty}{\rightarrow} e^{i \underset{\sim}{K} \cdot \underset{\sim}{R}} \phi_{o}(\underset{\sim}{r})+\sum_{n} \frac{e^{i K_{n} R}}{R} f_{o n}\left(\hat{\sim}_{\sim}^{K}, \hat{\sim}_{\sim}^{K}\right) \phi_{n}(\underset{\sim}{r}) \tag{3.1}
\end{equation*}
$$

The incident plane wave may be expanded as

$$
\begin{equation*}
e^{i \underset{\sim}{K} \cdot \underset{\sim}{R}}=4 \pi e_{\ell=0}^{\infty} i^{\ell} j_{\ell}(K R) \sum_{m}^{Y} Y_{\ell m}^{*}(\underset{\sim}{\hat{K}}) Y_{\ell m}(\hat{\sim}) \tag{3.2}
\end{equation*}
$$

Here $j_{x}$ (KR) is the spherical Bessel function and has the following behaviour for large arguments

$$
\begin{equation*}
j_{\ell}(x) \underset{x \rightarrow \infty}{\rightarrow} \frac{\sin (x-\ell \pi / 2)}{x} \tag{3.3}
\end{equation*}
$$

The scattering amplitudes may also be expanded in terms of the complete sets $Y_{\ell}{ }_{0}^{*} \mathrm{~m}_{0}\left(\underset{\sim}{\left(\hat{K}_{0}\right.}\right)$ and $Y_{\ell m}\left(\underset{\sim}{\left(\hat{K}_{n}\right.}\right)$ as

$$
\begin{align*}
& f_{\text {on }}\left(\underset{\sim}{\hat{K}}, \hat{K}_{\sim n}\right)=\frac{2 \pi}{\left(K_{0} K_{n}\right)^{1 / 2}} \ell_{\ell_{0}}^{\sum_{\ell m}} i^{\ell}{ }^{\ell-\ell+1} T\left(n_{0} \ell_{0} m_{0} \mid n \ell m\right) \\
& \times Y_{\ell_{0} m_{0}}^{*}\left(\hat{K}_{\sim}\right) Y_{\ell m}\left(\hat{K}_{\sim}\right) \tag{3.4}
\end{align*}
$$

Since $\underset{\sim}{\hat{K}}$ is defined by $\underset{\sim}{\hat{R}}$ in the asymptotic region, the total wavefunctions may be written as

$$
\begin{align*}
& \times\left[\delta_{n_{0} \ell_{0} m_{0}, n \ell m} e^{-i\left(K_{n} R-\ell \pi / 2\right)}\right. \\
& \left.-s\left(n_{0} \ell_{o} m_{0} \mid n \ell m\right) e^{i\left(K_{n} R-1 / 2 l \pi\right)}\right] \tag{3.5}
\end{align*}
$$

where $\underset{\sim}{T}=\delta-\underset{\sim}{S}$.
This form of the wavefunction shows the incoming radial waves and outgoing scattered radial waves, the amplitudes of the latter being given by the appropriate $S$-matrix element. The conservation of the flux of particles requires that the $S$-matrix is unitary.

$$
\begin{equation*}
\sum_{n \ell m}\left|S\left(n_{0} \ell_{0} m_{0} \mid n \ell m\right)\right|^{2}=1 \tag{3.6}
\end{equation*}
$$

The wavefunction may also be expanded in a complete set of target states

$$
\begin{equation*}
\psi^{+}(R, r)=\sum_{n}{\underset{n}{n}}^{(R)} \underset{\sim}{R} \phi_{n}(r) \tag{3.7}
\end{equation*}
$$

substituting in the Schrbainger equation of the previous section we get

$$
\begin{equation*}
\left[\nabla_{R}^{2}+K_{n}^{2}\right] F_{n}(R)=\sum_{\sim} F_{m}(R) V_{n m}(R) \tag{3.8}
\end{equation*}
$$

where $V_{n m}(\underset{\sim}{R})=\int \phi_{n}{ }^{*}(\underset{\sim}{r}) V(R, r) \phi_{m}(\underset{\sim}{r}) d r$.
Now expanding

$$
\begin{equation*}
F_{n}(\underset{\sim}{R})=2 \pi \underset{\substack{\ell_{0} \sum_{0} \\ \ell m}}{ } \frac{i_{0}^{\ell+1}}{\left(K_{0} K_{n}\right)^{1 / 2}} f_{\Gamma \Gamma_{0}}(R) Y_{\ell}{ }_{0}^{*} m_{0}\left(\hat{K}_{0}\right) Y_{\ell m}(\hat{\sim}) \tag{3.9}
\end{equation*}
$$

where $\Gamma \equiv \mathrm{n} \ell \mathrm{m}$,
with the asymptotic conditions

$$
f_{\Gamma_{0} \Gamma}(R) \underset{R \rightarrow \infty}{\rightarrow}\left[\delta_{\Gamma_{0} \Gamma} e^{-i\left(K_{n} R-\ell \pi / 2\right)}-S_{\Gamma_{0} \Gamma} e^{i\left(K_{n} R-\ell \pi / 2\right)}\right]
$$

and

$$
\mathrm{f}_{\Gamma_{0} \Gamma}(0)=0
$$

and substituting equation (3.9) in (3.8) we would obtain a set of second order ordinary differential equations for the radial functions $f_{\Gamma_{o}}(R)$. If the sumnation on the right hand side of equation (3.8) is truncated at $m=N$ then a set of N differential equations will result. The asymptotic forms of $f_{\Gamma_{0}}(R)$ can then be calculated to yield the $\eta$-matrix elements.

From equation (2.16) the total cross-section is given by

$$
\begin{equation*}
Q_{o n}\left(\hat{K}_{\sim}^{\hat{K}}\right)=\frac{K_{n}}{K_{0}} \int d \underset{\sim n}{\hat{K}_{n}}\left|f_{o n}\left({\underset{\sim}{K}}_{o}, \hat{K}_{\sim n}\right)\right|^{2} \tag{3.10}
\end{equation*}
$$

using equation (3.9)

$$
\begin{aligned}
& \times Y_{\ell}{ }_{0}^{*} m_{0}\left(\hat{K}_{\sim}\right) Y_{\ell}{ }_{0} m_{0},\left(\hat{\mathrm{~K}}_{\sim}\right)
\end{aligned}
$$

and averaging over all directions of incidence

This type of formulation can only be applied to electron collisions since for proton collisions the partial wave expansion is only slowly convergent and a large number of cases would have to be considered.

The above analysis has been done in a completely uncoupled representation of atomic and incident particle states as the basis set. There is considerable advantage in considering a coupled representation, this is done in a later section.

## 4. Rearrangement Collisjons

Our interest in rearrangement collisions here is restricted to their effects on elastic and excitation cross-sections. Rearrangement includes the exchange of one electron for the other in the case of the electron collision, and in the case of a proton collision the capture of the orbital electron by the incoring proton. This latter process is known as charge transfer and its effects are dealt with in some detail later.

The exact wavefunction $\psi^{+}(\underset{\sim}{R}, \underset{\sim}{r})$ may be expanded in a completie set of basis states

$$
\begin{equation*}
\psi^{+}(\underset{\sim}{R}, \underset{\sim}{r})=\sum_{n} F_{n}(\underset{\sim}{R}) \phi_{n}(\underset{\sim}{r})+\int \underset{\sim}{d K} \phi_{K}(\underset{\sim}{r}) F_{K}(\underset{\sim}{R}) \tag{4.1}
\end{equation*}
$$

the integral term is a continuous sunmation over the continuum states. For energetically accessible chamels the expansion coefficients must have che asymptotic form

$$
\begin{equation*}
F_{n}(R) \underset{\sim}{\rightarrow} \underset{R \rightarrow \infty}{ } e^{i \underset{\sim}{K} \cdot{ }_{\sim}^{R}} \delta_{o n}+f_{o n}(\theta) \frac{e^{i K_{n} R}}{R} \tag{4.2}
\end{equation*}
$$

To allow for the possibility of electron exchange the wavefunction $\psi^{+}(R, r)$ must have an additional boundary condition.

$$
\begin{equation*}
\psi^{+}(R, r) \underset{r \rightarrow \infty}{\rightarrow} \sum_{n} g_{o n}(\theta) \frac{e^{i K_{n} r}}{r} \phi_{n}(R) \tag{4.3}
\end{equation*}
$$

It is not obvious how expansion (4.1) can satisfy the boundary conditions of (4.3) since from equation (4.1)

$$
\begin{equation*}
\psi^{+}(R, r)+\int \underset{\sim}{r \rightarrow \infty} \underset{\sim}{X} \phi_{K}(\underset{\sim}{r}) F_{K}(\underset{\sim}{R}) \tag{4.4}
\end{equation*}
$$

In general $\phi_{K}(\underset{\sim}{r})$ will be oscillating functions so that

$$
\lim _{r \rightarrow \infty} \psi^{+}(R, r)=0
$$

However Castillejo et al. (1960) have shown, in the special case of elastic scattering, that $F_{K} \underset{\sim}{(R)}$ contain singularities. Integrating around these singularities yields the correct asymptotic form of $\psi^{+}(\mathrm{R}, \mathrm{r})$ for exchange. This implies that it is necessary to include the continuum states in expansions such as (4.1) in order to describe the exchange collision process adequately. The expansion (4.1) with boundary conditions (4.2) and (4.3) is unique. The exchange boundary condition (4.3) removes the arbitraryness introduced by the singularities of $\mathrm{F}_{\mathrm{K}}(\underset{\sim}{(R)}$. The singularities may be avoided by considering an overcomplete expansion

$$
\begin{equation*}
\psi^{+}(R, r)=\sum_{n} \phi_{n}(\underset{\sim}{r}) F_{n}(\underset{\sim}{R})+\sum_{m} \phi_{m}(R){\underset{\sim}{r}}_{m}(\underset{\sim}{r}) \tag{4.5}
\end{equation*}
$$

and choosing $F_{n}(\underset{\sim}{r})$ and $G_{m}(\underset{\sim}{r})$ to be non-singular. The expansion (4.5) then has the correct boundary conditions for large $\underset{\sim}{R}$ or $\underset{\sim}{r}$ since for large $\underset{\sim}{R}$ only the first term will contribute and for large $\underset{\sim}{r}$ only the second.

The Pauli exclusion principle requires that the overall wavefunction be antisymmetric with respect to the interchange of the space and spin coordinates of the two electrons. Such a wavefunction can be constructed since the Hamiltonian is symmetric in $\underset{\sim}{R}$ and $\underset{\sim}{r} .:$ Thus

$$
\begin{equation*}
x^{ \pm}(R, r)=\psi^{+}(R, r) \pm \psi^{+}(r, R) \tag{4.6}
\end{equation*}
$$

The function $\chi^{+}$is associated with the singlet spin function, and $\chi^{-}$with the triplet spin function. $X^{ \pm}$has the following asymptotic form

$$
\begin{equation*}
x^{ \pm}(R, r) \underset{R \rightarrow \infty}{\rightarrow} \sum\left[\phi_{n}(\underset{\sim}{r}) e^{i \underset{\sim}{K} \cdot{\underset{\sim}{R}}_{\sim}^{R}} \delta_{o n}+(f \pm g) \frac{e^{i K_{n} R}}{R} \phi_{n}(r)\right] \tag{4.7}
\end{equation*}
$$

The combination of spin states of the two electrons to give spin wavefunctions of definite symnetry shows that the scattering is divided three to one between triplet and singlet modes so that for random spin orientations the differential cross section becomes

$$
\begin{equation*}
I_{o n}(\Omega)=\frac{K_{n}}{K_{0}}\left[3 / 4|f-g|^{2}+1 / 4|f+g|^{2}\right] \tag{4.8}
\end{equation*}
$$

From equation (4.6) $x^{ \pm}$may be expanded as

$$
\begin{equation*}
x^{ \pm}(R, r)=\sum_{n} \phi_{n}(\underset{\sim}{r}) F_{n}(\underset{\sim}{R}) \pm \sum_{n} \phi_{n}(\underset{\sim}{R}) G_{n}(\underset{\sim}{r}) \tag{4.9}
\end{equation*}
$$

then $\chi^{ \pm}$has the appropriate symmetry properties and $F$ and $G$ may be chosen to be continuous giving the correct boundary conditions in the limit of large $\underset{\sim}{R}$ or $\underset{\sim}{r}$.

## PARTII

In the first part we reviewed the necessary elements of scattering theory. In this part the theory is applied and some existing calculations described. Since any calculations performed can only be done in a manner such that they only approximate the exact theory then we seek to isolate the components of the exact theory that are necessary for a satisfactory approximate theory. There have been a great many different attempts to describe electron and proton collisions with hydrogen. Here we only describe a few of these, selected because of their relevance to our own work.

## 5. The First Born Approximation

The importance of this approxination is in the belief that it is the high erergy iimit of the exact quantal solution to the scattering problem. Its other advantage is that it is relatively simple to evaluate compared with other approximations.

The transition matrix element for the first Born approximation is given by equation (1.40)

$$
\begin{align*}
T_{i f}^{B} & =\left\langle\psi_{f}\right| V\left|\psi_{i}\right\rangle \\
& \left.=\int \underset{\sim}{d R} \underset{\sim}{d r} e^{i\left(K_{i}-\underset{\sim}{K}\right)} \cdot \underset{\sim}{R} \underset{\sim}{V}(\underset{\sim}{\dot{R}}, \underset{\sim}{r}) \phi_{f}^{*} \underset{\sim}{r}\right) \phi_{i}(\underset{\sim}{r}) \tag{5.1}
\end{align*}
$$

now consider the momentum transfer $\underset{\sim}{p}=\underset{\sim}{K}{ }_{i}-\underset{\sim}{K} f$, then since by Bethes integral we have

$$
\int d \underset{\sim}{r} \frac{e^{i \underset{\sim}{p} \cdot \underset{\sim}{R}}}{|\underset{\sim}{R-r}|}=\frac{4 \pi}{P^{2}} e^{i \cdot \underset{\sim}{p} \cdot \underset{\sim}{r}}
$$

then the matrix element becomes, for $i \neq f$

$$
\begin{equation*}
T_{i f}^{B}=\frac{4 \pi z}{P^{2}} \int e^{i} \stackrel{\sim}{p} \cdot \underset{\sim}{r} \phi_{f}{ }^{*}(\underset{\sim}{r}) \phi_{i}(\underset{\sim}{r}) d \underset{\sim}{r} \tag{5.2}
\end{equation*}
$$

a rejresents the charge of the incoming particle and is $\pm 1$.
The total cross section may be written in terms of monentum transfer so that

$$
\begin{equation*}
Q_{i f}^{B}=\frac{1}{2 \pi^{2} v} \int_{P_{\min }}^{P_{\max }}\left|T_{i f}^{B}\right|^{2} p d p \quad\left(\pi a_{0}{ }^{2}\right) \tag{5.3}
\end{equation*}
$$

The major contribution to the integral of (5.3) comes from the region $p \sim F_{\min }$, hence we may approximate $P_{\max } \sim \infty$.

Conservation of energy gives

$$
K_{i}^{2}-K_{f}^{2}=2 \mu \Delta E
$$

where $\Delta E$ is the change in energy of the target. Thus

$$
\begin{aligned}
P_{i, i n}^{2} & =K_{i}^{2}+K_{f}^{2}-2 K_{i} K_{f} \\
& =2 K_{i}^{2}-2 \mu \Delta E-2 K_{i}\left(K_{i}^{2}-2 \mu \Delta E\right)^{1 / 2} \\
& =\frac{\Delta E^{2}}{v^{2}}\left(1+0\left(\frac{1}{v^{2}}\right)\right)
\end{aligned}
$$

thus $P_{\min } \underset{V \rightarrow \infty}{\rightarrow} \stackrel{\Delta E}{V}$.
$P_{\text {max }}$ and $P_{\text {min }}$ are thus independent of particle mass. Hence the Borm approximation suggests that in the high velocity limit the cross sections for electron and proton excitation of hydrogen are the same. This result is not confined to the case of hydrogen atoms but holds for any atomic target. Measurements of excitation cross sections for helium using protons and electrons appear to support this conclusion, though we have to rely on the velocity dependence of the cross sections instead of absolute magnitudes, Thomas and Bent (1967). It would be more satisfactory if agreement between the two cross sections could be observed above some velocity thereby indicating the range of validity or the first Born approximation.

Born approximation calculations for electron collisions are reviewed by Peterkop and Veldre (1966). In general it can be said that the total Born cross sections agree with experinental cross-sections above ten times the threshold energy of a particular transition. Bates and Griffing (1.953) first applied the Born approximation to the excitation of the $2 s$ and $2 p$ levels of hydrogen by proton impact. Results for this process are included in figures (4) and (6).

## 6. The Second Born Approximation

A simplified second Born approximation has been evaluated for electron and proton scattering by Holt and Moiseiwitsch (1968). Their method is a combination of methods used by other workers Massey and Mohr (1934) and Kingston et al. (1960 a,b).

The transition matrix element comresponding to the second Born approximatirm may be written using equation (1.39) as

$$
\begin{equation*}
T_{i f}^{B_{2}}=T_{i f}^{1}+T_{i f}^{2} \tag{6.1}
\end{equation*}
$$

where

$$
\left.T_{i f}^{1}=\int e^{i\left(K_{i}-K_{f}\right) \cdot R} V_{f i}(R) \underset{\sim}{R}\right)
$$

and

$$
\begin{aligned}
& T_{i f}^{2}=\left\langle\psi_{f}\right| V G_{o}{ }^{+} V\left|\psi_{i}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& x V_{f n}\left({\underset{\sim}{r}}^{\prime}\right) V_{n i}(\underset{\sim}{R}) \tag{6.2}
\end{align*}
$$

$$
V_{\mathrm{nm}}(\underset{\sim}{R})=z \int \phi_{\mathrm{n}}{ }^{*}(\underset{\sim}{r})\left[\frac{1}{\mathbb{R}}-\frac{1}{|R-r|}\right] \phi_{\mathrm{In}}(\underset{\sim}{r}) d \underset{\sim}{r}
$$

But

$$
\frac{e^{i K|\underset{\sim}{\mid R-R}|}}{4 \pi\left|\underset{\sim}{R}-R_{\sim}^{\prime}\right|}=\lim _{\varepsilon \rightarrow 0} \frac{1}{(2 \pi)^{3}} \int \frac{e^{i} \underset{\sim}{q} \cdot\left(\underset{\sim}{\left(R-R^{\prime}\right.}\right)}{q^{2}-K^{2}-i \varepsilon} d \underset{\sim}{x}
$$

and

$$
\int \frac{e^{i \underset{\sim}{K} \cdot R_{\sim}^{\prime}}}{\underset{\sim}{R-R_{\sim}^{\prime} \mid}} d R_{\sim}^{\prime}=\frac{4 \pi}{K^{2}} e^{i \underset{\sim}{K} \cdot \underset{\sim}{R}} \quad \text { (Bethes integral) }
$$

then if

$$
\begin{equation*}
T_{i f}^{2}=\sum_{n} T_{n}^{2} \tag{6.3}
\end{equation*}
$$

we have
where

$$
I(n, m, \underset{\sim}{s})=\int \phi_{n} *(\underset{\sim}{r}) \phi_{m}(\underset{\sim}{r})\left[e^{i \underset{\sim}{s} \cdot \underset{\sim}{r}}-I\right] \underset{\sim}{d r}
$$

The summation of equation (6.3) may be performed by utilising an approximation due to Massey and Mohr (1934) i.e. set $K_{n}=K_{i}$ for all $n$ and use the closure relation to remove the infinite sum. Holt and Moiseiwitsch retain the first $N$ terms of (6.3) exactly and then for $n \geqslant N+1 \quad K_{n}$ is replaced by $\mathrm{K}_{\mathrm{N}+1}$ and the summation from $\mathrm{N}+1$ extending over the continuum states is done by closure. Thus

$$
\begin{equation*}
T_{i f}^{2}=T_{2}^{N}=\bar{T}_{2}^{N}+\underset{n_{i}=N+1}{ } T_{2}^{N+1, n} \tag{6.5}
\end{equation*}
$$

The total cross section for the $i \rightarrow f$ transition is given by

$$
\begin{aligned}
Q_{i f} & =\frac{\mu^{2}}{4 \pi^{2}} \frac{K_{f}}{K_{i}} \int\left|T_{i f}\right|^{2} d \Omega \\
& =\frac{\mu^{2}}{2 \pi} \frac{K_{f}}{K_{i}} \int_{-l}^{+1}\left|T_{i f}\right|^{2} d(\cos \theta) \\
& \sim \frac{\mu^{2}}{2 \pi} \frac{K_{f}}{K_{i}} \int_{-l}^{+l}\left|T_{i f}^{1}+T_{i f}^{2}\right|^{2} d(\cos \theta)
\end{aligned}
$$

Retaining only the terms that include up to third order terms in the potential v we have

$$
\begin{equation*}
Q_{i f} \sim \frac{\mu^{2}}{2 \pi} \frac{K_{f}}{K_{i}} \int_{-1}^{+1}\left|T_{i f}^{1}\right|^{2}\left(1+2 R e \frac{T_{i f}^{2}}{T_{i f}^{T}}\right) d(\cos \theta) \tag{6.6}
\end{equation*}
$$

The integrals arising from equation (6.4) are in general extremely complicated. However considerable simplification is possible if the real part of the forward scattering amplitude is evaluated. Then it is possible to compare the effects of including and omitting the contiruum stat:es for N up to $\mathrm{N}=100$. Table I shows the resul.ts of Holt and Moiseiwitsch for $K_{i}=2$ a.u. and for $\theta=0$.

## Table I

| $N$ | $\operatorname{Re} \overline{\mathrm{~T}}_{2} \mathrm{~N}$ | $\operatorname{Re} \mathrm{~T}_{2}{ }^{\mathrm{N}}$ |
| ---: | :---: | :---: |
| 2 | .850 | 1.791 |
| 5 | 1.053 | 1.796 |
| 10 | 1.085 | 1.797 |
| 100 | 1.096 | 1.798 |

The convergence of $\bar{T}_{2}{ }^{N}$ for increasing $N$ is quite good, $N=5$ being satisfactory, however the convergence is much improved by including all states even if most are only included by the closure approximation. The
discrepancy between the limits of $\operatorname{Re} \overline{\mathrm{T}}_{2}{ }^{\mathrm{N}}$ and $\operatorname{Re} \mathrm{T}_{2}{ }^{\mathrm{N}}$ for large N shows the inportance of including the contribution from the continuum.

The approximation (6.5) has been applied to electron collisions for the ls-1s, $1 \mathrm{~s}-2 \mathrm{~s}$ and $1 \mathrm{~s}-2 \mathrm{p}$ processes. In the case of the elastic collision the second Born approximations gives cross sections higher than those of the first Borrı approximations, reasonable agreement between the two being attained for $\mathrm{v} \sim 5$ a.u.. For the excitation cross sections agreenent be* tween first and second Born approximations is achieved for $\mathrm{v}>3$ a.u. For proton collisions the first Born approximation seriously underestimates the 2s excitation cross section in comparison with the second Born approximation. The discrepancy is such that agreement is not reached unti] the proton energy exceeds 300 KEV . The reason for the difference is the strong long range $2 s-2 p$ coupling that is included by the second Born approvimation. The $1 \mathrm{~s}-2 \mathrm{p}$ transition cross sections are in quite good agreement for emrgies above 200 KEV . The comparison of the first and second Born approximations in this manner affords no definite indication as to the reliability of the first Born approximation.

## 7. The Close Coupling Approximation

In this approach to the scattering problem the techniques of partial wave analysis are applied using a coupled representation. This leads to a set of second order ordinary integro-differential equations that may be solved in a truncated eigenfunction expansion approximation. Such a procedure is only applicable to the electron scattering problem. The electron co-ordinates are defined as $\underset{\sim}{r}{\underset{1}{1}}^{\text {and }} \underset{\sim}{r}{ }_{2}$ relative to the centre of mass, in this case the hydrogen atom nucleus.

The quantum numbers identifying the collision channel are specified by

$$
n, \lambda, \mu, \ell, m, L, M
$$

where $\quad n \lambda \mu$ - identify the target atonic state

$$
\begin{aligned}
& \text { lin - the orbital angular momentum and its z-component of the } \\
& \text { scattered electron }
\end{aligned}
$$

and $\quad L, M$ - the total angular monentum and jits $z$-component
L must obey the triangular relation

$$
|\ell-\lambda| \leqslant L \leqslant \ell+\lambda
$$

The possibility of exchange scattering is included by explicitly symmetrising the approximate wave-function used.

Eigenfunctions of total angular momentum may be constructed

$$
\begin{equation*}
\gamma_{\Gamma}\left(\hat{r}_{\sim}, \underset{\sim}{r_{2}}\right)=\frac{\mu_{\mathrm{n} \lambda}\left(\underset{\sim}{r_{2}}\right)}{r_{2}} \sum_{\mathrm{m}, \mu} \tau(\lambda, \ell, L ; \mu, \mathrm{m}, \mathrm{M}) Y_{\lambda \mu}\left(\underset{\sim}{\left(\hat{r}_{2}\right)} Y_{\ell, \mathrm{m}}\left({\underset{\sim}{\hat{r}}}_{1}\right)\right. \tag{7.1}
\end{equation*}
$$

where the target eigenfunction $\phi_{n}\left(\underset{\sim}{r} r_{2}\right)=\frac{\mu_{n \lambda}\left(r_{2}\right)}{r_{2}} Y_{\lambda \mu} \underset{\sim}{\left(\hat{r}_{2}\right)}$ and $\tau(\lambda, \ell, L ; \mu, m, M)$ are Clebsh-Gordan coefficients defined in Rose (1957). The symbol $\Gamma$ represents the quantum numbers $n \lambda l I_{1} M$, and $\Gamma_{o}$ represents the incident channel quantum numbers, $\Gamma_{0} \equiv n_{0} \lambda_{0} \ell_{0}$ LM. The total wave-function ror a given incident channel $\Gamma_{0}$ is

The asymptotic form of the radial functions may be assumed to be

$$
\begin{align*}
& \mathrm{F}_{\Gamma \Gamma_{0}}(r) \rightarrow\left(K_{\mathrm{n}}\right)^{-1 / 2}\left[\delta_{\Gamma_{0} \Gamma} e^{-i\left(K_{n} r-\ell \pi / 2\right)}\right. \\
&\left.-S_{\Gamma_{0} \Gamma} e^{i\left(K_{n} r-\ell \pi / 2\right)}\right] \tag{7.3}
\end{align*}
$$

We require to find the scattering amplitudes in terms of the scattering matrix element $S_{\Gamma_{0} \Gamma}$. The total wavefunction $\psi_{\mathrm{K}_{\mathrm{O}}}$ has the asymptotic form

But $e^{i K_{0} \cdot r}$ may be expanded as

$$
\begin{equation*}
e^{i \underset{\sim}{K} \cdot{\underset{\sim}{r}}_{1}}=4 \pi \sum_{\ell_{0}=0}^{\infty} i^{\ell} j_{\ell}\left(K_{0} \cdot r_{1}\right) \sum_{m_{0}} Y_{\ell}{ }_{0}^{*} m_{0}\left(\hat{K}_{\sim}\right) Y_{\ell_{0} m_{0}}\left(\hat{\sim}_{1}\right) \tag{7.5}
\end{equation*}
$$

and from equation (7.1) using the orthogonality properties of ClebschGordan coefficients

$$
\begin{equation*}
Y_{\ell_{0} m}\left(\hat{r}_{1}\right) \phi_{0}\left(\underset{\sim}{r} r_{2}\right)=\sum_{L, M} \tau\left(\lambda_{0} \ell_{0} L, \mu_{0} m_{0} M\right) \gamma_{\Gamma_{0}}\left(\underset{\sim}{\hat{r}_{1}}, r_{\sim}^{r}\right) \tag{7.6}
\end{equation*}
$$

Using results (7.6) and (7.5) the incident wave in (7.4) becomes

$$
\begin{align*}
& X \frac{1}{K_{0} r_{1}}\left[e^{i\left(K_{0} r_{1}-\ell_{0} \pi / 2\right)}-e^{-i\left(K_{0} r_{1}-\ell_{0} \pi / 2\right)}\right] \tag{7.7}
\end{align*}
$$

The total wavefunction may be expanded as

$$
\psi_{\mathrm{K}_{0}}\left({\underset{\sim}{r}}_{1},{\underset{\sim}{r}}_{2}\right)=\sum_{\substack{L M \\ \ell_{0} m_{0}}} B\left(\ell_{0} m_{0} \Gamma_{0}\right) Y_{\ell}{ }_{0}^{*}\left(\hat{K}_{0}\right) \psi_{\sim}\left(\Gamma_{0}\left(\underset{\sim}{r},{\underset{\sim}{r}}_{2}\right)\right.
$$

Using equation (7.2) and the asymptotic form of $F_{\Gamma_{0}}, \psi_{K_{0}}$ becomes

$$
\begin{align*}
& \psi_{K_{0}}\left(\underset{\sim}{r_{1}}, \underset{\sim}{r_{2}}\right) \underset{r_{1} \rightarrow \infty}{\rightarrow} \underset{l_{0} m_{0}}{\sum} B\left(\ell_{0} m_{0} \Gamma_{0}\right) Y_{\ell}{ }_{0}^{*} m_{0}(\underset{\sim}{\hat{K}}) \underset{n l \lambda}{\sum} \gamma_{\Gamma}\left(\underset{\sim}{r_{1}}, \underset{\sim}{r_{2}}\right) \\
& X \frac{1}{K_{n}^{1 / 2} r_{1}}\left[\delta_{\left.\Gamma_{0} \Gamma^{-i\left(K_{n}\right.} r_{1}-\ell \pi / 2\right)}-S_{\Gamma_{0} \Gamma} e^{i\left(K_{n} r_{1}-\ell \pi / 2\right)}\right] \tag{7.8}
\end{align*}
$$

Comparing the incident waves of (7.7) ard (7.8) i.e. compare the coefficjents of $\left.Y_{\ell_{0} m_{0}}^{*}(\underset{\sim}{\hat{K}}) \gamma_{\Gamma_{0}}\left(\hat{r}_{\sim},{\underset{\sim}{r}}_{2}\right) e^{-i\left(K_{0} r_{1}-\ell_{0} \pi / 2\right.}\right)$, we get

$$
\begin{equation*}
B\left(\ell_{0} m_{0} \Gamma_{0}\right)=2 \pi i^{\ell_{0}+1}\left(K_{0}\right)^{-1 / 2} \tau\left(\lambda_{0} \ell_{0} L, \mu_{0} m_{0} M\right) \tag{7.9}
\end{equation*}
$$

thus

$$
\begin{align*}
& X \frac{1}{\left(K_{0} K_{n}\right)^{r_{2}}}\left[\delta_{\Gamma_{o} \Gamma} e^{-i\left(K_{n} r_{1}-\ell \pi / 2\right)}-S_{\Gamma_{0} \Gamma} e^{i\left(K_{n} r_{1}-\ell \pi / 2\right)}\right] \tag{7.10}
\end{align*}
$$

The total wavefunction $\psi_{K_{0}}$ may be decomposed into two parts, the incident wave $\psi_{\text {INC }}$ and the scattered wave $\psi_{\text {SCAT }} \cdot \psi_{\text {INC }}$ is given by equation (7.7). Hence combining equations (7.7) and (7.10) we get

$$
\begin{align*}
& \psi_{S C A T}=2 \pi i \underset{\substack{L M \\
\ell_{0} m_{0}}}{\left.\sum_{i}^{\ell} i^{\ell \ell} \tau\left(\lambda_{0} \ell_{0} L, \mu_{0} m_{0} M\right) \sum_{n \ell \lambda} \gamma_{\Gamma} \underset{\sim}{r_{1}}, \underset{\sim}{r_{2}}\right) \frac{e^{i K_{n} r_{l}}}{r_{1}}} \\
& \bar{X} \frac{Y_{\ell}{ }_{0}^{*} \mathrm{~m}_{\mathrm{O}}\left(\underset{\mathrm{~K}}{\left(\hat{K}_{0}\right)}\right.}{\left(\mathrm{K}_{\mathrm{O}} \mathrm{~K}_{\mathrm{n}}\right)^{1 / 2}}\left[\delta_{\Gamma_{0} \Gamma}-S_{\Gamma_{0} \Gamma}\right] \tag{7.11}
\end{align*}
$$

Comparing this with the asymptotic form of the scattered wave, equation (7.4), the scatteri.ng amplitude becomes

$$
\begin{align*}
& X \quad Y_{\ell}{ }_{0} m_{0}\left(\underset{\sim}{\left(\hat{K}_{0}\right.}\right) Y_{\ell m}\left(\underset{\sim}{\hat{K}_{n}}\right) T_{\Gamma_{o}} \Gamma \tag{7.12}
\end{align*}
$$

where $\underset{\sim}{T}=\delta-\underset{\sim}{S}$.
When this expression is compared with scattering amplitude defined in the uncoupled representation, equation (3.4), the relation between the two
representations is such that

$$
\begin{gather*}
T\left(n_{0} \ell_{0} m_{0} \mid n \Omega m\right)=\sum_{L M} \tau\left(\lambda_{0} \ell_{0} L, \mu_{0} m_{0} M\right) \tau(\lambda \ell L, \mu m M) \\
X T_{\Gamma_{0}} \Gamma \tag{7.13}
\end{gather*}
$$

where the quantum numbers $n_{0}$ and $n$ in the expression $T\left(n_{0} \ell_{0} m_{0} \mid n \ell m\right)$ implicitly contain $\lambda_{0} \mu_{0}$ and $\lambda \mu$ respectively.

The expression for the total cross section is then given by equation (3.11). Using the orthogonality conditions of the Clebsch-Gordan coefficients and averaging over the $\mu_{0}$ states we have

$$
\begin{equation*}
\left.Q_{\mathrm{n}_{0} \lambda_{0}}+\mathrm{n} \mathrm{\lambda}=\frac{\pi}{\left(2 \lambda_{0}+1\right) \mathrm{K}_{0}^{2}} \sum_{\mathrm{L}, \ell, \ell_{0}}^{\Sigma}(2 \mathrm{~L}+1) \right\rvert\, \mathrm{T}_{\Gamma_{0}} \Gamma^{2} \tag{7.14}
\end{equation*}
$$

Here we have assumed that $T_{\Gamma_{0}} \Gamma$ is independent of $M$, the $z$-component of total angular momentum. This must be so since the physics of the collision is independent of the axes used to describe it.

The equations satisfied by the radial function $\mathrm{F}_{\Gamma_{0}}$ are derived by substituting the expansion (7.2) into the Schr-Udinger equation. This yields $\left[\frac{d^{2}}{d r_{1}{ }^{2}}-\frac{\ell(\ell+1)}{r_{1}{ }^{2}}+K_{n}{ }^{2}\right] F_{\Gamma_{0}} \Gamma^{\left(r_{1}\right)}$


$$
\begin{equation*}
X \frac{F_{\Gamma_{0} \Gamma^{\prime}}\left(r_{2}\right)}{r_{2}} \gamma_{\Gamma^{\prime}}\left(\underset{\sim}{\left(\hat{r}_{2}, r_{\sim}^{1}\right.}\right) \tag{7.15}
\end{equation*}
$$

Equation (7.15) has the more compact form, Burke (1969)

$$
\begin{equation*}
\left[\frac{d^{2}}{d r_{1}{ }^{2}}-\frac{\ell(\ell+1)}{r_{1}{ }^{2}}+K_{n}{ }^{2}\right] F_{\Gamma_{0} \Gamma^{\prime}}\left(r_{1}\right)=\sum_{\Gamma^{\prime}}\left[V_{\Gamma \Gamma^{\prime}} \pm W_{\Gamma \Gamma^{\prime}}\right] F_{\Gamma_{0} \Gamma^{\prime}}\left(r_{1}\right) \tag{7.16}
\end{equation*}
$$

where $V_{\Gamma \Gamma}$, and $W_{\Gamma \Gamma}$, are defined below, $W_{\Gamma \Gamma}$, being an integral operator.

$$
\begin{equation*}
V_{\Gamma \Gamma^{\prime}}=2 \mu\left[-\frac{1}{r_{1}} \delta_{n n^{\prime}} \delta_{\lambda \lambda^{\prime}} \delta_{\ell \ell^{\prime}}+\sum_{\alpha=0} y_{\alpha}\left(\mu_{n \lambda^{\prime}}, \mu_{n^{\prime} \lambda^{\prime}} \mid r_{1}\right) f_{\alpha}\left(\lambda \ell, \lambda^{\prime} \ell^{\prime} ; L\right)\right] \tag{7.17}
\end{equation*}
$$

and

$$
\begin{align*}
W_{\Gamma \Gamma^{\prime}}=2 \mu(-1)^{\lambda+\ell-L} & \sum_{\alpha=0}^{\infty} f_{\alpha}\left(\lambda \ell^{\prime}, \lambda^{\prime} \ell ; L\right) \\
& {\left[\left[E_{n}+E_{n^{\prime}}-E\right] \delta_{\alpha 0} \Delta\left(\mu_{n \lambda}, F_{\Gamma_{o}} \Gamma^{\prime \prime}\right)\right.}  \tag{7.18}\\
& \left.+y_{\alpha}\left(\mu_{n \lambda}, F_{\Gamma_{o} \Gamma^{\prime}} \mid r_{1}\right)\right] \mu_{n^{\prime} \lambda^{\prime}}\left(r_{1}\right)
\end{align*}
$$

where $y_{\alpha}\left(A, B \mid r_{1}\right)=\int_{0}^{\infty} d r_{2} A\left(r_{2}\right) B\left(r_{2}\right) q_{\alpha}\left(r_{1}, r_{2}\right)$

$$
\begin{aligned}
& q_{\alpha}\left(r_{1}, r_{2}\right)=r_{1}^{\alpha} / r_{2}^{\alpha+1} \quad r_{1} \leqslant r_{2} \\
& =r_{2}^{\alpha} / r_{1}^{\alpha+1} \quad r_{2} \leqslant r_{1} \\
& f_{\alpha}\left(\lambda \ell, \lambda^{\prime} \ell^{\prime} ; L\right)=\frac{4 \pi}{(2 \alpha+1)} \sum_{m \mu} \tau(\lambda \ell L, \mu m \mathrm{~m}) \tau\left(\lambda^{\prime} \ell^{\prime} L, \mu^{\prime} m^{\prime} M\right) \\
& \mathrm{mp}_{\beta}{ }^{\prime}
\end{aligned}
$$

and $\Delta(A, B)$ is the overlap integral.

$$
\int_{0}^{\infty} d r A(r) B(r)
$$

Equations (7.16) are solved numerically the number of states included in the initial expansion being truncated for some $n=N$. This yields S-matrix elements that are variationally of 'second-order accuracy'.

The close coup.ling equations have been solved by several workers. Burke, Shey and Smith (1963) calculated cross sections in the energy range $11+54.4 \mathrm{eV}$, including only the $1 \mathrm{~s}, 2 \mathrm{~s}$ and 2 p states in the expansion (7.2). The agreement of these results with the experimental results of Hils et al.
(1966), Stebbings et al. (1960) and Lichiten and Shuity (1959) is poor in this overall energy range. I'his is possibly due to the limited number or states included in the approxinate wavefunction. Burke et al. (1967) have solved the close coupling equations retaining only the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}, 3 \mathrm{~d}$ and 3 p states in the energy range $10-12.5 \mathrm{eV}$. The results of these calculations show the effects of resonances associated with the $r_{1}=2$ and $n=3$ threshold energies on the total cross sections. The fact that the $1 \mathrm{~s}, 2 \mathrm{~s}$ and 2 p calculation does not give the resonance for the $\mathrm{n}=3$ threshold indicates the importance of including at least all the open channels for a particular energy in the approximate wavefunction.

The problem of convergence of close coupled calculations has been investigated by Burke and Shey (1962). They calculated the s-wave phase shift for $1,2,3,5$ and ó state wavefunctions. Their results are displesed in table (2).

Table (2)

| INCLUDED STATES | $\mathrm{K}^{2}=0.55$ | $\mathrm{~K}^{2}=0.60$ |
| :---: | :---: | :---: |
| 1 s | .700 | .670 |
| $1 \mathrm{~s}-2 \mathrm{~s}$ | .735 | .711 |
| $1 \mathrm{~s}-2 \mathrm{~s}-2 \mathrm{p}$ | .785 | .771 |
| $1 \mathrm{~s}-2 \mathrm{~s}-2 \mathrm{p}-3 \mathrm{~s}$ | .789 | .774 |
| $1 \mathrm{~s}-2 \mathrm{~s}-2 \mathrm{p}-3 \mathrm{~s}-3 \mathrm{p}$ | .798 | .781 |

The convergence of the phase shifts is obviously poor particularly since the obvious region of application of close coupling calculations is in the range considered in table (2). A reason for this slow convergence is not hard to find. Castilejo et al. (1960) show that for electron
hydrogen collisions the $2 p$ state contributes only $66 \%$ of the ground state polarisation while all bound states contribute $81.4 \%$ and the continuum states contribute the remainder. This means that the long range polarisation potential is poorly represented in a close coupled approxination that only includes a small number of target states. Hence such a method must be inaccurate when the polarisation potential is important. Polarisation effects may be included in the close coupling approximation by including extra terms in the initial expansion that account for part of the optical potential. The optical potential may be defined in the following way, initially due to Feshbach (1962).

Consider the projection operators $P$ and $Q$, such that $P+Q=I$ and $P Q=Q P=0$. The Schr $\quad \mathrm{Bdinger}$ equation may be written as

$$
\begin{array}{ll} 
& \mathrm{P}(\mathrm{H}-\mathrm{E})(\mathrm{P}+\mathrm{Q}) \psi=0 \\
\text { and } & \mathrm{Q}(\mathrm{H}-\mathrm{E})(\mathrm{P}+\mathrm{Q}) \psi=0 \tag{7.19b}
\end{array}
$$

from equation (7.19b) we have

$$
Q \psi=-Q \frac{1}{Q(H-E) Q} Q H P \psi
$$

and hence (7.19a) becomes

$$
\mathrm{P}\left(H-\mathrm{PHQ} \frac{1}{\mathrm{Q}(\mathrm{H}-\mathrm{E}) \mathrm{Q}} \mathrm{QHP-E}\right) \mathrm{P} \psi=0
$$

The close coupling equation may be written as

$$
\mathrm{P}(\mathrm{H}-\mathrm{E}) \mathrm{P} \psi=0
$$

Hence the terms omitted by the close coupling approximation are

$$
\begin{equation*}
V_{o p t}=-P H Q \frac{1}{Q(H-E) Q} Q H P \tag{7.20}
\end{equation*}
$$

$V_{\text {opt }}$ thus represents the effects of the terms omitted from the close coupled expansion. Part of the optical potential can be included by writing the wavefunction, neglecting symmetry properties, as
the first summation corresponds to $P \psi$ and the second to $Q \psi$. A variational principle applied to a trial function of this type gives the usual set of close coupled equations coupled to a set of linear equations arising from the variation of the $a_{i}$ coefficients. This procedure has been applied by Taylor and Burke (1967) who include the 1s, 2 s and 2 p states exactly and twenty extra terms. The calculations were done in the energy range $10-11.5 \mathrm{eV}$. Good agreement is reached between this calculation and the previous $1 s-2 s-2 p$ and $1 s-2 s-2 p-3 s-3 p$ close coupling calculations. This implies that the close coupling approximation is reliable beneath the threshold of the first omitted channel.

A comparison of these three calculations and the experimental results of Litchen and Shulty (1959) is made by Burke, Taylor and Ormonde (1967). The $2 p$ cross sections in the energy range $10-11.8 \mathrm{eV}$ agree well with the experimental cross sections for the $1 \mathrm{~s}-2 \mathrm{p}$ transition, the normalisation being consistent with the Born approximation results at high energies. The 2s cross sections, however, are almost a factor of 2 higher than the experimental cross sections normalised to the first Born results at 300 eV . Renormalisation of the 2 s experimental results produces good agreement with all three calculations. This conflict of high and low energy data for the 2s cross sections remains unresolved. However Damburg and Propin (1972) have solved the close coupling approximation for a model interaction; retaining only the $1 \mathrm{~s}-2 \mathrm{p}$ and $2 \mathrm{~s}-2 \mathrm{p}$ coupling. The resulting equations are solved exactly and compared with the Born approximation; obtained by neglect-
ing the $2 s-2 p$ coupling in the same model. Their results for the $2 p$ excitation total cross section show that the coupling between channels of fixed total angular momentum increases with an increase in the incident electron energy and that consequently the close coupling result tends to the Born result more slowly than expected. Such an effect on the 2 s transition cross section is likely to be relatively larger since the $1 \mathrm{~s}-2 \mathrm{~s}$ transition is not optically allowed. The discrepancy between the two results lends support to the conjectures of Burke et al. (1967) and Geltman and Burke (1970) that the normalization of 2 s and 2 p experimental. data to the Born approximation at 300 eV is unsatisfactory.

When the incident energy is above the threshold energy of the first omitted state the effects of the onitted states can be included by expanding the total wavefunction in a discrete set of states that are not target eigenfunctions. This so called Sturmian expansion was first suggested by Rotenberg (1962). The Sturmian functions $T_{n \lambda \mu}$ may be writt.en

$$
\begin{equation*}
T_{n \lambda \mu}(\underset{\sim}{r})=\frac{1}{r} S_{n \lambda}(r) Y_{\lambda \mu}(\underset{\sim}{\hat{\gamma}}) \tag{7.22}
\end{equation*}
$$

where the radial part satisfies

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{2}}+\frac{\alpha_{n} \lambda}{r}-\frac{\lambda(\lambda+1)}{r^{2}}\right] S_{n \lambda}(r)=\varepsilon S_{n \lambda}(r) \tag{7.23}
\end{equation*}
$$

$\varepsilon_{\lambda}=\frac{1}{(\lambda+1)^{2}}$ and $\alpha_{n \ell}$ is the required eigenvalue. With this choice of $\varepsilon_{\lambda}$ the 'lowest' eigenfunction for $S_{n \lambda}$ coincides with the lowest radial hydrogenic eigenfunction $\mu_{n \lambda}$. By making the transformation $x=\alpha_{n \lambda} r$, it can be seen that each higher Sturmian function is related to a corresponding hydrogenic function by

$$
\begin{equation*}
s_{n \lambda}(r)=N_{n \lambda} \mu_{n \lambda}\left(\alpha_{n \lambda} r\right) \tag{7.24}
\end{equation*}
$$

where $\alpha_{n \lambda}=n /(\lambda+1)$.
Since $n \geqslant \lambda+1, \alpha_{n \lambda} \geqslant 1$ the higher Sturmian functions are more compact than the corresponding hydrogenic functions. The Sturmian eigenfunctions are all denumerable, there is no continuum. Thus a finite number of Sturmian functions may partly represent the continuum states of the hydrogen atom.

The possible improvement afforded by the use of Sturmian functions is achieved at the expense of the simplicity of the asymptotic boundary conditions.

Burke and Shey (1962) suggested an expansion in functions similar to the Sturmian functions. Neglecting symmetry the total wavefunction may be written
where $\Gamma^{\prime}$ represents the quantum numireers $n^{\prime} l^{\prime} \lambda^{\prime} \mathrm{LM}$ and

$$
\begin{array}{r}
R_{\Gamma^{\prime}}\left(\underset{\sim}{\hat{r}_{1}}, \underset{\sim}{r_{2}}\right)=\frac{V_{n^{\prime} \lambda^{\prime}}\left(r_{2}\right)}{r_{2}} \sum_{M^{\prime} \mu^{\prime}} \tau\left(\lambda^{\prime} \ell^{\prime} L_{,} m^{\prime} \mu^{\prime} M\right) \\
x Y_{\ell^{\prime} M^{\prime}}\left(\hat{\sim}_{\sim}\right) Y_{\lambda^{\prime} \mu^{\prime}}\left({\underset{\sim}{\hat{r}}}_{2}\right) \tag{7.26}
\end{array}
$$

The functions $V_{n \lambda}(r)$ are constructed to be normalised to unity and orthogonal to each other and to the hydrogen radial functions $\mu_{n \lambda}(r)$ for the same angular momentum quantum numbers. Apart from this the functions $V_{n \lambda}(r)$ are arbitrary but have the following boundary conditions.

$$
\begin{aligned}
V_{n \lambda}(r) & \rightarrow r^{\lambda+1} & & \text { for small } r \\
& \rightarrow 0 & & \text { for large } r
\end{aligned}
$$

The coefficients $F_{\Gamma_{0} \Gamma}$ and $G_{\Gamma_{0} \Gamma^{\prime}}$, satisfy a set of coupled integro-differential equations whose form is similar to equation (7.16) when exchange is
allowed for. If only one $F$ and one $G$ function is retained in the initial expansion the equation satisfied by $\mathrm{F}_{\mathrm{ls}}$ has the asymptotic form

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{2}}+K^{2}+\frac{\alpha}{r^{2}}\right] F_{l s}(r)=0 \tag{7.27}
\end{equation*}
$$

where $\alpha$ is a function that depends on $V_{n \lambda}(r)$ and $\alpha / r^{2}$ represents the polarization potential. Damburg and Karule (1967) show that the correct polarjzability can be achieved if $V$ is chosen to be

$$
\begin{equation*}
V_{21}=\frac{8}{\sqrt{129}}\left(2 r^{2}+r^{3}\right) e^{-r} \tag{7.28}
\end{equation*}
$$

Burke et al. (1.969) utilise this pseudo state in a $1 \mathrm{~s}-2 \mathrm{~s}-\overline{2 p}$ calculation. The $\overline{2 p}$ state being the pseudo state given in equation (7.28). The addition of a 2 s hydrogenic state will not affect the long range behaviour in the 1 s channel since the $1 s-2 s$ coupling is short range only. Hence the olarization potential is correctly described in this calculation. The results obtained show considerable improvement over those of previous close coupled calculations when compared to the variational calculation of Swartz (1961).

The method of pseudo state expansions has been applied to electron scattering in the energy range $16-54 \mathrm{eV}$, Burke and Webb (1970). The expansion includes the $1 \mathrm{~s}, 2 \mathrm{~s}$ and 2 p hydrogenic states exactly and two pseudo states, $\overline{3 s}$ and $\overline{3 p}$. The pseudo states are chosen so as to have approximately the same range as the 2 s and 2 p atomic eigenstates, and also so that their threshold energies coincide with each other and with the ion sation threshold. The $2 s$ and $2 p$ cross sections calculated show surprisingly good agreement with experjment, see figures ( 9,11 ). The normalisation of the experiments are however still in doubt so that this agreement may be fortuitous. The convergence of this method at these energies has still to be investigated but is expected to be good.

In sumary the close coupling method appears to be adequate where the incident energy is below the threshold energy of the first omitted state. Above these energies it is important to include the effects of omitted bound and continuum states.

## 8. The Impact Parameter Approximation

The impact parameter method assunes a rectilinear trajectory for the incident particle. The interaction of the incident particle with the target may then be treated as a time dependent perturbation and the resulting ordinary differential equations solved accordingly. The assumption of a rectilinear trajectory implies that the incoming particle is distinguishable from the target par'ticles so that the erfects of electron exchange for electron collisions and of nuclear identity for proton collisions are neglected.

The Schrddinger equation may be written

$$
\begin{equation*}
\left.\left[-\frac{1}{2 \mu} \nabla_{R}^{2}-1 / 2 \nabla_{r}^{2}+V(\underset{\sim}{R}, \underset{\sim}{r})-E\right] \psi \underset{\sim}{R}, \underset{\sim}{r}\right)=0 \tag{8.1}
\end{equation*}
$$

$\mu$ is the reduced mass of the incident particle and the co-ordinates are defined in figure (2).


Figure (2)

Equation (8.1) is readily deduced from equation (2.3) on the interchange of
particles 1 and 3 and relabelling of the co-ordinates. Following a procedure due to Wilets and Wallace (1968) we can write

$$
\begin{equation*}
\Psi=e^{i \mu V Z} \psi \tag{8.2}
\end{equation*}
$$

and assuming $E \sim 1 / 2 \mu \mathrm{~V}^{2}$, equation (8.1) becomes

$$
\begin{equation*}
\left.\left[-\frac{l}{2 \mu} \nabla_{R}^{2}-i V \frac{\partial}{\partial Z}+\underset{\sim}{H} \underset{\sim}{r}, \underset{\sim}{R}\right)\right] \psi(\underset{\sim}{r}, \underset{\sim}{R})=0 \tag{3.3}
\end{equation*}
$$

where $H(\underset{\sim}{r}, \underset{\sim}{R})=-1 / 2 \nabla_{r}^{2}+V(\underset{\sim}{R}, \underset{\sim}{r b})$.
Equation (8.3) may be solved by neglecting the components of $\nabla_{R}{ }^{2}$ associated with the motion of the particle perperidicular to the projectile velocity. This is equivalent to assuming $\underset{\sim}{R}=\underset{\sim}{p}+\underset{\sim}{Z}$, where $\underset{\sim}{p}$ is a vector in the $X-Y$ plane perpendicular to the $\underset{\sim}{\underset{\sim}{Z}}$ direction. Then we have

$$
\begin{equation*}
\left[-\frac{1}{2 \mu} \frac{\partial^{2}}{\partial Z^{2}}-i V \frac{\partial}{\partial Z}+H(\underset{\sim}{R}, \underset{\sim}{r})\right] \psi(\underset{\sim}{r}, \underset{\sim}{R})=0 \tag{8.4}
\end{equation*}
$$

The standard impact parameter equation of motion is obtained by considering the limit as $\mu \rightarrow \infty$ while the projectile velocity remains finite. Then equation ( 8.4 ) becomes

$$
\begin{equation*}
\left[-i V \frac{\partial}{\partial Z}+\underset{\sim}{H}(\underset{\sim}{R}, \underset{\sim}{r})\right] \psi(\underset{\sim}{r}, \underset{\sim}{R})=0 \tag{8.5}
\end{equation*}
$$

writing $\underset{\sim}{Z}=\underset{\sim}{V} t$ where $\underset{\sim}{V}$ is the velocity of the incident particle we have

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi(\underset{\sim}{R}, \underset{\sim}{r})=H(\underset{\sim}{r}, \underset{\sim}{r}) \psi(\underset{\sim}{R}, \underset{\sim}{r}) \tag{8.6}
\end{equation*}
$$

where $\underset{\sim}{R}=\underset{\sim}{\rho}+\underset{\sim}{V} t$.
The electron Hamiltonian $H(\underset{\sim}{r}, \underset{\sim}{R})$ may be written as

$$
H(\underset{\sim}{r}, \underset{\sim}{R})=H_{0}+V(\underset{\sim}{R}, \underset{\sim}{r})
$$

where

$$
H_{0}=-1 / 2 \underset{\sim}{r}{ }_{\sim}^{2}+\frac{1}{\left|r_{\sim}^{r}\right|}
$$

and $\left.V(\underset{\sim}{R}, \underset{\sim}{r})=\frac{\eta}{|\underset{\sim}{r}|}-\frac{\eta}{\mid \underset{\sim}{R}} \right\rvert\,, n$ is the charge of the incoming particle, $\pm l . H_{o}$ describes the unperturbed target electron and the target eigenfunctions are solutions of

$$
\begin{equation*}
H_{o} \phi_{n}(\underset{\sim}{r}, t)=i \frac{\partial}{\partial t} \phi_{n}(\underset{\sim}{r}, t) \tag{8.7}
\end{equation*}
$$

where $\phi_{n}(\underset{\sim}{r}, t)=\phi_{n} \underset{\sim}{r}{\underset{a}{e}}^{r} e^{-i \alpha_{n} t}$, and $\alpha_{n}$ is the eigenenergy of the $n^{\text {th }}$ target state. The total wavefunction may be expanded in a complete set of target states

$$
\begin{equation*}
\psi_{n}(\underset{\sim}{R}, r)=\sum_{\sim}^{r} a_{n s}(t) \phi_{S}(\underset{\sim}{r}) e^{-i \alpha_{S} t} \tag{8.8}
\end{equation*}
$$

here the summation includes an integration over the continuum target states. The probability that the target will be in the $\mathrm{m}^{\text {th }}$ state after a collision is then given by $\left|a_{n m}(+\infty)\right|^{2}$ and the total cross section for excitation from the $n^{\text {th }}$ to $\mathrm{m}^{\text {th }}$ state is given by

$$
\begin{equation*}
Q_{n m}=2 \int_{0}^{\infty}\left|a_{n m}(\infty)\right|^{2} \rho d \rho\left(\pi a_{0}{ }^{2}\right) \tag{8.9}
\end{equation*}
$$

McCarrol and Salin (1966) have shown that this result is equivalent to the exact quantum theory result under the following conditions:

$$
\begin{align*}
& K_{i} \gg 1 \\
& K_{i} \sim K_{f} \gg(2 \mu \Delta E)^{1 / 2}  \tag{8.10}\\
& \cos ^{-1}\left(\hat{K}_{\sim} \cdot \hat{K}_{\sim}\right) \ll 1
\end{align*}
$$

where $\underset{\sim}{K}$ and $\underset{\sim}{K} f$ are the relative momenta of the scattered particle and target nuclei when the target atom is in its initial and final states
respectively. $\Delta \mathrm{E}$ is the inelasticity of the collision. The conditions of (8.10) are well satisfied for proton impact for energies above 1 KEV. F'or electron impact above 20 eV the conditions are at best only marginally satisfied. The usefulness of the impact parameter approximation for treating electron collisions is discussed in section (9).

Substituting the expansion (8.8) in the equation of motion (8.6) we obtain an infinite set of coupled differential equations

$$
\begin{equation*}
i \frac{\partial}{\partial t} a_{n m}(t)=\sum_{s} a_{n s}(t) V_{n s}(t) e^{i\left(\alpha_{m}-\alpha_{s}\right) t} \tag{1}
\end{equation*}
$$

where

$$
V_{n m}(t)=\int \phi_{\mathrm{n}}{ }^{*}(\underset{\sim}{r}) V(\underset{\sim}{R}, \underset{\sim}{r}) \phi_{m}(\underset{\sim}{r}) d \underset{\sim}{r}
$$

A solution may be attempted by retaiaing conly a few of the terms of the summation. The impact parameter Born approximation, or I.P.B., is obtained by retaining the elastic amplitude only. i.e.

$$
a_{n s}(t)=\delta_{n s}
$$

then

$$
i \dot{a}_{n m}(t)=v_{m}(t) e^{i\left(\alpha_{m}-\alpha_{n}\right) t}
$$

and

$$
\begin{equation*}
a_{n m}(t)=-i \int_{-\infty}^{t} V_{m n}\left(t^{\prime}\right) e^{i\left(\alpha_{m}-\alpha_{n}\right) t^{\prime}} d t^{\prime}+\delta_{n m} \tag{8.12}
\end{equation*}
$$

The equivalence of (8.12) and the wave treatment Boin approximation has been shown by Moiseiwitsch (1966). This author also shows the equivalence of successive terms of the Born series in the two approaches.

The distortion approximation of Bates (1959) allows explicitly for the final state. Equation (8.11) is approximated to

$$
\begin{equation*}
i \dot{a}_{\mathrm{nm}}(t)=a_{\mathrm{nn}}(t) V_{\mathrm{mm}}(t) e^{i\left(\alpha_{m}-\alpha_{n}\right) t}+a_{\mathrm{nm}}(t) V_{\mathrm{rmm}}(t) \tag{8.13}
\end{equation*}
$$

In the weak perturbation approximation we have $a_{n s}(t)=0$ for $n \neq s$, thus

$$
a_{n n}(t)=\exp \left[-i \int_{-\infty}^{t} V_{n n}\left(t^{\prime}\right) d t^{\prime}\right]
$$

hence

$$
\begin{gather*}
i \dot{a}_{n m}(t)=V_{n m}(t) \exp \left[-i \int_{-\infty}^{t} V_{n n}\left(t^{\prime}\right) d t^{\prime}\right] e^{i\left(\alpha_{m}-\alpha_{n}\right) t} \\
 \tag{8.14}\\
+a_{n m}(t) V_{m m}(t)
\end{gather*}
$$

now transforming $a_{n m}$ to $c_{n m 1}$ such that

$$
\begin{equation*}
c_{n m}(t)=a_{n m}(t) \exp \left[i \int_{-\infty}^{t} V_{m m}\left(t^{\prime}\right) d t^{\prime}\right] \tag{8.15}
\end{equation*}
$$

we have

$$
i i_{\mathrm{nm}}(\mathrm{t})=\mathrm{V}_{\mathrm{mn}}(\mathrm{t}) \mathrm{e}^{\mathrm{i}\left(\alpha_{m}-\alpha_{\mathrm{n}}\right) t} \exp \left[-i \int_{-\infty}^{t}\left(\mathrm{~V}_{\mathrm{nn}}\left(t^{\prime}\right)-\mathrm{V}_{\mathrm{mm}}\left(t^{\prime}\right)\right) d t^{\prime}\right]
$$

thus

$$
\begin{equation*}
c_{n m}(t)=\delta_{n m}-i \int_{-\infty}^{t} V_{m}\left(t^{\prime}\right) e^{i\left(\alpha_{m}^{\prime}-\alpha_{n}^{\prime}\right) t^{\prime}} d t^{\prime} \tag{8.16}
\end{equation*}
$$

where

$$
\alpha_{n}^{\prime}=\alpha_{n}+\int_{-\infty}^{t} v_{n n}\left(t^{\prime}\right) d t^{\prime}
$$

Equation (8.16) has the same form as the I.P.B. approximation, but the energy levels of the target have been perturbed by the incoming particle. More compiex approximations to the initial set of equations (8.11) have to be solved numerically, but since they include more coupling terms than the I.P.B. or distortion approximations, they are thought to describe the collision process more exactly. One such approximation is due to Plannery
(1969). In this work equations (8.11) were truncated so that only the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}_{\mathrm{o}}, 2 \mathrm{p}_{ \pm 1}$ states were retained. The four resulting coupled differential equations were then solved numerically. The results of this work are discussed at the end of this section.

For a proton hydrogen collision there is always the possibility of a rearrangement collision, where the electron forms a bound state with the incoming proton; particle $B$ in figure (2). In principle this type of process is included by the eigenfunction expansion (8.8) in particular by the continuum states of this expansion. Castilejo et al. (1960) have shown that the coefficients of the states above the ionization threshold contain singularities. However it is these contiruum states that are required to describe the rearrangement channels. No procedures have been developed to deal with these singularities. The problems associated with the singularities are avoided if a truncated eigenfunction expansion is considered. This leaves us with a new problem in how to describe rearrangenent collisions. One obvious way is to project out from the approximate wavefunction the final rearranged state. We shall see that this is unsatisfactory since it allows ambiguities in the final expression for the rearrangement amplitudes.

The rearranged eigenfunction is given by $\phi_{n}\left({ }_{\sim}, t\right)$ such that

$$
\begin{equation*}
\phi_{n}\left(r_{\sim}^{r}, t\right)=\phi_{n}\left(r_{\sim}\right) e^{-i \beta_{n} t} \tag{8.17}
\end{equation*}
$$

where $\beta_{n}$ are the rearranged eigenenergies.
The Schr 8 dinger equation $i s$, in the impact parameter approximation for proton collisions

$$
\begin{equation*}
\left[-1 / 2 \nabla_{r}^{2}+\frac{1}{r_{a}}+\frac{1}{1_{b}^{\prime}}-\frac{1}{R}\right] \psi(\underset{\sim}{R}, \underset{\sim}{r})=i \frac{\partial}{\partial t} \psi(\underset{\sim}{R}, \underset{\sim}{r}) \tag{8.18}
\end{equation*}
$$

The total wavefunction may be expanded in a complete set of rearranged states.

$$
\begin{equation*}
\psi_{\mathrm{n}}\left(\mathrm{R}_{\sim},{\underset{\sim}{r}}^{r^{\prime}}\right)=\sum_{q} b_{n q} \phi_{q}\left({\underset{\sim}{r}}^{r}\right) e^{-i \beta_{q} t} \tag{8.19}
\end{equation*}
$$

then substituting in the Schrbdinger equation we obtain

$$
\begin{equation*}
i \dot{b}_{n m}(t)=\sum_{q} b_{n q}(t) v_{m q}(t) e^{i\left(\beta_{m}-\beta_{q}\right) t} \tag{8.20}
\end{equation*}
$$

where in this case $V_{m q}(t)=\int \underset{\sim}{d r} \phi_{m}{ }^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{R}) \phi_{q}(\underset{\sim}{r})$, but

$$
\begin{align*}
i \dot{b}_{\mathrm{nin}}(t) & =\int \underset{\sim}{d r} \phi_{m} *(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{r}) \psi_{n}(\underset{\sim}{R}, \underset{\sim}{r}) \\
& =\underset{q}{\sum a_{n q}}(t) \int \underset{\sim}{r} \phi_{m}{ }_{m}^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{r}) \phi_{q}(\underset{\sim}{r}) \tag{8.21}
\end{align*}
$$

Since $\phi_{r}(\underset{\sim}{r})$ and $\phi_{\mathrm{m}}(\underset{\sim}{r})$ are not orthogonal then $\mathrm{b}_{\mathrm{nm}}^{\prime \prime}(\mathrm{t})$ is dependent upon the internuclear potential. This is contradictory to the initial assumptions of rectilinear trajectories for the incoming particle, since within this assumption no choice of internuclear potential can affect the cross section. This difficulty is overcome by considering a two centred expansion, first suggested by Bates (1958).

$$
\begin{equation*}
\psi(R, r)=\sum_{n}{\underset{n}{n}}(t) \phi_{n}(\underset{\sim}{r}, t)+\sum_{m} b_{m}(t) \phi_{m}(\underset{\sim}{r}, t) \tag{8.22}
\end{equation*}
$$

where the initial channel index has now been dropped. This expansion is overcomplete, but has the advantage of producing rearrangement amplitudes that are independent of the internuclear potential, to within a phase factor. This property is retained when the $n$ and $m$ summations are truncated, provided all coupling terms implied by (8.22) are retained.

The expansion (8.22) takes no explicit account of the relative colliding velocities of the incident particle with the target particles. In order that capture may take place the electron must acquire the same linear
velocity as the incoruing proton. The larger this velocity is, the greater its affect will be on the capture cross sections. This velocity dependence may be included by considering a two centred expansion in travelling orbitals i.e. bound state wavefunctions with an overall translational movement included. Such wavefunctions were first introduced by Bates and McCarroi (1958) and have the form

$$
\begin{equation*}
\bar{\phi}_{n}({\underset{\sim}{r}}, t)=\phi_{n}(\underset{\sim}{r}, t) \exp \left[-i p v z-1 / 2 i p^{2} v^{2} t\right] \tag{8.23}
\end{equation*}
$$

and

$$
\bar{\phi}_{n}({\underset{\sim}{r}}, t)=\phi_{n}(\underset{\sim}{r}, t) \exp \left[i q v z+1 / 2 i q^{2} v^{2} t\right]
$$

where the target nucleus has the velocity $-p \underset{\sim}{v}$ relative to the origin and the incident proton has velocity qu relative to the origin. The uaintities $p$ and $q$ are defined by figure (3). The origin 0 divides the internuclear


Figure (3)
line $\underset{\sim}{R}$ in the ratio $p: q$ such that $p+q=1$. Using the following results

$$
\mathrm{z}=\underset{\sim}{\mathrm{R}} \cdot \hat{\sim}, \dot{z}=\underset{\sim}{r} \cdot \underset{\sim}{\hat{\sim}}, \mathrm{z}_{\mathrm{a}}=\underset{\sim}{r} \cdot \underset{\sim}{r} \cdot \hat{\sim}, z_{\mathrm{b}}=\underset{\sim}{r} \cdot \underset{\sim}{\hat{\theta}}
$$

and

$$
z-v t=z_{a}-z-p v t=z_{b}-z+q v t=0
$$

then it can be shown that $\bar{\phi}_{n}(r a, b, t)$ satisfies

$$
\begin{equation*}
\left[H_{0}-i \frac{\partial}{\partial t}\right] \bar{\phi}_{n}(r, t)=v(r, R) \bar{\phi}_{n}(r, t) \tag{8.24}
\end{equation*}
$$

so that $\bar{\phi}_{n}(r, t)$ are eigenfunctions of the unperturbed Hamiltonian and can be used as a basis for an eigenfunction expansion. Bates and McCarrol (1958) have shown this result to be indepdendent of the origin 0 so if we assume 0 to coincide with the centre of gravity then $p=q=1 / 2$ and

$$
\begin{equation*}
\psi(\underset{\sim}{r}, \underset{\sim}{R})=\sum_{n} a_{n}(t) \bar{\phi}_{n}\left(r_{a}, t\right)+\sum_{m} b_{m}(t) \bar{\phi}_{m}\left(r_{b}, t\right) \tag{8.25}
\end{equation*}
$$

Substituting (8.25) into the Schrddinger equation and utilising the result (8.24) it may be seen that

$$
\begin{align*}
& i\left[\dot{a}_{n}(t)+\sum_{m} \dot{b}_{m}(t) S_{n m}(t) e^{-i\left(\beta_{m}-\alpha_{n}\right) t}\right] \\
& \quad=\sum_{m} b_{m}(t) R_{n m}(t) e^{-i\left(\beta_{m}-\alpha_{n}\right) t}+\sum_{m} a_{m}(t) P_{n m}(t) e^{-i\left(\alpha_{m}-\alpha_{n}\right) t} \tag{8.25}
\end{align*}
$$

and

$$
\begin{aligned}
& i\left[\dot{b}_{m}(t)+\sum_{n} \dot{a}_{n}(t) S_{m n}(t) e^{-i\left(\alpha_{n}-\beta_{m}\right) t}\right] \\
& \quad=\sum_{n} a_{n}(t) Q_{m}(t) e^{-i\left(\alpha_{n}-\beta_{m}\right) t}+\sum_{n} b_{n}(t) T_{m n}(t) e^{-i\left(\beta_{n}-\beta_{m}\right) t}
\end{aligned}
$$

where

$$
\begin{aligned}
& S_{n m}(t)=\int \phi_{n}^{*}(\underset{\sim}{r}) \phi_{m}\left(r_{b}\right) e^{i v z} d \underset{\sim}{r} \\
& S_{m n}(t)=\int \phi_{m}^{*}\left(r_{b}\right) \phi_{n}\left(r_{a}\right) e^{-i v z} d \underset{\sim}{r}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{nm}}(\mathrm{t})=\int \phi_{\mathrm{n}}^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{r}) \phi_{\mathrm{m}}(\underset{\sim}{r}) e^{\mathrm{i} v z} \underset{\sim}{r} \\
& P_{n m}(t)=\int \phi_{\mathrm{n}}{ }^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{r}) \phi_{\mathrm{m}}(\underset{\sim}{r}) \underset{\sim}{r} \\
& Q_{\operatorname{Im}}(t)=\int \phi_{m}{ }_{\sim}^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{R}) \phi_{\mathrm{n}}(\underset{\sim}{r}) e^{-i v z} d \underset{\sim}{r} \\
& T_{m n}(t)=\int \phi_{m}^{*}(\underset{\sim}{r}) V(\underset{\sim}{r}, \underset{\sim}{r}) \phi_{n}(\underset{\sim}{r}) d \underset{\sim}{r}
\end{aligned}
$$

If in equation (8.26) charge exchange is neglected by considering $\mathrm{b}_{\mathrm{n}}(\mathrm{t})$ and $\dot{b}_{n}(t)=0$ the equations reduce to those obtained in the sirgle centred ex pansion case and also contain no reference to the relative velocity of the incident particle and target. The effects of including the velocity factors can be seen in the matrix elenents of (8.26). When the velocity is large the $\exp ( \pm i v z)$ factors produce rapid oscillations in the integrands giving cance? 7 .ition that reduces the size of the various couplings. This effect has : been explored quantitatively by McDowell and Coleman (1970), they consider a two state approximation i.s. retaining only the ground state of the target and of the rearranged atom, and evaluate the charge transfer amplitudes in the high velocity limit for the process

$$
P+H(l s) \rightarrow H(l s)+P
$$

The work was further simplified by assuming a weak perturbation approximation. In the case where the velocity factors were included the charge transfer probability $P_{\text {if }}$ was found to be

$$
\begin{equation*}
P_{i f}(\rho) \underset{v \rightarrow \infty}{\rightarrow} \frac{64 \pi}{v^{4}} \rho^{3} e^{-\rho v} \tag{8.27}
\end{equation*}
$$

whereas in the case where the velocity factors were omitted

$$
\begin{equation*}
P_{i f}^{0}(\rho) \underset{v \rightarrow \infty}{\rightarrow} \frac{2 \pi}{v^{2}} \rho^{3} e^{-2 \rho} \tag{8.28}
\end{equation*}
$$

Equations (8.27) and (8.28) give the following behaviour for the total cross sections

$$
\begin{equation*}
Q_{i f} \propto v^{-12} \tag{8.29}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{i f}^{\circ} \propto v^{-2} \tag{8.30}
\end{equation*}
$$

The high velocity behaviours of these charge transfer cross sections are significantly different. Comparison with experiment, in the energy range up to 250 KeV shows that (8.29) is close to the experimental behaviour but that (8.30) is in error, Witthower et al. (1966).

Calculations of direct and charge transfer excitation cross sections for proton hydrogen collisions using the two centre expansion (8.25) have been carried out by Wilets and Gallaher (1966). They retained tho 1s, is, $2 p_{0}$ and $2 p_{ \pm 1}$ states of both target and rearranged atom. The results obtained are shown to be in error, particularly at low energies, by Cheshire et al. (1970) who repeated the calculation. A comparison of direct excitation cross sections calculated using a two centre expansion with those calculated using a single centred expansion, Flannery (1.969) shows the important' effect the rearrangement channels have on direct excitation cross sections. The results of our own four state single centre calculations and the results of the two centre calculations of Cheshire are shown in table (3). The two sets of results are in reasonable agreement for energies above 100 KEV , showing that the effects of charge exchange on direct excitation can only be neglected above this energy.

| ENERGY | $1 \mathrm{~s}-2 \mathrm{~s}$ |  | $1 \mathrm{~s}-2 \mathrm{p}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| (KEV) | a | b | a | b |
| 10 | $3.58(-1)$ | $1.1 .5(-1)$ | $2.96(-1)$ | $1.78(-1)$ |
| 15 | $5.98(-1)$ | $1.51(-1)$ | $5.91(-1)$ | $1.28(-1)$ |
| 20 | $6.59(-1)$ | $1.21(-1)$ | $8.36(-1)$ | $2.04(-1)$ |
| 25 | $6.39(-1)$ | $1.27(-1)$ | 1.01 | $3.86(-1)$ |
| 30 | $5.89(-1)$ | $1.40(-1)$ | 1.11 | $5.32(-1)$ |
| 40 | $4.84(-1)$ | $1.79(-1)$ | 1.22 | $7.76(-1)$ |
| 60 | $3.28(-1)$ | $1.95(-1)$ | 1.22 | $9.32(-1)$ |
| 100 | $1.85(-1)$ | $1.54(-1)$ | 1.04 | $9.68(-1)$ |
| 300 | $4.89(-2)$ | $4.83(-1)$ | $5.53(-1)$ | $5.61(-1)$ |

Table 3. Excitation cross sections in units of ( $\pi a_{0}{ }^{2}$ )
(a) Single centred 4-state expansion.
(b) Wilets and Gal: iner (1966) corrected by Cheshire et al. (1970).

In their original calculations Wilets and Gallaher (1966) attempted to check the convergence of the eight state calculation by comparing a few results with those obtained using a sixteen state calculation. In this calculation all states up to the $3 p_{ \pm 1}$ level were retained for both centres. This difference between the two calculations is small. This is interpreted as evidence that the convergence of the initial comparison is slow and that the continuum states must also be taken into accourst. This is particularly evident if we require that the united atom limit, corresponding to $\underset{\sim}{R}=0$ and $\underset{\sim}{r} \mathrm{a}=\underset{\sim}{r}$, is well represented by the approximate wavefunction. In the work of Wilets and Gallaher (1966) the ground state wavefunctions of the $\mathrm{He}^{+}$ atom were expanded in a complete set of hydrogen wavefunctions. The overlap probability with the ground state was found to be 0.70 , and with all the bound states 0.76 . This leaves 0.24 for the continum states, and indicates
the relative importance of including the effects of continuum states in an eigenfunction expansion.

In an attempt to represent the continuum states Gallaher and Wilets (1967) expanded the total wavefunction in a Stummian basis set. Further work, Gallaher and Wilets (1968) showed that this basis also had poor convergence properties. Cheshire et al. (1970) attempt to account for the effects of the continuum states by considering a pseudo state expansion. The 1 s , 2 s and 2 p hydrogenic states were retained exactly and pseudo $\mathrm{s}_{11}$, $\mathrm{s}_{21}$ states were also added. The pseudo states were chosen so that the $\mathrm{He}{ }^{+}$ Is, 2 s and 2 p states were well represented by the approximate wavefunctions. In fact the overlap probabilities of the approximate wavefunction with the $\mathrm{He}^{+}$states were $0.997,0.996$ and 0.966 respectively.

A comparision of the above calculations with available experimental data liw both direct and charge exchange excitation cross sections shows the pseudo state method of Cheshire et al. to have the closest agreement. However this agreement is not conclusive since there is still discrepancies between experiment and theory. As yet no work has been reported that investigates the convergence of the pseudo state method.

The implications of the above is clear. In order to calculate satisfactory direct excitation cross sections it is necessary to allow for the charge exchange process and in the case of eigenfunction expansions to allow for the effects of the omitted continuum states. At best the inclusion of the continuum states of the target should implicitly allow for the charge exchange process.
9. The Eikonal Approximation and Glauber Theory

Direct excitation collision can be treated approximately by assuning a semi-classical formulation of the operator equation (2.6). This is the Eikonal approxination, Byron (1971) has shown how this can lead to a semi-
classical close coupling approximation, equivalent to an impact parameter treatment yet comparable the close coupling approximation of Burke et al. (1963). If. a complete set of target eigenstates is included in the close coupling approximation the expression obtained for the scattering amplitudes is identical to that derived by Franco (1966) in the the Glauber approximation. The significance of this work is that the Glauber approximation can then be placed in context with the work of previous sections.

The conditions for the validity of the Glauber approximation are

$$
K_{i} a_{o} \gg 1
$$

and

$$
\begin{align*}
& \mathrm{E}_{\mathrm{i}} \gg \overline{\mathrm{v}}  \tag{9.1}\\
& \left.\mathrm{a}_{0} \Delta \mathrm{E}_{\mathrm{i}} / \mathrm{v}_{i} \ll\right] . \tag{9.2}
\end{align*}
$$

where $\Delta \mathrm{E}$ is a typical energy difference between eigenstates of the target. The eonditions expressed in equation (9.1) are those usually demanded by the Eikonal approximation and that of equation (9.2) is required to derive the usual form of the Glauber scattering amplitudes from the semi-classical close coupling approximation. In particular $K_{i} a_{0} \gg 1$ implies that the incident particle wavelength is much smaller than the typical potential width $a_{0}, a_{o}$ is the first Bohr radius and is equal to one in atomic units, and $E \gg \overline{\mathrm{~V}}$ implies that the incident particle energy is much greater than an average interaction potential. Under these conditions scattering will be mainly in the forward direction and the momentum transfer correspondingly small when compared with the incident particle momentum. These conditions are well satisfied for proton impact of energy where 1 KEV. For electron impact the conditions are at best only marginally satisfied. The validity of the eikonal approximation for electron scattering is examined heuristical.ly later.

The total wavefunction for the collision satisries the integral equation
where

$$
\begin{align*}
& \left.\left.=\sum_{m} \phi_{m}{\underset{\sim}{r}}_{\sim}^{r}\right) \phi_{m}(\underset{\sim}{r}) g_{n} \underset{\sim}{R} R^{\prime}, m\right) \tag{9.4}
\end{align*}
$$

and

$$
\begin{equation*}
g_{n}\left(R_{\sim}^{R} \underset{\sim}{R^{\prime}}, m\right)=\frac{2 \mu}{(2 \pi)^{j}} \int d \underset{\sim}{d K} \frac{e^{-i \underset{\sim}{K} \cdot(\underset{\sim}{R} \cdot-R)}}{\left[2 \mu\left(\varepsilon_{n}-\varepsilon_{m}\right)+K_{i}^{2}-K^{2}+i \varepsilon\right]} \tag{9.5}
\end{equation*}
$$

$\mu$ is the reduced mass for the collision. The exact wavefunction may be expanded as

$$
\begin{equation*}
\psi_{\mathrm{n}}(\underset{\sim}{R} \underset{\sim}{r})=\sum_{\mathrm{m}} \underset{\mathrm{~nm}}{ }(\mathrm{R}) \phi_{\sim}(\underset{\sim}{r}) \tag{9.6}
\end{equation*}
$$

and using equation (9.3) we have

$$
\begin{equation*}
F_{n m}(R)=e^{i} \underset{\sim}{K} \cdot \underset{\sim}{R} \delta_{n m}+\sum_{m^{\prime}} \delta g_{n}\left({\underset{\sim}{R}}_{\sim}^{R^{\prime}}, m\right) V_{m^{\prime}}\left(\underset{\sim}{R^{\prime}}\right) F_{n m^{\prime}} \underset{\sim}{\left(R^{\prime}\right)} \underset{\sim}{d R^{\prime}} \tag{9.7}
\end{equation*}
$$

where

$$
V_{n m}(\underset{\sim}{R})=\int \phi_{n} *(\underset{\sim}{r}) V(\underset{\sim}{R}, \underset{\sim}{r}) \phi_{m}(\underset{\sim}{r}) d \underset{\sim}{r}
$$

Following Glauber (1959) we can write

$$
\begin{equation*}
F_{n m}(R)=e^{i \cdot \underset{\sim}{K} \cdot{ }_{\sim}^{R}} X_{n m}(\underset{\sim}{R}) \tag{9.8}
\end{equation*}
$$

thus from equation (9.7) we have
ir $Q_{\mathrm{nr}}=2 \mu\left(\varepsilon_{\mathrm{n}}-\varepsilon_{\mathrm{m}}\right)$
then
making the change of variable $\underset{\sim}{K}=\underset{\sim}{K}+\underset{\sim}{n}, \underset{\sim}{\eta}$ is the nomentum transfer and is such that $\eta \ll K_{i}$ under the conditions of (9.1) thus

$$
K^{2} \sim K_{i}^{2}+2 \eta \sim \sim_{i}
$$

and

$$
\begin{equation*}
g_{n}(\underset{\sim}{R} \underset{\sim}{R}, m) \sim-\frac{2 \mu}{(2 \pi)^{3}} \int d \underset{\sim}{K} \frac{e^{-i} \underset{\sim}{K} \cdot\left(\underset{\sim}{\left(R^{\prime}\right.}-\underset{\sim}{R}\right)}{\left[Q_{m}+2{\underset{\sim}{n}}^{K} \cdot \underset{\sim}{K}-i \varepsilon\right]} \tag{9.31}
\end{equation*}
$$

The integral of (9.11) may be calcilated by the method of appendix $I$ to give

$$
\begin{equation*}
\mathrm{g}_{\mathrm{n}}\left({\underset{\sim}{R}}_{\sim}^{R}{\underset{\sim}{r}}^{\prime}, m\right)=-\frac{2 \mu i}{2 K_{i}} \delta^{2}\left(\underset{\sim}{b-b} \sim_{\sim}^{\prime}\right) \theta\left(z-z^{\prime}\right) e^{i Q_{m m}\left(z-z^{\prime}\right) / 2 K_{i}} e^{-i} \underset{\sim}{K} \cdot\left(\underset{\sim}{R^{\prime}}-\underset{\sim}{R}\right) \tag{9.12}
\end{equation*}
$$

where $\underset{\sim}{\mathrm{b}}$ is a vector in the $\mathrm{X}-\mathrm{Y}$ plane perpendicular to the Z direction.
Equation (9.9) now becomes

$$
\begin{equation*}
x_{n m}(R)=\delta_{m n}-\frac{i \mu}{K_{i}} \sum_{m^{\prime}} \delta_{-\infty}^{z} e^{-q_{m n}\left(z^{\prime}-Z^{\prime}\right)} V_{n m^{\prime}}\left(X, Y, Z^{\prime}\right) x_{n m n^{\prime}}\left(X, Y, Z^{\prime}\right) d Z^{\prime} \tag{9.13}
\end{equation*}
$$

where $q_{n m}=Q_{n m} / 2 K_{i}$
If $X_{n m}(R)$ is written as $e^{-i} q_{m}{ }^{z} \alpha_{m n} \underset{\sim}{(R)}$ then equation (9.13) reduces to

$$
\begin{equation*}
\alpha_{n m}(\underset{\sim}{R})=\delta_{m n}-\frac{i \mu}{K_{i}} \sum_{m^{\prime}} \int_{-\infty}^{z} V_{m m n^{\prime}}\left(\underset{\sim}{b}, z^{\prime}\right) e^{-i q_{m} m^{z^{\prime}}} \alpha_{n i n}\left(\underset{\sim}{b}, z^{\prime}\right) d z^{\prime} \tag{9.14}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\frac{\partial}{\partial z} \alpha_{n m}(R)=-\frac{i \mu}{K_{i}} \sum_{m^{\prime}} V_{n m^{\prime}}(\underset{\sim}{b}, z) e^{-i q_{m} m^{z}} \alpha_{n n^{\prime}}(\underset{\sim}{b}, z) \tag{9.15}
\end{equation*}
$$

If we identify $z$ with $v t$ where $v$ is the incident particle velocity and $t$ is time, then equation (9.15) reduces to equation (8.11) which was 'derived' directly in the impact parameter approximation.

The scattering amplitude from equation (1.25) is
where

$$
\begin{aligned}
& \mathrm{I}_{i f}=\left\langle\psi_{f}\right| V\left|\psi_{i}^{+}\right\rangle \\
& \psi_{f}=e^{i \underset{\sim}{K} \cdot \sim_{\sim}^{R}} \phi_{n}(\underset{\sim}{r})
\end{aligned}
$$

and

$$
\psi_{i}^{+}(\underset{\sim}{R}, \underset{\sim}{r})=e^{i \underset{\sim}{K} \underset{\sim}{K} \underset{\sim}{R} e^{-i q_{m} q^{2}} \alpha_{\mathrm{rm}} \underset{\sim}{(R)} \phi_{m}(\underset{\sim}{r})}
$$

thus

This expression for the scattering amplitude can be considerably simplified by making kinematic approximations
but

$$
\underset{\sim}{K} \cdot{ }_{\sim}^{R}+q_{n n^{\prime}} z=\left(K_{i}+q_{n n^{\prime}}\right) z
$$

conservation of energy gives $\frac{K_{i}{ }^{2}}{2 \mu}+\varepsilon_{n}=\frac{K_{f}{ }^{2}}{2 \mu}+\varepsilon_{n}{ }^{\prime}$ thus

$$
\begin{aligned}
K_{f} & =K_{i}\left(l+q_{n n} / 2 K_{i}\right)^{1 / 2} \\
& \sim K_{i}-q_{n ' n} \\
& =K_{i}^{\prime}
\end{aligned}
$$

then
where ${ }_{\sim}^{K}{ }^{\prime}$ ' is a vector in the $z$ direction with magnitude $K_{f}$ thus

$$
\begin{equation*}
\eta_{\text {If }}^{\prime}=\int e^{i\left(K_{\sim}^{\prime}-K_{\sim}^{K}\right) \cdot \underset{\sim}{R}} \underset{m}{\sum_{m}} e^{i q_{n} m^{2}} V_{n^{\prime} m}\left(\underset{\sim}{(R)} \alpha_{n m}(R) \underset{\sim}{\sim}\right. \tag{9.18}
\end{equation*}
$$

since $K_{i}{ }^{\prime} \sim K_{f}$, then for small scattering angles

$$
\left(K_{\sim}{ }_{\sim}^{\prime}-K_{\sim}^{K}\right) \cdot \underset{\sim}{R} \sim\left({\underset{\sim}{x}}^{\prime}-\underset{\sim}{K_{f}}\right) \cdot \underset{\sim}{b}
$$


using equation (9.14) we have

$$
\begin{equation*}
T_{i f}=\frac{i K_{i}}{\mu} \int e^{i\left({\underset{\sim}{i}}_{i}^{\prime}-K_{\sim}^{K}\right) \cdot \underset{\sim}{b}}\left[\alpha_{n n^{\prime}}(\underset{\sim}{b}, \infty)-\delta_{n m^{\prime}}\right] \mathrm{db} \tag{9.19}
\end{equation*}
$$

The total cross section for the $n \rightarrow n$ ' transition is then

$$
\sigma_{n n^{\prime}}=\frac{\mu^{2}}{4 \pi^{2}} \frac{K_{f}}{K_{i}} \int\left|T_{i f}\right|^{2} d \Omega
$$

and using equation (9.19) this becomes

$$
\begin{equation*}
\sigma_{n n^{\prime}}=\frac{K_{i}}{K_{f}} \rho\left|\alpha_{n n^{\prime}}(\underset{\sim}{b}, \infty)-\delta_{n n^{\prime}}\right|^{2} \underset{\sim}{d} \tag{9.20}
\end{equation*}
$$

The validity of the approxination made for electron scattering has been examined by Byron (1971). The derivation of the scatterirg amplitude (9.19) involved two distinct stages of approximation; firstly the eikonal approximation of equation (9.11) and secondly the kinematic approximation of equation (9.19). If equation (9.15) is solved in the first Born approximation and the eikonal-Borm amplitude calculated, using equation (9.19), and compared with the exact first Born approximation then the difference between the two results is due to the kinematic approximation only. Calculations show that the kinematic approximation can have effects of up to $20 \%$ on the total cross section results. In order to test the eikonal approximation
alone it is essential to use the scattering amplitudes given directly by equation (9.16). Byron solved equations (9.15) by retaining only the 1s, $2 \mathrm{~s}, 2 \mathrm{p}_{0}$ and $2 \mathrm{p}_{ \pm 1}$ states in the summation and produced transition amplitudes that were directly comparable to the results of the close coupling approximation of Burke et al. (1963). The results show agreement to within about $10 \%$. Burke et al. (1963) allow for electron exchange but at the energy considered, 54.4 eV , this is assumed to be negligible. Since equations (9.15) and (9.19) are precisely those that appear in the impact parameter approximation it would appear that one can expect to obtain qualitative results only from an impact parameter treatment of electron collisions with hydrogen. However much results could well be an improvement over other approximations. The familiar Glauber approximation as utilised by Tai et, al. (1970) for electron hydrogen scattering and by Franco and Thomas (1971) for proton hydrogen scattering is obtained by nuluding a complete set of states in the solution of equation (9.15).

Assuming that the important values of $z$ in equation (9.15) are of order $a_{0}$ then $q_{m n} z$ is small since then

$$
q_{m n^{z}}{ }^{\sim} a_{o} \Delta E / v_{i} \ll l
$$

hence $e^{i q_{m}{ }^{2} \sim 1}$
thus equation (9.15) becomes

$$
\begin{equation*}
\frac{\partial}{\partial z} \alpha_{n m}(R)=-\frac{i_{\mu}}{K_{i}} \sum_{m^{\prime}} V_{n m^{\prime}}(\underset{\sim}{b}, z) \alpha_{n m^{\prime}}(\underset{\sim}{b}, z) \tag{9.21}
\end{equation*}
$$

using closure equation (9.21) may be solved exactly

$$
\begin{equation*}
\left.\alpha_{\mathrm{nm}}(\mathrm{R})=\int \underset{\sim}{d r} \phi_{\mathrm{m}}^{*} \underset{\sim}{r}\right) \phi_{\mathrm{n}} \underset{\sim}{(r)} \exp \left[-\frac{i \mu}{\mathrm{~K}_{i}} \int_{-\infty}^{z} \underset{\sim}{V}\left(\underset{\sim}{\mathrm{~b}}, \mathrm{z}^{\prime},{\underset{\sim}{r}}^{r^{\prime}}\right) d z^{\prime}\right] \tag{9.22}
\end{equation*}
$$

and the scattering amplitude becomes

$$
\begin{align*}
& \left.T_{i f}=i \frac{K_{i}}{\mu} \rho e^{i\left(K_{i}-K_{f}\right)} \underset{\sim}{b} \phi_{n^{\prime}}^{*} \underset{\sim}{r}\right) \phi_{n} \underset{\sim}{(r)}\left[\exp \left(-\frac{\underset{\sim}{\mu}}{K_{i}} \int_{-\infty}^{\infty} \underset{\sim}{V\left(b, z^{\prime}\right.} \underset{\sim}{r}\right) d z^{\prime}\right) \\
& -1] \underset{\sim}{d b} \underset{\sim}{d r} \tag{9.23}
\end{align*}
$$

This expression for the scattering amplitudes has two undesirable features. Franco (1968) shows that in the case of elastic scattering the transition amplitude $T_{n n}(\underset{\sim}{q})$, where $\underset{\sim}{q}$ is the momentum transfer, contains a logarithmic singularity. Tai et al. (1970) show from their explicit calculations for electron collisions that the transition from an state to a $p_{0}$ state is strictly forbidden. Both of these features result from the kinematic approximations macie to the momentum transfer factor. Tre effects of these on the total cross sections for excitation are small. Byron (1971) has evaluated an expression for the scattering amplitudes that does not include the kinematic approximation.

Again assuming $\mathrm{q}_{\mathrm{mn}} \mathrm{z}^{2}<1$ equation (9.16) becomes

$$
\begin{equation*}
T_{i f}=\int e^{i\left(K_{j}-K_{\sim}\right) \cdot \underset{\sim}{\sim}} \underset{m}{\Sigma} V_{n^{\prime} m}(R) \alpha_{\sim m}(R) d R \tag{9.24}
\end{equation*}
$$

using the Glauber expression for $\alpha_{\mathrm{nm}}$ and also closure we obtain

$$
\begin{align*}
T_{i f}= & \left.\int e^{i\left(K_{i}-K_{f}\right) \cdot R} \int \underset{\sim}{\phi_{n}^{\prime}} \underset{\sim}{r}(\underset{\sim}{r}) \cdot \phi_{n}(r) \underset{\sim}{V} \underset{\sim}{R, r}\right) \\
& x \exp \left[-\frac{i \underline{\mu}}{K_{i}} \int_{-\infty}^{z} V\left(\underset{\sim}{b}, z^{\prime}, \underset{\sim}{r}\right) d z^{\prime}\right] \underset{\sim}{d r} \underset{\sim}{d R} \tag{9.25}
\end{align*}
$$

A comparison of the results for excitation cross sections to the $2 s$ and $2 p$ states for electron hydrogen collisions evaluated using equation (9.25) with the Glauber approximation results of Tai et al. (1970) shows the two sets
of cross sections to be in good agreenent. Ihe two methods diverge however on the question of polarization of reemitted radiation and excitation to the $2 p$ state, the more exact treatment of Byron being closer to the experimental results. Thus under the Glauber approximation the approximation of the momentum transfer is acceptable if cross sections only are required. Since the eikonal approximation gave quite good results for electron collisions in the close coupling approximation it appears satisfactory to evaluate transition cross sections for electron collisions using the Glauber approximation. Proton collision should of course also be well described by the Glauber approximation.

The 2 s and 2 p excitation cross sections calculated in the Glauber approximation, Tai et al. (1970), for electron hydrogen collisions are in good accord with experiment for energies greater than 30 eV . It is thought that ine discrepancy below 30 eV may be due to the neglect of electron exchange and also to the failure of the eikonal approrimation. No such direct comparison with experiment can be made for proton hydrogen collisions since very little experimental data is available. However where data are available the calculations of Franco and Thomas (1971) agree quite well. Perhaps of more significance though is the comparison of the Glauber results with the pseudo state results of Cheshire et al. (1970). The total cross sections for 2 s and 2 p transitions as functions of the incident proton energy are very much alike above 10 KEV , in both shape and magnitude. This is not surprising since the Glauber approximation implicitly includes the continuum states of the target so that the rearrangement channels, shown to have inportant effects on the direct excitation processes, are represented. The failure of the Glauber approximation below 10 KJV can be attributed to the fact that the target electron velocity is very similar to the incident proton velocity contrary to the condition of equation (9.2). The success of Glauber theory in describing electron and proton collisions shows that
it is unnecessary to include strongly coupled states exactly provided that transitions between such states are implicitly allowed. It is however, difficult to see a way of systenatically improving the Glauber approximation.

### 10.1 Present Work

The previous sections have shown how the close coupling approximation can be applied to atomic collision processes, both in the wave formulation and in the impact parameter approximation. In general the description afforded by the close coupling approximation in the intermediate energy range has not been good. This is due to the neglect of all but the first few states in the eigenfunction expansion. Where attempts have been made to represent the neglected states considerable improvement of the results has been seen. In this work an alternative method is presented to include the effects of all states not explicitly included in a close coupling approximation. The method is due to Bransden and Coleman (1972). The inclusion of the neglected states is done by means of a closure apsoximetion. This leaves a free parameter that is chosen so that the correct polarization potential is obtained in the ground state channel. The method is applied to direct collisions of electrons and protons with a hydrogen atom.

The Schrodinger equation, from equation (2.4), is

$$
\begin{equation*}
\left.\left[-\frac{1}{2 \mu} \nabla_{R}^{2}+H_{0}+V(\underset{\sim}{R}, \underset{\sim}{r})-E\right] \psi_{n} \underset{\sim}{R} \underset{\sim}{r}\right)=0 \tag{10.1}
\end{equation*}
$$

where $H_{o}$ is the target Hamiltonian. Expanding the exact wavefunction into a complete set of target states gives

$$
\begin{equation*}
\psi_{\mathrm{n}}(\mathrm{R}, \underset{\sim}{r})=\sum_{\mathrm{m}} \underset{\mathrm{~nm}}{ }(\mathrm{R}) \phi_{\sim}(\underset{\sim}{r}) \tag{10,2}
\end{equation*}
$$

combining this with the Schrodinger equation (10.1) we get

$$
\begin{equation*}
\left[\nabla_{R}{ }^{2}+K_{m}{ }^{2}\right] \mathrm{F}_{\mathrm{nm}}(\mathrm{R})=2 \underset{m^{\prime}}{\sum_{\mathrm{mm}^{\prime}}}{ }_{\sim}^{(R)} \mathrm{F}_{\mathrm{nm}}{ }_{\sim}^{(R)} \tag{10.3}
\end{equation*}
$$

where $V_{n m}(\underset{\sim}{(R)}$ has been defined previously and

$$
K_{m}{ }^{2}=2 \mu\left(E-\varepsilon_{m}\right)
$$

The total wavefunction satisfies the integral equation

$$
\begin{equation*}
\left.\psi_{n}\left(R,{\underset{\sim}{r}}^{\prime}\right)=e^{i} \underset{\sim}{K} \cdot \underset{\sim}{R} \phi_{n}(\underset{\sim}{r})+\int G_{n}^{+} \underset{\sim}{R}, \underset{\sim}{r} ; \underset{\sim}{R^{\prime}}, \underset{\sim}{r} r^{\prime}\right) V\left(\underset{\sim}{R^{\prime}}, \underset{\sim}{r} r^{\prime}\right) \psi_{n}\left(R_{\sim}^{\prime}, \underset{\sim}{r^{\prime}}\right) \underset{\sim}{d R^{\prime}} \underset{\sim}{d r^{\prime}} \tag{10.4}
\end{equation*}
$$

where

$$
G_{n}{ }^{+}\left(\underset{\sim}{R}, \underset{\sim}{r} ;{\underset{\sim}{R}}^{\prime}, \underset{\sim}{r^{\prime}}\right)=\frac{2 \mu}{(2 \pi)^{3}} \sum_{\mathrm{m}} \phi_{\mathrm{m}}{ }^{*}\left(\underset{\sim}{r}{ }^{\prime}\right) \phi_{\mathrm{m}}(\underset{\sim}{r}) \int \underset{\sim}{X} \frac{\mathrm{e}^{\mathrm{e}} \underset{\sim}{\mathrm{~K} \cdot\left(\mathrm{R}_{\sim}^{\prime}-\mathrm{R}\right)}}{\left[K_{\sim}^{2}-\mathrm{K}^{2}-i \varepsilon\right]}
$$

defining the function $g_{n}$ as

$$
\begin{equation*}
g_{n}\left(\underset{\sim}{R}, R_{\sim}^{\prime}, m\right)=\frac{2 \mu}{(2 \pi)^{3}} \int d \underset{\sim}{X} \frac{e^{-i} \underset{\sim}{K} \cdot\left(\underset{\sim}{\left(R^{\prime}\right.}-\underset{\sim}{R}\right)}{\left[\sim K_{m}{ }^{2}-K^{2}-i \varepsilon\right]} \tag{10.5}
\end{equation*}
$$

and substituting the expansion (10.2) in (10.4) we obtain

$$
\begin{equation*}
F_{n m}(R)=e^{i} \underset{\sim}{K} \cdot \underset{\sim}{R} \delta_{n m}+\sum_{m^{\prime}} \int g_{n}\left(\underset{\sim}{R}, R_{\sim}^{\prime}, m\right) V_{m m^{\prime}}\left(\underset{\sim}{R^{\prime}}\right) F_{n m^{\prime}}\left(R_{\sim}^{\prime}\right) d R_{\sim}^{\prime} \tag{10.6}
\end{equation*}
$$

If in expansion (10.2) only the first $N$ states are retained then for $n>N$

$$
\begin{equation*}
\left.F_{n m}(R)=\sum_{m^{\prime}=0}^{N} \int g_{n} \underset{\sim}{\left(R, R_{\sim}^{\prime}\right.}, m\right) V_{m m^{\prime}}\left(R_{\sim}^{\prime}\right) F_{n m^{\prime}}\left(\underset{\sim}{R^{\prime}}\right) d R^{\prime} \tag{10.7}
\end{equation*}
$$

Then in equation (10.3) the first $N$ states are treated exactly and the others approximated using (10.7) we obtain

$$
\begin{align*}
& {\left[\nabla_{R}^{2}+K_{m}^{2}\right] F_{n m}(R)=2 \sum_{m^{\prime}=0}^{N} V_{m m^{\prime}} \underset{\sim}{(R)} F_{n m^{\prime}}(\underset{\sim}{(R)}} \\
& +2 \sum_{m^{\prime}=0}^{N} \int \underset{\sim}{d R^{\prime}} K_{m m^{\prime}}\left(\underset{\sim}{R}, \sim_{\sim}^{\prime}\right) F_{n m^{\prime}}\left(\underset{\sim}{R^{\prime}}\right)  \tag{10.8}\\
& m=0, N
\end{align*}
$$

where
the sunmation in this latter expression includes the continuum states also. The surmation is now removed by closure. For $\mathrm{n}>\mathrm{N}$ the eigenenergies $\varepsilon_{\mathrm{n}}$ are replaced by an average energy $\bar{\varepsilon}$ which corresponds to $\overline{\mathrm{K}}^{2}$ where

$$
\overline{\mathrm{K}}^{2}=2 \mu(\mathrm{E}-\overline{\mathrm{E}})
$$

thers
where

$$
g\left(R, R_{\sim}^{\prime}\right)=\frac{2 \mu}{(2 \pi)^{3}} \int \underset{\sim}{d K} \frac{e_{\sim}^{-i} \underset{\sim}{K} \cdot\left(\sim_{\sim}^{R}-\sim_{\sim}^{R}\right)}{\left[\bar{K}^{2}-K^{2}-i \varepsilon\right]}
$$

The closure relation is

$$
\sum_{j} \phi_{j}(\underset{\sim}{r}) \phi_{j}{ }^{*}(\underset{\sim}{r})=\delta\left(\underset{\sim}{r}-r_{\sim}^{\prime}\right)
$$

using this in equation (10.10) $\mathrm{K}_{\mathrm{Im} \mathrm{m}^{\prime}}$ becones

$$
\begin{equation*}
K_{m m^{\prime}}\left(\underset{\sim}{R}, R_{\sim}^{\prime}\right)=g\left(\sim_{\sim}^{R}, R^{\prime}\right)\left[\mu_{m m^{\prime}}\left(\underset{\sim}{R}, R_{\sim}^{\prime}\right)-\sum_{j=0}^{N} V_{m j}(R) V_{j m}\left(R_{\sim}^{\prime}\right)\right] \tag{10.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{n!}\left(\underset{\sim}{R},{\underset{\sim}{R}}^{\prime}\right)=\int \phi_{\mathrm{n}}{ }^{*}(\underset{\sim}{r}) \mathrm{V}(\underset{\sim}{\mathrm{R}}, \underset{\sim}{r}) \mathrm{V}\left(\underset{\sim}{R^{\prime}} \underset{\sim}{r}\right) \phi_{\mathrm{m}}(\underset{\sim}{r}) \underset{\sim}{r} \tag{10.12}
\end{equation*}
$$

The equations ( 10.8 ) can then be reduced to a form suitable for numerical solution by expanding the coefficients $\mathrm{F}_{\mathrm{nm}}$ into partial waves.

Alternatively we can apply the same approximate procedures directly to the impact paraneter approximation previously derived in section (8) and also in section (9). Considering transitions from the incident channel
ground state only, we have

$$
\begin{equation*}
i \frac{\partial}{\partial t} a_{n}(t)=\sum_{m=0}^{\infty} a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right] \tag{10.13}
\end{equation*}
$$

Again only retaining the first $N$ states we have for $n>N$

$$
\begin{equation*}
i \dot{a}_{n}(t)=\sum_{m=0}^{N} a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right] \tag{10.14}
\end{equation*}
$$

then if the first $N$ states of equation (10.13) are included explicitly and the states for $n>N$ are included using equation (10.14) we get

$$
\begin{gather*}
i \dot{a}_{n}(t)=\sum_{m=0}^{N} a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right] \\
-i \sum_{m=0}^{N} f_{-\infty}^{t} a_{m}\left(t^{\prime}\right) \sum_{j=N+1}^{\infty} \bar{V}_{n j}(t) \bar{V}_{j m}\left(t^{\prime}\right) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{j}\right) t\right. \\
\\
\left.+i\left(\varepsilon_{j}-\varepsilon_{m}\right) t\right]  \tag{10.15}\\
n=0, N
\end{gather*}
$$

where

$$
\overline{\mathrm{V}}_{\mathrm{nj}}(\mathrm{t})=\int \underset{\sim}{d r} \phi_{\mathrm{n}} *(\underset{\sim}{r}) \frac{I}{|\underset{\sim}{R}-\underset{\sim}{\mid}|} \phi_{j}(\underset{\sim}{r})
$$

The 'internuclear' potential term has been omitted from the definition of $\overline{\mathrm{V}}_{\mathrm{nj}}$ since $\overline{\mathrm{V}}_{\mathrm{nj}}$ only occurs when $\mathrm{n} \neq j$. The infinite summation of (10.15) is removed by closure; $\varepsilon_{j}$ is replaced by $\bar{\varepsilon}$ for all $j>N$. This gives

$$
\begin{align*}
i \dot{a}_{n}(t) & =\sum_{m=0}^{N}\left[a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right]\right. \\
& \left.\left.-i \exp \left[i\left(\varepsilon_{n}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t} a_{m}\left(t^{\prime}\right) K_{n m}\left(t, t^{\prime}\right) d t^{\prime}\right]\right]_{n=0, N} \tag{10.16}
\end{align*}
$$

where

$$
\begin{equation*}
K_{n m}\left(t, t^{\prime}\right)=\exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right]\left[\mu_{n m}\left(t, t^{\prime}\right)-\sum_{j=0}^{N} \bar{V}_{n j}(t) \bar{V}_{j m}\left(t^{\prime}\right)\right) \tag{10.17a}
\end{equation*}
$$

and

$$
\mu_{n n}\left(t, t^{\prime}\right)=\int \phi_{n} *(\underset{\sim}{r}) \frac{1}{|\underset{\sim}{R} \underset{\sim}{r}|} \frac{1}{T R_{\sim}^{\prime}-\underset{\sim}{r}} \phi_{m}(r) d r
$$

wi.th

$$
\underset{\sim}{R}=\underset{\sim}{\rho}+\underset{\sim}{v t} \quad \text { and } \quad \underset{\sim}{R^{\prime}}=\underset{\sim}{\rho}+\underset{\sim}{v t} t^{\prime}
$$

Sone of the energies $\varepsilon_{j}$ within the sum of equation (10.15) could be included exactly. Then $\varepsilon_{j}$ is replaced by $\bar{\varepsilon}^{1}$ for $j>M>N+1$ and the exact energies used for values of $j$ between $M$ and $N$. The kernal of equation (10.16) is then replaced by

$$
\begin{align*}
K_{n m}\left(t, t^{\prime}\right)+\sum_{j=N+1}^{M} \bar{V}_{n j}(t) \bar{V}_{j m}\left(t^{\prime}\right)[ & \exp \left[i\left(\bar{\varepsilon}^{\prime}-\varepsilon_{j}\right) t+i\left(\varepsilon_{j}-\varepsilon_{m}\right) t^{\prime}\right] \\
& \left.-\exp \left[i\left(\bar{\varepsilon}^{\prime}-\varepsilon_{m}\right) t^{\prime}\right]\right] \tag{10.17b}
\end{align*}
$$

The effective energies $\bar{\varepsilon}$ or $\bar{\varepsilon}^{1}$ are chosen so that the correct polarization potential is obtained in the incident channel; where the polarization potential is such that

$$
i \dot{a}_{0}(t) \underset{t \rightarrow-\infty}{\sim} v^{\text {POL }} a_{o}(t)
$$

For the ground state of the hydrogen atom, Castillejo et al. (1960) have shown that

$$
\begin{equation*}
\mathrm{V}^{\mathrm{POL}} \sim-\frac{\alpha}{\mathrm{R}^{4}} \quad \text { where } \quad \alpha=2.25 \tag{10.18}
\end{equation*}
$$

The N coupled integro-differential equation (10.16) can now be solved with the kernal $K_{n n}$ given either by (10.17a) or by (10.17b). To calculate transition amplitudes for excitation from the ls state of hydrogen the boundary conditions are

$$
a_{n}(-\infty)=\delta_{o n}
$$

The amplitudes for excitation to a state n for $\mathrm{n}>\mathrm{N}$ can be calculated using equation (10.14), or allowing for distortion in the final state from

$$
i \dot{a}_{n}(t)=\sum_{m=0}^{N} a_{m}(t) V_{n i m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right]+a_{n}(t) V_{n n}(t) \text { (10.19) }
$$

The approximation has been applied to both proton and electron scattering in the impact parameter formulation, the 1 s , the 1 s and 2 s , and the $1 \mathrm{~s}, 2 \mathrm{~s}$ and 2 p states being retained explicitly. These three forms of the approximation are known as the one, two and four channel approximations respectively.

The excitation cross-sections are given by

$$
\begin{equation*}
Q_{o n}=2 \int_{o}^{\infty} \rho\left|a_{n}(\rho)\right|^{2} d \rho \quad\left(\pi a_{0}^{2}\right) \tag{10.20}
\end{equation*}
$$

The differential cross sections can be deduced from the transition anplitudes in the impact parameter approximation using an expression derived by McCarrol and Salin (1968)

$$
\begin{equation*}
I_{o n}(\theta)=2 v^{2}\left|\delta_{o}^{\infty} \rho J_{m}(2 \mu v \rho \sin \theta / 2)\left[a_{n}(\infty)-\delta_{o n}\right] d \rho\right|^{2} \tag{10.21}
\end{equation*}
$$

where $m$ is the magnetic quantum number of the nth state.
The impact parameter formulation is a good approximation for proton scattering above 1 KeV . The range of application to electron scattering is not so clear, however it may be adequate above 50 eV . Below 50 eV not only is the impact parameter method suspect but also exchange scattering becomes important. Our approximation neglects exchange scattering so that the comr parison of our electron scattering results with other work particularly with experimental results must be made with caution.

### 10.2 The One Charmel Apmoximation

In the one channel approximation equation (10.16) is solved retaining only the ls hydrogen eigenstate. The excitation amplitudes are obtained by applying equation (10.1.9) with $N=0$. Equation (10.16) becornes

$$
\begin{equation*}
i \dot{a}_{0}(t)=a_{0}(t) v_{o o}(t)-i \exp \left[i\left(\varepsilon_{0}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t} a_{0}\left(t^{\prime}\right) K_{o o}\left(t, t^{\prime}\right) d t^{\prime} \tag{10.22}
\end{equation*}
$$

where in the first instance

$$
K_{o O}\left(t, t^{\prime}\right)=\exp \left[i\left(\bar{\varepsilon}-\varepsilon_{o}\right) t^{\prime}\right]\left(\mu_{o O}\left(t, t^{\prime}\right)-\bar{V}_{o O}(t) \bar{V}_{o o}\left(t^{\prime}\right)\right)
$$

In order to choose $\bar{\varepsilon}$ to give the correct polarization potential consider equation (10.22) in the limit $t \rightarrow-\infty$. Since $V_{o o}(t)$ decreases exponentially we have

$$
\begin{equation*}
i \dot{a}_{0}(t) \sim-i \exp \left[i\left(\varepsilon_{0}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t} a_{0}\left(t^{\prime}\right) K_{o o}\left(t, t^{\prime}\right) d i^{\prime} \tag{10.23}
\end{equation*}
$$

In general $a_{n}(t) \underset{t \rightarrow \infty}{\rightarrow} \delta_{o n}+c / R^{K}$ for $K>0$ and $c$ is a constant. So that to first order

$$
\begin{equation*}
i \dot{a}_{0}(t) \sim-i \exp \left[i\left(\varepsilon_{0}-\bar{\varepsilon}\right) t\right] a_{0}(t) \int_{-\infty}^{t} K_{o o}\left(t, t^{\prime}\right) d t^{\prime} \tag{10.24}
\end{equation*}
$$

but

$$
K_{o o}\left(t, t^{\prime}\right)=\exp \left[i\left(\bar{\varepsilon}-\varepsilon_{o}\right) t^{\prime}\right] \sum_{j=1}^{\infty} \bar{V}_{o j}(t) \bar{V}_{j o}\left(t^{\prime}\right)
$$

Castillejo et al. (1960) have shown that $V_{n m}(R) \underset{R \rightarrow \infty}{\rightarrow} E^{-K}$ where $n \neq m$ and $K \geqslant 2$. So that integration by parts in equation (10.24) yields an asymptotic series in inverse powers of $R$ the leading term being

$$
-a_{o}(t) \sum_{j=1}^{\infty} \frac{\bar{V}_{o j}(t) \bar{V}_{j o}(t)}{\left(\vec{\varepsilon}-\varepsilon_{o}\right)}
$$

thus

$$
\begin{equation*}
i \dot{a}_{0}(t) \sim-\frac{a_{0}(t)}{\left(\bar{\varepsilon}-\varepsilon_{0}\right)}\left[\mu_{o 0}(t, t)-\left|\bar{v}_{o o}(t)\right|^{2}\right] \tag{10.25}
\end{equation*}
$$

The two centred matrix elements $\mu_{00}\left(t, t^{\prime}\right)$ may be expanded to yield an asymptotic series, in the case $t=t^{\prime}$, as $\dot{\psi} \rightarrow \pm \infty$ by the method showr in Appendix II. Combining the two asymptotic forms of $\mu_{\mathrm{OO}}$ and $\left|\mathrm{V}_{\mathrm{OO}}\right|^{2}$ then

$$
\begin{equation*}
i \dot{a}_{0}(t) \sim-\frac{a_{0}(t)}{\left(\bar{\varepsilon}-\varepsilon_{0}\right) R^{4}} \tag{10.26}
\end{equation*}
$$

Comparing this with equation (10.18) then

$$
\alpha=\frac{1}{\left(\bar{\varepsilon}-\varepsilon_{0}\right)} \quad \text { and } \quad \bar{\varepsilon}=-1 / 18 \text { a.u. }
$$

With this choice of effective energy equation (10.22) was solved numerically for both electron and protion impact. The iransition amplitude for $2 \mathrm{~s}, 2 \mathrm{p}_{0}$ and $2 p_{ \pm 1}$ excitation were evaluated using (10.19). The azimuthal dependence of the $2 p_{ \pm 1}$ states is removed by making the transformation

$$
a_{n}(t)=c_{n}(t) e^{-i m_{n} \phi}
$$

where $m_{n}$ is the magnetic quantum number of the nth state. Then from the explicit forms of the single matrix elements $\overline{\mathrm{V}}_{\mathrm{ns}}(\mathrm{t})$, evaluated in Appendix IV, it can be seen that the product

$$
e^{-i\left(m_{s}-m_{n}\right) \phi} \bar{v}_{n s}(t)
$$

is independent of $\phi$. Thus the $\phi$ dependence of $\bar{V}_{n s}(t)$ may be omitted, then $\overline{\mathrm{V}}_{\mathrm{ns}}(\mathrm{t})=\overline{\mathrm{V}}_{\mathrm{sn}}(\mathrm{t})$.

Using the notation that $1 \mathrm{~s} \rightarrow 1,2 \mathrm{~s} \rightarrow 2,2 \mathrm{p}_{\mathrm{o}} \rightarrow 3,2 \mathrm{p}_{+1} \rightarrow 4$ and $2 \mathrm{p}_{-1} \rightarrow 5$ then

$$
\vec{V}_{14}=-\overline{\mathrm{V}}_{15} \quad \text { and } \quad \overline{\mathrm{V}}_{14}=\overrightarrow{\mathrm{V}}_{55}
$$

then

$$
i\left(\dot{c}_{4}(t)+\dot{c}_{5}(t)\right)=V_{44}(t)\left(c_{4}(t)+c_{5}(t)\right)
$$

since

$$
c_{4}(-\infty)+c_{5}(-\infty)=0 \text { then } c_{4}(t)+c_{5}(t)=0
$$

and

$$
c_{4}(t)=-c_{5}(t)
$$

Thus the equations for $c_{4}$ and $c_{5}$ may be replaced by a single equation for $\frac{1}{\sqrt{2}}\left(c_{4}(t)-c_{5}(t)\right)$. The one channel case then reduces to the solution of the following set of partially coupled equations

$$
\begin{align*}
& i \dot{a}_{1}(t)=a_{1}(t) V_{11}(t)-i \exp \left[i\left(\varepsilon_{1}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t} a_{1}\left(t^{\prime}\right) K_{11}\left(t, t^{\prime}\right) d t^{\prime} \\
& i \dot{a}_{2}(t)=a_{1}(t) V_{21}(t) \exp \left[i\left(\varepsilon_{2}-\varepsilon_{1}\right) t\right]+a_{2}(t) V_{22}(t) \\
& i \dot{a}_{3}(t)=a_{1}(t) V_{31}(t) \exp \left[i\left(\varepsilon_{3}-\varepsilon_{1}\right) t\right]+a_{3}(t) V_{33}(t) \\
& i \dot{a}_{4}(t)=\sqrt{2} a_{1}(t) V_{41}(t) \exp \left[i\left(\varepsilon_{4}-\varepsilon_{1}\right) t\right]+a_{4}(t) V_{44}(t) \quad(10.27) \tag{10.27}
\end{align*}
$$

with $\bar{\varepsilon}=-1 / 18$ a.u. The probability of a transition to the $2 p$ state is then given by

$$
\left|a_{3}(\infty)\right|^{2}+\left|a_{4}(\infty)\right|^{2}
$$

The single channel case was also solved using the modified kernel given in equation (10.17b). Using the same procedure as above the effective energy is found to be $\bar{\varepsilon}^{\prime}=0.078$ a.u., summation to $M$ niclucles Rs, 2Po,I, atctes

### 10.3 The Two Channel Approximation

Retaining the is and 2s target states explicitly we solved the two coupled equations

$$
\begin{align*}
i \dot{a}_{1}(t) & =a_{1}(t) V_{11}(t)+a_{2}(t) V_{12}(t) \exp \left[i\left(\varepsilon_{1}-\varepsilon_{2}\right) t\right] \\
& -i \exp \left[i\left(\varepsilon_{1}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t}\left(a_{1}\left(t^{\prime}\right) K_{11}\left(t, t^{\prime}\right)+a_{2}\left(t^{\prime}\right) K_{12}\left(t, t^{\prime}\right)\right) d t^{\prime} \\
i \dot{a}_{2}(t) & =a_{1}(t) V_{21}(t) \exp \left[i\left(\varepsilon_{2}-\varepsilon_{1}\right) t\right]+a_{2}(t) V_{22}(t) \\
& -i \exp \left[i\left(\varepsilon_{2}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t}\left(a_{1}\left(t^{\prime}\right) K_{21}\left(t, t^{\prime}\right)+a_{2}\left(t^{\prime}\right) K_{22}\left(t, t^{\prime}\right)\right) d t^{\prime} \tag{10.28}
\end{align*}
$$

where $K_{n m}$ is defined by (10.17a). Since it is unrealistic to include the 2 s state but not the $2 p$ states explicitly, we did not evaluate the excitation amplitudes to the $2 p$ states. Such a procedure would have omitted the important long range $2 \mathrm{~s}-2 \mathrm{p}$ coupling from the initial calculation of the 2 s amplitude. The effective energy $\bar{\varepsilon}$ is unaltered from the one channel approximation since the ls-2s coupling is of short range only. The two channel approximation was also evaluated, at a few selected energies, with the effective energy altered to $\vec{\varepsilon}=0$. This was done to check the sensitivity of the approximation to the choice of the effective energy .

### 10.4 The Four Channel Approximation

When the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}_{\mathrm{o}}$ and $2 \mathrm{p}_{ \pm 1}$ states are retained we obtain five coupled equations. Again from the explicit forms of both the $V_{n m}$ and $\mu_{\mathrm{nm}}$ matrix elements it is clear that the products

$$
e^{i\left(m_{n}-m_{s}\right) \phi} v_{n m}(t) \quad \text { and } \quad e^{i\left(m_{n}-m_{s}\right) \phi} \mu_{r u n}(t, t)
$$

are independent of $\phi$ the orientation of the scattering plane ( $\underset{\sim}{\dot{p}}, \underset{\sim}{v}$ ). Hence using the transformation

$$
c_{n}(t)=e^{i m_{n} \phi} a_{n}(t)
$$

the $\phi$ dependence of the scattering amplitudes is removed. Noting that

$$
V_{14}=-V_{15}, V_{24}=-V_{25}, V_{34}=-V_{35}, V_{44}=V_{55} \text { and } V_{45}=V_{54}
$$

and similarly for the corresponding $\underset{\sim}{\mu}$ matrix elements the equation for the $2 \mathrm{p}_{ \pm 1}$ amplitudes may be combined. Summing the equations for $\dot{c}_{4}(t)$ and $\dot{c}_{5}(t)$ we get

$$
\begin{gathered}
i \dot{d}(t)=\left(V_{44}(t)+V_{45}(t)\right) d(t) \\
-i \exp \left[i\left(\varepsilon_{4}-\bar{\varepsilon}\right) t\right] \int_{-\infty}^{t} d^{\prime}\left(u^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{4}\right) t^{\prime}\right] \\
x\left[\mu_{44}\left(t, t^{\prime}\right)+\mu_{45}\left(t, t^{\prime}\right)-\left(V_{44}(t)+V_{45}(t)\right)\left(V_{44}\left(t^{\prime}\right)+V_{45}\left(t^{\prime}\right)\right)\right] d t^{\prime} \\
d(t)=c_{4}(t)+c_{5}(t) \\
d(-\infty)=0, \text { then } d(t)=0
\end{gathered}
$$

where
but
hence $c_{4}(t)=-c_{5}(t)$ and the two equations for $c_{4}$ and $c_{5}$ can now be replaced by one i.e. $c_{4} \rightarrow \frac{1}{\sqrt{2}}\left(c_{4}-c_{5}\right)$. Ihe differential equations for the $1 s, 2 s$ and $2 p_{o}$ anplitudes are similar, the equation for the ls amplitude has the form
$i \dot{a}_{1}(t)=a_{1} V_{11}+a_{2} V_{12} e^{i \alpha_{12} t}+a_{3} V_{13} e^{i \alpha_{13} t}+\sqrt{2} a_{4} V_{14} e^{i \alpha_{14} t}$

- i $\mathrm{e}^{\mathrm{i} \bar{\alpha}_{1} t} \int_{-\infty}^{t} a_{1} e^{i \bar{\alpha}_{1} t^{\prime}}\left[\mu_{11}-\overline{\mathrm{V}}_{11} \overline{\mathrm{~V}}_{11}^{\prime}-\overline{\mathrm{V}}_{12} \overline{\mathrm{~V}}_{21}^{\prime}-\overline{\mathrm{V}}_{13} \overline{\mathrm{~V}}_{31}^{\prime}-2 \overline{\mathrm{~V}}_{14} \overline{\mathrm{~V}}_{11}^{\prime}\right] \quad$ dt ${ }^{\prime}$
$-i e^{-j \bar{\alpha}_{1} t} \int_{-\infty}^{t} a_{2} e^{\mathrm{i} \bar{\alpha}_{2} t^{\prime}}\left[\mu_{12}-\overline{\mathrm{V}}_{11} \overline{\mathrm{~V}}_{12}^{\prime}-\overline{\mathrm{V}}_{12} \overline{\mathrm{~V}}_{22}^{\prime}-\overline{\mathrm{V}}_{13} \overline{\mathrm{~V}}_{32}^{\prime}-2 \overline{\mathrm{~V}}_{14} \overline{\mathrm{~V}}_{42}^{\prime}\right]$ dt ${ }^{\prime}$
- i $\mathrm{e}^{\mathrm{i} \bar{\alpha}_{1} t} \int_{-\infty}^{\mathrm{t}} \mathrm{a}_{3} \mathrm{e}^{\mathrm{i} \bar{\alpha}_{3} \mathrm{t}^{\prime}}\left[\mu_{13}-\overline{\mathrm{V}}_{11} \overline{\mathrm{~V}}_{13}^{\prime}-\overline{\mathrm{V}}_{12} \overline{\mathrm{~V}}_{23}^{\prime}-\overline{\mathrm{V}}_{13} \overline{\mathrm{~V}}_{33}^{\prime}-2 \overline{\mathrm{~V}}_{14} \overline{\mathrm{~V}}_{43}^{\prime}\right]$ dt ${ }^{\prime}$
$-i \sqrt{2} e^{-j \alpha_{1} t} \int_{-\infty}^{t} a_{4} e^{i \bar{\alpha}_{4} t^{\prime}}\left[\mu_{14}-\bar{V}_{11} \bar{V}_{14}^{\prime}-\bar{V}_{12} \bar{V}_{24}^{\prime}-\bar{V}_{13} \bar{V}_{34}^{\prime}-\bar{V}_{14}\left(\bar{V}_{44}-\bar{V}_{14}^{\prime}\right)\right] d t$
where

$$
\alpha_{n i n}=\varepsilon_{n}-\varepsilon_{m}, \bar{\alpha}_{n}=\bar{\varepsilon}-\varepsilon_{n}
$$

and

$$
\overline{\mathrm{V}}_{\mathrm{nm}} \equiv \overline{\mathrm{~V}}_{\mathrm{nm}}(\mathrm{t}), \overline{\mathrm{V}}_{\mathrm{nm}}^{\prime} \equiv \overline{\mathrm{V}}_{\mathrm{nm}}\left(\mathrm{t}^{\prime}\right)
$$

The equation for the $2 p_{ \pm 1}$ amplitude has the form

$$
\begin{align*}
& i \dot{a}_{4}(t)=\sqrt{2} a_{1} V_{41} e^{i \alpha_{41} t}+\sqrt{2} a_{2} V_{42} e^{i \alpha_{42} t}+\sqrt{2} a_{3} V_{43} e^{i \alpha_{43} t}+a_{4}\left(V_{44}-V_{45}\right) \\
& -i e^{i \bar{\alpha}_{4} t}\left[\sqrt{2} \int_{-\infty}^{t} a_{1} \bar{e}^{-i \bar{\alpha}_{1} t^{\prime}}\left[\mu_{41}-\bar{V}_{41} \overline{\mathrm{~V}}_{11}^{\prime}-\overline{\mathrm{V}}_{42} \overline{\mathrm{~V}}_{21}^{\prime}-\overline{\mathrm{V}}_{43} \overline{\mathrm{~V}}_{31}^{\prime}-\left(\overline{\mathrm{V}}_{44}-\overline{\mathrm{V}}_{45}\right) \overline{\mathrm{V}}_{41}^{\prime}\right] d t^{\prime}\right. \\
& +\sqrt{2} \int_{-\infty}^{t} a_{2} \mathrm{e}^{-i \bar{\alpha}_{2} t^{\prime}}\left[\mu_{42}-\overline{\mathrm{V}}_{41} \overline{\mathrm{~V}}_{12}^{\prime}-\overline{\mathrm{V}}_{42} \overline{\mathrm{~V}}_{22}^{\prime}-\overline{\mathrm{V}}_{43} \overline{\mathrm{~V}}_{32}^{\prime}-\left(\overline{\mathrm{V}}_{44}-\overline{\mathrm{V}}_{45}\right) \overline{\mathrm{V}}_{42}^{\prime}\right] d t^{\prime} \\
& +\sqrt{2} \int_{-\infty}^{t} a_{3} \mathrm{e}^{-i \bar{\alpha}_{3} t^{\prime}}\left[\mu_{43}-\bar{V}_{41} \bar{V}_{13}^{\prime}-\overline{\mathrm{V}}_{42} \bar{V}_{23}^{\prime}-\bar{V}_{43} \bar{V}_{33}^{\prime}-\left(\bar{V}_{44}-\bar{V}_{45}\right) \overline{\mathrm{V}}_{43}^{\prime}\right] d t{ }^{\prime} \\
& +\int_{-\infty}^{t} a_{4} e^{-i \bar{\alpha}_{4} t^{\prime}}\left[\mu_{44}-\mu_{45}-2 \bar{V}_{41} \overline{\mathrm{~V}}_{14}^{\prime}-2 \overline{\mathrm{~V}}_{42} \overline{\mathrm{~V}}_{24}^{\prime}-2 \overline{\mathrm{~V}}_{43} \overline{\mathrm{~V}}_{34}^{\prime}\right. \\
& \left.\left.-\left(\bar{V}_{44}-\bar{V}_{45}\right)\left(\bar{V}_{44}^{\prime}-\bar{V}_{45}^{\prime}\right)\right] d t^{\prime}\right] \tag{10.29b}
\end{align*}
$$

and the $2 p$ transition probability is given by

$$
\left|a_{3}(+\infty)\right|^{2}+\left|a_{4}(+\infty)\right|^{2}
$$

In the four channel ease the choice of effective energy is complicated by contributions from both the strongly coupled states and the non-local integral terms. The behaviour of

$$
\int_{-\infty}^{t} a_{m}\left(t^{\prime}\right) e^{i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}}\left[\mu_{l m}\left(t, t^{\prime}\right)-\sum_{j=1}^{4} \bar{v}_{l j}(t) v_{j m}\left(t^{\prime}\right)\right]
$$

in the limit of $t \rightarrow-\infty$ may be seen from the single chamel case, to first order to be

$$
\frac{a_{m}(t)}{i\left(\bar{\varepsilon}-\varepsilon_{m}\right)}\left[\mu_{l m}\left(t, t^{\prime}\right)-\sum_{j=1}^{4} \bar{V}_{l j}(t) \bar{V}_{j m}(t)\right]
$$

Since in general $a_{m}(t) \underset{t \rightarrow \infty}{\rightarrow} \delta_{l m}+c / R^{K}$, where $K>0$ and $c$ is a constant, and

$$
\mu_{n m}(t, t)-\sum_{j=1}^{4} \bar{V}_{n j}(t) \bar{V}_{j m}(t) \underset{t \rightarrow \infty}{\rightarrow} O\left(\frac{1}{R^{4}}\right)
$$

the asymptotic form of the equation for the elastic scattering amplitude is

$$
\begin{align*}
i \dot{a}_{1}(t) & \underset{t \rightarrow \infty}{\rightarrow} a_{3}(t) V_{13}(t) \exp \left[i\left(\varepsilon_{1}-\varepsilon_{3}\right) t\right]+\sqrt{2} a_{4}(t) V_{14}(t) \exp \left[i\left(\varepsilon_{1}-\varepsilon_{4}\right) t\right] \\
& -\frac{a_{1}(t)}{\left(\bar{\varepsilon}-\varepsilon_{1}\right)}\left[\mu_{11}(t, t)-\left|\bar{V}_{11}(t)\right|^{2}-\left|\bar{V}_{13}(t)\right|^{2}-2\left|V_{14}(t)\right|^{2}\right] \tag{10.30}
\end{align*}
$$

where only terms of order $R^{-4}$ have been retained.
To order $R^{-2}$ the anplitudes $a_{3}$ and $a_{4}$ satisfy the following equations for $t \rightarrow-\infty$
and

$$
\begin{align*}
& i \dot{a}_{3}(t) \sim a_{1}(t) V_{31}(t) \exp \left[i\left(\varepsilon_{3}-\varepsilon_{1}\right) t\right] \\
& i \dot{a}_{4}(t) \sim \sqrt{2} a_{1}(t) V_{41}(t) \exp \left[i\left(\varepsilon_{4}-\varepsilon_{1}\right) t\right] \tag{10.31}
\end{align*}
$$

Integrating by parts, we have to order $\mathrm{R}^{-2}$
and

$$
\begin{align*}
& a_{3}(t) \sim-\frac{V_{31}(t)}{\left(\varepsilon_{3}-\varepsilon_{1}\right)} a_{1}(t) \exp \left[i\left(\varepsilon_{3}-\varepsilon_{1}\right) t\right] \\
& a_{4}(t) \sim-\sqrt{2} \frac{V_{41}(t)}{\left(\varepsilon_{4}-\varepsilon_{1}\right)} a_{1}(t) \exp \left[i\left(\varepsilon_{4}-\varepsilon_{1}\right) t\right] \tag{10.32}
\end{align*}
$$

Substituting the results of (10.32) into (10.30) and using the asymptotic forms of the $\underline{\mu}$ and $\underline{v}$ matrix elements we get

$$
\begin{equation*}
i \dot{a}_{1}(t) \sim-\frac{a_{1}(t)}{R^{4}}\left[\frac{K^{2}}{\left(\varepsilon_{2}-\varepsilon_{1}\right)}+\frac{l-K^{2}}{\left(\bar{\varepsilon}-\varepsilon_{1}\right)}\right] \tag{10.33}
\end{equation*}
$$

where $K=8 \times 0.093117$.
Comparing this result with equation (10.18) we obtain

$$
\bar{\varepsilon}=\varepsilon_{1}+\frac{1-K^{2}}{\alpha-K^{2} /\left(\varepsilon_{2}-\varepsilon_{1}\right)}
$$

so that $\bar{\varepsilon}=0.0778 \mathrm{a} . \mathrm{u}$.

The four coupled equations are then solved with this value of effective energy.

## 11. Numerical Methods

The coupled differential equations were solved using a difference scheme due to Hamming (1962). This method has the advantage that the error at each step can be estimated so that the step length can be adjusted according to some predetermined error bound. The non-local integrals appearing in the expression for the derivatives were calculated using the Simpson quadrature rule. Since the amplitudes appearing in these integrals were only known at finite intervals, the step length of the quadrature rule was determined by the step length for the solution of the differential equations. Because of this it was found nocessairy to place an upper limit, $h_{1}^{\mu}$, on the solution step length. The effect of altering the nesh size of the integration routine for the non-local terms on the overall solut:on could then be determined by successively reducing $h^{\mu}$ and comparing the results. To reduce the time of execution of the program the bound was set as large as possible within the overall error constraint, a typical value of $h^{\mu}$ was $h^{\mu}=1.0$. The single centred potential matrix elements $V$ that appear in the kernal are elementary, the expressions used for these elements are shown in Appendix IV. The two centred matrix elements have not so far been evaluated in closed form and have to be evaluated numerically. They fall into two distinct classes, those that are spherically symmetric and those which are not. The spherically symmetric type are of the form
where N is a normalisation factor. This type occur between s-states and can be reduced to a form suitable for numerical computation by a method due to

Coleman (1970).
where $A(\alpha, \beta)=\int_{\alpha}^{\beta} f(r) r d r, x=R_{1} / R_{2}$ and $\cos \theta=\underset{\sim}{R_{1}} \cdot{\underset{\sim}{R}}_{2}$. $R_{1}$ is the smaller and $R_{2}$ the larger of $|\underset{\sim}{R}|$ and $|\underset{\sim}{r}|$. For the second class of matrix elements, notably those containing at least one p-state wavefunction, the situation is more complex though the same final form of result as the symmetric case can be obtained. The details of the method applied to the $1 \mathrm{~s}-2 \mathrm{p}_{0, \pm 1}, 2 \mathrm{~s}-2 \mathrm{p}_{0, \pm 1}$, and $2 \mathrm{p}_{0 \pm 1 .}-2 p_{0 \pm 1}$ matrix elements, due to Coleman (1972) are given in Appendix III. The one dimensional integrals in the interval $[0,1]$ are evaluated in both cases by Gaussian quadrature. A total of 32 points were required to give the matrix elements to six significant figures. The range of integration was divided into four unequal parts: $[0,0.1],[0.1,0.2],[0.2,0.6]$, and $[0.6,1.0]$, since in general the integrands varied more sharply at the lower end of the intervai. The accuracy was deternined by comparing with the results obtained using a total of 64 Gaussian points.

To calculate transition cross sections with an error of less than $2 \%$, the absolute error in the calculated amplitudes must be of order $10^{-4}$. The solution to the equations is calculated in the range $t_{i}$ to $t_{f}$ where $t_{i}$ is large and negative and $t_{f}$ large and positive. The smallest values of $t_{i}$ and ${ }^{t_{f}}$ compatible with the overall error requirement on the solutions may be found by considering the asymptotic forms of the equations and their solutions as $t \rightarrow \pm \infty$. As an example we will consider the four channel calculations only. The methods required for the one and two channel calculations are contained therein.

Assuming that $a_{n}(t) \underset{t \rightarrow-\infty}{\rightarrow} \delta_{l n}+O\left(R^{-K}\right)$ where $K>0$ the four channel equations may be uncoupled in the limit of $t \rightarrow-\infty$ to the order of $R^{-4}$. Using the asymptotic forms of the matrix elements $\underset{\sim}{v}$ and neglecting terms of
order $R^{4}$ we have

$$
\begin{align*}
& i \dot{a}_{1}(t) \sim 0 \\
& i \dot{a}_{2}(t) \sim 0 \\
& i \dot{a}_{3}(t) \sim a_{1}(t) V_{31}(t) \exp \left[i\left(\varepsilon_{3}-\varepsilon_{1}\right) t\right] \\
& i \dot{a}_{4}(t) \sim \sqrt{2} a_{1}(t) V_{41}(t) \exp \left[i\left(\varepsilon_{4}-\varepsilon_{1}\right) t\right] \tag{11.3}
\end{align*}
$$

integrating by parts, for $t \rightarrow-\infty$ we have to order $R^{-4}$

$$
\begin{align*}
& a_{1}(t) \sim 1.0 \\
& a_{2}(t) \sim 0 \\
& a_{3}(t) \sim \pm K_{1} \frac{\cos \theta}{R^{2}} \frac{\exp \left[i\left(\varepsilon_{3}-\varepsilon_{1}\right) t\right]}{\left(\varepsilon_{3}-\varepsilon_{1}\right)} \\
& a_{4}(t) \sim \pm K_{1} \frac{\sin \theta}{R^{2}} \frac{\exp \left[i\left(\varepsilon_{1}-\varepsilon_{1}\right) t\right]}{\left(\varepsilon_{3}-\varepsilon_{1}\right)} \tag{11.4}
\end{align*}
$$

where $K=8 \times 0.093117$, and the precise sign of these asymptotic amplitudes will depend on whether electron* or proton scattering is being considered.

In starting the solution at a value $t=t_{i}$ the contribution between the limits $\left[-\infty, t_{i}\right]$ to the non-local integral terms is neglected. This would result in an error of the order $R_{i}^{-2}$, where

$$
R_{i}^{2}=\rho^{2}+v^{2} t_{i}^{2}
$$

However an asymptotic series can be found so that this error may be corrected for. Consider

$$
\begin{equation*}
\int_{-\infty}^{t_{i}} a_{m}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \sum_{j=N+1}^{\infty} \overline{\mathrm{V}}_{\mathrm{rij}}(t) \overline{\mathrm{V}}_{j m}\left(t^{\prime}\right) d t^{\prime} \tag{11.5}
\end{equation*}
$$

where $t$ may have any value in the interval $\left[t_{i}, t_{i^{\prime}}\right]$. Expression (11.5) may be written

$$
\begin{equation*}
\sum_{j} \bar{V}_{r i j}(t) \int_{-\infty}^{t_{i}} a_{m}\left(t^{\prime}\right) \exp \left[j\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \bar{V}_{j m}\left(t^{\prime}\right) d t^{\prime} \tag{11.6}
\end{equation*}
$$

Since $\bar{V}_{n j}(t) \underset{t \rightarrow \pm \infty}{\rightarrow} R^{-K}, K \geqslant 2$, Castillejo et al. (1960), integration by parts gives

$$
\begin{equation*}
\sum_{j=N+1}^{\infty} \bar{V}_{n j}(t)\left[\frac{\exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t_{i}\right]}{\left(\bar{\varepsilon}-\varepsilon_{m}\right)} a_{m}\left(t_{i}\right) \bar{v}_{j m}\left(t_{i}\right)+O\left(R_{i}^{-3}\right)\right] \tag{11.7}
\end{equation*}
$$

thus the integration over the interval $\left[-\infty, t_{i}\right]$ of the non-local terms may be approximated by

$$
\begin{equation*}
a_{m}\left(t_{i}\right) \frac{\exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t_{i}\right]}{\left(\bar{\varepsilon}-\varepsilon_{m}\right)}\left[\mu_{n m}\left(t, t_{i}\right)-\sum_{j=1}^{N} \bar{v}_{n j}(t) \bar{v}_{j m}\left(t_{i}\right)\right] \tag{11.8}
\end{equation*}
$$

Thus the most restrictive error in starting the solution at $t=t_{i}$, after implementing the results (11.4) and (11.8) is of order $R_{i}^{-3}$. Thus

$$
\begin{array}{rlrl}
\mathrm{R}_{\mathrm{i}} \sim \mathrm{~V} t_{i} & \sim-\left(10^{+4}\right)^{1 / 3} & \text { a.u. } \\
& \sim-21.5 & \text { a.u. } \\
\therefore \quad & t_{i} & \sim-21.5 / \mathrm{V} & \text { a.u. }
\end{array}
$$

As $t \rightarrow+\infty$ the asymptotic forms are nore complex, the non-local times contribute terms of order $\mathrm{R}_{\mathrm{f}}^{-2}$ to the derivatives. Consider

$$
\begin{equation*}
I=\int_{-\infty}^{t_{f}} a_{m}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \sum_{j=N+1}^{\infty} \bar{V}_{n j}\left(t_{f}\right) \bar{v}_{j m}\left(t^{\prime}\right) d t^{\prime} \tag{11.9}
\end{equation*}
$$

where $t_{f}$ is large and positive, thus $t$ ' takes on a wide range of values, at worst $t^{\prime}=0$, making I largest. But

$$
\begin{align*}
& ={\underset{j=N+l}{\infty}}_{L_{n j}}^{V_{n j}}\left(t_{f}\right)\left[S_{-\infty}^{\infty} a_{1 n}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \bar{v}_{j m}\left(t^{\prime}\right) d t\right. \\
& \left.-\int_{t_{f}}^{\infty} a_{m}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \mathrm{v}_{j \mathrm{~m}}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right] \tag{11.10}
\end{align*}
$$

From previous discussion it is apparent that

$$
\sum_{j}^{\varepsilon} \bar{v}_{n j}\left(t_{f}\right) \int_{t_{f}}^{\infty} a_{m}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \bar{v}_{j m}\left(t^{\prime}\right) d t^{\prime}
$$

behaves as $R_{f}^{-4}$ for large $t_{f}$ so that

$$
\begin{align*}
I & \sim \sum_{j=N+1}^{\infty} \bar{V}_{n j}\left(t_{f}\right) \int_{-\infty}^{\infty} a_{\mathrm{Im}}\left(t^{\prime}\right) \exp \left[i\left(\bar{\varepsilon}-\varepsilon_{m}\right) t^{\prime}\right] \bar{V}_{j m}\left(t^{\prime}\right) d t^{\prime}+O\left(R_{f}^{-4}\right) \\
& \sim \sum_{j=N \dot{F}}^{\infty} \bar{V}_{n j}\left(t_{f}\right) K_{j}+O\left(R_{f}^{-4}\right) \tag{11.11}
\end{align*}
$$

where $K_{j}$ is a constant, independent of $t_{f}$. From the asymptotic behaviour of $\bar{V}_{n j}(t), n \neq j$, it is clear that

$$
\begin{equation*}
I \underset{t \rightarrow \infty}{\sim} O\left(R_{f}^{-2}\right) \tag{11.12}
\end{equation*}
$$

Since the expression for I appears in the amplitude derivatives in the form of $e^{i \alpha t} I$, for $\alpha$ real, then the error resulting in the amplitudes in stopping the solution at $t_{f}$ is of order $R_{f}^{-2}$. Now consider the strong coupling terms in the limit as $t \rightarrow+\infty$

assuming that $a_{n}(t) \underset{t \rightarrow \infty}{\sim} a_{n}(\infty)+c / R^{K}$, where $K>0$ and $c$ is a constant w.r.t. $t$, the equations of (11.13) may be uncoupled. Neglecting terms of order $R^{-3}$ we have

$$
\begin{array}{ll} 
& i \dot{a}_{2}(t) \sim \frac{\cos \theta K_{2}}{R^{2}} a_{3}(t) \\
\text { and } & i \dot{a}_{3}(t) \sim \frac{\cos \theta K_{2}}{R^{2}} a_{2}(t) \tag{11.14}
\end{array}
$$

thus

$$
\begin{array}{r}
\text { i } a_{2}(\infty) \sim a_{3}(\omega) K_{2} \int_{t_{f}}^{\infty} \frac{\cos \theta}{R^{2}} d t+i a_{2}\left(t_{f}\right) \\
\text { i } a_{2}(\infty) \sim a_{3}\left(t_{f}\right) \frac{K_{2}}{V R_{f}}+i a_{2}\left(t_{f}\right)+o\left(R_{f}^{-2}\right) \\
\text { and } \quad i a_{3}(\infty) \sim a_{2}\left(t_{f}\right) \frac{K_{2}}{V R_{f}}+i a_{3}\left(t_{f}\right)+O\left(R_{f}^{-2}\right) \tag{11.15}
\end{array}
$$

where $K_{2}= \pm 3.0$. Thus provided the asymptotic corrections of equation (11.15) are made the error incurred by stopping the solution at $t=t_{f}$ is of order $R_{f}^{-2}$. Thus $t_{f}$ is chosen such that

$$
\begin{aligned}
& R_{f}^{-2} \sim 2 \times 10^{-4} \\
& \text { i.e. } \quad R_{f} \sim 65 \text { thus } t_{f} \sim 65 / v
\end{aligned}
$$

The validity of the above procedures for approximating the infinite limits of the overall integration were checked empirically by comparing
solutions obtained with $v t_{i}=-100,-30$ and -21 ; and $v t_{f}=40,65$ and 120 a.u. In all cases the differences obtained were within the theoretical. error bounds for these particular values.

A constraint on the solution due to unitarity provided a valuable check on the numerical procedures. Since:

$$
\sum_{n=0}^{\infty}\left|a_{n}(-\infty)\right|^{2}=1
$$

then unitarity is preserved throughout the solution if

$$
\sum_{n=0}^{\infty} \frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2}=0
$$

for our particular approximation. Consider

$$
\begin{gather*}
\frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2}=a_{n}(t) \dot{a}_{n} *(t)+a_{n}^{*}(t) \dot{a}_{n}(t)  \tag{17.16}\\
\text { for } \quad n>N \quad \dot{a}_{n}(t)=-i \sum_{m=0}^{N} a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right]
\end{gather*}
$$

Thus (11.16) becomes

$$
\begin{aligned}
\frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2}= & -i a_{n}(t) \sum_{m=0}^{N} a_{m}^{*}(t) V_{n n}^{*}(t) \exp \left[-i\left(\varepsilon_{n}-\varepsilon_{n}\right) t\right] \\
& +i a_{n}^{*}(t) \sum_{m=0}^{N} a_{m}(t) V_{n m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right]
\end{aligned}
$$

But

$$
\begin{aligned}
& \sum_{n=N+1}^{\infty} a_{n}(t) V_{m m}(t) \exp \left[i\left(\varepsilon_{n}-\varepsilon_{m}\right) t\right] \\
& =i \dot{a}_{m}(t)-\sum_{s=0}^{N} a_{s}(t) V_{m s}(t) \exp \left[i\left(\varepsilon_{m}-\varepsilon_{s}\right) t\right]
\end{aligned}
$$

thus

$$
\begin{aligned}
\sum_{n=N+j}^{\cong} \frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2} & =-i \sum_{n=0}^{N}\left[i a_{m}^{*}(t) \dot{a}_{m}(t)-a_{m}^{*}(t) \sum_{s=0}^{N} a_{s}(t) V_{m s}(t) \exp \left[i\left(\varepsilon_{m}-\varepsilon_{s}\right) t\right]\right] \\
& +i \sum_{m=0}^{N}\left[-i a_{m}(t) \dot{a}_{m}^{*}(t)-a_{m}(t) \sum_{s=0}^{N} a_{s}^{*}(t) V_{m s}^{*}(t) \exp \left[-i\left(\varepsilon_{m}-\varepsilon_{s}\right) t\right]\right] \\
& =-\sum_{m=0}^{N}\left[\dot{a}_{m}(t) a_{m}^{*}(t)+a_{m}(t) \dot{a}_{m}^{*}(t)\right] \\
& =-\sum_{n=0}^{N} \frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2}
\end{aligned}
$$

thus $\sum_{n=0}^{\infty} \frac{\partial}{\partial t}\left|a_{n}(t)\right|^{2}=0$ and unitarity is preserved in our approximation. Since in our calculations we only consider armlitudes up to $n=M$ we expect the condition $\sum_{n=0}^{M}\left|a_{n}(t)\right|^{2} \leqslant 1$ to hold for all $t$. Because for the states M > $n>M$ we also allowed for back coupling the unitarity condition becomes

$$
\begin{equation*}
\sum_{n=0}^{N}\left|a_{n}(t)\right|^{2} \leqslant 1 \tag{11.17}
\end{equation*}
$$

The calculated amplitudes obeyed the condition, for all values of $t$, to within the errors of the amplitudes.

The total cross sections were evaluated using equation (10.20). The infinite limit of the integral was replaced by the value of the impact parameter $\rho_{\max }$ for which $\rho_{\max }\left|a_{n}\left(\rho_{\max }\right)\right|^{2}<10^{-4}$. The integration was done by Simpsons mule. The long range interaction associated with the p-states of hydrogen required $\rho_{\max }$ to be $\rho_{\max }=25$ a.u. Differential cross sections were evaluated for electron impact only using equation (10.21). Again the range of integration was $\left[0, \rho_{\max }\right]$, the results remaining unaltered when $\rho_{\text {max }}$ was extended to greater values.

The results of the calculations carried out in the manner described above are given in Section 12.

### 12.1 Excitation by Proton Impact

The methods of section 10 have been used to evaluate total cross sections for the $1 \mathrm{~s}-2 \mathrm{~s}$, and $1 \mathrm{~s}-2 \mathrm{p}$ transitions in atomic hydrogen in the energy range 15 to 200 KeV . The second order potential terms were constructed using the kernel given by equation (10.17a) and the equation (10.16) solved in the one, two and four channel approximations by the methods of section 11. The one channel case was also solved using the kernel given by equation (10.17b). The results for the 2s transition are given in table 4 and are also displayed in figure 4 where they are compared with the results of the Born approximation and the four state approximation. The one channel results evaluated using kernel (10.17b), method $b$, are not

| E(KEV) | ONE CHANNEL | TWO CHANNEL | E | FOUR CHANNEL |
| :---: | :---: | :---: | :---: | :---: |
| 15 | $5.50(-2)$ | $7.12(-2)$ |  |  |
| 20 | $7.40(-2)$ | $9.00(-2)$ |  |  |
| 30 | $9.20(-2)$ | $1.01(-1)$ | 25 | $4.25(-1)$ |
| 40 | $9.57(-2)$ | $1.01(-1)$ | 35 | $4.11(-1)$ |
| 50 | - | $9.58(-2)$ | 50 | $3.40(-1)$ |
| 70 | $8.47(-2)$ | $8.52(-2)$ | 70 | $2.50(-1)$ |
| 100 | $7.16(-2)$ | $7.05(-2)$ | 100 | $1.67(-1)$ |
| 200 | $4.38(-2)$ | $4.38(-2)$ | 200 | $7.48(-2)$ |

Table 4 - ls-2s total cross sections in units of $\left(\pi a_{0}^{2}\right)$.
shown since they are almost identical to the tabulated one channel results evaluated using kermal (10.17a), method a. In figure 4 the one, two and four channel results show no obvious trend towards convergence, though the one and two channel calculations are in reasonable agreement. The four
channel approximation appears to be dominated by the $2 \mathrm{~s}-2 \mathrm{p}$ strong coupling terms; the second order terms provide little correction to the established four state calculation of Flannery (1969). The two channel results and the two state results are related in a similar way. The choice of effective energy and its effect on the total cross sections has been investigated by calculating one channel results by methods $a$ and $b$ and comparing, and also by repeating the two channel calculations wi.th an effective energy coincident with the ionization threshold i.e. $\bar{\varepsilon}=0$ (a.u.). The results of this calculation we also shown in figure 4, and it can be seen that the new choice of effective energy makes little difference to the calculated cross sections. Thus the total cross sections appear to be insensitive to value of the effective energy and to how it is included in the approximation.

The $2 s$ excitation cross sections are compared with the results of the Glauber approximation, Franco and Thomas (1970) and the pseudo state calculation of Cheshire et al. (1970) in figure 5. The one charmel and Glauber results are in close agreement over the whole energy range considered. Below 40 KeV the pseudo state calculation gives resul.ts close to the Glauber approximation, while the peak of the pseudo state cross section, at about 60 KeV , passes through the curve through the four channel results. The maximum of the four channel results occurs almost at the same energy as the minimum of the pseudo state results, which in turn coincides with the maximum of the resonant charge transfer cross section as measured by Bayfield (1969). Since the pseudo state calculations take explicit account of the rearrangement channels thereby removing flux from the direct channels, it could be implied that the four channel wavefunction does not represent the rearrangement channels very well. The one chamel approximation does not allow adequately for the $2 \mathrm{~s}-2 \mathrm{p}$ strong coupling and hence gives rather low results for the 2 s transition. The close agreement between the
one channel and the Glauber results is probably due to the similar structure of the approximations, only the elastic chanel being properly represented. In view of tinis similarity, in particular as to how the continuum states are included it seems that it is unlikely that allowance is made for rearrangement collisicas in the Glauber approximation.

The results for the 2 p transition are given in table 5 and are also displayed in figure 6 where the one and four channel approximations are compared with the Borm and four state approximations. The one channel

| $E(\mathrm{KeV})$ | ONE CHANNEL | E | FOUR CHANNEL |
| :---: | :--- | :---: | :---: |
| 15 | $6.69(-1)$ |  |  |
| 20 | $9.35(-1)$ |  |  |
| 30 | 1.17 | 25 | $8.93(-1)$ |
| 40 | 1.25 | 35 | $8.13(-1)$ |
| 50 | 1.23 | 50 | $8.53(-1)$ |
| 70 | 1.17 | 70 | $8.81(-1)$ |
| 100 | 1.03 | 100 | $8.71(-1)$ |
| 200 | 7.24 | 200 | $6.73(-1)$ |

Table 5 - ls-2p total cross sections in units of ( $\pi \mathrm{a}_{0}{ }^{2}$ ).
results and the four state results are very similar in direct contrast with the same comparison for the 2 s transition. The four channel results lie beneath the one channel results but the difference between the two is much less than in the $2 s$ case, reflecting that the $2 p$ transition is optically allowed and is thus less sensitive than the 2 s transition to the type of approximate wavefunctions employed. The 2 p results are compared with the results of the pseudo state and Glauber approximations in figure 7. The
four channel results and the Glauber results are in reasonable agreement, and the one channel results pass through the maxjmum of the pseudo state results. The experimental results for the $2 p$ transition of Stebbing et al. (1965), not show in figure 7, overlap our results in the range 20 to 30 KeV only. In this range they agree closely with the Glauber approximation. Gaily (1968) has cast some doubt on the reliability of the normalisation of the experimental results, combining this with their limited range they are of little value in determining the relative merits of the various approximations.

### 12.2 Excitation by Electron Impact

(a) Total Cross Sections

The methods of sections 10 and 11 have also been applied to electron impact with hydrogen to evaluate the $1 \mathrm{~s}-2 \mathrm{~s}, 1 \mathrm{~s}-2 \mathrm{p}$ and $1 \mathrm{~s}-3 \mathrm{p}$ total cross sections. The 2 s excitation results are shown in table 6. Both versions of the one channel approximation were used. It can be seen that, as in the case of proton impact, they yield almost identical results.

| $\mathrm{E}(\mathrm{eV})$ | ONE CHANEL |  | TWO | E | FOUR <br> MEIHOD a |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2.00(-1)$ | $2.06(-1)$ | $1.32(-1)$ |  |  |
| 30 | $1.50(-1)$ | $1.52(-1)$ | $1.06(-1)$ | 25 | $3.47(-2)$ |
| 40 | $1.20(-1)$ | $1.21(-1)$ | $8.84(-2)$ | 35 | $4.25(-2)$ |
| 54 | $9.40(-1)$ | $9.42(-1)$ | $7.19(-2)$ | 54 | $4.88(-2)$ |
| 70 | $7.50(-1)$ | $7.53(-2)$ | $5.93(-2)$ | 70 | $4.79(-2)$ |
| 100 | $5.46(-1)$ | - | $4.52(-2)$ | 1.00 | $4.22(-2)$ |
| 200 | $2.87(-2)$ | - | $2.54(-2)$ | 200 | $2.67(-2)$ |

Table $6-1 s-2 s$ total cross sections in units of ( $\pi a_{0}{ }^{2}$ ).

The one, two and four channel approxinations are compared with the Born approximation and the close coupling calculations of Burke et al. (1963) in figure 8. The latter two calculations are almost identical over the energy range $25-54 \mathrm{eV}$. The one channel calculation also lies close to the Born approximation, but as more states are explicitly included the total cross section deecreases at any one energy. Again the one, two and four channel results show no sign of convergence, but the effects of adding in explicitly higher states must be small if only because of the greater energy difference between the higher and the initial ground state. The close coupling results and the four channel results differ widely in direct contrast with the 2 s excitation by protons.

The results for the $2 p$ transition are given in table 7 and are also displayed in figure 10. The one and four channel results are both very

| $\mathrm{E}(\mathrm{eV})$ | ONE CHANNEL <br> MEIHOD a METHOD b |  | E | FOUR CHANNEL |
| :---: | :---: | :---: | :---: | :---: |
| 20 | 1.45 | 1.46 |  |  |
| 30 | 1.28 | 1.30 | 25 | 1.26 |
| 40 | 1.14 | 1.15 | 35 | 1.23 |
| 54 | 9.92(-1) | 9.94(-1) | 54 | 1.06 |
| 70 | 8.76(-1) | 8.78(-1) | 70 | 9.53(-1) |
| 100 | 7.21(-1) | - | 100 | 7.75(-1) |
| 200 | 4.63(-1) | - | 200 | 4.88(-1) |

Table 7 - ls-2p total cross sections in units of ( $\pi a_{o}^{2}$ ).
similar to the Born approximation results except that the maximum in the Born cross sections does not occur until lower energies. The close coupling approximation also gives values that are not far from the Born results. As
in the case of proton impact the $2 p$ excitation process appears insensitive to the approximate wave function employed.

The 2 s and $2 p$ excitation cross sections in the one and fout channel approximations are compared with the results of the Glauber approximation of Tai et al. (1.970) and the pseudo state calculation of Burke and Webb (1971) in figures 10 and 11. Experimental results are available in the energy range considered for both the 2 s and 2 p cross sections. The 2 s results of Kaupilla (1970) include the cascade contribution from the 3p state. This has been estimated to be 0.23 of the total $3 p$ cross section, Hummer and Seaton (1961). The results of Tai et al. and Burke and Webb have been corrected accordingly and are displayed in figure 12 along with our own results and the experimental results of Kaupilla. In our work the 3p excitation cross sections were calculated only in the one channel case, see table $\dot{0}$. It is thought that the one channel approximation provides an adequate estimate for the cascade contribution. The $3 p$ cross sections at

| $E(\mathrm{eV})$ | ONE CHANNEL |
| ---: | ---: |
| 20 | $3.23(-1)$ |
| 30 | $2.62(-1)$ |
| 40 | $2.24(-1)$ |
| 54 | $1.88(-1)$ |
| 70 | $1.59(-1)$ |
| 100 | $1.26(-1)$ |
| 200 | $7.86(-2)$ |

Table $8-1 s-3 p$ total cross sections in units of $\left(\pi a_{o}{ }^{2}\right)$.

25 and 35 eV were obtained by graphical interpolation. As discussed previously the Glauber results and the pseudo state results are in good agreement with the experinental points. Our four channel results are also in excellent agreement with the experiment down to about 25 eV where exchange should be a significant factor. This agreement should be treated with caution for two reasons; firstly the one channel approximation may not provide a satisfactory estimate of the $3 p$ cross sections and secondly the value of the cascade factor is open to some discussions, see Tai et al. (1970). This latter point also applies to the other theoretical predictions considered.

The $2 p$ excitation cross sections have been deduced from measurements of Long et al. (1968) and Ott et al. (1970). The data points agree well in both shape and magnitude with those of McGowan et al. (1969) when nomna? i.sed to each other and to the Born approximation at 200 eV . The predictions of the Glauber approximation and of the pseudo state calculations agree well with these results. The one and four channel approximations give results that are too large. Even above 50 eV where exchange scattering is small the one and four channel results are still poor. If the $2 p$ experimental results are normalised correctly, Damburg and Propin (1972) suggest they are not, then it would appear that our results are unsatisfactory for the $2 p$ transition. This may well be due to the failure of the impact paraneter method for electron scattering, as discussed in section 9, rather than a serious deficiency in our model.

In their experiment ou et al. (1970) measured the polarization fraction of the Lyman $-\alpha$ radiation emitted in the decay of the $2 p$ excited state. Since the magnetic sublevels of the 2 p state are not equally populated the radiation emitted from the target will be pol.arized. The polarization fraction is defined as

$$
\begin{equation*}
P=\frac{I_{/ 1}-I_{\perp}}{I_{/ 1}+I_{\perp}} \tag{12.1}
\end{equation*}
$$

where $I_{\| /}$and $I_{\perp}$ are the intensities, observed at $90^{\circ}$ to the electron berm axis, of the respective Lyman-a components having electric vectors parallel and perpendicular to the beam axis. Percival and Seaton (1958) firid that the polarization fraction may be expressed as

$$
\begin{equation*}
P=\frac{3\left(Q_{a}-Q_{1}\right)}{7 Q_{0}+11 Q_{1}} \tag{12.2}
\end{equation*}
$$

where $Q_{m}, m=0$ or 1 are the total cross sections for excitation to the $2 p_{m}$ level. The application of equation (12.2) to the experimental situation is discussed by Gerjouy et al. (1972).

The experimental results are compared with our prediction for the polarization fraction in the four channel model and also with the predictions of Byron (1971) and of Gerjouy et al. (1972) in figure 15. It can be seen that our results are in poor arreement in comparison with the other two predictions. The discrepancy between the results of Byron and Cerjouy et al. is not understood since in both applications of Glauber thsory the longitudinal momentum transfer is treated exactly, and all the other approximations made are the same. Our polarization results may be improved if we adopt the methods of Gerjouy et al. i.e. evaluate the scattering amplitudes with the $\underline{\hat{z}}$ axis defined perpendicular to the momentum transfer, thereby removing the implicit approximation of neglecting the longitudinal momentum transfer, and then rotating to a system with $\underline{\underline{z}}$ parallel to $\hat{\underline{K}}_{\mathrm{i}}$ to evaluate the usual polarization fraction.
(b) Differential Cross Sections

At higher energies where the total cross sections are similar for all considered approximations the relative merits of each may be distinguished by considering the differential cross sections. These were evaluated, for
electron scattering, using equation (10.21) in the one and four channel approximations for elastic and excitation to the $n=2$ level scattering. Experimental data is available for both these processes. The elastic scattering results at 54,100 and 200 eV are shown in figures $13 \mathrm{a}, \mathrm{b}, \mathrm{c}$ respectively, together with the experimental results of Teubner, Williams and Carver (unpublished, but see Tai et al. (1969)). Also shown is the first Born approximation. The data points are normalised to the one channel results at $60^{\circ}$. The one and four channel approximation yield almost identical results which are in good agreement with experimental points. This indicates that the elastic channel dominates the elastic scattering process. This is also demonstrated very clearly by the results of the : second Born approximation, shown in table 1 , where the addition of explicit states fails to alter the real part of the forward elastic seattering amplitucie to any great extent.

The differential cross sections for excitation of the $n=2$ level are compared with the experinental points of Williams (1969) in figures $14 \mathrm{a}, \mathrm{b}, \mathrm{c}$ again for energies 54, 100 and 200 eV . The experimental points are normalised to our one channel results at $20^{\circ}$. For the smaller angles considered the shape of the data points and our one channel results agree quite well, this is probably the result of normalisation at small angles, but agreement at larger angles is poor. The addition of the $2 s$ and $2 p$ states in the four channel calculation has not improved the agreement. The Glauber approximation of Tai et al. (1970) appears to suffer from the same deficiencies. The requirenent of comparatively large differential cross sections for wide angles appears to be somewhat inconsistent with the requirement for smaller total cross sections, though we have considered only part of the possible angular range.
13. Conclusion

A comparison or our results and experimental. results has only been possible in the case of electron scattering. The uncertainty of the impact parameter approximation for electron collisions makes it difficult, to draw definitive conclusions as to the utility of our approximation. However the results are sufficiently encouraging to suggest calculating our approximation using the wave formulation and possibly allowing for electron exchange. For proton impact it would appear that the charge transfer process is not allowed for and a great improvement may be made by including it explicitly. This would have the added benefit of allowing a conparison with experimental results for the charge transfer process. The problems associated with including charge exchange explicitly appear to be formidable from both a theoretical and computational point of view. In particular for a: $:$ rearrangement collision the problem of 'double counting' must be resolved. The choice of effective energy, shown to be relatively unimportant in our present work may play a crucial part in determining the rearrangement boundary conditions.

## Apperdix I

Lo ovaluate

$$
I=\operatorname{limit}_{\varepsilon \rightarrow 0^{+}}!\frac{e^{i \underline{n} \cdot\left(R-R^{\prime}\right)}}{c+2 k \cdot n} d n
$$

Hete c is yeul. Derine $\hat{n}_{4}$ in the direction of $\hat{K}$, then

$$
\begin{aligned}
& I=\int_{-\infty}^{\infty} e^{i \eta_{x}\left(R_{x}-R_{x}{ }^{\prime}\right)} d \eta_{x} \int_{-\infty}^{\infty} e^{i . \eta_{y}\left(R_{y} \cdot R_{y}{ }^{\prime}\right)} d \eta_{y} \int_{-\infty}^{\infty} \frac{e^{i \eta_{Z}\left(R_{z}-R_{z}{ }^{\prime}\right)}}{\left(c+2 K n_{z}-i \varepsilon\right)} d \eta_{z}
\end{aligned}
$$

where $\underset{\sim}{b} \underset{\sim}{b} \underset{\sim}{b^{\prime}}$ are two dinensional vectors in a plane berpendieular to $\hat{r}_{\underline{Z}}$. Consider

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{e^{i \eta_{z}\left(z-z^{\prime}\right)}}{c+2 K_{m_{z}}^{-i c}} \theta_{z}^{n} \quad \text { whero }\left|z^{\prime}\right|<|z|
\end{aligned}
$$

where the contours for those integrals are shom in figure (AI.I)


The integrec]. about the semicircle $\Gamma$ is of the form

$$
\lim _{|R| \rightarrow \infty} \int e^{i m \pi_{z}} f\left(n_{z}\right) d \eta_{z}
$$

$$
\begin{aligned}
& \text { Where } \mathrm{ml}: 0 \text { and }\left|f\left(\eta_{0}\right)\right| \leq \frac{1}{R^{R}}, k=0 \text {. Thus, }
\end{aligned}
$$

Prom Canchy's meoren

Now consider

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{e^{i} \eta_{g}\left(z-z^{\prime}\right)}{0+2 K n_{Z}-j \varepsilon} d n_{z} \quad \text { for }|z|<\left|z^{\prime}\right| \\
& =-j_{-\infty}^{\infty} \frac{e^{i r_{i_{z}}\left(Z^{\prime} \cdots z\right)}}{2 R r_{Z}-{ }_{z}^{C+I E}} d r_{z} \\
& =\underset{R \rightarrow \infty}{\operatorname{jimit}}\left[\int_{\Gamma} \frac{e^{i \eta_{z}\left(z^{\prime}-z\right)}}{2 K \eta_{z}-c+i \varepsilon} d \eta_{z}-\oint_{c} \frac{e^{i \eta_{z}\left(z^{\prime}-z\right)}}{2 K \eta_{z}-c+i \varepsilon} d \eta_{z}\right] \\
& =-\underset{R \rightarrow \infty}{\operatorname{limit}} d_{c} \frac{e^{i \eta_{z}\left(z^{\prime}-z\right)}}{2 K_{z}-c+i c} d \eta_{z}
\end{aligned}
$$

This last integrel has a pole at $\eta_{Z}=\frac{c-i e}{2 K}$, this is outside the chosch contour, so thet the integeal is zero. Thus

$$
\left.\begin{array}{l}
\operatorname{limit}_{\varepsilon \rightarrow 0^{+}} \int_{-\infty}^{\infty} \frac{e^{i n_{z}\left(z-z^{\prime}\right)}}{\left(c+2 K_{n_{z}}^{-i \varepsilon}\right)} d n_{z}
\end{array}=\frac{2 \pi i}{2 K} \theta\left(z-z^{\prime}\right) e^{-\frac{i c}{2 K}\left(z-z^{\prime}\right)}\right) \quad \begin{array}{rl}
\quad \theta(x)=0 & x<0 \\
\text { where } \quad=1 & x>0
\end{array}
$$

Therefore,

$$
\begin{aligned}
I= & \operatorname{limit}_{c \rightarrow 0^{+}} \int \frac{e^{n \cdot\left(R-R^{\prime}\right)}}{(c+? \tilde{Z} \cdot \underline{n}-i \varepsilon)} d n \\
& =\frac{(2 \pi)^{3}}{2 K} i \&\left(b-b^{\prime}\right) \theta\left(z^{-}-z^{\prime}\right) e^{-\frac{j c}{2 K}\left(z-z^{\prime}\right)}
\end{aligned}
$$

## Apperidix II

Io evaluate

$$
I=\int \frac{e^{-q r}}{|\underset{\sim}{r-R}|^{2}} d r
$$

ir the limit of large R.

$$
I=2 \pi \int_{0}^{\infty} e^{-\alpha r} r r^{2} d r \int_{-1}^{+1} \frac{d z}{\left(R^{2}+r^{2}-2 R r^{2}\right)}=\frac{2 \pi}{R} \int_{0}^{\infty} e^{-\alpha r} \ln \left|\frac{r+R}{r-R}\right| r d r
$$

Consider $\int_{0}^{\infty} e^{-\alpha r} \ln (r+P) r d r$, integrating by parts we get

$$
\begin{aligned}
& -\frac{1}{\alpha} \int_{0}^{\infty} e^{-\alpha r}\left[\ln (n+R)+1-\frac{R}{r^{+R}}\right] d x \\
= & \frac{1}{a^{2}}(\ln R+1)+\left(\frac{1-\alpha R}{\alpha^{2}}\right) \int_{0}^{\infty} \frac{e^{-\alpha r}}{R+r} d r \\
= & \frac{1}{\alpha^{2}}(\ln R+1)+\left(\frac{1-\alpha R}{\alpha^{2}}\right) e^{\alpha R} \int_{R}^{\infty} \frac{e^{-\alpha x}}{x} d x \\
- & \frac{1}{\alpha^{2}}(\ln R+1)+\left(\frac{1-\alpha R}{\alpha^{2}}\right)\left[\sum_{n=0}^{N} \frac{(-1)^{n} n!}{(\alpha R)^{n+1}} \cdots+0\left(\frac{1}{\alpha R}\right)^{N+2-}\right] \\
= & \frac{1}{\alpha^{2}} \ln R-\frac{1}{\alpha^{2}} \sum_{n=1}^{N}(-1)^{n} \frac{(n+1)(n-1)!}{(\alpha R)^{n}} \\
= & \frac{1}{\alpha^{2}} \ln R+\frac{2}{\alpha^{3} R}-\frac{3}{\alpha^{4} R^{2}}+\frac{8}{\alpha^{5} R^{3}}-\frac{30}{a^{6} R^{4}}+\cdots
\end{aligned}
$$

Also

$$
\begin{aligned}
& \int_{R}^{\infty} \cdot r e^{-\alpha r} \ln (r-R) d r \\
= & -\frac{\partial}{\partial \alpha} \int_{R}^{\infty} e^{-\alpha]^{r}} \ln (r-R) d r \\
= & -\frac{\partial}{\partial \alpha} \int_{0}^{\infty} e^{--\alpha(z+R)} \ln (z) d z
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{\partial}{\partial \alpha}\left[\frac{e^{-a R}}{a} \int_{0}^{o} e^{-x}(\ln (x)-\ln (u)) d x\right] \\
& =-\frac{\partial}{\partial \alpha}\left[\frac{e^{-a R}}{a}(-\gamma-\ln (\alpha))\right]
\end{aligned}
$$

Where y is Eulers constant. So

$$
\begin{aligned}
& \int_{R}^{\infty} r e^{-\alpha r} \ln (r-R) d r \\
&=-\frac{R}{\alpha}(r+\ln (\alpha)) e^{-\alpha R}-e^{-\alpha R}\left(\frac{\dot{\alpha}}{\alpha^{2}}+\frac{\ln (\alpha)}{\alpha^{2}}-\frac{1}{\alpha^{2}}\right)
\end{aligned}
$$

~ O for large R.

Thren

$$
\int_{0}^{\infty} r e^{-\alpha r} \ell r_{1}|r-R| \text { or }-\int_{0}^{R} r e^{-a r} \ell n_{1}(R-r) d r
$$

Let

$$
\begin{aligned}
Y(R) & =\int_{0}^{R} r e^{-\alpha r} \ln \left(R-r^{2}\right) d r \\
& =e^{-\alpha R} \int_{0}^{R}(R-z) e^{\alpha Z} \ln z d z
\end{aligned}
$$

and

$$
\begin{aligned}
& Y^{\prime}(R)=-\alpha Y(R)+e^{-\alpha R} \int_{0}^{R} e^{\alpha Z} \ln (z) d z \\
& Y^{\prime \prime}(R)=-\alpha Y^{\prime}(R)-\alpha\left(Y^{\prime}(R)+\alpha Y(F)\right)+\ln (R)
\end{aligned}
$$

therefore

$$
Y^{\prime \prime}(R)+2 \alpha Y^{\prime}(R)+\alpha^{2} Y(R)=\ln (R)
$$

Let

$$
Y(R) \underset{R \rightarrow \infty}{\rightarrow} \frac{d}{\alpha^{2}} \ln (R)+a_{0}+\frac{a_{1}}{R}+\frac{a_{2}}{R^{2}}+\ldots
$$

and substibuing this solution in the diterential eqution and equating coofficients we get

$$
\begin{aligned}
& a_{0}=0 \quad, a_{1}=-2 / a^{3} \\
& a_{2}=-3 / a_{4}, a_{3}=-3 / a^{5} \text { and } a_{4}=-30 / a^{5}
\end{aligned}
$$

So that

$$
\int_{0}^{R} r e^{-\alpha r} \ln (R-r)-\frac{1}{\alpha^{2}} \ln (R)-\frac{2}{a^{3} R}-\frac{3}{a^{4} \bar{R}^{2}}-\frac{8}{\alpha^{5} R^{3}}-\frac{30}{\alpha^{6} R^{1}}+\cdots
$$

hence.

$$
I \sim \frac{8_{9}}{a^{5} r^{2}}+\frac{2^{5} r}{a^{5} \mathrm{~F}^{4}}+0\left(\frac{1}{R^{6}}\right)
$$

So

$$
\begin{aligned}
\nu_{11}(t, t) & =\frac{1}{\pi} \int \underset{\sim}{\underset{\sim}{R-1}]^{2}} \underset{\sim}{e^{-2 r}} \\
& \sim \frac{1}{R^{2}}+\frac{1}{R^{4}}+\ldots 0\left(\frac{1}{R^{6}}\right)
\end{aligned}
$$

for large R.

Aprendix IJT.

The Evaluation of the Two Crime Matrix lifupats $n$ (i, t')
where

$$
\underset{\sim}{R}=\underset{\sim}{p}+\underset{\sim}{v} t \quad \text { and } \quad \underset{\sim}{R}=\underset{\sim}{\rho}+\underset{\sim}{V} t^{\prime}
$$

For all values of $n$ and $m \mu_{\text {nn }}$ has the form
 $\Omega$ is the polar angle of $r$ with respers to the axes of quantization, snown in figure (A3.1)


Figure (A3.1)
since $\underset{\sim}{R}=\underset{\sim}{\rho}+\underset{\sim}{v} t$ and ${\underset{\sim}{r}}^{\prime}=\underset{\sim}{p}+\underset{\sim}{v} t^{\prime}, \underline{\sim}$ and $\underset{\sim}{r}$, are in the same plane defined
by $\rho$ and $v$. If $R^{\prime}>R$ rotate to a new set of axes [ox'y'z' $]$ with the \% axis atong $R$ and $\underset{\sim}{X}$, in the plame of $\underset{\sim}{\underset{Z}{Z}}$ and $p$. Then ( $6,6, \gamma$ ) are the Euler angles taking [ox'y'z'] into [oxyc] such that

$$
\begin{equation*}
\alpha=0, \beta=\theta \quad \text { and } \quad \gamma=\pi-\phi \tag{13.3}
\end{equation*}
$$

thus $I\left(L_{1}, M_{1} ; I_{2}, M_{2}\right)$

$$
\begin{equation*}
=\sum_{M_{1}^{\prime}=-I_{1}}^{L_{1}} \sum_{M_{1}^{\prime} M_{1}}^{L_{1}^{\prime}{ }^{*}}(\alpha, \beta, \gamma) \sum_{M_{2}^{\prime}=-L_{2}}^{L_{2}} R_{M_{2}}^{L_{2}} M_{2}(\alpha, \beta, \gamma) F\left(J_{1}, M_{1}^{\prime} ; L_{2}, M_{2}^{\prime}\right) \tag{A3.4}
\end{equation*}
$$

where $R_{M_{1} M_{2}}^{\mathrm{I}_{2}}(\alpha, \beta, \gamma)$ are the rotation matrices defined in Messiah, Vol.II, Appendix C , and
with o the polar angle of $\underset{\sim}{r}$ with respect to the axss [ox'ry $\quad$ ]. Since

$$
\begin{gather*}
Y_{L_{-1} M_{1}}(\omega) Y_{L_{2} M_{2}}(\omega)=\sum_{\ell=0}^{\infty}\left[\frac{\left(2 L_{2}+1\right)\left(2 L_{2}+1\right)(2 \ell+I)}{4 \pi}\right] \\ \tag{A3.6}
\end{gather*}
$$

where $\left(\begin{array}{lll}L_{1} & L_{2} & L_{3} \\ M_{1} & M_{2} & M_{3}\end{array}\right)$ are the Wigner-3-j symbols with the properties that if $M_{3}=-\left(M_{1}+M_{2}\right)$, and when $M_{1}=M_{2}=M_{3}=0$ then $L_{1}+L_{2}+L_{3}=2 p$ where $p$ is integer, they are non-zero otherwise they are zero. Thus the allowed values of $\ell$ in equation (A3.6) are

$$
\left|\mathrm{L}_{1}-\mathrm{L}_{2}\right|,\left|\mathrm{L}_{1}-\mathrm{L}_{2}\right|+2, \ldots \mathrm{~L}_{1}+L_{2}
$$

and al.so $\mathrm{ml}=-\left(\mathrm{M}_{1}+\mathrm{M}_{2}\right)$.
Then equation (A3.5) becomes

$$
\begin{align*}
& F\left(L_{1}, M_{1} ; L_{2}, M_{2}\right)=(-1)^{M_{2}}\left[\frac{\left(2 L_{1}+1\right)\left(2 L_{2}+1\right)}{L_{2 \pi}}\right] \\
& \quad X \Sigma_{\ell}(2 \ell \cdot 1)^{1 / 2}\left(\begin{array}{lll}
L_{1} & L_{2} & \ell \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
L_{1} & L_{2} & \ell \\
-M_{1} & M_{2} & M_{1}-M_{2}
\end{array}\right)\left[\left(\ell, H_{2}-M_{1}\right)\right. \tag{A3.7}
\end{align*}
$$

where

We require values of $\underset{\sim}{p}\left(t, t^{\prime}\right)$ f'or all combinations of states up to the $2 p_{ \pm 1,0}$ level, so that $I_{1} \leqslant l$ and $L_{2} \leqslant 1$ with the comresponding values of $M_{1}$ and $M_{2}$. Hence the values of $\ell$ in ( $A 3.7$ ) are restricted to $\ell=0$ and $\ell=0,1$ and 2 . Since, irom equation ( 13.8 )

$$
\begin{equation*}
I\left(I_{-}, M\right)=(-1)^{M} I^{*}\left(L,-M_{i}\right) \tag{A3,9}
\end{equation*}
$$

then we need only eveluate $I(1,0), I(1,1), I(2,0), I(2,1)$ and $I(2,2)$. $I(0,0)$ i.s evaluted by the method of Coleman (1970).

The co-ordinate system used in the evaluation of equation ( 13.8 ) is shown in figure ( 13.2 ),


Figure ( 13.2 )
where $R^{\prime}>R$.

Ir ofs the arigle botween $R$ and $\mathbb{R}^{\prime}$ then $\mid \underline{\sim}-\gamma^{-1}$ and $\left|i^{-r}-\right|^{-1}$ noy bo expander in tems of spherical hammics.

$$
\left\lvert\, R-r_{\sim}^{-i}=\sum_{\lambda=0}^{\infty}\left[\frac{4 \pi}{2 \lambda+1}\right]^{1 / 2} Y_{\lambda}\left(r^{r}, R\right) Y_{\lambda, O^{\prime}}\left(\theta^{\prime}, \phi^{\prime}\right)\right.
$$

and
where

$$
\begin{aligned}
r_{\ell}(P, R) & =\frac{r^{\ell}}{R^{\ell+1}} & r<R \\
& =\frac{R^{\ell}}{x^{\ell+1}} & r>R
\end{aligned}
$$

and ( $0^{\prime}, \phi^{\prime}$ ) are the polar angles of $\underset{\sim}{\underset{\sim}{r}}$ in the $\left[0 X^{\prime} Y^{\prime} Z^{\prime}\right]$ ] axer.
Then the integral in equation ( $A .3 .8$ ) becomes

$$
\begin{equation*}
I(J, M)=4 \pi \sum_{\ell=0}^{\infty} \sum_{\lambda=0}^{\infty} \sum_{m=-\ell}^{+\ell} \frac{I}{(2 \ell+I)} Y_{\ell m}^{*}(e, 0) g_{\lambda \ell}\left(R, R^{\prime}\right) E(J H, \lambda O, \ell m) \tag{A3.10}
\end{equation*}
$$

with

$$
f \lambda e^{\left(R, R^{\prime}\right)}=f_{0}^{\infty} r^{2} f\left(r^{\prime}\right) \gamma_{\lambda}(r, R) \gamma_{\ell}\left(r^{\prime}, R^{\prime}\right) d r
$$

and

$$
\begin{align*}
& E(L, M ; \lambda O, \ell, M)=\left[\frac{4 \pi}{2 \ell+1}\right]^{1 / 2} \int Y_{L M}\left(\theta^{\prime}, \phi^{\prime}\right) Y_{\lambda O}\left(\theta^{\prime}, \phi^{\prime}\right) Y_{\ell m}\left(\theta^{\prime}, \phi^{\prime}\right) d \omega \\
& =[(2 \ell+1)(2 L+\ldots .)]^{1 / 2}\left(\begin{array}{lll}
\lambda & \ell & L \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\lambda & 2 & L \\
0 & m & M
\end{array}\right) \tag{A3.11}
\end{align*}
$$

The propentios of the wigner $3-\mathrm{j}$ symols imply that the right hand side of equation ( $A 3.11$ ) vanishes unless in $=-M, \ell+\lambda+L$ is even, and $\ell$, $\lambda$ and L satiofy the trimgle inequalities. Thus, for given values os L and $\ell$, the
possible values of $\lambda$ are

$$
\left|\ell-\mathrm{L}_{2}\right|,|\ell-L|+\therefore, \ldots \ell+L
$$

also since

$$
\begin{equation*}
\frac{Y_{0, n}^{*}(0,0)}{(2 \ell+1)^{1}}=\frac{(\cdots 1)^{m}}{\sqrt{4 \pi}}\left[\frac{(\varepsilon-m)!}{(u+m)!}\right]^{3 / 2} \mathrm{P}_{\ell m}(2) \tag{13.12}
\end{equation*}
$$

with $z=\cos \theta$.
Equation (A3.10) becomes

$$
\begin{equation*}
I(L, M)=[4 \pi(2 L+])]^{1 / 2} \sum_{\ell=1 n}^{\infty} P_{\ell, m}(Z) \sum_{\lambda} g_{\lambda \ell}\left(R, R^{\prime}\right) g(\ell, \lambda, L, M) \tag{A3.13}
\end{equation*}
$$

where

$$
\vartheta(\ell, \lambda, L, M)=\left[\frac{(\ell-N)!}{(\ell+\sqrt{I})!}\right]^{1 / 2}\left[\begin{array}{lll}
\lambda & \ell & L \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
\lambda & \ell & I \\
0 & -M & M
\end{array}\right)
$$

It is evident from equation ( A 3.13 ) that $I(L, M)$ is real, then the retation (A3.9) becomes

$$
\begin{equation*}
I\left(L_{1},-M\right)=(-1)^{m} I(L, M) \tag{A3.14}
\end{equation*}
$$

The radial functions $\mathcal{F}_{\lambda \ell}\left(R, R^{\prime}\right)$ may be sinpliffied. In the case $R^{\prime}>R_{j} \rho_{d \ell}\left(R, R^{\prime}\right)$ becomes

$$
\begin{align*}
& \mathcal{g}_{\lambda \ell}\left(R, R^{\prime}\right)= \frac{1}{R^{\lambda+1}} R^{\prime} \cdot \ell+1 \\
& \int_{0}^{R} r^{\lambda+\ell+2} f\left(r^{\prime}\right) d r+\frac{R^{\lambda}}{\left(R^{\prime}\right)^{\ell+1}} \int_{R}^{R^{\prime}} r^{\ell-\lambda+1} f(r) d r  \tag{A3.15}\\
&+R^{\lambda}\left(R^{\prime}\right)^{\ell} \int_{R^{\prime}}^{\infty} r^{-\lambda-\ell} f(r) d r
\end{align*}
$$

Let $A_{n}(\alpha, \beta)=\int_{a}^{\beta} r^{\text {l-n }} f(r) d r$.
Since in this case $f(r)$ will be a product of bound state orbitals the integral $A_{n}(\alpha, \infty)$ exists for $\alpha>0$ and also $A_{n}(0, \beta)$ exists for all $\beta \geqslant 0$ if
$11<\mu+2$ wiere

$$
\mathrm{I}^{\prime}\left(r^{\prime}\right) \underset{r \rightarrow 0}{\rightarrow} O\left(r^{\prime \prime}\right)
$$

Integration by parts gives

$$
\begin{aligned}
& \int_{0}^{R} r^{\lambda+\ell+2} f\left(r^{r}\right) d r=\int_{0}^{R} r^{2 \lambda+i} \frac{d}{d r}\left[A_{\lambda-\ell}(0, r)\right] d r \\
& \quad=R^{2 \lambda+1} \Lambda_{\lambda-\ell}(0, R)-(2 \lambda+1) \int_{0}^{R} r^{2 \lambda} A_{\lambda-\ell}(0, r) d r
\end{aligned}
$$

similarly
$\int_{R^{\prime}}^{\infty} r^{-\lambda-\ell} f\left(r^{2}\right) d r^{\prime}=-\left(R^{\prime}\right)^{-(2 \Omega+1)} A_{\lambda-\ell}\left(0, R^{\prime}\right)+(2 \Omega+1) \int_{R^{\prime}}^{\infty} r^{-2(\ell+I)} A_{\lambda-\ell}\left(0, r^{\prime}\right) d r^{r}$
then cquation ( $A J .3$ ) becones

$$
\begin{align*}
\sum_{f \lambda \ell}\left(R, R^{\prime}\right) & =(2 \ell+1) R^{\lambda}\left(R^{r}\right)^{\ell} \int_{R^{\prime}}^{\infty} r^{-2(\Omega+1)} A_{\lambda-\ell}\left(0, r^{r}\right) d r \\
& -\frac{(2 \lambda+1)}{R^{\lambda+1}\left(R^{\prime}\right)^{\Omega+1}} \int_{0}^{R} r^{2 \lambda} A_{\lambda-\ell}(0, r) d r \tag{A3.16}
\end{align*}
$$

Making the transfomations $n=R 1 / y$ and $r=$ Ry in the ist and second integral respectively (A3.16) becomes
$\left.\xi_{\lambda \ell}\left(R, R^{\prime}\right)=\frac{R^{\lambda}}{R^{\prime} \ell+1}[(2 \ell+]) \int_{0}^{1} A_{\lambda-\ell}\left(0, R^{\prime} / y\right) y^{2 \ell} d y-(2 \lambda+1) \int_{0}^{1} A_{\lambda-\ell}(0, R y) y^{2 \lambda} d y\right]$ (A3.17)

## Evaluation of I(1, M)

When $L=1$ the possible values of $\lambda$ are $\ell-1$ and $\ell+1$. Evaluation of the Wigner 3 j symbols gives

$$
\begin{equation*}
\hat{y}(l, \ell-1,7, m)=\frac{(\because 1)^{111}(\beta-11)!}{(2 \ell+1)(2 l-1)(l-1)![(1+n)!(]-11)!]^{1 / 2}} \tag{03.73}
\end{equation*}
$$

and

$$
\begin{equation*}
S(l, l+1,1, m):=\frac{(l+1)!}{(2 l+3)(2 \ell+1)(2+m)![(1+m)!(1-m)!]^{1 / 2}} \tag{13.19}
\end{equation*}
$$

and the required radial integrals are

$$
G_{l-1, \ell}\left(R, R^{\prime}\right)=\frac{x^{\ell}}{R^{\prime} R^{\prime}}\left[(2 \ell+1) \int_{0}^{1} A\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y-(2 \ell-1) \int_{0}^{1} A_{-1}(0, R y) y^{2 \ell-2} d y\right]
$$

where $\mathrm{X}=\mathrm{R} / \mathrm{R}^{\prime}$, and

$$
G_{\ell+1, \ell}\left(R, R^{\prime}\right)=x^{\ell+1}\left[(2 \ell+1) \int_{0}^{1} A_{1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y-(2 \ell+3) \int_{0}^{1} A_{1}(0,1 y) y^{2 \ell+2} d y\right]
$$

Thus in the case $m=0$ we have

$$
\begin{align*}
I(1,0)= & (12 \pi)^{1 / 2} \sum_{\ell=1}^{M} P_{\ell}(z) G_{\ell-1, \ell}\left(R, R^{\prime}\right) \cdot \frac{\ell}{(2 \Omega+1)(2 \ell-1)} \\
& +(12 \pi)^{1 / 2} \sum_{\ell=0}^{\infty} P_{\ell}(z) G_{\ell+1, \ell}\left(R, R^{\prime}\right) \overline{(2 \ell+\cdots)(2 \ell+1)} \tag{A3.20}
\end{align*}
$$

Since the jntegrals in $\sum_{j-1,1}\left(R, R^{\prime}\right)$ are finite ther the $\ell=0$ term in the first sumation is zero and the sumation may be extended to include $\&=0$ term. Thus

$$
\begin{equation*}
I(1,0)=\frac{(12 \pi)^{1 / 2}}{R R^{\prime}} \sum_{\ell=0}^{\infty} P_{\ell}(z) X^{\ell}\left[V_{1}+V_{2}+R^{2}\left(V_{3}+V_{U_{i}}\right)\right] \tag{A3.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{1}=\frac{\ell}{(2 \Omega-1)} \int_{0}^{1} \Lambda_{-1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
& V_{2}=\cdot \frac{\ell}{(2 \ell+1)} \int_{0}^{1} \Lambda_{-1}(0, R y) y^{2 l-2} d y \\
& V_{3}=\frac{\ell+1}{(2 \ell+3)} \int_{0}^{1} A_{+1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
& V_{L_{4}}=-\frac{\ell+1}{2 \ell+1} \int_{0}^{1} A_{+1}(0, R y) y^{2 \ell+2} d y
\end{aligned}
$$

The expression for $V_{1}$ may be writiten

$$
V_{1}=1 / 2 \int_{0}^{1} \Lambda_{-1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y+1 / 2 H_{1}
$$

where

$$
\begin{aligned}
\mathrm{H}_{1} & =\frac{1}{(2 \ell-1)} \int_{0}^{1} A_{-1}\left(0, \frac{\mathrm{R}^{1}}{\mathrm{y}}\right) \mathrm{y}^{2 \ell} d y \\
& =\frac{l}{(2 \ell-1)} \int_{0}^{1} y^{2 \ell-1} \frac{d}{d y} q_{1}(y) d y
\end{aligned}
$$

where $\quad \frac{d q_{1}}{d y}=$ y $_{A_{-1}}\left(0, \frac{\mathrm{p}^{1}}{\mathrm{y}}\right)$

$$
\begin{aligned}
& =1 / 2 \frac{d}{d y} y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)-1 / 2 y^{2} \frac{d}{d y} A_{-1}\left(0, \frac{R^{\prime}}{y}\right) \\
& =1 / 2\left[\frac{d}{d y} y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)+1 / 2 y^{2} \frac{R^{\prime}}{y^{4}} f\left(\frac{R^{\prime}}{y}\right)\right] \\
& =1 / 2 \frac{d}{d y}\left[y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)-R^{2} A_{+1}\left(0, \frac{R^{\prime}}{y}\right)\right]
\end{aligned}
$$

thus a possible choice of $q_{1}(y)$ is

$$
q_{1}(y)=1 / 2\left[y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)-R^{\prime 2} \cdot A_{+1}\left(0, \frac{R^{1}}{y}\right)\right]
$$

but since we will require $\frac{g_{1}(y)}{y}$ to remain finite as $y \rightarrow 0$ then a better choice of $q_{2}$ is

$$
q_{1}(y)=1 / 2\left[y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)+R^{\prime 2} A_{+1}\left(\frac{R^{\prime}}{y}, \infty\right)\right]
$$

Then integrating by paris $\mathrm{H}_{3}$ becomes

$$
H_{3}=\frac{q_{1}(1)}{(2 l-1)}-\int_{0}^{1} y^{2 \ell-2} q_{1}(y) d y
$$

Similarly for $V_{2}$ we have

$$
V_{2}=-1 / 2 \int_{0}^{1} A_{. .]}(0, R y) y^{2 l-2} d y+1 / 2 \mathrm{H}_{z}
$$

where

$$
\begin{aligned}
H_{2} & =\frac{1}{(2 \ell+1)} \int_{0}^{1} A_{-1}(0, R y) y^{2 \ell-c^{2}} d y \\
& =\frac{1}{(2 \ell+1)} \int_{0}^{1} y^{2 \ell+1} \frac{d}{d y} q_{2}(y) d y
\end{aligned}
$$

with

$$
\frac{d g_{2}(y)}{d y}=y^{-3} A_{-1}(0, R y)=-1 / 2 \frac{d}{d y}\left[y^{-2} A_{-1}(0, R y)-R^{+2} A_{+1}(0, R y)_{-1}\right]
$$

and

$$
q_{x}(y)=-1 / 2\left[y^{-2} A_{-1}(0, R y)-R^{+2} A_{+1}(0, B y)\right]
$$

then

$$
H_{2}=\frac{q_{2}(1)}{(2 \ell+1)}-r_{0}^{1} y^{2 \ell} q_{2}(y) d y
$$

and for $V_{3}$,

$$
V_{3}=1 / 2 f_{0}^{1} A_{+1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 l} d y-1 / 2 H_{3}
$$

where

$$
H_{3}=\frac{1}{(2 \ell+j)} \int_{0}^{1} y^{2 \ell} A_{+1}\left(0, \frac{\mathrm{R}^{1}}{y}\right) d y=\frac{1}{(2 \ell+3)} \int_{0}^{1} y^{2 \ell+3} \frac{d q_{3}(y)}{d y}
$$

with

$$
\frac{d a_{3}(y)}{d y}=y^{-3} A_{+1}\left(0, \frac{R^{\prime}}{y}\right)=1 / 2 \frac{d}{d y}\left[-y^{-2} A_{+1}\left(0, \frac{R^{\prime}}{y}\right)+\left(R^{\prime}\right)^{-2} A_{-1}\left(O, \frac{R^{\prime}}{y}\right)\right]
$$

thus

$$
q_{3}(y)=1 / 2\left[-y^{-2} A_{+1}\left(0, \frac{R^{\prime}}{y}\right]+\left(R^{\prime}\right)^{-2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)_{-}^{-2}\right]
$$

also $q_{3}(y)=\left(R^{\prime}\right)-2 q_{1}(1)-1 / 2 \Lambda_{+1}(0, w)$,
and

$$
H_{3}=\frac{93(1)}{(2 l+3)}-\int_{0}^{3} y^{2 l+2} q_{3}(y) d y
$$

anci lastily

$$
V_{4}=-1 / 2 \int_{0}^{1} A_{+1}(0, \mathrm{Ry}) y^{2 \ell+2} \text { dy }-1 / 2 H_{4}
$$

where

$$
H_{4}=\frac{1}{(2 l+1)} \int_{0}^{1} \Lambda_{+1}(0, R y) y^{2 \ell+2} d y=\frac{1}{(2 \ell+1)} \int_{0}^{1} y^{2 \ell+1} \frac{d}{d y} g_{4}(y)
$$

where

$$
\frac{d q_{1}(y)}{d y}=y A_{+1}(0, R y)=1 / 2 \frac{d}{d y}\left[y^{2} A_{+1}(0, R y)-R^{-2} A_{-1}(0, R y)\right]
$$

with

$$
q_{1}(y)=+1 / 2\left[y^{2} A_{+1}(0, R y)-P_{1}^{-2} A_{\cdot-1}(0, R y)\right]=y^{2} R^{-2} q_{2}(y)
$$

thus

$$
H_{4}=\frac{q_{4}(1)}{(2!+1)}-\int_{0}^{1} y^{2!} g_{4}(y) d y
$$

Combining $V_{2}$ and $V_{4}$ we get

$$
V_{2}+R^{2} V_{4}=\int_{0}^{1} y^{2 l} Q(y) d y
$$

where

$$
\begin{aligned}
Q(y) & =-1 / 2\left[y^{-2} A_{-1}(0, R y)+\left(l-y^{2}\right) q_{2}(y)+R^{2} y^{2} A_{+1}(0, R y)\right] \\
& =-1 / 4\left(1+y^{2}\right)\left[y^{-2} A_{-1}(0, R y)+R^{2} A_{+1}(0, R y)\right]
\end{aligned}
$$

Similarly

$$
v_{1}+R^{2} v_{3}=1 / 2 g_{1}(1)\left[\frac{1}{(2(-1)}-\frac{x^{2}}{(2 \ell+3)}\right]+\int_{0}^{1} y^{2 s} Q^{\prime}(y) d y
$$

with

$$
\begin{aligned}
Q^{\prime}(y)=1 / 4\left(1+x^{2} y^{2}\right) & {\left[n_{-1}\left(0, \frac{R^{1}}{y}\right) \cdots\left(R^{\prime}\right)^{2} y^{-2} A^{\prime}+\left(\frac{R^{\prime}}{y^{\prime}}, \infty\right)\right] } \\
& +\not / 4 R^{2}\left(1+y^{2}\right) A_{+1}(0, \infty)
\end{aligned}
$$

thus equation ( A 3.21 ) beconss

$$
\begin{align*}
& I(1,0)=\frac{(3 n)^{1 / 2}}{\left(R R^{\prime}\right)} q_{1}(1) \sum_{\ell=0}^{\infty} P_{\ell}^{\prime}(z) x^{\ell}\left(\frac{1}{2 \ell-1}-\frac{x^{2}}{2 \ell+3}\right) \\
& \quad+\frac{(12 \pi)^{1 / 2}}{\left(R R^{\prime}\right)} f_{0}^{1}\left[Q(y)+Q^{\prime}(y)\right] \sum_{\ell=0}^{\ell}\left(x y^{2}\right)^{\ell} P_{\ell}(z) d y \tag{A3.22}
\end{align*}
$$

But

$$
\sum_{l=0}^{\infty}\left(x y^{2}\right)^{l} P_{\ell}(z)=\left(1-2 x z y^{2}+x^{2} y^{4}\right)^{1 / 2}
$$

so that the second term of ( $A 3.22$ ) may be sumned. The first summation may be done as follows.

$$
\begin{aligned}
\sum_{\ell=0}^{\infty} & P_{\ell}(z) x^{\ell}\left(\frac{1}{(2 \ell-J)}-\frac{x^{2}}{(2 \ell+3)}\right) \\
& =\sum_{n=1}^{\infty}\left[\frac{P_{n+1}(z)-P_{n-1}(z)}{2 n+1}\right] x^{n+1}-1+x P_{1}(z)
\end{aligned}
$$

But

$$
\begin{aligned}
& P_{n+1}^{\prime}(z)-P_{n-1}^{\prime}(z)=(2 n+1) P_{n}(z) \\
\therefore \quad & \frac{P_{n+1}(z)-P_{n-1}(z)}{(2 n+1)}=-\int_{z}^{1} P_{n}(t) d t \quad n \geqslant 1
\end{aligned}
$$

thus the sum becomes

$$
\begin{aligned}
& -1+x z-x \sum_{n=1}^{\infty} x^{n} \int_{z}^{1} P_{n}(t) d t \\
& =-1+x-x \int_{z}^{1} \frac{d t}{\left(1-2 t x+x^{2}\right)^{H_{2}}} \\
& =-\left(1-2 x z+x^{2}\right)^{1 / 2}=-\frac{\left|R-R^{1}\right|}{R^{1}}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
I(1,0)=\frac{(3 \pi)^{\frac{1}{2}}}{2 R R_{1}^{\prime}}\left[-2 q_{1}(1) \frac{\left|R-R^{\prime}\right|}{R^{1}}+\int_{0}^{1} \frac{T_{1}(y) d y}{\left(1-2 x z y^{2}+x^{2} y^{14}\right)^{1 / 2}}\right] \tag{13.23}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{1}(y)= & \left(1+x^{2} y^{2}\right)\left[\Lambda_{-1}\left(O, \frac{R^{\prime}}{y}\right]-\left(R^{\prime 2}\right) y^{-2} \Lambda_{+1}\left(\frac{R^{\prime}}{y}, \omega\right)\right] \\
& +\left(1+y^{2}\right)\left[R^{2} A_{+j}(R y, \infty)-y^{-2} \Lambda_{-1}(O, R y)\right]
\end{aligned}
$$

Now consider the $M=+1$ case.

$$
\begin{align*}
I(1,1) & =(6 \pi)^{1 / 2} \sum_{\ell=1}^{\infty} P_{l I}(z)\left[-\frac{q_{\ell},-1, l}{(2 \ell+1)(2 \kappa-1)}+\frac{e_{\ell+1, \ell}\left(R, R^{\prime}\right)}{(2 \ell+3)(2 \ell+1)}\right] \\
& =\frac{(6 \pi)^{1 / 2}}{R R^{\prime}} \sum_{\ell=1}^{\infty} P_{\ell 1}(z)\left[-H_{1}+H_{2}+R^{2}\left(-H_{4}+H_{3}\right)\right] x^{\ell} \tag{A3.24}
\end{align*}
$$

Using the forms of $\mathrm{H}_{1}, \mathrm{H}_{2}, \mathrm{H}_{3}$ and $\mathrm{H}_{4}$ derjived previously we get

$$
\mathrm{H}_{2}-\mathrm{R}^{2} \mathrm{H}_{4}=\int_{0}^{1} \mathrm{y}^{2 l}\left(\mathrm{y}^{2}-1\right) \mathrm{a}_{2}(\mathrm{y}) \mathrm{dy}
$$

and $\quad \mathrm{R}^{2} \mathrm{H}_{3}-\mathrm{H}_{1}=\left(\mathrm{R}^{\mathrm{t}}\right)^{2} \mathrm{q}_{3}(\mathrm{l})\left(\frac{\mathrm{x}^{2}}{2 \ell+3}-\frac{1}{2 \ell-\mathrm{J}}\right)+$

$$
+\left(R^{\prime}\right)^{2} \int_{0}^{1} y^{2 l}\left(l-x^{2} y^{2}\right) q_{3}(y) d y
$$

The Legendre series of equation (A3.24) is sunmed using the relation

$$
\begin{equation*}
\sum_{\ell=m}^{\infty} t^{\ell} p_{\ell m}(z)=\frac{\left(1-z^{2}\right)^{m / 2}(2 m-1)!!t^{m}}{\left(1-2 t z+t^{2}\right)^{m+1 / 2}} \tag{A3.25}
\end{equation*}
$$

In pasiculan

$$
\begin{aligned}
& \sum_{\ell=1}^{\infty} P_{\ell l}(2) x^{8}\left(\frac{x^{2}}{2 \ell+3}-\frac{1}{2 \ell-1}\right) \\
& =\sum_{l=1}^{\infty} P_{\ell, 1}(2) x^{\ell} \int_{0}^{1}\left(x^{2} y^{2 \ell+2}-y^{2 n-2}\right) d y \\
& =-x \sin \theta \int_{0}^{1}-\frac{\left(1 \cdots x^{2} y^{4}\right)}{\left(1-2 x z y^{2}+x^{2} y^{4}\right)^{3 / 2}} d y
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{\ell=1}^{\infty} p_{\ell 1}(z) x^{\ell} \int_{0}^{1} y^{2 \ell}\left[\left(y^{2}-1\right) q_{2}(y)+\left(R^{1}\right)^{2}\left(1-x^{2} y^{2}\right) q_{3}(y)\right] d y \\
& =x \sin \theta \int_{0}^{1} \frac{T^{\prime}(y)}{\left(1--2 x z y^{2}+x^{2} y^{4}\right)^{3 / 2}} d y
\end{aligned}
$$

where

$$
\begin{aligned}
T^{\prime \prime}(y)= & 1 / 2\left(1-y^{2}\right)\left[A_{-1}(0, R y)-R^{2} y^{2} A_{+1}(0, R y)\right] \\
& +1 / 2\left(1-x^{2} y^{2}\right)\left[y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)-\left(R^{\prime}\right)^{2} \Lambda_{+1}\left(0, \frac{R^{\prime}}{y}\right)\right]
\end{aligned}
$$

Thus conbining these results we get

$$
\begin{equation*}
I(I, I)=\frac{(6 \pi)^{1 / 2}}{2} \frac{\sin \theta}{\left(R^{1}\right)^{2}} \int_{0}^{1} \frac{T_{2}(y) d y}{\left(1-2 x z y^{2}+x^{2} y^{4}\right)^{T / 2}} \tag{A.26}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{2}(y)=\left(1-y^{2}\right) & {\left[\Lambda_{-1}(0, R y)-R^{2} y^{2} A_{+1}(0, R y)\right] } \\
& +\left(1-x^{2} y^{2}\right)\left[y^{2} A_{-1}\left(0, \frac{R^{\prime}}{y}\right)-\left(R^{\prime}\right)^{2} A_{+1}\left(0, \frac{R^{\prime}}{y}\right)^{-1}\right] \\
& -\left(1-x^{2} y^{4}\right)\left[A_{-1}\left(0, R^{\prime}\right)-\left(R^{\prime}\right)^{2} \Lambda_{+1}\left(0, R^{\prime}\right)\right] \tag{A3.27}
\end{align*}
$$

In this case equation ( 03.13 ) beconcos

$$
I(\Omega, M)=\left(20_{\pi}\right)^{1 / 2} \sum_{\ell=M}^{\infty} P_{\ell m}(r) \sum_{\lambda} G_{\lambda \ell}\left(R, R^{\prime}\right) \quad y(\ell, \lambda, 2, A)
$$

and the form of $y(l, \lambda, 2, m)$ rostrices $\lambda$ to be $\ell-2$, $f$ or $\ell+2$. Evaluating $f(2, \lambda, 2, \mathrm{Fi})$ tin the case $M=0$ we get

$$
\begin{align*}
& I(2,0)=(5 \pi)^{1 / 2} \sum_{\ell=0}^{\infty} P_{\ell}(z)\left[\frac{3 \ell(\ell-1) g_{\ell-2, \ell}\left(R, R^{\prime}\right)}{(2 \ell-3)(2 \ell-1)(2 \ell+1)}\right. \\
& \left.\quad+\frac{2 \ell(\Omega+1) \ell_{\ell \ell}\left(R, R^{\prime}\right)}{(2 \ell-1)(2 \ell+1)(2 \ell+3)}+\frac{3(\ell+1)(\Omega+2) g_{\ell+2, \ell^{\prime}}\left(R, R^{\prime}\right)}{(2 \ell+1)(2 \ell+3)(2 \Omega+5)}\right] \tag{A3.28}
\end{align*}
$$

Using the explicit forms of $G$ en, we get

$$
\begin{equation*}
i(1,0)=\frac{\left(5_{T}\right)^{1 / 2}}{R^{1}} \sum_{\ell=0}^{\infty} P_{\ell}(Z) x^{\ell}\left[P^{-2}\left(V_{1}+V_{2}\right)+V_{3}+V_{4}+R^{2}\left(V_{5}+V_{C}\right)\right] \tag{A3.29}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{1}=\frac{3 \ell(l-1)}{(2 l-3)(2 \ell-1)} \int_{0}^{1} A_{-2}\left(0, \frac{R^{\prime}}{y}\right) y^{2 l} d y \\
& V_{2}=\frac{-3 \ell(l-1)}{(2 \ell-1)(2 \ell+1)} \int_{0}^{1} A_{-2}(0, R y) y^{2 l-4} d y \\
& V_{3}=\frac{2 \ell(\ell+1)}{(2 l-1)(2 \ell+3)} \int_{0}^{1} A_{0}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
& V_{1}=\frac{-2 \ell(\ell+1)}{(2 l-1)(2 \ell+3)} \int_{0}^{1} A_{0}\left(0, R_{y}\right) y^{2 l} d y \\
& V_{5}=\frac{3(\ell+1)(\ell+2)}{(2 \ell+3)(2 l+5)} \int_{0}^{1} A_{+2}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
& V_{6}=-\frac{3(l+1)(\ell+2)}{(2 \ell+1)(2 \ell+3)} \int_{0}^{1} \Lambda_{+2}(0, R y) y^{2 \ell+4} d y
\end{aligned}
$$

The \& factors preceding these terms may be simplified by use of partial fractions so that

$$
\begin{aligned}
& v_{1}=3 / 8\left[J_{8}+3 J_{y}+2 \int_{0}^{1} A_{-2}\left(0, \frac{1!}{y}\right) y^{2 \ell} d y\right] \\
& v_{2}=3 / 8\left[3 J_{1}+J_{2}-2 \int_{0}^{1} A_{-2}(0, R y) y^{2 \ell-4} d y\right] \\
& v_{3}=1 / 8\left[3 J_{9}-3 J_{10}+4 \int_{0}^{1} A_{0}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y\right] \\
& v_{4}=-1 / 8\left[3 J_{3}-3 J_{4}+4 \int_{0}^{1} A_{0}(0, R y) y^{2 l} d y\right] \\
& v_{5}=-3 / 8\left[J_{11}+3 I_{12}-2 \int_{0}^{1} A_{+2}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y\right] \\
& v_{6}=-3 / 8\left[J_{5}+3 J_{6}+2 \int_{0}^{1} A_{+2}(0, R y) y^{2 \ell+4} d y^{2}\right]
\end{aligned}
$$

Using the procedures utilized in evaiuating $H_{l \rightarrow 4}$ we have

$$
\begin{aligned}
& J_{1}=\frac{l}{(2 \ell+1)} \int_{0}^{1} A_{-2}(0, R y) y^{2 l-4} d y \\
&=\frac{r_{1}(1)}{(2 \ell+1)}-\int_{0}^{1} y^{2 \ell} r_{1}(y) d y \\
& r_{1}(y)=1 / 4\left[R^{1} A_{+2}(0, R y)-y^{-4} A_{-2}(0, R y)\right] \\
& J_{2}=\frac{1}{(2 \ell-1)} \int_{0}^{1} A_{-2}(0, R y) y^{2 l-4} d_{i} \\
&=\frac{p_{1}(1)}{(2 \ell-1)}-\int_{0}^{1} y^{2 \ell-2} p_{1}(y) d y \\
& p_{1}(y)=1 / 2\left[P^{2} A_{0}(0, R y)-y^{-2} A_{-2}(0, R y)\right] \\
& J_{3}=\frac{1}{(2 \ell-1)} \int_{0}^{1} A_{0}(0, R y) y^{2 \ell} d y \\
&=\frac{p_{1}(1)}{(2 l-1) R^{2}}-\frac{1}{R^{2}} \int_{0}^{1} y^{2 \ell} p_{1}(y) d y
\end{aligned}
$$

$$
\begin{aligned}
& J_{4}=\frac{1}{(2 \ell+3)} \int_{0}^{1} n_{0}(0, R y) y^{2 \ell} d y \\
&=\frac{p_{2}(1)}{(2 \ell+3)}-\int_{0}^{1} y^{2 \ell+2} r_{3}(y) d y \\
&\left.p_{3}(y)=1 / 2 \Gamma r^{2} A_{+2}(0, R y)-y^{-2} A_{0}(0, R y)\right] \\
& J_{5}=\frac{1}{(2 \ell+3)} \int_{0}^{1} A_{+2}(0, I y) y^{2 \ell+4} d y \\
&=\frac{p_{3}(1)}{R^{2}(2 \ell+3)}-\frac{1}{R^{2}} \int_{0}^{1} y^{2 \ell+4} p_{3}(y) d y \\
& J_{6}=\frac{1}{(2 \ell+1]} \int_{0}^{1} A_{1}(0, R y) y^{2 \ell+4} d y \\
&=\frac{r_{1}(1)}{(2 \ell+1) R^{14}}-\frac{1}{R^{4}} \int_{0}^{3} y^{2 \ell+4} r_{1}(y) d y
\end{aligned}
$$

Ir the remaining integrals jit is necessary to allow ror the possewity that $\ell=0$ or 1 in the definitions of the $r(y)$ and $p(y)$ functions. We consider $\& \geqslant C$ initially and indicate the differences for $\ell \geqslant 1$ and $\ell \geqslant 2$ later.

$$
\begin{aligned}
& J_{7}=\frac{1}{(2 \ell-3)} \int_{0}^{1} A_{-2}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
&=r_{2}(1) \\
&(2 \ell-3) \int_{0}^{1} y^{2 \ell-4} r_{2}(y) d y \\
& r_{2}(y)=l_{4}\left[y^{4} A_{-2}\left(0, \frac{R^{\prime}}{y}\right)+R^{\prime 4_{4}} A_{+2}\left(\frac{R^{\prime}}{y}, \infty\right)\right] \\
& J_{8}=\frac{1}{(2 \ell-1)} \int_{0}^{1} A_{-2}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
&=\frac{p_{4}(1)}{(2 \ell-1)}-\int_{0}^{1} y^{2 \ell-2} p_{4}(y) d y \\
& p_{4}(y)=1 / 2\left[y^{2} A_{-2}\left(0, \frac{R^{\prime}}{y}\right)+\left(R^{\prime}\right)^{2} \Lambda_{0}\left(\frac{P^{\prime}}{y},,^{\infty}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& J_{g}=\frac{1}{(20-1)} i_{0}^{1} n_{0}\left(0, \frac{1 i}{y}\right) y^{2 n} d y \\
& =\frac{p_{1}(1)}{(2,2-1)} \cdots \int_{0}^{1} y^{2 g-2} p_{5}(y) d y \\
& p_{0}(y)=1 / 2\left[y^{2} \Lambda_{0}\left(O_{0}, \frac{R^{\prime}}{y^{\prime}}\right)+\left(R^{\prime}\right)^{2} \Lambda_{+2}\left(\frac{R^{\prime}}{y^{\prime}}, \infty\right)\right] \\
& T_{10}=\frac{1}{(2 \ell+3)} \int_{0}^{1} A_{0}\left(0, \frac{R 1}{y}\right) y^{2 \ell} d y \\
& =\frac{p_{6}(1)}{(2 \ell+3)} \cdot \int_{0}^{1} y^{2 \ell+2} p_{6}(y) d y \\
& p_{6}(y)=1 / 2\left[\left(R^{\prime}\right)^{-2} A_{-2}\left(0, \frac{R^{\prime}}{y}\right)-y^{-2} A_{0}\left(0, \frac{R^{\prime}}{y}\right)\right] \\
& J_{11}=\frac{1}{(2 \lambda+3)} r_{0}^{1} A_{+2}\left(0, \frac{E^{\prime}}{y}\right) y^{2 \ell} d y \\
& =\frac{p_{7}(I)}{(2 x+3)}-f_{0}^{1} y^{2 \rho+2} p_{7}(y) d y \\
& p_{7}(y)=1 / 2\left[\left(R^{\prime}\right)^{-2} A_{0}\left(O, \frac{R^{\prime}}{y}\right)-y^{-2} f_{+2}\left(0, \frac{R^{\prime}}{y}\right)\right] \\
& J_{12}=\frac{1}{2 \ell+5} \int_{0}^{1} A_{1}\left(0, \frac{R^{\prime}}{y}\right) y^{2 \ell} d y \\
& =\frac{r_{3}(1)}{(2 \Omega+5)}-\int_{0}^{1} y^{2 \alpha+4} r_{3}(y) d y \\
& r_{3}(y)=1 / 4\left[\left(R^{\prime}\right)^{-4} A_{-2}\left(0, \frac{R^{\prime}}{y}\right)-y^{-4} A_{+2}\left(0, \frac{R^{\prime}}{y}\right)\right]
\end{aligned}
$$

If $\ell \geqslant 1 J_{8}$ and $J_{9}$ may be replaced by

$$
\begin{aligned}
& J_{8}=\frac{\left(R^{\prime}\right)^{2} p_{6}(1)}{(2 \chi-1)}-\left(R^{\prime}\right)^{2} \int_{0}^{1} y^{2 \ell} p_{6}(y) d y \\
& J_{9}=\frac{\left(R^{\prime}\right)^{2} g_{7}(1)}{(2 \ell-1)}-\left(R^{\prime}\right)^{2} \int_{0}^{1} y^{2 \ell} p_{7}(y) d y
\end{aligned}
$$

and if $\ell \geqslant 2 \quad J_{7}$ becomes

$$
J_{y}=\frac{\left(R^{\prime}\right)^{4} r_{0}(1)}{(22-j)}-\left(R^{\prime}\right)^{4} j_{0}^{2} y^{22} r_{3}(y) d y
$$

Combining these results, we have

$$
\begin{equation*}
R^{-2} \cdot V_{2}+V_{4}+R^{2} V_{6}=\int_{0}^{1} y^{2 l} Q(y) d y \tag{A3.30}
\end{equation*}
$$

with

$$
Q(y)=-\frac{\left(3+2 y^{2}+3 y^{4}\right)}{32 R^{2} y^{4}}\left[3 A_{-2}(0, R y)+2 R^{2} y^{2} \Lambda_{0}(0, R y)+3 R^{4} y^{4_{4}} A_{+2}(0, R y)\right]
$$

and

$$
\begin{align*}
& R^{-2} V_{1}+V_{3}+R^{2} V_{5}=\frac{9 r_{2}(1)}{8 R^{2}}\left[\frac{1}{2 \ell-3}-\frac{x^{4}}{2 \ell+5}\right] \\
& \quad+3 / 8\left[R^{-2} p_{4}(1)+p_{5}(1)\right]\left[\frac{1}{(2 \ell-1)}-\frac{x^{2}}{2 \ell+3}\right]+\int_{0}^{1} y^{2 \ell} Q^{\prime}(y) d y \tag{A3.31}
\end{align*}
$$

with

$$
Q^{\prime}(y)=\frac{1}{32 R^{2}}\left[3 R^{4}\left(3+2 y^{2}+3 y^{4}\right) A_{+2}(0, \infty)\right.
$$

$+\left(3+2 x^{2} y^{2}+3 x^{4} y^{4}\right)\left\{3 A_{-2}\left(0, \frac{R^{\prime}}{y}\right)-2\left(R^{\prime}\right)^{2} y^{-2} A_{0}\left(\frac{R^{\prime}}{y}, \infty\right)-\left(R^{\prime}\right)^{4} y^{-4} A_{+2}\left(\frac{R^{\prime}}{y^{\prime}}, \infty\right)\right\}$

$$
\left.+2 R^{2}\left(3 y^{2}+2+3 x^{2} y^{2}\right) A_{0}(0, \infty)\right]
$$

The series

$$
\sum_{\ell=0}^{\infty} p_{\ell}(z) x^{\ell}\left(\frac{1}{2 \ell-3}-\frac{x^{4}}{2 \ell+5}\right)
$$

may be written as

$$
\begin{equation*}
\sum_{\lambda=2}^{\infty}\left(\frac{P_{\lambda+2}(z)-P_{\lambda-2}(z)}{(2 \lambda+1)}\right) x^{\lambda+2}+\sum_{\ell=0}^{3} \frac{1}{2 \ell-3} P_{\ell}(z) x^{\ell} \tag{A3.32}
\end{equation*}
$$

but for $\lambda \geq$ ?

$$
\begin{aligned}
& \frac{P_{\lambda+2}(u)-P_{\lambda-2}(z)}{2 \lambda+1}=-s_{z}^{1}\left[P_{\lambda+1}(1)+P_{\lambda-1}(i)\right] d t \\
&+2 f_{2}^{1} d t f_{t}^{1} P_{\lambda}(1) d u
\end{aligned}
$$

and

$$
\int_{Z_{i}}^{1} d t f_{t}^{1} P_{\lambda}(11) \dot{a}_{1}=s_{Z}^{1}\left(t-z_{Z}\right) p_{\lambda}(t) d t
$$

thus for $\lambda \geqslant 2$

$$
\frac{P_{\lambda+2}(z)-P_{\lambda-2}(z)}{(2 \lambda+1)}=\int_{z}^{2}\left[2(t-z) P_{\lambda}(t)-P_{\lambda+1}(t)-P_{\lambda-1}(t)\right] d t
$$

With the convention $\mathrm{P}_{\mathrm{n}}^{\mathrm{m}}(z)=0 \quad \mathrm{n}<\mathrm{m}$ the :ammation or (A.32) mety be extended to include $\lambda=0,1$.

Thererore

$$
\begin{gathered}
\sum_{\ell=0}^{\infty} \cdot x^{\ell} \frac{P_{\ell+2}(z)-P_{\ell,-2}(z)}{(2 \ell+1)}=\sum_{\ell=0}^{\infty} x^{\ell} \int_{z}^{1}\left[2(i-z) P_{\ell}(t)-P_{\ell+1}(t)-P_{\ell-1}(t)\right] d t \\
+x /_{3}+2 z-1
\end{gathered}
$$

The sumnation is done by using the generating function for the Legendre polymomials, ard doing the integration wi.th respect to $t$ we get

$$
\begin{align*}
& \sum_{\ell=0}^{\infty} x^{s,} \frac{P_{\ell+2}(z) \cdot-P_{\Omega}(z)}{(2 \ell+1)}=-1 / 3 \frac{\left|R-R^{\prime}\right|^{3}}{R^{13}}-\frac{2 x z\left|R-R^{\prime}\right|}{R^{1}} \\
& =-\frac{\left(1+4 x z^{2}\right)}{3 R^{1}}\left|\underset{\sim}{\mid R-R_{\sim}^{\prime}}\right| \tag{A3.33}
\end{align*}
$$

The second series $\sum_{\ell=0}^{\infty} x^{\ell} P_{\ell}(z)\left[\frac{1}{2 \ell-1}-\frac{x^{2}}{2 \ell+3}\right]$ has been done previously and is equal to

$$
-\frac{\left|R-R^{\prime}\right|}{R^{\prime}}
$$

Ithe find expression for $I(2,0)$ is

$$
\begin{align*}
I(2,0)= & -\frac{3(5 \pi)^{1 / 2}}{8 R^{2}\left(R^{1}\right)^{2}}\left|R-P_{\sim}\right|\left[P_{i}(1)+n^{2} p_{5}(1)+r_{2}(1)\left(1+4 \times 2 x^{2}\right)\right] \\
& +\frac{(5 \pi)^{1 / 2}}{R^{1}} \int_{0}^{1} \frac{\left(0(y)+Q^{1}(y)\right)}{\left(1-2 x^{2} y^{2}+x^{2} y^{4}\right)^{1 / 2}} d y \tag{13.34}
\end{align*}
$$

For M $=1$, equation (A3.1\%) becomes

$$
\begin{align*}
I(2,1)= & (30 \pi)^{1 / 2} \sum_{\ell=1}^{\infty} P_{\ell I}(z)\left[-\frac{(\ell-1) G_{\ell-2, \ell}\left(R, F^{\prime}\right)}{(2 \ell-3)(2 \ell-1)(2 \ell+I)}\right. \\
& \left.-\frac{G_{\ell \ell}\left(R, R^{\prime}\right)}{(2 \ell-1)(2 \ell+1)(2 \ell+3)}+\frac{(\ell+2) \sum_{l+2, \ell}\left(R_{3}, R^{\prime}\right)}{(2 \ell+1)(2 \ell+3)(2 \ell+5)}\right] \quad(A 3.35)  \tag{43.35}\\
= & \frac{\left(30_{\pi}\right)^{1 / 2}}{R^{\prime}} \sum_{\ell=1}^{\infty} P_{\ell .1}(z) x^{\ell}\left[R^{n 2}\left(V_{1}+V_{2}\right)+V_{3}+V_{4}+R^{2}\left(V_{G^{\prime}}+V_{6}\right)\right]
\end{align*}
$$

with

$$
\begin{aligned}
& V_{1}=-1 / 4\left(J_{7}+J_{8}\right) \\
& V_{2}=1 / 4\left(3 J_{1}-J_{2}\right) \\
& V_{3}=1 / 4\left(J_{10}-J_{9}\right) \\
& V_{4}=1 / 4\left(J_{3}-J_{4}\right) \\
& V_{5}=1 / 4\left(J_{11}+J_{12}\right) \\
& V_{6}=1 / 4\left(J_{5}-3 J_{6}\right)
\end{aligned}
$$

using the results obtained in the $I(2,0)$ case. Then

$$
R^{-2} \dot{V}_{2}+V_{4}+R^{2} V_{6}=r_{0}^{1} y^{2 \ell} Q(y) d y
$$

where

$$
\begin{aligned}
& Q(y)=\frac{1}{16}\left(1-y^{\prime}\right) R^{-2}\left[2 R^{2} y^{-2}\left(1-y^{2}\right) \Lambda_{0}(0,1 y)\right. \\
&\left.+\left(1+y^{2}\right)\left\{y^{-4} \Lambda_{-2}(0, R y)-1 B^{4} \Lambda_{+2}(0, R y)\right]\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& R^{-2} V_{1}+V_{3}+R^{2} V_{5}=\frac{r_{2}(1)}{4 R^{2}}\left(-\frac{1}{2 V-3}+\frac{x^{4}}{2 \ell+5}\right) \\
& \quad+\frac{1}{4 x^{2}}\left(-\frac{1}{2 \ell-1}+\frac{x^{2}}{2 \ell+3}\right)\left\{p_{6}(1)+R^{2} p_{7}(1)\right\}+\int_{0}^{1} Q^{1}(y) y^{2 \Omega} d y
\end{aligned}
$$

with

$$
\begin{aligned}
Q^{\prime}(y)= & \frac{\left(1-x^{2} y^{2}\right)}{16 R^{2}}\left[\left(x^{2} y^{2}+3\right) A-2\left(0, \frac{R^{\prime}}{y}\right)+\left(1+3 x^{2} y^{2}\right)\left(R^{1}\right)^{4} y^{-1} A_{+2}\left(\frac{R^{\prime}}{y}, m\right)\right. \\
& \left.-2\left(R^{\prime}\right)^{2} y^{-2}\left(1-x^{2} y^{2}\right) A_{0}\left(0, \frac{R^{\prime}}{y}\right)\right] \\
& -\left(2-3 x^{2} y^{2}+x^{2} y^{6}\right) \frac{\left(R^{1}\right)^{2}}{16 y^{2}} A_{+2}(0, \infty)
\end{aligned}
$$

The series

$$
\sum_{\ell=1 .}^{\infty} P_{\ell \perp}(z) x^{\ell}\left(\frac{x^{2}}{2 \ell+3}-\frac{1}{2 \ell-1}\right)
$$

has been evaluated previously and is equal to

$$
-x \sin \theta \int_{0}^{1} \frac{\left(1-x^{2} y^{14}\right)}{\left(1-2 x z y^{2}+x^{2} y^{1!}\right)^{3 / 2}} d y
$$

The techniques used to evaluate this result cannot be used for the series

$$
\sum_{\ell=1}^{\infty} P_{\ell \perp}(z) x^{\ell}\left(\frac{x^{4}}{2 \ell+5}-\frac{1}{2 \ell-3}\right)
$$

But

$$
\begin{aligned}
& \sum_{\ell=1}^{\infty} P_{Q .1}(0) x^{2}\left(\frac{x^{4}}{2 x+1}-\frac{7}{2!-3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sin \theta x^{2}\left[\frac{1}{x} \sum_{i=0}^{Q} P_{\ell}(z) x^{y}+x \sum_{\ell=0}^{\infty} F_{i}(z) x^{y}\right. \\
& -2\left[\int_{2}^{1} \sum_{\ell=0}^{\infty} P_{\ell}(t) x^{\ell} d t-1+\frac{1}{x}-\cdots\right] \\
& =\frac{R \sin \theta}{\square R-R_{\sim}^{T}}
\end{aligned}
$$

When these rosults are combined we get

Where

$$
T_{4}(y)=x y^{2}\left(Q(y)+Q^{\prime}(y)\right)-\frac{1}{4 x}\left(1-x^{2} y^{4}\right)\left(p_{6}(1)+\bar{r}^{2} p_{7}(1)\right)
$$

Since $\left|\underset{\sim}{R}-R_{\sim}\right|^{-1}$ is singular when $\underset{\sim}{R}=\underset{\sim}{R^{\prime}}$, as is the integrand of equation (A3.36), the two terans are conbined to remove any singularities. Since

$$
\frac{R^{\prime}}{\mid \underset{\sim}{R-R} T}=1+\int_{0}^{1} \frac{2 x y\left(2-x y^{2}\right)}{\left(1-2 x y^{2}+x^{2} y^{4}\right)^{8}} d y
$$

Equation ( A 3.36 ) becomes
$I(2,1)=\left(30_{\pi}\right)^{1 / 2} \frac{\sin \theta}{R^{1}}\left[\int_{0}^{1} \frac{T_{4}(y)}{\left(1-2 x z y^{2}+x^{2} y^{4}\right)^{\frac{3}{2}}} d y+\frac{r_{2}(1)\left(1-4 x z+x^{2}\right)}{4 x}\right]$
(A3. 37 )
where

$$
T_{4}(y)=T_{4}(y)+\frac{2 y\left(z-y^{2}\right)}{4} r_{2}(1)
$$

For $M=2$, equation ( A 3.13 ) becomes

$$
\begin{align*}
& =\left(\frac{15 \pi}{2}\right)^{\frac{1}{2}} \frac{1}{R^{1}} \prod_{\ell=2}^{\infty} P_{\ell .2}(z)\left[i^{-2}\left(V_{1}+V_{2}\right)+V_{3}+V_{4}+R^{2}\left(V_{5}+V_{0}\right)_{-}^{-}\right] \tag{A3.39}
\end{align*}
$$

where

$$
\begin{array}{ll}
V_{1}=1 / 2\left(J_{7}-J_{8}\right) & V_{2}=1 / 2\left(J_{1}-J_{2}\right) \\
V_{3}=1 / 2\left(J_{10}-J_{9}\right) & V_{14}=1 / 2\left(J_{3}-J_{14}\right) \\
V_{5}=1 / 2\left(J_{11}-J_{12}\right) & V_{6}=\frac{1}{2}\left(J_{5}-J_{6}\right)
\end{array}
$$

$J_{1-12}$ are as defined oreviously alloung for the fact that $\ell \geqslant 2$. Fhen

$$
R^{-2} V_{2}+V_{14}+R^{2} V_{6}=\int_{0}^{1} y^{2 \ell} Q(y) d y
$$

where

$$
Q(y)=-1 / 8\left(1-y^{2}\right)^{2}\left[R^{2} A_{+2}(0, R y)-2 y^{-2} A_{0}(0, R y)+R^{-2} y^{-4} A_{-2}(O, R y)\right]
$$

and

$$
\begin{aligned}
& R^{-2} V_{1}+V_{3}+R^{2} V_{5}=\frac{\left(R^{\prime}\right)^{2} r_{3}(1)}{2 x^{2}}\left(\frac{1}{2 \ell-3}-\frac{x^{4}}{2 \ell+5}\right) \\
& \quad-1 / 2\left(R^{\prime}\right)^{2}\left(\frac{1}{2 \cdot-1}-\frac{x^{2}}{2 \ell+3}\right)\left(R^{-2} p_{6}(1)+p_{7}(1)\right)+\int_{0}^{1} y^{2 \ell} Q^{\prime}(y) d y
\end{aligned}
$$

with
$Q^{\prime}(y)=1 / 8 x^{-2}\left(1-x^{2} y^{2}\right)^{2}\left[\left(R^{\prime}\right)^{2} y^{-2} A_{+2}\left(0, \frac{R^{\prime}}{y}\right)-2 y^{-2} A_{0}\left(O, \frac{R^{1}}{y}\right)+R^{\prime 2} A_{-2}\left(O, \frac{R^{1}}{y}\right)\right]$

The series of equation ( A 3.30 ) can now be sumed using the generating function for $P_{\ell, 2}(z)$. Thus

$$
\sum_{\ell=2} \Gamma_{\ell 2}(z) x^{\ell}\left(\frac{1}{2 \Omega-1}-\frac{x^{2}}{2!+3}\right)=3 x^{2} \sin ^{2} 0 \int_{0}^{1} \frac{y^{2}\left(1-x^{2} y^{4}\right)}{\left(1-2 x y^{2}+x^{2} y^{4}\right)^{82}}
$$

and

$$
\sum_{\ell=2}^{\infty} \int_{\ell 2}(z) x^{\ell}\left[\frac{1}{2 \ell-3}-\frac{y^{4}}{2 \ell+5}\right]=3 x^{2} \sin ^{2} \theta \int_{0}^{1} \frac{\left(1-x^{4} y^{8}\right)}{\left(1-2 x y^{2}+x^{2} y^{\prime 4}\right)^{8}} d y^{2}
$$

and the Cinal rocult is

$$
\begin{equation*}
I(2,2)=\left(\frac{15 \pi}{2}\right)^{1 / 2} \frac{3 \sin ^{2} \theta}{R^{1}} \int_{0}^{1} \frac{T_{5}(y)}{\left(1-2 x a y^{2}+x^{2} y^{14}\right)^{1 / 2}} \tag{A3.40}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{5}(y)= & x^{2} y^{4}\left(Q(y)+Q^{1}(y)\right)+1 / 2\left(P_{1}^{1}\right)^{2}\left(I-x^{4} y^{8}\right) r_{3}(1) \\
& -1 / 2 y^{2}\left(1-x^{2} y^{4}\right)\left(p_{6}(1)+R^{2} p_{7}(I)\right)
\end{aligned}
$$

The above analysis gives a method on educher the morix elenents to single dimension integrals on the interval $[0,1]$, which are calculated numerice ally.

The matrix elenents $F\left(L_{1} M_{1} L_{2} M_{2}\right)$ evaluated with respect to the axes in the $\underset{\sim}{R}$ divection for $R$ < $\mathrm{R}^{\prime}$ can now be obtained. Using equation (A3.7) we have

$$
\begin{aligned}
& F(0,0 ; 1,0)=I(1,0) \\
& F(0,0 ; 1,1)=I(1,1) \\
& F(1,0 ; 1,0)=(4 \pi)^{-1 / 2} I(0,0)+(5 \pi)^{1 / 2} I(2,0) \\
& F(1,0 ; 1,1)=\left(\frac{3}{20 \pi}\right)^{1 / 2} I(2,1) \\
& P(1,1 ; 1,1)=(4 \pi)^{-1 / 2} I(0,0)-(20 \pi)^{1 / 2} I(2,0) \\
& F(1,1 ; 1-1)=-\left(\frac{3}{10 \pi}\right)^{1 / 2} I(2,2)
\end{aligned}
$$

 obtainod using the: synmery relations

$$
\begin{aligned}
F\left(\mathrm{I}_{1}, \mathrm{~F}_{1}^{\prime} 1 ; \mathrm{L}_{2}, M_{2}\right) & =F\left(\mathrm{~L}_{2} \mathrm{~N}_{2} ; \mathrm{L}_{1} M_{1}\right) \\
& =(-1)^{M_{1}+\mathrm{H}_{2}} \mathrm{~F}^{\Gamma}\left(\mathrm{I}_{1}-\mathrm{NH}_{1}, \mathrm{~L}_{2}-\mathrm{H}_{2}\right)
\end{aligned}
$$

To evalume the tro centred matrix elemons in the chosen directon of quantisation we use equation ( 13.4 )
wi.th

Where ( $0, \phi$ ) are the polar angies of $\underset{\sim}{\hat{R}}$ ard $\mathrm{r}_{\mathrm{m}} \mathrm{L}_{\mathrm{m}}^{\mathrm{L}}(\theta)$ are the rotation matrix elements dorined in Mesciah Vol.JT, then

$$
\begin{aligned}
& I(0,0 ; 1,0)= \cos \theta F(0,0 ; 1,0)-\sqrt{2} \sin \theta F(0,0 ; 1,1) \\
& I(0,0 ; 1,1)=-e^{i \phi}\left[\frac{1}{\sqrt{2}} \sin \theta F(0,0 ; 1,0)+\cos \theta F(0,0 ; 1,1)\right] \\
& I(1,0 ; 1,0)= \cos ^{2} \theta F(1,0 ; 1,0)+\sin ^{2} \theta F(1,1 ; 1,1) \\
&-\sin ^{2} \theta F(1,1 ; 1,-1)-2 \sqrt{2} \sin \theta \cos \theta F(1,0 ; 1,1) \\
& I(1,0 ; 1,1)=e^{-i \phi}\left[\frac{1}{\sqrt{2}} \sin \theta \cos \theta F(1,0 ; 1,0)\right. \\
&-\frac{1}{\sqrt{2}} \sin \theta \cos \theta F(1,1 ; 1,1)+\frac{1}{\sqrt{2}} \sin \theta \cos \theta F(1,1 ; 1,-1) \\
&\left.+\left(\cos ^{2} \theta-\sin ^{2} \theta\right) F(1,0 ; 1,1)\right] \\
& \cdot \quad(1,-1,1,1,1,1)=1 / 2 \sin ^{2} \theta F(1,0 ; 1,0)+1 / 2\left(1+\cos ^{2} \theta\right) F(1,1 ; 1,1) \\
&+1 / 2\left(1-\cos ^{2} \theta\right) F(1,1 ; 1,-1)+\sqrt{2} \sin \theta \cos \theta F(1,0 ; 1,1)
\end{aligned}
$$

and

$$
\begin{aligned}
& I(1,1 ; 1,-1)=e^{2 i 4}[-1 / 2 \sin \theta[(1,0 ; 1,0) \\
& +1 / 2\left(1-\cos ^{2} \theta\right) F(1,1 ; 1,1)+1 / 2\left(1+\cos ^{2} 0\right) F(1,1 ; 1,-1) \\
& \quad-\sqrt{2} \sin \theta \cos , F(1,0 ; 1,1)]
\end{aligned}
$$

The relaining expressions for $T\left(\mathrm{~L}_{1}, \mathrm{M}_{1} ; \mathrm{T}_{2}, \mathrm{M}_{2}\right) ; \mathrm{L}_{1}, \mathrm{I}_{2} \leqslant \mathrm{~L}$ are obtained using the relation

$$
\begin{aligned}
I\left(L_{1}, M_{1} ; L_{2}, M_{2}\right) & =(-L)^{M_{1}+M_{2}} I_{1}^{*}\left(L_{1},-M_{1} ; L_{2},-M_{2}\right) \\
& =I^{*}\left(L_{2}, M_{2} ; L_{1}, M_{1}\right)
\end{aligned}
$$

In the notation of section (J.0) the non-spherical metrix plements aro

$$
\begin{aligned}
& \left.\begin{array}{l}
\mu_{13}\left(t, t^{\prime}\right)=T(0,0 ; 1,0) \\
\mu_{14}\left(t, t^{\prime}\right)=I(0,0 ; 1,1) \\
\mu_{15}\left(t, t^{\prime}\right)=(-1) I^{*}(0,0 ; 1,1)
\end{array}\right\} \quad \begin{array}{l}
\text { winh } f^{\prime}\left(1^{\prime}\right)=\frac{1}{\sqrt{6}} e^{-3 / 21^{2}} \\
i
\end{array} . \\
& \left.\begin{array}{l}
\mu_{23}\left(t, t^{\prime}\right)=I(0,0 ; 1,0) \\
\mu_{24}\left(t, t^{\prime}\right)=I(0,0 ; 1,1) \\
\mu_{25}\left(t, t^{\prime}\right)=(-1) I^{*}(0,0 ; 1,1)
\end{array}\right\} \quad \text { wi.th } f^{\prime}\left(r^{\prime}\right)=\frac{1}{8 \sqrt{3}}(2-r) r e^{-r} \\
& \left.\begin{array}{l}
\mu_{33}\left(t, t^{\prime}\right)=I(1,0 ; 1,0) \\
\mu_{34}\left(t, t^{\prime}\right)=I(1,0 ; 1,1) \\
\mu_{35}\left(t, t^{\prime}\right)=(-1) I^{*}(1,0 ; 1,1)
\end{array}\right\} \quad \text { with } f(r)=\frac{r^{2}}{24} e^{-T^{1}} \\
& \left.\begin{array}{l}
\mu_{44}\left(t, t^{\prime}\right)=I(1,1 ; 1,1) \\
\mu_{45}\left(t, t^{\prime}\right)=I(1,1 ; 1,-I) \\
\mu_{55}\left(t, t^{\prime}\right)=I *(1,1 ; 1,1)
\end{array}\right\} \quad \text { with } f\left(I^{\prime}\right)=\frac{m^{2}}{24} e^{-r}
\end{aligned}
$$

The $\phi$ detemben of tho 1 matix elements roguired irn section (17) is now suparent.

Throughoi this derivation we have ansuad that $R$ ' : R. Howeven the rosulte obtaned are easily convered to the case $R>R^{\prime}$. In this latter case the initial rotation of axes is made to the $R$ axis, then with the interchonge of F and R all the following analysis holds. The final rotation to the quantization axes js ron def'ined by the polar angles of ${ }_{\sim}^{r}$ '.

## hogndx IV

The expressions obtanca for the singe centrod matiy eleunhe, $V_{n_{1} n_{2}}(t)$ aro given explicitly for a conbination of ( $n_{1} n_{1} m_{1}$ ) and ( $n_{2} l_{2} m_{2}$ ) up to the m-]evel.

$$
V_{n_{1} n_{2}}(t)=n f \phi_{n_{1}}^{*}(r)\left[\frac{1}{R}-\frac{1}{\mid r-r}\right] \phi_{\sim}^{n} n_{2}^{*}(\underset{\sim}{r}) \operatorname{dr}
$$

where $n$ is the cherge of the incoming particle, and

$$
V_{n_{1} n_{2}}(t)=\eta\left[\frac{\delta_{1},}{\mathrm{P}_{1}}-\overline{\mathrm{V}}_{\mathrm{r}_{1} \mathrm{r}_{2}}(\mathrm{t})\right]
$$

where

$$
\cdot \bar{V}_{n_{1} n_{2}}(t)=\left.\int \phi_{n_{j}}^{*} \underset{\sim}{\left(J^{2}\right)} \frac{1}{T_{\sim}^{r}-{\underset{\sim}{r}}_{\sim}^{r}}\right|_{n_{2}}(\underset{\sim}{r}) d \underset{\sim}{r}
$$

We use the notation already established in Section (10), and since

$$
V_{n_{1} n_{2}}(t)=V_{n_{2} n_{1}}^{*}(t)
$$

not all possible combinations are given. Iet:

$$
\begin{aligned}
& c_{1}=1-e^{-2 R}(R+1) \\
& c_{2}=e^{-1.5 R}(3 R+2) \\
& \left.c_{3}=8-e^{-\alpha R}\left((\alpha R)^{3}+4(\alpha R)^{2}+30 R+8\right)\right), \quad \alpha=1.5 \\
& c_{4}=8-e^{-R}\left(R^{3}+2 R^{2}+6 R+8\right) \\
& c_{5}=24-e^{-R}\left(R^{4}+41 R^{3}+12 R^{2}+24 R+24\right) \\
& c_{6}=24-e^{-R}\left(R^{3}+6 R^{2}+18 R+24\right)
\end{aligned}
$$

and

$$
c_{7}=144-e^{-R}\left(R^{5}+6 R^{4}+24 R^{3}+72 R^{2}+144 R+1.44\right)
$$

then

$$
\begin{aligned}
& \vec{V}_{11}(t)=F^{-1} c_{1} \\
& \bar{V}_{12}(t)=\frac{4}{27 \sqrt{2}} c_{2} \\
& \bar{v}_{13}(t)=\frac{1}{\sqrt{2}}\left(\xi_{3}\right)^{5} \frac{\cos 0}{R^{2}} c_{3} \\
& \bar{V}_{14}(t)=-1 / 2(2 / 3)^{5} \frac{\text { sing }}{R^{2}} e^{i d} c_{3} \\
& \bar{V}_{15}(t)=-\bar{V}_{1}(t) \\
& \bar{V}_{22}(t)=\frac{1}{8 \Omega} c_{4} \\
& \bar{V}_{23}(t)=-\frac{\cos \theta}{8 R^{2}} c_{5} \\
& \ddot{\mathrm{~V}}_{24}(\mathrm{t})=\frac{1}{8 \sqrt{2}} \frac{\sin \theta}{R^{2}} e^{i \phi} c_{5} \\
& \bar{V}_{25}(t)=-\bar{V}_{2} x_{4}(t) \\
& \bar{v}_{33}(t)=\frac{1}{24 R^{1}} c_{6}+\frac{\left(3 \cos ^{2} \theta-1\right)}{24 R^{3}} c_{7} \\
& \bar{V}_{34}(t)=-\frac{3}{24 \sqrt{2}} \frac{\sin \theta \cos \theta}{R^{3}} e^{i \phi} c_{7} \\
& \bar{V}_{35}(t)=-\bar{V}_{34}(t) \\
& \bar{V}_{41}(t)=\frac{1}{24 R} c_{6}-\frac{\left(3 \cos ^{2} \theta-1\right)}{48 R^{3}} c_{7} \\
& \bar{V}_{45}(t)=-\frac{\sin ^{2} \theta}{16 R^{3}} e^{-2 i \psi} c_{7}
\end{aligned}
$$
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Pimue 4 je-2s excitation by potoms
Curve 1. Firet Bom aporoximation
2. Ono chamel appoximation
3. lto state aproximation
11. Two chanal aproxination
5. Frour siate aproximation (Flamery 1960)
6. four chamel approximation

A Tho chamel aproximation, $c^{\prime}=0.0$ a.u.

Figue 5 ls-2s excitation by protons
Curve 1. Glauber approximation (romoo and thomes 1977)
2. Onc chamel amproximation
3. Four charnel apporimation
6. Pseudo state approximation (Cheshire et al. 1970)

Pivure 6 Is-?p excitation by protons
Curve 1. First Eorm approximation
2. One chemel approximation
3. Four state approximation (Flanhery 1969)

1. Four chamel apmoximetion

Pipure $7 \quad 18-2 p$ excitation by protons
Curve 1. Glauber apmovimation (Franoo and Thomas 1971)
2. One chamel approximetion
3. Four chamel aproxination

- Pseudo state approximation (Chemhire et al. 1970)

Figue 8 1s-2s excitation by electrons
Curve 1. First Bom approximation
2. One chamel approximation
3. Two chamel approximation
4. Four channel approximation
5. . $1 \mathrm{~s}-2 \mathrm{~s}-2 \mathrm{p}$ close coupling (Burke et al. 1963)

Figure $9 \quad$ ls-2s excitation by electrons
Curve 1. One channel approximation
2. Glauber approximation (laj et al. 1970)
3. Four channel approximation .
4. 'Iwo channel approximation

- Pseudo state appoximation (Burke and Webb 1970)

Guse 7. Wrsi hom mawimation

2. Ge ohmiej aproximation
3. lour chane aproximetion
4. ]s-asi-2p close couplire apmoximation burke et al.

Curve 1. One channel aproximation
5. (Bhber apmoximation (itai ct al. 1970)
6. Fiour chamel aproximation
7. Fsoudo etate mpoxination (Eunce and Whb 1970)
$\therefore$ Eaperimenta] pointis of Loug et al. (1908)

Figue 12
G(1s-2s) $+0.23 Q(1 s-2 p)$ for electron impact
Curve 1. Four chame aporosmation
2. Glauber appoyination (Tai et al. 1970)
© Fseudo state amoxination (Pude and wob 1970)
4 Bxperimental points os kappilia et al. (1970)

Figure 13 Differential crose sections for elastic ecartering of electrons at (a) 54 eV , (b) 100 eV , (c) 200 et .

Curve 1. One and Four chamel appoxinations
2. Finst Born amorimation

I Experimental points quoted in thai et al. (1969)

Figure 1/f Dirierential cross sections for excitation of $n=$ ? level by electron impact at (a) 54 eV , (b) 100 eV , (c) 200 eV .

Curve 1. Onc chamel appoxination
2. Four channel aoproximation

I Experinental points of Williams (1969)
frigure 15 Lyman-o radiation polarization fraction
Curve 1. (G]aber approximation (Gerjouy et al. 1972)
2. Four chennel apmoximation

- Experimental points of (tt et al. (1970)
\& Glauber approximation (Byron 1971)
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