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Cooperative Non-Equilibrium Dynamics
in a Thermal Rydberg Ensemble

Christopher Carr

Abstract

This thesis reports the investigation of cooperative non-equilibrium dynamics in a
thermal Rydberg ensemble. Cooperative behaviour arises due to resonant dipole-
dipole interactions between highly excited Rydberg atoms. In order to transfer
atomic population from the ground state to the Rydberg state in a caesium vapour,
a three-photon excitation scheme is developed. This scheme has a number of ben-
efits over traditional two-photon Rydberg excitation as each transition utilises in-
expensive high-power diode lasers. The process of developing the excitation scheme
produces a number of important results, including an excited-state polarisation spec-
troscopy technique and the observation of coherent three-photon electromagnetically
induced transparency.

The optical response and atomic dynamics of the interacting ensemble can be
separated into two distinct phases. When the Rydberg number density is low and
the interactions are negligible, the system can be described by the behaviour of a
single atom. However, when the Rydberg number density is high, resonant dipole-
dipole interactions result in a significant modification of the ensemble properties.
This cooperative many-body phase cannot be described by the behaviour of a single
atom. In the frequency domain, the interactions produce an excitation-dependent
cooperative energy shift that is observed using probe transmission spectroscopy. In
the time domain, the interactions result in a cooperative enhancement of the atomic
decay rate that is analysed using fluorescence spectroscopy.

At the transition between the single-body and many-body phase, a first-order
non-equilibrium phase transition occurs. This is observed spatially along the length
of the excitation region as a sharp switch in the emitted fluorescence. The first-order
phase transition is also observed in the temporal response of the ensemble through
critical slowing down. The divergence of the switching time to steady state follows
a universal scaling law for phase transitions and the determined critical exponent is
in excellent agreement with previous work on non-equilibrium phase transitions.
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Pfau for the opportunity to collaborate.

Although he was only in Durham for six months, Ralf Ritter made a significant
impact upon the work that is presented in this thesis. The combination of heavy
metal music and ciao ciao sandwiches certainly made for an unexpectedly productive
day! Life in the lab would not have been the same without trying to decipher James
Keaveney. Four years later and I’m still struggling! Jokes aside, I am immensely
grateful for James’ support and wisdom.

Particular thanks must go to Lee Weller, Ray Sharples and Bart Lomanowski
for the loan of equipment and Christoph Vaillant and Jon Pritchard for offering
theoretical support. I would also like to thank the whole of the Atmol group for
providing a stimulating and supportive environment. A special thanks must go to
Lynne in the tea room for the years of Dairy Milk caramel and for keeping my dentist
in business!

I am indebted to Ulrich Krohn both in and out of Physics for making PhD life
much more enjoyable. His constant desire to be travelling around the North East
and visiting new places is truly infectious. His help, support and many hours of
proof reading will always be remembered.

Finally, I would like to thank my parents and my sister for their endless support
and encouragement. Without them I wouldn’t be where I am today. And of course,
these acknowledgements wouldn’t be complete without thanking my long-suffering
girlfriend Melanie for reminding me that there is life outside of my PhD.



Dedicated to my parents,
to whom I owe everything.

In memory of David Wood,
for his love, support and encouragement.



1. Introduction

The work presented in this thesis is motivated by the desire to study strongly-

interacting systems which are driven far from equilibrium. Non-equilibrium systems

can be found throughout nature and society, for example in ecosystems, financial

markets and climate [1]. These open systems are in constant interaction with the

external environment through driving and dissipation processes. As a result, the

steady state of a non-equilibrium system is a dynamical equilibrium between the

energy that enters and leaves the system. Whilst the description of equilibrium

thermodynamics has existed for more than a century, the understanding of non-

equilibrium systems is still in its infancy. Non-equilibrium systems exhibit a rich

array of dynamics [2] and dissipation-induced correlation was recently observed in

a cold molecular gas [3]. Dynamical phase transitions in non-equilibrium systems

are particularly interesting as they occur due to long-range correlation in a system

with cooperative interactions [4]. Theoretical work in this area has provided much

insight [2, 5, 6, 7] including analysis of dynamical phase transitions in spin systems

[8, 9, 10].

In the absence of inter-particle interactions, a many-body system can be described

by decomposing it into constituent particles. The response of the many-body system

can be obtained from the response of a single particle which is multiplied by the total

particle number. In the presence of interactions, this description is no longer valid as

the response of an individual particle is dependent upon its interaction with nearby

particles. This results in a cooperative non-linearity [11] as the response of the

system scales non-linearly with the total particle number.

Cooperative interactions between the particles in a non-equilibrium system can

result in the formation of macroscopic temporal or spatial structures [12]. An excel-

lent example of this is the laser, a non-equilibrium medium which is pumped by an

external source. When the medium is weakly pumped, the photons are emitted with

a random phase and the system exists in a state of disorder. However, when the

strength of the pump field is above a critical value, the medium suddenly switches

to an ordered state. Now the photons are emitted with a well-defined phase and the

medium becomes a coherent source of radiation. This phase transition between order

and disorder arises due to cooperative interactions and results in a self organisation

[12] of atoms in the gain medium.

The desire to understand cooperative non-equilibrium systems led to the foun-

10



1. Introduction

Figure 1.1.: The total number of citations to Dicke’s seminal paper, Coherence in

spontaneous radiation processes, published in Physical Review 93 99 (1954). Data

obtained from Thomson Reuters Web of Knowledge database.

dation of Synergetics by Hermann Haken in 1980 [1]. The aim of synergetics is

to provide a unified understanding of the appearance of macroscopic structures in

systems with cooperative interactions. Ultimately, this research has identified that

cooperative behaviour can be found in almost every discipline including neurology

(visual perception), anatomy (movement coordination), ecology (population dynam-

ics) and politics (formation of public opinion).

In atomic physics, cooperative phenomena arise due to resonant dipole-dipole

interactions. In the theory proposed by Dicke in his seminal paper [13], the system

can be described by a quantum mechanical many-body wavefunction. This proposal

has received great interest, particularly in the last ten years, as can be seen in

Fig. 1.1 by the number of citations that the paper receives each year. Through

microscopic dipole-dipole interactions, a macroscopic phase can arise between the

dipoles. Consider, for example, an isotropic medium of N two-level atoms which are

all in the excited state. When the inter-particle separation is large and interactions

can be neglected, each atom evolves independently. However, when the inter-particle

separation is small, the spontaneous decay of a single atom results in a phasing of

the ensemble. This can also be understood as the system entering a many-body

state where there are (N − 1) shared excitations. This many-body state results in

a dramatic change in the evolution of the system. In the time domain, the decay

rate of the excited state is modified and can be cooperatively enhanced resulting in

superradiance or subradiance [13, 14, 15, 16]. In the case of superradiance, an intense

burst of radiation is emitted as the medium rapidly decays on timescales much

shorter than the natural lifetime of the excited state. Recent pioneering experiments

11



1. Introduction

have observed subradiant and superradiant states in the interaction between two

trapped ions [17] and two fluorescent molecules [18]. These experiments represent

an important confirmation of Dicke’s theory in its most elementary form.

In the frequency domain, resonant dipole-dipole interactions result in a cooper-

ative excitation-dependent shift of the excited-state energy [16, 19, 20]. Intrinsic

optical bistability is perhaps the most striking consequence of the cooperative fre-

quency shift induced by resonant dipole-dipole interactions [21]. The phenomena of

bistability arises due to presence of feedback in a non-linear system [22, 23]. Optical

bistability was first observed by placing a medium with a non-linear response in a

Fabry-Perot cavity where the cavity mirrors provide feedback upon the atoms [24].

However, in intrinsic optical bistability, the feedback arises instead due to strong

interactions between the atoms and the dipolar field [25, 26, 27].

At this point, it is important to recognise the complementary work that has taken

place in cavity quantum electrodynamics (QED) [28]. First proposed theoretically

as the self-coupling of an atom with a mirror [29], the cavity-enhanced interaction

between an atom and its radiated field results in a resonant dipole-dipole interaction.

This interaction induces an energy shift and modified decay rate of the atomic state

[30]. Furthermore, cavity QED has been utilised to create a single-atom maser [31]

and a single-photon source [32].

In an atomic ensemble without external feedback, the level of cooperativity can

be determined by the number density of interacting atoms N and the extent of the

interaction, characterised by the interaction wavelength λ. These two components

are combined to form the cooperativity parameter C = Nλ3

4π2 . In the case of optically-

driven ground-state transitions, cooperative effects can only be observed in dense

media where N > 1015 cm−3. As a result, intrinsic optical bistability has only

been previously observed in an up-conversion process in a solid state crystal [21].

The difficulty in observing cooperative effects can be overcome in dilute media by

using highly-excited Rydberg states [33, 34] where the interaction wavelength is on

millimetre length scales.

The remarkable properties of Rydberg atoms make them ideal candidates for

studying quantum many-body physics [35]. Through the choice of Rydberg state or

atomic separation it is possible to tune the strength, sign and spatial dependence of

the dipole-dipole interactions [36]. The long-range coupling of the resonant dipole-

dipole interaction can be used to perform non-local energy transfer between Rydberg

atoms. The spatial dependence of the interaction has been measured experimentally

[37] and radio frequencies used to drive interactions between spatially separated

volumes [38]. Furthermore, recent experimental work has identified the emergence

of spatial structures in a Rydberg gas [39].

When the shift of the Rydberg state is greater than the linewidth of the excitation

laser, only single Rydberg excitations can exist within a “blockade” sphere [40]. The
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Rydberg blockade effect has received much interest for its potential application in

quantum information processing [41, 42, 43] and the creation of a source of single-

atoms [44], single-photons [44] and single-ions [45].

The small energy separation between neighbouring Rydberg states allows for mi-

crowave dressing [46] to be performed. Furthermore, the large polarisability of Ryd-

berg atoms in response to external electric fields has been used to measure DC

electric fields with high sensitivity [47, 48, 49]. This sensitivity has also been used

to perform electrometry near a dielectric surface [50]. The long radiative lifetime of

Rydberg atoms allows coherent Rabi oscillations to be observed [51]. In analogy to

the Dicke model, this is a many-body oscillation of N atoms between the ground and

Rydberg state with a cooperative enhancement of the Rabi frequency by a factor√
N .

The main drawback that has to be overcome when working with Rydberg atoms

is the small excitation probability due to the weak coupling between the ground

state and the Rydberg state. As a result, direct optical excitation of Rydberg states

is very inefficient. Consequently, a number of alternative methods for conducting

Rydberg state spectroscopy have been developed. A destructive, yet highly effi-

cient technique, involves applying a large electric field to ionise the Rydberg atom

[34]. The constituent ion and electron can then be detected using a highly sensitive

micro-channel plate. Non-destructive techniques where the Rydberg state remains

unperturbed during detection are particularly desirable, for example in quantum

information processing applications [41, 52]. Coherent electromagnetically induced

transparency is a multi-photon non-destructive technique that transfers the weak

Rydberg transition onto a strong optical transition [53, 54, 55, 56]. This technique

has been extensively used to study dipole-dipole interactions between Rydberg atoms

[11, 57, 58]. Electron shelving is an incoherent non-destructive technique that utilises

a strong probe beam to excite atomic population into the long-lived Rydberg state.

As the lifetime of the Rydberg state is orders of magnitude longer than low-lying

excited states, the absorption of the probe beam is significantly modified [59].

Thermal vapours offer a simple and inexpensive system for studying dipole-dipole

interactions between Rydberg atoms. Research in this area began with the obser-

vation of spectral line broadening in a gas [60]. More recently, the van der Waals

interaction has been observed between Rydberg atoms [61]. Thermal vapours have

been proposed as a scalable system for quantum information processing applica-

tions [62]. Particular benefit arises from vapour cells which can be fabricated for

their intended purpose, for example electrical read-out of Rydberg population with

metal coatings on the vapour cell windows [63]. Furthermore, vapour cells have been

micro-fabricated for use as chip-scale atomic clocks [64] or to perform sub-picotesla

atomic magnetometry [65].

In this thesis, a three-photon excitation scheme to Rydberg states in a thermal
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caesium vapour is developed. Utilising high-power semiconductor diode lasers at

convenient wavelengths, atomic population can be efficiently transferred from the

ground state into the Rydberg state. During the development process, each tran-

sition in the excitation scheme is fully characterised in order to gain a thorough

understanding of the underlying processes. This excitation scheme is then used to

observe strong cooperative interactions and a non-equilibrium phase transition in

the Rydberg ensemble. Furthermore, the millimetre transition wavelength for the

dipole-dipole interaction enables a first-order non-equilibrium phase transition to be

observed on macroscopic optically-resolvable length scales.

Thesis Outline

The structure of the thesis is summarised below:

• Chapter 2 introduces the theoretical subjects which form the foundation of

the thesis; the atom-light interaction, coherent and incoherent processes in the

excitation of atoms, Rydberg atoms and thermal vapours.

• Chapter 3 considers the theoretical description of the resonant interaction be-

tween optically-induced atomic dipoles. Firstly, the Liénard-Wiechert poten-

tial is presented and applied to the pairwise interaction between two dipoles.

This is then extended to a many-body system where the resonant dipole-dipole

interaction energy shift can be decomposed into the Lorentz-Lorentz local field,

the cooperative Lamb shift and the collisional shift.

• Chapter 4 presents ground-state spectroscopy of atoms in a thermal vapour.

Using a strong pump and weak probe it is possible to reduce the Doppler shift

and obtain Doppler-free resonances. Polarisation spectroscopy is then used

to obtain narrow dispersive atomic resonances which can be used for laser

frequency stabilisation.

• Chapter 5 demonstrates excited-state spectroscopy in a thermal vapour. The

excited-state transition linewidth is analysed theoretically and found to be

sub-natural when the lower state is coherently prepared. This result is then

confirmed experimentally using a simple three-level system. Following this, a

novel excited-state polarisation spectroscopy technique is presented which can

be used for frequency stabilisation of lasers coupling excited-state transitions.

• Chapter 6 considers an inverted-wavelength system where the wavelength of

the probe laser is shorter than the wavelength of the coupling laser. In the

weak probe regime, it is shown that electromagnetically-induced transparency

is significantly suppressed in a thermal vapour. In the strong probe regime,
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two-photon population transfer processes are observed experimentally. The

observation of transmissive and absorptive features is investigated and it is

shown that they depend on the interaction time between the thermal atom

and the laser.

• Chapter 7 examines coherent and incoherent spectroscopy of the Rydberg

state. In the former case, three-photon electromagnetically induced trans-

parency is observed experimentally and a theoretical model is devised which

shows excellent quantitative agreement with the data. In the latter case, elec-

tron shelving is utilised to transfer a large fraction of the ground-state pop-

ulation into the Rydberg state. This serves as a starting point for the next

Chapter.

• Chapter 8 presents the observations of cooperative Rydberg interactions in a

thermal vapour. The cooperative frequency shift is examined by conducting

probe transmission spectroscopy of the ensemble. The cooperative decay rate

is investigated by performing high precision fluorescence spectroscopy in the

single and many-body phases. Finally, a temporal and spatial first-order non-

equilibrium phase transition is observed in the atomic dynamics. Through the

divergence in the atomic time dynamics at the phase transition, the critical

exponent is determined.

• Chapter 9 summarises the important results and draws conclusions from the

work that has been carried out. An outlook and suggestions for further work

is then discussed.
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2. Theoretical Foundation

2.1. Introduction

This Chapter introduces a broad range of theoretical subjects which form the foun-

dation of the thesis. The description of the interaction between atoms and light is

first considered in a two-level atom. This is then extended to a three-level atom,

where coherent electromagnetically-induced phenomena are analysed. The discus-

sion closes with a consideration of multi-level atoms where incoherent population

transfer processes can emerge. The Chapter proceeds to analyse the transition

dipole moment and relevant information for caesium is presented. This is followed

by a discussion of the unusual properties of Rydberg atoms. Finally, the chapter

concludes with a consideration of the benefits of thermal vapours and the common

methods of confining the atoms for experimental analysis.

2.2. Two-Level Atom-Light Interaction

Coherent excitation occurs when an atom interacts with a monochromatic radiation

field whose frequency is close to an atomic eigenfrequency [71, 72]. The temporal

evolution of an atomic system under coherent excitation can be described theoreti-

cally and is presented in this section for the case of a two-level atom. Consider an

atomic system with two non-degenerate levels which are coupled by a near-resonant

electromagnetic field. The ground state |1〉 with energy ~ω1 is coupled to the ex-

cited state |2〉 with energy ~ω2 by an electromagnetic field produced by a laser with

frequency ωL. The laser is detuned from resonance by ∆ = ωL − ω0, where the

transition frequency ω0 = ω2 − ω1. The excited state |2〉 is unstable and the atom

decays by spontaneous emission back to the ground state |1〉 with rate Γ.

2.2.1. Semi-Classical and Dipole Approximation

A number of approximations can be implemented to reduce the complexity of the

problem. In the semi-classical approximation, a quantised atomic system is consid-

ered to be interacting with a classical electromagnetic field. Furthermore, only the

interaction between the applied field and the electric dipole moment of the atom

is considered [73]. This approximation neglects higher-order multipole terms in the

coupling. Finally, under the electric dipole approximation, the spatial variation
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of the electric field is ignored as the wavelength is much greater than the atomic

dimensions [74]. The total Hamiltonian Ĥtot for the atomic system is given by

Ĥtot = Ĥatom + Ĥint, (2.1)

where Ĥatom is the Hamiltonian for the bare atom and Ĥint is the Hamiltonian for

the atom-light interaction. Within the electric dipole approximation, the interaction

Hamiltonian is given by Ĥint = −d · E where d is the electric dipole moment and

E = E0 cosωLt is the classical electromagnetic field. The temporal evolution of the

atomic system, described by the atomic wavefunction |ψ〉, can be obtained using the

time-dependent Schrödinger equation

i~
∂

∂t
|ψ〉 = Ĥtot |ψ〉 . (2.2)

2.2.2. Density Matrix Formalism

The orthonormal basis states {|i〉} of the bare atomic Hamiltonian Ĥatom form a

complete set. Therefore a general quantum state of the atom |ψ〉 can be written as

a superposition of basis states

|ψ〉 =
∑
i

ci |i〉 , (2.3)

where the complex coefficient ci is the probability amplitude to be in the basis state

|i〉. Using the definition of the density operator ρ = |ψ〉 〈ψ|, the density matrix for

a two-level atom can be written as

ρ̂ =

(
c1

c2

)(
c∗1 c∗2

)
=

(
|c1|2 c1c

∗
2

c∗1c2 |c2|2

)
=

(
ρ11 ρ12

ρ21 ρ22

)
, (2.4)

where the diagonal matrix elements ρii represent the population of each level and

the off-diagonal matrix elements ρij represent the coherence between the levels. In

this representation, the bare atomic Hamiltonian Hatom is given by

Ĥatom =

(
~ω1 0

0 ~ω2

)
≡
(

0 0

0 ~ω0

)
. (2.5)

The electric dipole moment d is purely non-diagonal in the basis {|i〉} as it describes

a coupling between atomic levels For a two-level system, the dipole moment is given

by

d = d21(|2〉 〈1|+ |1〉 〈2|), (2.6)
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where |2〉 〈1| is the raising operator from state |1〉 to state |2〉 and |1〉 〈2| is the

lowering operator from state |2〉 to state |1〉. Using this description, the atom-light

interaction Hamiltonian Ĥint can be written as [73]

Ĥint = −d · E (2.7a)

=
d21E0

2
(|2〉 〈1|+ |1〉 〈2|)

(
eiωLt + e−iωLt

)
, (2.7b)

where the electric field E has been written in exponential form. The term eiωLt

can be identified with photon emission whilst the term e−iωLt can be identified with

photon absorption. Under the Rotating Wave Approximation (RWA), the terms

corresponding to the emission of a photon which promotes the atom to state |2〉
and the absorption of a photon which relaxes the atom to state |1〉 in Eq. (2.7b)

are neglected. These anti-resonant terms average to zero in a rotating frame [74].

Defining the angular Rabi frequency Ω = (d21E0)/~, the interaction Hamiltonian

can be written as

Ĥint =
~
2

(
0 ΩeiωLt

Ωe−iωLt 0

)
. (2.8)

The total Hamiltonian Ĥtot can then be written using Eq. (2.5) and Eq. (2.8) as

Ĥtot = ~

(
0 Ω/2eiωLt

Ω/2e−iωLt ω0

)
. (2.9)

The Liouville-von Neumann equation is the equivalent of the Schrödinger equation

for the time evolution of the density matrix and is given by

i~
dρ̂

dt
=
[
Ĥtot, ρ̂

]
, (2.10)

where the term [Ĥtot, ρ̂] represents the commutator between the total Hamiltonian

and the density matrix. In order to account for spontaneous emission in the semi-

classical description, a phenomenological decay term L̂ must be added to Liouville-

von Neumann equation. This produces what is known as the Lindblad master equa-

tion for the time evolution of the atomic system

dρ̂

dt
= − i

~

[
Ĥtot, ρ̂

]
+ L̂. (2.11)

The diagonal elements of the decay matrix Lii represent the transfer of population

between the atomic levels and must be entered manually. The off-diagonal elements

which represent the decay of the coherences between the levels are given by Lij =
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−(Γi + Γj)ρ̃ij/2. For a two-level atom, the decay matrix can be written as

L̂ =
1

2

(
2Γρ22 −Γρ̃12

−Γρ̃21 −2Γρ22

)
, (2.12)

where the decay rate of the ground state Γ1 = 0 and the decay rate of the excited

state Γ2 ≡ Γ.

2.2.3. Optical Bloch Equations

For a two-level atomic system, the time evolution of the density matrix elements

can be obtained by substituting the total Hamiltonian Ĥtot in Eq. (2.9) and the

phenomenological decay matrix L̂ in Eq. (2.12) into the Lindblad master equation

in Eq. (2.11). The resulting first-order, coupled differential equations are known as

the Optical Bloch Equations (OBE)

ρ̇11 =
iΩ

2
(ρ̃12 − ρ̃21) + Γρ22, (2.13a)

˙̃ρ12 =
iΩ

2
(ρ11 − ρ22) + ρ̃12(−i∆− Γ/2), (2.13b)

˙̃ρ21 =
iΩ

2
(ρ22 − ρ11) + ρ̃21(i∆− Γ/2), (2.13c)

ρ̇22 =
iΩ

2
(ρ̃21 − ρ̃12)− Γρ22, (2.13d)

where the dot represents the first derivative and the slow variables ρ̃21 = ρ21e
iωLt and

ρ̃12 = ρ12e
−iωLt are used on the coherence terms [75]. When the atomic evolution has

reached a steady state, the rate of change of the density matrix dρ/dt = 0. Under

the condition that the total population is conserved, (ρ11 + ρ22) = 1, the OBE’s can

be reduced to a single characteristic equation for the system

ρ̃21 =
iΩ/2

Γ/2− i∆(ρ22 − ρ11), (2.14)

where ρ̃21 = ρ̃∗12 for the coherence terms.

2.2.4. Optical Response

The electric susceptibility χ describes the degree of polarisation of a dielectric

medium in response to an applied electric field. For an atomic ensemble with uni-

form number density N , the susceptibility is related to the density matrix by [55]

χ = −2Nd2
21

ε0~Ω
ρ̃21. (2.15)
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Figure 2.1.: Two-level atom susceptibility. The real part of the susceptibility χR

(red curve) has a dispersive lineshape. The imaginary part of the susceptibility χI

(blue curve) has a Lorentzian lineshape. The susceptibility is normalised to the

resonant susceptibility χ0 = 2Nd2
21/ε0~Γ.

This equation relates the macroscopic property of the ensemble χ to the microscopic

property of the atom ρ̃21. When the applied field is weak Ω � Γ, the population

of the ground state ρ11 ≈ 1 and the population of the excited state ρ22 ≈ 0. Using

this approximation, the characteristic equation for the coherence in Eq. (2.14) can

be substituted into Eq. (2.15) to obtain the susceptibility

χ =
iNd2

21

ε0~(Γ/2− i∆)
. (2.16)

The susceptibility can be broken down into real and imaginary parts χ = χR + iχI

and these components are shown in Fig. 2.1. The real part χR has a dispersive

lineshape whilst the imaginary part χI has a Lorentzian lineshape. The optical

properties of the atomic system are determined by the refractive index n, which can

be related back to the susceptibility via

n =
√

1 + χ ≈ 1 +
χR + iχI

2
, (2.17)

where the approximation is valid for |χ| � 1. For a monochromatic electric field

passing through an isotropic medium, the output electric field Eout is given by

Eout = Eine
inkz = Eine

−nIkleinRkz = Eine
ikzeiχRkz/2e−χIkz/2, (2.18)

where the wavevector k = 2π/λ. From this expression, it is possible to identify an

attenuation (proportional to the imaginary part of the susceptibility) and a phase
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Figure 2.2.: Two-level atomic response as a function of Rabi frequency Ω. (a) Imag-

inary part of the coherence Im(ρ̃12). (b) Population of the ground state ρ11 (red)

and excited state ρ22 (green). (c) Imaginary part of the complex susceptibility χI/χ0

where χ0 = 2Nd2
21/~ε0Γ.

shift (proportional to the real part of the susceptibility) of the output electric field.

The resulting change in intensity and phase in a medium with length L are given by

I = I0e
−kχIL, (2.19)

∆φ = kχRL/2, (2.20)

where Eq. 2.19 is the Beer-Lambert Law with absorption coefficient α = kχI.

This approximation breaks down when the laser Rabi frequency is no longer weak

Ω > Γ as population can be transferred from the ground state into the excited

state. As a result, the optical response is modified by saturation effects. The

two-level atomic response is shown in Fig. 2.2 as a function of Rabi frequency Ω.

Whilst the imaginary part of the coherence Im(ρ̃12) initially increases with Rabi

frequency, shown in (a), it eventually turns over and decays slowly. This occurs

due to saturation of the excited-state population ρ22 → 0.5, as shown in (b). As a

result of this saturation, the absorption of the atomic system, proportional to the

imaginary part of the susceptibility χI, decreases steadily to zero, as shown in (c).

In atomic spectroscopy, the radiation field is used to “probe” the atomic system

and determine its properties. The saturation of absorption is therefore a detrimental

effect which can be minimised in most experimental situations by ensuring Ω� Γ.
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Figure 2.3.: (a) Three-level ladder system with bare ground state |1〉, intermediate

state |2〉 and excited state |3〉. (b) When the probe is weak Ωp � Ωc and detuning

∆p = ∆c = 0, the dressed states |a±〉 = (|2〉 ± |3〉)/
√

2 are split by Ωc. The dressed

state
∣∣a0
〉

= |1〉 remains unperturbed.

The intensity I of the laser is often expressed in terms of the saturation intensity

Isat where

I

Isat
=

2Ω2

Γ2
. (2.21)

When the intensity I = Isat, the Rabi frequency Ω/Γ = 1/
√

2, corresponding to the

peak of the coherence in Fig. 2.2(a) or the point at which the absorption has de-

creased by 50% in Fig. 2.2(c). Given that the electric field intensity I = (1/2)cε0E2
0 ,

the saturation intensity Isat can also be written as [76]

Isat =
cε0Γ2~2

4d2
21

. (2.22)

2.3. Three-Level Atom-Light Interaction

In this section, the atom-light interaction is extended to an atomic system with three

levels which are coupled by two lasers, as shown in Fig. 2.3(a). Consider an atomic

system with ground state |1〉 with energy ~ω1, intermediate state |2〉 with energy

~ω2 and excited state |3〉 with energy ~ω3. The ground and intermediate state are

coupled by a “probe” laser with Rabi frequency Ωp which is detuned from resonance

by ∆p = ωp−ω21. Throughout this thesis, the probe laser is defined as the laser that

is detected using a photodiode and used to determine the spectroscopic properties

of the atomic medium.

In addition, the intermediate and excited state are coupled by a “coupling” laser

with Rabi frequency Ωc which is detuned from resonance by ∆c = ωc−ω32. The three

levels of the atomic system are arranged in a ladder such that ~ω1 < ~ω2 < ~ω3.
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The excited state |3〉 decays at rate Γ3 to the intermediate state |2〉. Additionally,

the intermediate state |2〉 decays to the stable ground state |1〉 at rate Γ2.

Using the semi-classical treatment discussed in Section 2.2, the total Hamiltonian

in the dipole and rotating wave approximation is given by

Ĥtot = ~

 0 Ωp/2 0

Ωp/2 −∆p Ωc/2

0 Ωc/2 −(∆p + ∆c)

 . (2.23)

As a result of the off-diagonal coupling provided by Ωp and Ωc, the bare states

{|1〉 , |2〉 , |3〉} are no longer the eigenstates of the atomic system. Diagonalising the

Hamiltonian at two-photon resonance ∆p+∆c = 0 results in the following eigenstates

or “dressed” states [54]∣∣a+
〉

= sin θ sinφ |1〉+ cosφ |2〉+ cos θ sinφ |3〉 , (2.24a)∣∣a0
〉

= cos θ |1〉 − sin θ |3〉 , (2.24b)∣∣a−〉 = sin θ cosφ |1〉 − sinφ |2〉+ cos θ cosφ |3〉 , (2.24c)

where the Stückelberg mixing angles are defined as

tan θ =
Ωp

Ωc
, (2.25a)

tan 2φ =

√
Ω2

p + Ω2
c

∆p
. (2.25b)

Whilst the energy of the eigenstate
∣∣a0
〉

remains zero, the eigenstates |a±〉 are shifted

up and down in energy by an amount [54]

~ω± =
~
2

(
∆p ±

√
∆2

p + Ω2
p + Ω2

c

)
. (2.26)

When the probe can be considered to be weak such that Ωp � Γ2 and the detuning

∆p = ∆c = 0, the dressed states are given by∣∣a0
〉

= |1〉 , (2.27a)∣∣a±〉 =
1√
2

(|2〉 ± |3〉). (2.27b)

These dressed states are illustrated in Fig. 2.3(b). The Autler-Townes splitting [77]

of the dressed states is determined by the coupling Rabi frequency Ωc. If the system

is initially prepared in the ground state |1〉 then the dressed state
∣∣a0
〉

is a decoupled

or “dark” state of the system. Consequently, excitation cannot occur out of the

ground state and into the excited states. This is the origin of electromagnetically

induced transparency that will be discussed in the next section.
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2.3.1. Electromagnetically Induced Transparency

Electromagnetically induced transparency (EIT) [56] can be understood by analysing

the equations of motion for the density operator. For a three-level ladder system,

the phenomenological decay matrix L̂ is given by

L̂ =
1

2

2Γ2ρ22 −Γ2ρ̃12 −Γ3ρ̃13

−Γ2ρ̃21 2Γ3ρ33 − 2Γ2ρ22 −(Γ2 + Γ3)ρ̃23

−Γ3ρ̃31 −(Γ2 + Γ3)ρ̃32 −2Γ3ρ33

 . (2.28)

Substituting the three-level total Hamiltonian Ĥtot in Eq. (2.23) and decay matrix

L̂ in Eq. (2.28) into the Lindblad master equation in Eq. (2.11), produces the time

evolution of the density matrix. The coherences between the levels are of particular

interest and these are given by [55]

˙̃ρ21 =
iΩp

2
(ρ22 − ρ11)− iΩc

2
ρ̃31 +

(
i∆p −

Γ2

2

)
ρ̃21, (2.29a)

˙̃ρ31 =
iΩp

2
ρ̃32 −

iΩc

2
ρ̃21 +

(
i(∆p + ∆c)−

Γ3

2

)
ρ̃31, (2.29b)

˙̃ρ32 =
iΩc

2
(ρ33 − ρ22) +

iΩp

2
ρ̃31 +

(
i∆c −

Γ2 + Γ3

2

)
ρ̃32, (2.29c)

where ρ̃12 = ρ̃∗21, ρ̃13 = ρ̃∗31 and ρ̃23 = ρ̃∗32. In the limit of a weak probe where

Ωp ' 0, intermediate state population ρ22 ' 0 and excited-state population ρ33 ' 0,

the steady-state coherence ρ̃21 between the ground and intermediate state can be

expressed as [55]

ρ̃21 ' −
iΩp

2

Γ2
2 − i∆p +

Ω2
c

4
Γ3
2
−i(∆p+∆c)

. (2.30)

Inserting this expression into the complex susceptibility in Eq. (2.15), the weak

probe susceptibility as a function of laser detuning ∆ is given by

χ =
iNd2

21

ε0~
(

Γ2
2 − i∆p +

Ω2
c

4
Γ3
2
−i(∆p+∆c)

) . (2.31)

The real χR and imaginary χI parts of the susceptibility are shown as a function

of probe detuning ∆p for coupling Rabi frequency Ωc/Γ2 = {0, 0.5, 2} in Fig. 2.4.

When Ωc = 0, the imaginary part of the susceptibility χI results in a Lorentzian

absorption lineshape with width Γ2, as expected for a two-level system. However,

when Ωc = 0.5Γ2, an electromagnetically induced transparency peak appears when

∆p = 0. The cancellation of absorption on resonance occurs due to Fano interference;

the transition probability for
∣∣a0
〉
→ |a−〉 has the same magnitude but opposite sign

25



2. Theoretical Foundation

0.0

0.5

1.0 (a)

χ
I/
χ

0

(b) (c)

−4 −2 0 2 4

−0.5

0.0

0.5 (d)

χ
R
/χ

0

−4 −2 0 2 4

Detuning ∆p/Γ2

(e)

−4 −2 0 2 4

(f)

Figure 2.4.: The real χR and imaginary χI parts of the susceptibility χ are shown

as a function of probe detuning ∆p. The coupling Rabi frequency is varied from

(a,d) Ωc/Γ2=0, (b,e) Ωc/Γ2 = 0.5 and (c,f) Ωc/Γ2 = 2. In all cases, the probe Rabi

frequency Ωp � Γ2, excited-state decay rate Γ3 ' 0 and χ0 = 2Nd2
21/ε0~Γ2.

as the
∣∣a0
〉
→ |a+〉 transition probability [54].

Fano interference between the transition pathways in an atomic system is a co-

herent process. This can be observed directly in the absorption spectrum as the

linewidth of the EIT transparency is smaller than the linewidth of the absorption

profile ΓEIT < Γ2. When Ωc = 2Γ2, the absorption lineshape is a doublet formed

due to Autler-Townes splitting (ATS) of the dressed states. The probe detuning

of the two absorption peaks ∆± originates from the dressed state energies given by

Eq. (2.26). It is important to note that in the transition between EIT and ATS, the

coherent Fano interference process ceases. Objectively discerning EIT and ATS has

been the subject of recent interest [78].

As predicted by the Kramers-Kronig relations, the narrow EIT transparency in

the imaginary part of the susceptibility χI is accompanied by a sharp change in the

real part of the susceptibility χR. When Ωc < Γ2, a steep positive gradient appears

in the dispersion profile. This represents an extremely low group velocity vg which

is defined by

vg =
c

n+ ω dndω
, (2.32)

where ω is the frequency of the light propagating through the atomic ensemble and

n is the refractive index. This results in the ability to observe “slow” light [79, 80] or

“stopped” light which can be stored in the medium and recovered deterministically

[81].

26



2. Theoretical Foundation

2.4. Multi-Level Atom-Light Interaction

2.4.1. Fine and Hyperfine Structure

The energy levels in Hydrogen, which has a single electron, are well described by the

Bohr model in terms of the principal quantum number n where En = −13.6/n2 eV

[82]. For a given principal quantum number n, the angular momentum of the electron

L with magnitude |L| =
√
L(L+ 1)~ is constrained to quantum numbers L =

0, 1, ..., n− 1. The angular momentum quantum number is written in spectroscopic

notation as S, P,D, F, ... for L = 0, 1, 2, 3, .... The stable isotope caesium-133 is an

alkali metal with 55 electrons arranged in shells

1S2 2S2 2P 6 3S2 3P 6 3D10 4S2 4P 6 4D10 5S2 5P 6 6S1, (2.33)

where the superscript refers to the number of electrons in the shell with given prin-

cipal quantum number n and angular momentum quantum number L. The single

valance electron is in the stable ground state 6S.

Fine Structure

Fine structure results from the spin-orbit interaction between the electronic spin

S and the magnetic field generated by its motion around the nucleus, described

by orbital angular momentum L. This effect is referred to as Russel-Saunders or

LS-coupling [82]. In the fine structure basis, the total angular momentum

J = L+ S, (2.34)

with magnitude |J | =
√
J(J + 1)~. For a single valence electron, the total angular

momentum quantum number J is constrained to values J = |L−S| and J = |L+S|.
In the fine structure basis, the atomic eigenstates can be fully described using the

quantum numbers |n,L, S, J,mJ〉 where mJ is the z-component of the total angular

momentum quantum number J .

Hyperfine Structure

Hyperfine structure results from the interaction between the nuclear spin I and the

fields generated by the motion of the electron, described by the fine structure angular

momentum J [82]. The total angular momentum in the hyperfine basis

F = I + J , (2.35)

where for a single valence electron, the total angular momentum quantum number

F = |J − I|, |J − I + 1|, ..., J + I − 1, J + I. In the hyperfine structure basis, the
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Figure 2.5.: Schematic showing the coarse, fine and hyperfine structure of the atomic

energy levels in caesium for the single valence electron. The stable ground state is

62S and the first excited state is 62P.

eigenstates can be fully described by the basis |n,L, S, J, I, F,mF 〉, where mF is

the z-component of the total angular momentum quantum number F . The atomic

energy level structure of caesium-133 with nuclear spin quantum number I = 7/2,

is illustrated by the schematic in Fig. 2.5. The simple two-level picture of the

ground state 62S and excited state 62P is significantly modified by the spin-orbit

and spin-nucleon interaction. The subscript corresponds to the fine structure angular

momentum quantum number J and the superscript corresponds to the spin quantum

number 2S + 1.

2.4.2. Optical Pumping

An optically-driven dipole transition between two states in either the coarse, fine

or hyperfine basis, must obey a number of selection rules including ∆L = ±1,

∆J = 0,±1 and ∆F = 0,±1 [82]. As a result of these angular momentum re-

strictions, closed transitions occur where the an atom can only decay back to the

state from which it was excited. For example in caesium, as shown in Fig. 2.5, the∣∣62S1/2, F = 4
〉

to
∣∣62P3/2, F

′ = 5
〉

transition is closed as atoms cannot decay from

F ′ = 5 to F = 3.

The situation becomes even more complicated when the polarisation of the light

and the magnetic sublevels are considered. Without perturbation, an ensemble of

atoms are randomly distributed among the magnetic sublevels mF = −F,−F +

1, ..., F − 1, F . When the propagation direction of the light and weak quantisation
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magnetic field are parallel k ‖ B, circularly-polarised light drives σ± transitions

where ∆mF = ±1. When the electric field of the light and weak quantisation

magnetic field are parallel E ‖ B, linearly-polarised light drives π transitions where

∆mF = 0. It is important to note that the transition ∆F = 0, ∆mF = 0 is not

allowed according to the selection rules.

Optical pumping is a process through which the random population of the mag-

netic sublevels can be redistributed. For example, consider the closed transition

between
∣∣62S1/2, F = 4

〉
and

∣∣62P3/2, F
′ = 5

〉
. Initially, the atoms are randomly dis-

tributed in 2mF +1 = 9 magnetic sublevels of the ground state. However, when light

is applied which only drives σ+ transitions, the population begins to accumulate in

a single magnetic sublevel |F = 4,mF = 4〉. This occurs because an atom which

enters this state cannot leave, it can only circulate on the “stretched” transition

|F = 4,mF = 4〉 to |F ′ = 5,m′F = 5〉. Alternatively, by applying light which drives

π transitions between
∣∣62S1/2, F = 4

〉
and

∣∣62P3/2, F
′ = 4

〉
, it is possible to optically

pump all atoms into the lower hyperfine ground state F = 3.

2.4.3. Complex Susceptibility

Calculating the complex susceptibility χ of a multi-level atomic system follows the

same analysis presented for a two-level atom in Section 2.2 and a three-level atom in

Section 2.3. However, when the system is sufficiently complicated by laser couplings,

decay pathways and atomic velocities, it is usually not efficient or possible to derive

an analytical form of the susceptibility. Instead, the Lindblad master equation in

Eq. (2.11) can be solved numerically using a programming language such as Matlab

or Python. A numerical solution also allows for more complicated time-dependent

excitation schemes such as modelling pulsed laser excitation to perform Stimulated

Raman Adiabatic Passage [83]. A sample python script is provided in Appendix A

to calculate the complex susceptibility in a four-level ladder system.

2.5. Transition Dipole Moment

The transition dipole moment between state |1〉 and |2〉 is given by [84]

d21 = e 〈2| ε̂ · r |1〉 , (2.36)

where r is the position vector and ε̂ is the unit vector for the polarisation of the light.

This interaction can be simplified by working in the spherical basis {r, θ, φ} rather

than the cartesian basis {x, y, z}. The position vector r is transformed according to
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r =

xy
z

→
r sin θ cosφ

r sin θ sinφ

r cos θ

 , (2.37)

and the unit vector ε̂ is written according to the polarisation of the light [84]

û± = ∓ 1√
2

(x̂± iŷ), (2.38a)

û0 = ẑ, (2.38b)

where û± corresponds to circularly-polarised light and û0 corresponds to linearly-

polarised light. The dot product in the dipole moment ε̂ · r can then be expanded

as

rq = ûq · r = r

√
4π

3
Y q

1 (θ, φ), (2.39)

where Y q
1 (θ, φ) is a spherical harmonic function. The q term corresponds to the

inverse of the polarisation such that q = 0 drives π transitions and q = ±1 drives

σ∓ transitions. The important result in Eq. (2.39) is that the dipole moment d21

can be separated into radial and angular components.

2.5.1. Wigner-Eckart Theorem

The inclusion of fine structure or hyperfine structure significantly complicates the

calculation of the dipole moment. Although the states are fully described in the J

or F basis, the applied electric field only couples to the electronic orbital angular

momentum L. As a result, the eigenfunctions of the fine or hyperfine basis must be

reduced into the L basis. Consider a transition between initial state |F,mF 〉 and

final state |F ′,m′F 〉 driven by a light field with polarisation q. The dipole moment,

often referred to as the “matrix element” in analogy with off-diagonal coupling, is

given by

d21 = 〈F,mF | erq
∣∣F ′,m′F 〉 . (2.40)

Using the Wigner-Eckart theorem [85] the matrix element can be separated into

radial and angular components

〈F,mF | erq
∣∣F ′,m′F 〉 = 〈F ||er||F ′〉(−1)F

′−1+mF
√

2F + 1

(
F ′ 1 F

m′F q −mF

)
, (2.41)

where 〈F ||er||F ′〉 is the reduced matrix element and (:::) is a Wigner-3j symbol.

The angular terms are often referred to as the Clebsch-Gordan coefficient [84]. The
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radial term can be further reduced by transforming into the J basis

〈F ||er||F ′〉 = 〈J ||er||J ′〉(−1)F
′+J+1+I

√
(2F ′ + 1)(2J + 1)

{
J J ′ 1

F ′ F I

}
, (2.42)

where {:::} is a Wigner-6j symbol. Once again, the radial term can be reduced by

transforming into the L basis

〈J ||er||J ′〉 = 〈L||er||L′〉(−1)J
′+L+1+S

√
(2J ′ + 1)(2L+ 1)

{
L L′ 1

J ′ J S

}
. (2.43)

The reduced matrix element 〈L||er||L′〉 still contains angular terms which can be

separated to give the fully decoupled expression

〈L||er||L′〉 = 〈Rnl| er |Rn′l′〉 (−1)
L′−L+1

2

√
Lmax

2L+ 1
, (2.44)

where Lmax is equal to L or L′, depending on which is larger. Importantly, the

radial wavefunction Rnl(r) does not contain any angular factors. The radial matrix

element 〈Rnl| er |Rn′l′〉 can be calculated from the radial overlap of the initial and

final wavefunctions

〈Rnl| er |Rn′l′〉 = e

∫
R∗n′l′r

3Rnldr. (2.45)

It is often useful to calculate the reduced matrix element between initial state J and

final state J ′ using the Einstein-A coefficient using the expression [75]

A21 =
ω3

0

3πε0~c3

2J + 1

2J ′ + 1
|〈J ||er||J ′〉|2. (2.46)

Furthermore, the transition strength can be expressed through the Rabi frequency

Ω =
d21E0

~
=
d21

~

√
2I

cε0
, (2.47)

where I = (1/2)cε0E2
0 is the light intensity. For a Gaussian beam, the intensity

I = 2P/(πw2) where P is the beam power and w is the beam waist. The Rabi

frequency can then be expressed as

Ω =
d21

~

√
4P

cε0πw2
. (2.48)
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Reduced Matrix Element Value Reduced Matrix Element Value

〈J ||er||J ′〉 (ea0) 〈J ||er||J ′〉 (ea0)

〈62S1/2||er||62P1/2〉 3.174 〈62P1/2||er||72S1/2〉 2.995

〈62S1/2||er||62P3/2〉 4.484 〈62P3/2||er||72S1/2〉 3.2365

〈62S1/2||er||72P1/2〉 0.195 〈72S1/2||er||72P1/2〉 7.289

〈62S1/2||er||72P3/2〉 0.414 〈72S1/2||er||72P3/2〉 10.126

〈62S1/2||er||82P1/2〉 0.057 〈72S1/2||er||82P1/2〉 0.647

〈62S1/2||er||82P3/2〉 0.154 〈72S1/2||er||82P3/2〉 1.147

Table 2.1.: The reduced matrix elements 〈J ||er||J ′〉 are given for various low-lying

transitions in caesium. The values are derived from [86, 76].

2.5.2. Matrix elements for caesium

The reduced matrix elements 〈J ||er||J ′〉 are shown in Table 2.1 for various low-lying

states in caesium. These values were derived from (J ||er||J ′) (an alternative system

for the reduced matrix element) given in [86] and the following transformation [76]

must be used

〈J ||er||J ′〉 =
1√
J + 1

(J ||er||J ′). (2.49)

The radial matrix elements
〈
72S1/2

∣∣ er ∣∣n2P3/2

〉
are shown as a function of the ef-

fective principal quantum number n∗ = n − δnlj in Fig. 2.6. The quantum defect

parameter δnlj describes the deviation from the Hydrogen model and is discussed in

Section 2.6.2. As the radial matrix element for
〈
7S1/2

∣∣ er ∣∣nP1/2

〉
is near degenerate,

it is not shown. The dashed line indicates the scaling of the radial matrix element

with principal quantum number ∝ n∗−3/2. In this case, the constant of proportion-

ality C ' 10 ea0. When the hyperfine structure is unresolvable, for example in a

high-lying Rydberg state (discussed in Section 2.6), the dipole moment must instead

be calculated in the J basis. This is because F is no longer a good quantum number

to describe the energy levels.

2.6. Rydberg Atoms

2.6.1. Properties

Rydberg atoms are atoms with a valence electron excited to a high principal quantum

number, n > 10 [34]. The physical significance of high n did not become clear until

Bohr proposed his model of the hydrogen atom in 1913. In this model Bohr proposed

an electron moving classically in a circular orbit around an ionic core. This simple

model contains many of the interesting properties of Rydberg atoms. In a Rydberg
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Figure 2.6.: The radial matrix elements
〈
72S1/2

∣∣ er ∣∣n2P3/2

〉
are shown as a function

of effective principal quantum number n∗ = n− δnlj . The data points are numerical

calculations by J. Pritchard [87]. The dashed line indicates the scaling of the ra-

dial matrix element with principal quantum number 〈72S1/2|er|262P3/2〉 = Cn∗−3/2

where C ' 10 ea0. The radial matrix element for the transition to nP1/2 is near

degenerate and therefore not shown.

state, the valence electron has a binding energy which decreases as 1/n2, whilst the

orbital radius increases as n2. As the valence electron is in a large, loosely-bound

orbit, Rydberg states have a wealth of fascinating properties. These properties

include [34]

• Sensitivity to external electric fields: polarisability α ∝ n7.

• Long radiative lifetimes: Einstein-A coefficient Aij ∝ 1/n3.

• Energy level spacing: separation ∆Eij ∝ 1/n3.

• Strong dipole-dipole interactions: dipole moment d ∝ n2.

2.6.2. Binding Energies

For heavy alkali metals such as caesium, the core electrons interact with the Rydberg

electron wavefunction and the effective principal quantum number n∗ = n − δnlj

State δ0 δ2 δ4

n2S1/2 4.049 0.2377 0.2554

n2P1/2 3.592 0.3609 0.4191

n2D5/2 2.466 0.0136 -0.3746

n2F5/2 0.03341 -0.1987 0.2895

Table 2.2.: Quantum defect parameters for

calculating the effective principal quantum

number in caesium [89].
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Figure 2.7.: Transition wavelengths for n2S1/2 → 262P3/2 and n2D5/2 → 262P3/2 cal-

culated using measured energy levels for n ≤ 12 [88] and quantum defect parameters

for n > 12 [89].

must be used instead. The quantum defect can be calculated from the Rydberg-

Ritz formula

δnlj = δ0 +
δ2

(n− δ0)2
+

δ4

(n− δ0)4
+

δ6

(n− δ0)6
+ . . . , (2.50)

where the coefficients δi are derived from spectroscopic data from a large range

of Rydberg states and shown in Table 2.2. The binding energies Enl can then be

expressed in analogy to the Hydrogen atom as

Enl = − R∞
(n− δn,l,j)2

, (2.51)

where R∞ = 1.097× 107 m−1 is the Rydberg constant. In the case of caesium, the

ground-state ionisation energy is 31406.46766 cm−1. Finally, the vacuum transition

wavelength between two states with energy Enl and En′l′ is given by

λ =
hc

En′,l′ − En,l
, (2.52)

where h is Planck’s constant and c is the speed of light in vacuum. The transition

wavelengths to the 262P3/2 Rydberg state are shown in Fig. 2.7. From the ground

state 62S1/2, the transition wavelength λ = 319 nm whereas from the nearest Ryd-

berg state 262S1/2, the transition wavelength is more than three orders of magnitude
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Figure 2.8.: Comparison of spontaneous (blue) and BBR-induced (red) transition

rates for 262P3/2 → n2S1/2 at temperature T = 350 K.

larger λ = 1 mm.

2.6.3. Lifetime

The rate of spontaneous emission on a transition |n, l〉 → |n′, l′〉 is given by the

Einstein A-coefficient [90]

An,l→n′,l′ =
1

4πε0~
4ω3

nn′

3c3

lmax

2l + 1
|〈n′, l′|er|n, l〉|2, (2.53)

where ωnn′ = |En,l −En′,l′ |/~ is the transition frequency, lmax is the largest angular

momentum from l and l′. The radial matrix element 〈n′, l′|er|n, l〉 is discussed in

Section 2.5. As there are multiple transitions from initial state |n, l〉, the radia-

tive lifetime τ0 of a Rydberg state is determined by the total rate of spontaneous

transitions

1

τ0
= Γ0 =

∑
En,l>En′,l′

An,l→n′,l′ . (2.54)

The transition to lower-lying and higher-lying states can also be initiated by black-

body photons. The average number of photons per mode n̄ω at the transition fre-

quency is determined by the temperature T of the blackbody using the Planck

distribution

n̄ω =
1

e~ωn,n′/kBT
, (2.55)

35



2. Theoretical Foundation

20 40 60 80 100
Principal Quantum Number n

0

20

40

60

80

100

120

140

T
ra

n
si

ti
o
n

R
a
te

(k
H

z)

Spontaneous

Blackbody

Effective

Figure 2.9.: Total spontaneous decay rate (blue), blackbody-induced decay rate

(green) and effective decay rate (red) for Rydberg state 262P3/2 at temperature

T = 350 K. When the principal quantum number n > 24, the blackbody-induced

decay rate is dominant. The spontaneous decay rate is calculated using Eq. (2.59)

and the blackbody-induced decay rate is calculated using Eq. (2.60).

where kB is Boltzmann’s constant. The rate of blackbody radiation (BBR) transi-

tions can be written in terms of the Einstein A-coefficient as

Wn,l→n′l′ = n̄ωAn,l→n′l′ . (2.56)

The total rate of BBR-induced transitions is given by

ΓBBR =
∑

Wn,l→n′,l′ . (2.57)

The effective lifetime of the Rydberg state is then given by both the spontaneous

and BBR-induced transition rate

1

τeff
= Γ0 + ΓBBR =

1

τ0
+

1

τBBR
. (2.58)

A commonly used semi-empirical formula for calculating the spontaneous and BBR-

induced transition rate is given by [90]

τ0 = τsn̄
δ, (2.59)

ΓBBR =
A

n̄D
2.14× 1010

exp(315780B
n̄CT

)− 1
, (2.60)
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State τs (ns) δ A B C D
2S1/2 1.2926 3.0005 0.123 0.231 2.517 4.375
2P1/2 2.9921 2.9892 0.041 0.072 1.693 3.607
2P3/2 3.2849 2.9875 0.038 0.056 1.552 3.505
2D3/2 0.6580 2.9944 0.038 0.076 1.790 3.656
2D5/2 0.6681 2.9941 0.036 0.073 1.770 3.636

Table 2.3.: Effective lifetime parameters for determining the spontaneous and BBR-

induced emission rates. Adapted from Beterov et al. [90].

where n̄ is the effective principal quantum number and the coefficients are given

in Table 2.3. A comparison of the spontaneous and blackbody radiation induced

transition rates from 262P3/2 are shown in Fig. 2.8. The dominant spontaneous

emission transitions occur to the lowest-lying states. However, the dominant black-

body radiation transitions occur to nearby Rydberg states. As a result, blackbody

radiation is a significant mechanism that reduces the lifetime of the Rydberg state.

In the case of n2P3/2 Rydberg states, shown in Fig. 2.9, the BBR-induced transition

rate is greater than the spontaneous emission rate for n > 24. For the 262P3/2 Ryd-

berg state, the total spontaneous emission lifetime τ0 ' 35 µs, blackbody radiation

induced lifetime τBBR ' 33 µs and total effective lifetime τeff ' 17 µs.

2.7. Thermal Vapours

There are numerous advantages of working with thermal vapours over cold atom

experiments. These include, but are not limited to:

1. Number density: the number density can be tuned over several orders of mag-
nitude using the atom temperature.

2. Simplicity: less technical components such as a vacuum chamber are required.

3. Flexibility: short setup times allow the experiment to be modified quickly.

4. Cost: inexpensive thermal vapour cells.

However, there are a number of disadvantages, some of which can be overcome in

practice:

1. Doppler effect: the atoms are shifted out of resonance with an excitation laser
according to their velocity.

2. Collisions: self broadening and collisional shift of resonance due to motional

dipole-dipole interactions.
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Figure 2.10.: Ground-state number density N and average inter-atomic separation

Ravg as a function of temperature T .

2.7.1. Density

The vapour pressure of caesium in the liquid phase is given by [76]

log10 Pv = 2.881 + 4.165− 3830

T
, (2.61)

where Pv is the pressure in Torr and T is the temperature in Kelvin. The ground-

state number density N is then given by

N =
133.323Pv

kBT
, (2.62)

where kB is Boltzmann’s constant and 133.323 converts the vapour pressure from

Torr to Pascals. The average inter-atomic separation Ravg can be calculated from

the number density by [91]

Ravg '
5

9
N−1/3. (2.63)

The ground-state number density N and average inter-atomic separation Ravg are

shown in Fig. 2.10 as a function of temperature T . By increasing the temperature

of the atoms from room temperature to 200◦C, it is possible to increase the number

density by over five orders of magnitude.

2.7.2. Vapour Cell

Atomic spectroscopy of a thermal vapour can be achieved by confining the atoms

in a glass vapour cell with a fixed optical path length between the windows. These
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Sidearm

Windows

10 mm

Figure 2.11.: Homemade thermal vapour cell. The borosilicate sidearm contains the

reservoir of caesium and prevents condensation onto the quartz windows. The optical

path length is 2 mm.

cells can be obtained commercially or manufactured in-house. Fig. 2.11 shows a

thermal vapour cell that was manufactured at Durham University. The cell consists

of two parts: (i) the sidearm containing the reservoir of caesium and (ii) the flat

windows made of fused-silica quartz and separated by 2 mm. The sidearm is made

from borosilicate glass.

A commercial thermal vapour cell from Triad is shown in Fig. 2.12. The entire

cell is manufactured from quartz and the optical path length is 2 mm. This vapour

cell is more expensive than those produced in house and there is often a significant

lead time for production. A micro-fabricated thermal vapour cell obtained from

National Institute of Standards and Technology (NIST) is shown in Fig. 2.13. This

type of thermal vapour cell has applications in chip-scale atomic clocks [64] and

atomic magnetometers [65]. The cell is manufactured from two 300 µm thick layers

of borosilicate glass which are anodic bonded to a 2 mm thick silicon wafer. A hole

etched into this wafer forms a cavity for the atoms. Inert neon and argon buffer

gases are also present in the vapour cell due to the filling process [64].

The fabrication of vapour cells with micrometer [62] or nanometer [20, 92] path

lengths is particularly difficult. As a result, these vapour cells are custom made by

a small number of research groups. Furthermore, electrically-contacted vapour cells

[63] have now been produced which allows Rydberg atoms to be detected using the

ionisation current. This detection method has been shown to produce spectra with

a higher signal-to-noise ratio than conventional optical techniques.

The temperature of the vapour cell can be controlled by placing it in a ceramic

resistive heater. Using two separate heating regions, the temperature of the sidearm

and windows of the cell can be adjusted independently. In order to prevent atoms

condensing onto the windows, the sidearm region is always kept 10◦C cooler than

the window region.
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Figure 2.12.: Commercial thermal vapour cell from Triad. The quartz sidearm con-

tains the reservoir of caesium and prevents condensation onto the quartz windows.

The optical path length is 2 mm.

Figure 2.13.: Microfabricated thermal vapour cell from National Institute of Stan-

dards and Technology. As the cell does not contain a sidearm, caesium can condense

on the windows. The optical path length is 2 mm.

2.8. Summary

In summary, this Chapter introduced a broad range of theoretical subjects which

form the foundation of the thesis. The semi-classical description of the atom-light

interaction was first presented for a two-level atom, before extension to a three-

level and then a multi-level atom. Through the interaction with the applied light

field, the atomic dynamics can evolve coherently (in the case of EIT or ATS) or

incoherently (in the case of optical pumping). The strength of the light-induced

coupling between two atomic states was introduced through the transition dipole

moment. This was followed by a discussion of the properties of Rydberg atoms and

a comparison between the radiative and blackbody-induced components of their

lifetime. The chapter concluded with a discussion about thermal vapours and the

various methods of confinement that exist.
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3.1. Introduction

This Chapter considers the interaction between optically-induced atomic dipoles.

The interaction originates from the electric field that is emitted by an oscillating

dipole and can be described using the Liénard-Wiechert potential. The full potential

is presented for a pair of dipoles in Section 3.2 and an approximation is derived when

the dipoles have the same orientation.

The Liénard-Wiechert potential is first applied to a pair of interacting dipoles in

Section 3.3. The pair-state picture is introduced and the distinction between the

resonant and non-resonant dipole-dipole interaction is considered. In the case of the

resonant dipole-dipole interaction, the energy and decay rate of the atomic state

is modified when the pair separation is less than their transition wavelength. The

non-resonant or induced van der Waals interaction is shown to occur at long range

and displays resonant dipole-dipole behaviour when the pair separation is below a

critical value.

The discussion is then extended to an interacting many-body ensemble of dipoles

in Section 3.4. In this complex system, it is shown that the energy shift due to

the dipole-dipole interaction can be sub-divided into a number of components and

each of these contributions are considered in detail. Finally, the Chapter concludes

with a discussion of superradiance, which arises due to inter-atomic correlations in

a many-body ensemble.

3.2. Liénard-Wiechert Potential

A pair of oscillating dipoles with transition dipole moments d1 and d2 and separation

r12 interact via the Coulomb potential and the exchange of transversely polarised

photons [19]. The sum of these two components produces the Liénard-Wiechert

potential Vdd(r12) from classical electromagnetic field theory [93]

Vdd(r12) = − 1

4πε0

[
k2

r12
(d1 · d2 − d1 · r̂12d2 · r̂12)+

(
1

r3
12

− ik

r2
12

)
(3d1 · r̂12d2 · r̂12 − d1 · d2)

]
eikr12 , (3.1)
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Figure 3.1.: Dipole-dipole interaction schematic for a pair of atoms with dipole mo-

ments d1 and d2. (a) The dipoles are randomly orientated and separated by distance

r12. (b) The dipoles are aligned with the z-axis and their separation can be described

by distance r and angle θ.

where the wavevector k = 2π/λ and separation unit vector r̂12 = r12/|r12|. The

phase factor exp(ikr12) results in a retarded potential due to the finite speed of

light. This potential can also be derived using a second-quantised treatment of the

dipole-dipole interaction [94], illustrating the overlap between classical and quantum

interpretations.

The geometry of the dipole-dipole interaction Vdd(r12) is shown schematically

in Fig. 3.1(a). This interaction picture can be simplified by considering that the

dipoles are orientated with the z-axis such that d1 = d1ẑ and d2 = d2ẑ, as shown

in Fig. 3.1(b). This situation arises in experiments where the dipoles are excited

with linearly-polarised light. The interaction can now be described using the pair

separation r and polar angle θ. As the potential is symmetric about the z-axis, the

azimuthal angle φ is not required. The interaction potential Vdd is now given by

Vdd(r, θ) = −d1d2k
3

4πε0

[
1

kr
sin2 θ +

(
1

(kr)3
− i

(kr)2

)
(3 cos2 θ − 1)

]
eikr. (3.2)

3.3. Pairwise Dipole-Dipole Interaction

3.3.1. Resonant Interaction

Consider a pair of identical two-level atoms A and B with dipole-coupled transitions

between ground state |1〉 and excited state |2〉, as shown in Fig. 3.2(a). In this

system, the resonant dipole-dipole interaction corresponds to the reaction processes

given by

|1〉A + |2〉B → |2〉A + |1〉B , (3.3a)

|2〉A + |1〉B → |1〉A + |2〉B . (3.3b)
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Figure 3.2.: (a) Bare-state picture for atom A and atom B interacting over separation

r with dipole moment d1 and d2. (b) Pair-state picture for r →∞ where the singly-

excited states |12〉 and |21〉 are degenerate. (c) Pair-state picture for finite separation

where the Dicke superposition states |±〉 are non-degenerate due to the dipole-dipole

interaction.

The processes are resonant because the initial and final pair state have the same

energy. When the separation r between the atoms is large and the dipole-dipole

interaction is negligible, the system can be written in the pair-state basis, as shown

in Fig. 3.2(b). If the system is initially prepared in the doubly-excited state |22〉, the

spontaneous emission of a single photon projects the system into the singly-excited

state |12〉 or |21〉. After a second single photon is emitted, the system decays to the

ground state |11〉.
When the separation between the atoms is less than the transition wavelength

kr � 1, this description is no longer valid. Following decay from the doubly-excited

state |22〉, it is not possible to determine whether the system enters state |12〉 or

|21〉. Instead the system enters a superposition or Dicke state [13] given by

|±〉 =
1√
2

(|21〉 ± |12〉), (3.4)

and represented by the pair-state picture in Fig. 3.2(c). The Dicke picture is equally

valid when the system starts in the ground state |11〉 and a single excitation is

created.

The effect of the dipole-dipole interaction Vdd(r, θ) between atoms in the Dicke

state is to modify both their energy and decay rate [95]. Given an unperturbed

energy E0 and decay rate Γ of the bare states, the dipole-dipole interaction leads to
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Figure 3.3.: The real and imaginary part of the dipole-dipole interaction Vdd(r, θ)

result in an energy shift ∆12 and broadening Γ12 of the Dicke states |±〉. The

green and blue curves correspond to dipole orientation angles θ = 0 and θ = π/2

respectively. The thick red curve corresponds to an angular average over all possible

dipole orientations.

the following modification

E± = E0 ±∆12, (3.5)

Γ± = Γ± Γ12, (3.6)

where the energy shift ∆12 = Re(Vdd(r, θ)) and additional broadening Γ12 =

−2Im(Vdd(r, θ)). The energy shift ∆12 and decay rate Γ12 are shown as a function of

dipole separation kr in Fig. 3.3. Both quantities are normalised to the unperturbed

decay rate Γ = d2k3/(3πε0). The green and blue curves show the radial dependence

for orientation angle θ = 0 and θ = π/2 respectively. The red curve shows the radial

dependence averaged over all orientation angles 0 ≤ θ ≤ π. When kr � 1, the

energy shift diverges to lower frequencies and the decay rate is enhanced Γ+ → 2Γ.

For this reason, the Dicke state |+〉 is referred to as a superradiant state. Similarly,

the Dicke state |−〉 is referred to as a subradiant state as the decay rate Γ− → 0.

3.3.2. Non-Resonant Interaction

The van der Waals (vdW) interaction, or more specifically the London dispersion

interaction [96], occurs between non-polar atoms without transition or permanent

dipole moments. When the pair separation is small, the electron density distribution

of each atom is distorted and an instantaneous dipole results. In the induced vdW

interaction, the energy difference between the initial |φi〉 and final |φf〉 pair state is
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Figure 3.4.: The eigenvalues λ± are shown as a function of pair separation kr for

energy defect (a) ∆ = 0 and (b) ∆ = −10Γ. In the resonant case, it is not possible
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2(|φi〉 ± |φf〉) must be used instead. The dipole-dipole interaction Vdd(r, θ)

has been averaged over all angular orientations.

non-zero and the energy defect ∆ is given by

∆ = Ef − Ei. (3.7)

In the pair state picture, the atomic Hamiltonian is given by

Ĥatom = ~

(
0 0

0 ∆

)
, (3.8)

with the basis pair states |φi〉 = (1, 0)T and |φf〉 = (0, 1)T . Furthermore, the pair

states are coupled by the dipole-dipole interaction Vdd(r, θ) through the interaction

Hamiltonian

Ĥint = ~

(
0 Vdd(r, θ)

Vdd(r, θ) 0

)
. (3.9)

The total Hamiltonian describing the two-atom system Ĥtot = Ĥatom +Ĥint can now

be diagonalised to yield the eigenvalues λ± of the pair states

λ± =
∆

2
± 1

2

√
∆2 + 4V 2

dd(r, θ). (3.10)
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vertical dashed line. The dipole-dipole interaction Vdd(r, θ) has been averaged over
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As a result of the off-diagonal coupling provided by the dipole-dipole interaction, the

eigenenergies of the pair states are now dependent upon the separation and angular

orientation of the two dipoles. The eigenvalues are shown in Fig. 3.4 as a function

of pair separation kr for energy defect (a) ∆ = 0 and (b) ∆ = −10Γ. In both cases,

the dipole-dipole potential Vdd(r, θ) has been averaged over the angular orientation

of the dipoles. When the interaction is weak Vdd(r, θ)� ∆, the eigenvalues can be

associated with the initial pair state |φi〉 and final pair state |φf〉. However, when

the interaction is strong Vdd(r, θ) � ∆, the eigenvalues cannot be associated with

the initial and final pair states and must be described by the Dicke states |±〉.
Consequently, it is possible to identify two regimes in the non-resonant dipole-

dipole interaction. When the energy defect dominates over the interaction ∆ �
Vdd(r, θ), the eigenvalues of the system are given by

λ+ = ∆ +
Vdd(r, θ)2

∆
, (3.11)

λ− = −Vdd(r, θ)2

∆
. (3.12)

This is the long range van der Waals regime where the interaction energy scales

as 1/r6. Conversely, when the interaction energy dominates over the energy defect
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∆� Vdd(r, θ), the eigenvalues are given by

λ± = ±Vdd(r, θ). (3.13)

This is the resonant dipole-dipole regime where the interaction energy scales as 1/r3.

The transition between these two regimes occurs at the van der Waals radius RvdW

where the energy defect is equivalent to the interaction energy ∆ = Vdd(r, θ). This

behaviour is illustrated in Fig. 3.5 as a function of pair separation kr for energy

defect ∆ = −100Γ. The interaction potential Vdd(r, θ) has been averaged over all

possible angular orientations. In this case, the transition between the short-range

and long-range behaviour occurs at the van der Waals radius krvdW ≈ 0.17.

3.4. Many-Body Dipole-Dipole Interaction

In an experimental situation, the ability to isolate two individual dipoles and observe

their interaction represents a significant technical challenge [37]. An alternative

approach is to work with a macroscopic ensemble of interacting dipoles, for example,

an alkali metal vapour at room temperature. As the number of interacting dipoles in

such an ensemble can exceed one billion, the pair analysis from the previous section

must be carefully applied to this many-body system.

There are four dipole-dipole interaction contributions to the energy shift that must

be combined in an extended sample:

• Coulomb Shift: arises from the average instantaneous interaction between the

dipoles.

• Cooperative Lamb Shift: arises from the exchange of virtual photons between

the dipoles.

• van der Waals Shift: arises from the exchange of real photons between the

dipoles.

• Collisional Shift: arises from two-body scattering in the Coulomb potential.

In an ensemble with fixed or “frozen” dipole positions, the collisional shift does not

occur. Furthermore, when the energy defect ∆ for the non-resonant interaction is

large, the van der Waals interaction can be neglected. Both the Coulomb and Coop-

erative Lamb shift are described by the real part of the Liénard-Wiechert potential

introduced in Section 3.2. In a many-body ensemble, these shifts can be calculated

by averaging over the pairwise interactions.

The dipole-dipole interaction also leads to a modification of the decay rate in a

many-body system:
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• Cooperative Decay Rate - arises from the exchange of virtual photons between

the dipoles.

3.4.1. Coulomb Shift

Within a dense medium, the applied electric field E is different to the local electric

field E loc that each atom experiences. This problem was solved by Lorentz [97] by

considering a spherical cavity around a typical dipole in the medium. The radius

of the sphere is taken to be sufficiently large that the dipoles which lie outside the

sphere can be treated as a continuous medium. The interaction with dipoles within

the spherical cavity must still be calculated microscopically. The local electric field

acting on the considered dipole is therefore given by a sum of components

E loc = E + Ep + Enear, (3.14)

where Ep is the electric field due to dipoles outside the cavity and Enear is the electric

field due to dipoles within the cavity. As the configuration of nearby atoms in a gas

can be assumed to be random, the Enear contribution can be neglected [98]. The

average electric field at the centre of a spherical cavity Ep due to a surface charge

polarisation P is given by [93]

Ep =
1

3ε0
P . (3.15)

Therefore the total local electric field can be expressed as

E loc = E +
1

3ε0
P . (3.16)

The polarisation response to the local field can be expressed in terms of the micro-

scopic dipole moment p and the atomic number density N as

P = 4πε0Np, (3.17)

where the dipole moment p = αE loc and α is the atomic polarisability. Combining

Eq. (3.16) and Eq. (3.17) with the bulk polarisation response P = ε0χeE and re-

arranging for the electric susceptibility results in the following expression

χe =
4πNα

1− 4
3πNα

. (3.18)

This is the Lorentz-Lorenz law [97] which relates the macroscopic susceptibility χe

of a dense medium to the microscopic polarisability α of an atom. The polarisability
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is related to the susceptibility of an atom in a dilute gas through the expression

α =
χatom

4πN = − 1

4πε0~
d2

∆ + iΓ
2

, (3.19)

where χatom is given by the weak probe susceptibility in Eq. (2.16). Substituting

Eq. (3.19) into Eq. (3.18) results in the susceptibility for an atom in a dense medium

χe = −Nd
2

ε0~
1

∆ + Nd2

3ε0~ + iΓ
2

. (3.20)

This is equivalent to the expression in Eq. (2.16) except that the dense medium has

introduced a Lorentz-Lorenz frequency shift given by

∆LL = −Nd
2

3ε0~
. (3.21)

3.4.2. Cooperative Lamb Shift

The Lorentz-Lorenz shift discussed in the previous section arises due to the instan-

taneous Coulomb interaction between dipoles in a dense medium. As discussed in

Section 3.2, the exchange of transversely-polarised photons also contributes to the

dipole-dipole interaction. This exchange process results in a cooperative frequency

shift that will be presented in this section.

The dipole-dipole interaction between a pair of dipoles Vdd(r, θ) given by Eq. (3.2)

can be extended to a many-body system by summing over all possible pairs. When

the number of dipoles is large Nλ3 � 1, it is possible to use a continuum approxi-

mation and replace the sum over pairs of dipoles with an integral over the geometry

of the sample [99]. As a result, the exact geometry of the sample determines both

the magnitude and sign of the resultant energy shift.

Slab Geometry

In the slab geometry, the ensemble is confined along the axis of beam propagation

and is unconfined in the transverse axes. For a beam of diameter d and wavelength

λ propagating through a medium of length L, the slab geometry is satisfied when

λL/d2 � 1. Due to the weak transverse confinement, the problem can be reduced

to just one dimension.

The Lénard-Wiechert interaction potential in one dimension with pair separation

z = z1 − z2 is given by

Vdd(z, θ) = −3Γ

8

[
1

kz̄
+

1

(kz̄)3
− i

(kz̄)2

]
eikz̄, (3.22)
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Figure 3.6.: Propagation effects in the cooperative Lamb shift. (a) The real part

of the complex phase for retarded dipoles φret = exp(ikz̄) and (b) the resulting

real part of the dipole-dipole potential Vdd,ret. (c) The real part of the complex

phase for phased dipoles φph = exp(ik(z̄ + z)) and (d) the resulting real part of the

dipole-dipole potential Vdd,ph.

where z̄ = |z| = |z1 − z2| and an average over angular orientation θ has been

performed. The complex phase φret ≡ exp(ikz̄) accounts for retardation due to the

finite propagation speed between the dipoles. The real part of the complex phase

Re(φret) and the resulting real part of the dipole-dipole interaction Vdd,ret are shown

in Fig. 3.6(a) and (b) respectively. As a result of the variation in phase, the sign of

the dipole-dipole interaction oscillates with pair separation.

In the preceding analysis, the initial phase of the dipoles was assumed to be

homogenous throughout the medium. This is not the case for optically-induced

dipoles and a second complex phase term must be included to account for this effect

Vdd(z, θ) = −3Γ

8

[
1

kz̄
+

1

(kz̄)3
− i

(kz̄)2

]
eik(z̄+z), (3.23)

where the complex phase φph ≡ exp(ik(z̄+z)) is due to the phasing and retardation

of the dipoles. The real part of the complex phase Re(φph) and the resulting real part
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Figure 3.7.: The cooperative Lamb shift ∆CLS is shown as a function of slab length

L. When L� λ, the shift tends to a steady state value of −3/4∆LL.

of the dipole-dipole interaction Vdd,ph are shown in Fig. 3.6(c) and (d) respectively.

In the backward direction kz < 0, the phase does not oscillate whilst in the forward

direction kz > 0, the phase now oscillates at twice the frequency.

In a medium with length L, the cooperative shift due to the dipole-dipole inter-

action can be obtained by integrating Eq. (3.23) over the positions 0 ≤ z1 ≤ L and

0 ≤ z2 ≤L of the dipoles. The resulting shift, referred to as the cooperative Lamb

shift due to the dependence on twice the propagation phase, is given by [19]

∆CLS =
Nd2

4ε0~

(
1− sin 2kL

2kL

)
. (3.24)

The cooperative Lamb shift ∆CLS is shown as a function of slab length L in Fig. 3.7.

When the slab length kL � 1, the cooperative Lamb shift reaches a steady state

value

∆CLS →
Nd2

4ε0~
= −3

4
∆LL. (3.25)

As previously confirmed in an atomic vapour layer of nanometer thickness [20], the

Lorentz-Lorenz shift ∆LL can only be measured when the cooperative Lamb shift

∆CLS = 0, i.e. when the slab length L → 0. It is also important to note that the

Lorentz-Lorenz shift is to lower frequencies (red shift) whilst the cooperative Lamb

shift in a slab is to higher frequencies (blue shift).
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Figure 3.8.: The cooperative Lamb shift ∆CLS is shown as a function of cylinder

radius R. When R � λ, the shift tends to a steady state value of 2∆LL. Notably,

the shift changes to lower frequencies (red shift) when R & 0.18λ.

Cylinder Geometry

In an experiment with an extended sample in the beam propagation direction L�
λ, the slab geometry is no longer valid. Instead, when the beam diameter d is

comparable to the wavelength λ, the sample can be considered as an infinite cylinder

[100]. The cooperative Lamb shift is then given by [101]

∆CLS = −2Nd2

3ε0~
(πJ1(kR)Y1(kR) + 1) , (3.26)

where R is the cylinder radius, J1 is the first-order Bessel function and Y1 is the

first-order Weber function. The cooperative Lamb shift ∆CLS is shown as a function

of cylinder radius R in Fig. 3.8. Notably, when the cylinder radius R & 0.183λ, the

cooperative Lamb shift changes sign. When the cylinder radius R � λ, the shift

reaches a steady state value

∆LL → −
2Nd2

3ε0~
= 2∆LL. (3.27)

3.4.3. Collisional Broadening

The thermal motion of atoms in a vapour also contributes to the dipole-dipole in-

teraction. In the impact approximation, collisions are only considered when the
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interatomic separation is less than the Weisskopf radius [102]. Furthermore, the

binary approximation assumes that the collisional process only involves two atoms.

Under these approximations, the Weisskopf radius can be expressed as [103]

rw =

√
β

2πv̄
, (3.28)

where β is the self-broadening coefficient and v̄ =
√

16kBT/πm is the mean relative

velocity for the collision. The self-broadening coefficient is given by [103]

β =
d2

3~ε0

√
2J + 1√
2J ′ + 1

, (3.29)

where d is the transition dipole moment from an initial state with total angular

momentum J to a final state with total angular momentum J ′. For the caesium D2

line, the measured self-broadening coefficient β/2π = (1.15± 0.12)× 10−7 Hz cm−3

[104]. The collisional or self-broadening of the resonance is then given by Γcol =

βN . Furthermore, the collisional shift is given by ∆col = αN where the measured

coefficient for the caesium D2 line α/2π = (−0.9± 0.5)× 10−8 Hz cm−3 [105].

3.4.4. Cooperative Decay Rate

The Dicke model can be generalised to an N -atom system by considering each atom

as a spin-1/2 particle [106]. The excited state is represented by spin up ms = +1/2

and the ground state by spin down ms = −1/2. The total angular momentum

J =
∑
s(i) and the projection M =

∑
m

(i)
s now fully characterise the many-body

state of the system. For an N -atom system, there are (N + 1) Dicke states which

can be arranged in an excitation ladder

|J,M = J〉 = |↑↑↑ · · · ↑↑↑〉 , (3.30a)

|J,M = J − 1〉 =
1√
N

(|↑↑↑ · · · ↑↑↓〉+ |↑↑↑ · · · ↑↓↑〉+ · · · ), (3.30b)

...

|J,M = 0〉 =

√
N/2!N/2!

N !
(|↑↑↑ · · · ↓↓↓〉+ · · · ), (3.30c)

...

|J,M = 1− J〉 =
1√
N

(|↑↓↓ · · · ↓↓↓〉+ |↓↑↓ · · · ↓↓↓〉+ · · · ), (3.30d)

|J,M = −J〉 = |↓↓↓ · · · ↓↓↓〉 . (3.30e)

Consider that the system starts in a fully symmetric state |N/2, N/2〉, as shown

in Eq. (3.30a), where all the atoms are in the spin-up state. Each photon that is

emitted causes the system to fall through the ladder of Dicke states. The system
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moves from M →M − 1 with a decay rate [106]

ΓM→M−1 = (J +M)(J −M + 1)Γ. (3.31)

The first photon is emitted with a decay rate NΓ as expected for N -atoms. However,

the system now enters a symmetric superposition state given by Eq. (3.30b) as any

of the N atoms could have decayed. As a result, this Dicke state decays with an

enhanced rate (2N−1)Γ. When half of the atoms have decayed, the system is in the

centre of the Dicke ladder and in the maximally correlated state |J,M = 0〉. At this

point, the decay rate reaches a maximum value of (N2/4+N/2)Γ. In an intially fully-

inverted system, the rise and fall of the decay rate produces a characteristic pulse

of emission known as superradiance. In a multi-level atom with several cooperative

transitions, it is possible to observe a superradiant cascade process [107].

Throughout this analysis, it has been assumed that the system is invariant to

atom perturbation and that each dipole evolves with the same phase. In reality this

may not necessarily be the case due to collisions [108], propagation effects [14] and

the inhomogenous spacing of the dipoles in a gas [106]. This leads to a weakening

of superradiance as the system is projected into a state where J < N/2.

3.5. Summary

In summary, this Chapter considered the interaction which arises between optically-

induced atomic dipoles. The Liénard-Wiechert potential was presented, which de-

scribes the dipole-dipole interaction via the Coulomb potential and the exchange of

photons. This potential was applied to the pairwise dipole-dipole interaction and

shown to result in a modification of both the energy and decay rate of the atomic

states.

In a many-body atomic ensemble, the dipole-dipole induced energy shift has sev-

eral components. The Coulomb interaction between the dipoles was shown to pro-

duce a Lorentz-Lorenz shift to lower frequencies. The geometry-dependent Coopera-

tive Lamb shift was presented for a slab and cylinder geometry. Motional effects were

also considered and contribute to a frequency shift and broadening of the atomic

resonance. Finally, the Dicke picture was extended to a many-body ensemble and

shown to produce a superradiant pulse of emission in an initially-inverted system.
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4.1. Introduction

This Chapter considers ground-state spectroscopy of caesium atoms in a thermal

vapour. A laser with wavelength λ = 852 nm excites the atoms from the ground state

62S1/2 to the excited state 62P3/2. In a stationary atom, the transition linewidth

is homogeneously broadened by the Heisenberg uncertainty principle. This limits

the ground-state spectroscopic resolution to approximately 5 MHz. However, in

a thermal vapour, the atoms have a distribution of atomic velocities determined

by their temperature. Consequently, the transition linewidth is inhomogeneously

broadened by the Doppler effect, documented in Section 4.2. At room temperature,

the ground-state linewidth is broadened to approximately 375 MHz.

Saturated absorption spectroscopy, discussed in Section 4.3, is a method of in-

creasing the spectroscopic resolution by eliminating the Doppler effect. This can

be achieved by using a counter-propagating pump and probe beam of the same

frequency. The pump beam effectively selects a small range of atomic velocities

that are analysed by the probe beam. This technique is extended to polarisation

spectroscopy in Section 4.4, where the atomic resonances produce narrow dispersive

features. The chapter concludes in Section 4.5 with a discussion of laser frequency

stabilisation using polarisation spectroscopy.

4.2. Doppler Broadening

The linewidth of an atomic transition is defined as the full-width at half-maximum

(FWHM). In a stationary atom, the transition linewidth is determined by natural

or homogeneous broadening. As a result, photons are absorbed with a Lorentzian

distribution of frequencies given by [82]

gN(∆) =
1

2π

Γ

∆2 + Γ2/4
, (4.1)

where Γ is the natural linewidth, ∆ = ωL−ω0 is the laser detuning, ω0 is the transi-

tion frequency and ωL is the laser frequency. When atomic motion is considered, the

transition linewidth is inhomogeneously broadening by the Doppler effect. Consider

an atom travelling at velocity v and an excitation laser with wavevector k. The
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excitation laser frequency ωL will appear Doppler-shifted by an amount

∆D = −k · v. (4.2)

As the Doppler shift is dependent on the atomic velocity with respect to the beam,

the expression can be simplified to ∆D = −kv. The minus sign accounts for the

fact that an atom moving in the opposite direction as the source, will observe a blue

(positive) frequency shift.

In an ideal gas, the one dimensional velocity distribution f(v) is given by the

Maxwell-Boltzmann distribution

f(v) =
1√
πvp

exp

(
−v

2

v2
p

)
, (4.3)

where vp =
√

2kBT/m is the most probable speed, T is the temperature, kB is Boltz-

mann’s constant and m is the atomic mass. This is a Gaussian distribution with

mean v̄ = 0 and standard deviation σv = vp/
√

2. Due to the Doppler effect, a single

atom moving with velocity v will now absorb a Lorentzian distribution of frequen-

cies given by gN(∆ − kv). The full Doppler-broadened absorption lineshape for an

ensemble of atoms gD(∆) is given by a convolution of the Lorentzian absorption

lineshape gN(∆− kv) at velocity v, and the atomic velocity distribution f(v). This

can be written in integral form as [82]

gD(∆) =

∫ ∞
−∞

f(v)gN(∆− kv) dv, (4.4)

which can be calculated numerically to obtain a Voigt profile. When the Doppler

broadening dominates over the natural broadening kvp � Γ, the Lorentzian absorp-

tion profile can be replaced by a delta function

gN(∆− kv)→ 1

k
δ(v −∆/k). (4.5)

The Doppler-broadened absorption lineshape in Eq. (4.4) can now be written as

gD(∆) =
1

k

∫ ∞
−∞

f(v)δ(v −∆/k) dv (4.6)

=
1√
πkvp

exp

(
− ∆2

(kvp)2

)
, (4.7)

which is a Gaussian function with mean ∆̄ = 0 and standard deviation σ∆ = kvp/
√

2.

Converting from standard deviation to full-width at half-maximum, the Doppler-

broadened transition linewidth in the absence of natural broadening is given by
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ΓD = 2
√

ln 2 kvp. (4.8)

Alternatively, when the contribution from the natural linewidth cannot be neglected,

an approximation can be used to determine the linewidth of the Voigt profile [109]

ΓD ≈ 0.5346Γ +
√

0.2166Γ2 + 2.773(kvp)2, (4.9)

with an accuracy of ±0.02%. Using this approximation, the natural linewidth Γ and

Doppler-broadened linewidth ΓD of the ground-state transition 62S1/2 → 62P3/2 in

caesium are

Γ = 2π × 5.234 MHz, (4.10)

ΓD ' 2π × 376 MHz, (4.11)

where ΓD is calculated for atoms at room temperature T = 293 K. The Doppler-

broadened linewidth ΓD is clearly much greater than the natural linewidth Γ. Con-

sequently, the spectroscopic resolution in a room-temperature thermal vapour is

significantly reduced. This is further illustrated in Fig. 4.1 which shows the theoret-

ical Doppler-broadened absorption lineshape for a single transition at λ = 852 nm

(red dashed curve). The Lorentzian absorption lineshapes (blue solid curves) are

shown for a range of atomic velocities which are separated by 25 m/s. The separa-

tion in frequency between these Lorentzian lineshapes is determined by the Doppler

shift in Eq. (4.2) whilst their relative contribution is determined by the Maxwell-

Boltzmann distribution in Eq. (4.3). When the Lorentzian lineshapes are summed

over all possible velocities, the Doppler-broadened Voigt profile is obtained. The

loss in resolution due to the Doppler effect can be recovered with a Doppler-free

technique such as saturated absorption spectroscopy. This will be the subject of the

discussion in the next Section.

4.3. Saturated Absorption Spectroscopy

Saturated absorption spectroscopy (SAS) is a two-photon technique for generating

Doppler-free resonances in a thermal vapour [110]. The scheme uses a weak probe

and strong pump beam of the same frequency, which counter-propagate through a

vapour cell. At high intensities, the pump beam reduces the population difference

between the lower and upper levels of the transition [82]. This leads to a reduction

in the absorption of the probe beam on resonance, as demonstrated in Section 2.2.4

and Fig. 2.2.

At an atomic transition with natural linewidth Γ, the pump beam excites atoms
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Figure 4.1.: The Doppler-broadened absorption spectrum gD(∆) (red dashed line)

is shown at room temperature T = 293 K for a single transition at wavelength

λ = 852 nm. The Voigt profile is a convolution of the atomic velocity distribution

f(v) with the Lorentzian absorption profile gN(∆) (blue solid lines - illustrated at

25 m/s intervals).

with a certain power-broadened velocity width

∆v =
Γ

k

(
1 +

I

Isat

)1/2

, (4.12)

where I is the pump beam intensity and Isat is the saturation intensity. This leads

to a phenomenon known as spectral hole burning where there is a loss of atoms in

part of the atomic velocity distribution f(v) given by Eq. (4.3). The hole burning

which occurs on each transition can be detected in the transmission of a weak probe

beam and results in a reduction in absorption with width k∆v. When the pump

intensity I ≤ Isat, the transmission peak has a width which is limited by the natural

linewidth Γ.

The experimental setup for SAS is shown in Fig. 4.2. Using a polarising beam

splitter (PBS) and half-wave plate (λ/2), the output from the 852 nm laser is split

between the experiment and the SAS setup. A second PBS and λ/2 are then used

to separate this beam into a weak probe and strong pump beam. The pump beam

counter-propagates against the probe beam in the caesium vapour cell and is aligned

using an edge mirror to maximise the beam overlap. Finally the probe beam is

detected on a photodiode (PD).

Typical SAS spectra for caesium are shown in Fig. 4.3(a) and Fig. 4.3(b) for the

|62S1/2, F = 3〉 → |62P3/2, F
′ = 2, 3, 4〉 and |62S1/2, F = 4〉 → |62P3/2, F

′ = 3, 4, 5〉
transitions respectively. The spectra were obtained in a room-temperature 5 cm

vapour cell with pump intensity Ipump ≈ Isat and probe intensity Iprobe � Isat.
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So what is Polarisation Spectroscopy?

• Sub-Doppler spectroscopic technique
• Medium birefringence induced by circularly-polarised pump beam
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“Polarization spectroscopy in rubidium and cesium”
M. L. Harris et al, PRA 73 062509 (2006)
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Figure 4.2.: Experimental setup diagram for saturated absorption spectroscopy. The

weak probe beam counter-propagates against the strong pump beam and is detected

on a photodiode (PD). A polarising beam splitter (PBS) and half-wave plate (λ/2)

are used to separate the input beam into a pump and probe beam. An edge mirror

is used to increase the beam overlap within the vapour cell.

There are six Doppler-free resonances in total. The three resonances corresponding

to zero velocity atoms are indicated by vertical dashed lines. Notably there are

also three “crossover” resonances which each lie between the three Doppler-free

resonances. These resonances correspond to non-zero velocity class atoms which are

pumped and probed on different transitions. For a particular hyperfine splitting ∆hf

between two upper levels, these atoms are excited with velocity ±∆hf/(2k).

4.4. Polarisation Spectroscopy

Polarisation spectroscopy [111] is a sub-Doppler spectroscopic technique, similar to

saturated absorption spectroscopy, which utilises a counter-propagating pump and

probe beam. Both the pump and probe beam have the same frequency. The strong

circularly-polarised pump beam induces a birefringence in the medium which is

analysed by the weak linearly-polarised probe beam. As polarisation spectroscopy

produces a dispersive signal with an excellent signal-to-noise ratio, the technique is

particularly suited to laser frequency stabilisation [112].

4.4.1. Polarisation Spectroscopy Setup

The experimental setup for polarisation spectroscopy is shown in Fig. 4.4. Using

a polarising beam splitter (PBS) and half-wave plate (λ/2), the output from the

852 nm laser is split between the experiment and the polarisation spectroscopy

setup. A second PBS and half-wave plate are then used to separate this beam into a
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Figure 4.3.: Typical saturated absorption spectroscopy in a room-temperature 5 cm

caesium vapour cell. The peaks highlighted with vertical lines are the transitions

for atoms with zero velocity. The remaining peaks are crossovers due to atoms

with non-zero velocity. The pump intensity Ipump ≈ Isat and the probe intensity

Iprobe � Isat.

weak probe and strong pump beam. The pump beam is circularly polarised using a

quarter-wave plate (λ/4) and then counter-propagates against the linearly-polarised

probe beam in the caesium vapour cell. An edge mirror is used to maximise the beam

overlap within the cell. The medium birefringence is analysed by decomposing the

probe beam with a PBS and then detecting each component with a differencing

photodiode (DPD).

4.4.2. Polarisation Spectroscopy Theory

Consider the probe beam propagating in the z-direction with the plane of linear

polarisation at an angle φ to the x-axis. The electric field of the probe beam before
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Figure 4.4.: Experimental setup diagram for polarisation spectroscopy. The linearly-

polarised probe beam counter-propagates against the circularly-polarised pump

beam. An edge mirror is used to increase the beam overlap within the vapour

cell. The probe beam is decomposed using a polarising beam splitter (PBS) and

detected on a differencing photodiode (DPD).

the medium can be decomposed into circular polarisation components [112]

Einital =

(
Ex

Ey

)
= E0

[
e−iφ

2

(
1

i

)
+
eiφ

2

(
1

−i

)]
. (4.13)

As the probe beam propagates through the birefringent medium of length L, each

component of the electric field experiences a different level of absorption and phase

shift. The electric field of the probe beam after the medium can be written

Efinal = E0

[
e−iφ

2

(
1

i

)
e−ik+Le−α+/2 +

eiφ

2

(
1

−i

)
e−ik−Le−α−/2

]
, (4.14)

where α± and k± are the absorption coefficients and wavevectors for circularly-

polarised light driving σ± transitions. The wavevector is directly related to the

refractive index of the medium k± = (ω/c)n±. The change in polarisation of the

probe beam after the medium can be analysed using a PBS which decomposes the

light into horizontal (x) and vertical (y) linear polarisation components. The signal

on the differencing photodiode is given by

Iy − Ix = |Ey|2 − |Ex|2 = I0e
−αL cos

(
2φ+

ωL

c
∆n

)
, (4.15)

where ∆n = n+ − n− is the refractive index difference between the circular com-

ponents and α = (α+ + α−)/2 is the average absorption coefficient. From this

expression, it is clear that the birefringence in the medium results in a rotation

Φ = (ωL∆n)/c of the plane of polarisation of the probe beam. At an atomic transi-
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tion with natural linewidth Γ, the difference in absorption coefficients ∆α = α+−α−
between the circular polarisation components has a Lorentzian profile given by

∆α =
∆α0

1 + (2∆
Γ )2

, (4.16)

where ∆ is the laser detuning and ∆α0 is the resonant difference in absorption

coefficients. Using the Kramers-Kronig relation [113], it is possible to determine the

corresponding difference in the refractive index as

∆n =
c∆α0

ω

2∆
Γ

1 + (2∆
Γ )2

. (4.17)

Substituting the refractive index difference in Eq. (4.17) into the output signal in

Eq. (4.15) and setting the input plane of polarisation φ = π/4 results in the expres-

sion

Iy − Ix = I0e
−αLL∆α0

2∆
Γ

1 + (2∆
Γ )2

, (4.18)

where the level of dispersion (angle of rotation) is assumed to be small. As a func-

tion of laser detuning, the polarisation spectroscopy signal is the derivative of a

Lorentzian lineshape. In a thermal vapour, birefringence can be induced using a

strong circularly-polarised pump beam. As the pump beam drives either σ+ or σ−

transitions, an anisotropy is created in the ground-state population distribution.

The largest anisotropy is created on closed transitions where the optical pumping is

more effective [112].

4.4.3. Polarisation Spectroscopy in caesium

Typical polarisation spectroscopy signals are shown in Fig. 4.5 for (a) a 5 cm vapour

cell and (b) a 2 mm vapour cell at room temperature T = 293 K. These spectra rep-

resent the best possible signals obtained by optimising all experimental parameters.

Each direct and crossover transition produces a narrow dispersive resonance on a

flat background of zero signal. The largest dispersive signal appears on the closed

transition |62S1/2, F = 4〉 → |62P3/2, F
′ = 5〉 at ∆ = 0.

A common problem with polarisation spectroscopy in caesium is the high level

of probe absorption that occurs in a room-temperature 5 cm vapour cell. As a

result, the signal often appears on a large non-zero background. Previous work has

shown this effect can be reduced using an ice bath [114] to reduce the level of probe

absorption. An alternative method, as used in this experiment, is to reduce the

probe absorption by using a 2 mm vapour cell.
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Figure 4.5.: Typical polarisation spectroscopy signals achieved in (a) 5 cm vapour

cell and (b) 2 mm vapour cell. There are six dispersive resonances corresponding to

three zero velocity transitions and three non-zero velocity transitions. In each case,

the experimental parameters are adjusted to achieve the best possible signal.

4.5. Laser Frequency Stabilisation

The output laser frequency of an extended cavity diode laser (ECDL) is highly

dependent on both its internal and external environmental conditions. Small vari-

ations in the laboratory temperature and pressure or thermal drift within the laser

components can lead to a frequency drift which is significantly larger than the ab-

sorption linewidth. The free-running linewidth and short-term stability of an ECDL

is therefore insufficient for the majority of experiments in atomic physics.

Active laser frequency stabilisation utilises an atomic reference signal which is

converted into an electrical feedback to the laser. The narrow dispersive signal

which results from polarisation spectroscopy is ideal for laser frequency stabilisation

[115, 112]. Using a proportional-integral-derivative (PID) electronic feedback circuit,

the laser can be stabilised to the zero crossing of the spectroscopy signal. This

method allows the linewidth of the laser to be reduced to less than 1 MHz [115].

4.6. Summary

In summary, this Chapter introduced the inhomogenous broadening that results

from the Doppler effect. This broadening reduces the resolution of ground-state

spectroscopy of atoms in a thermal vapour. The ability to eliminate the Doppler
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effect was analysed for a counter-propagating pump and probe configuration. These

techniques utilise saturation or birefringence in the atomic medium to realise a

Doppler-free resonance. Finally, the narrow dispersive features resulting from polar-

isation spectroscopy were discussed in the context of laser frequency stabilisation.
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5.1. Introduction

This Chapter considers excited-state spectroscopy in a three-level system where the

upper transition is probed and Doppler-free spectroscopic features are observed.

Spectroscopy of excited-state transitions is of growing interest for a variety of appli-

cations including the search for stable frequency references [116, 117], state lifetime

measurement [118], optical filtering [119], frequency up-conversion [120] and multi-

photon laser cooling [121].

A schematic of the experimental three-level system is shown in Fig. 5.1. The

ground state |1〉 ≡
∣∣62S1/2, F = 4

〉
is coupled to the intermediate state |2〉 ≡∣∣62P3/2, F

′ = 5
〉

by a coupling laser with wavelength λc = 852 nm and Rabi

frequency Ωc. The intermediate state is coupled to the excited state |3〉 ≡∣∣72S1/2, F
′′ = 4

〉
by a probe laser with wavelength λp = 1470 nm and Rabi fre-

quency Ωp. Unlike the majority of two-photon excitation schemes in alkali atoms,

the wavelength of the upper transition in this system is longer than the wavelength

of the lower transition.

In the experiments discussed in this Chapter, the coupling laser is ordinarily fixed

on resonance ∆c = 0 using ground-state polarisation spectroscopy (discussed in

Section 4.4). The probe laser is scanned around resonance with detuning ∆p and

the transmission is detected on a photodiode with a germanium sensor, providing

a spectral responsivity of 0.58 A/W at the probe wavelength λp = 1470 nm. The

intermediate-state decay rate Γ2 = 2π×5.32 MHz [76] is comparable to the excited-

state decay rate Γ3 = 2π × 3.28 MHz [122, 123]. Whilst the coupling transition is

closed, the probe transition is open and decay can occur from the excited state 72S1/2

into an uncoupled intermediate hyperfine level of 62P1/2 and 62P3/2. To avoid this

population transfer, a subject of the investigation in the Chapter 6, a weak probe

Ωp � Γ3 is used throughout.

The ability to conduct excited-state spectroscopy is strongly dependent on the

dipole moment of the upper transition. When the coupling is small, the ab-

sorption of the applied field is weak and difficult to detect. In this system, the

reduced dipole matrix element for the excited-state transition is extremely large

〈62P3/2||er||72S1/2〉 = 3.237 ea0 and comparable to that for the ground-state tran-

sition 〈62S1/2||er||62P3/2〉 = 4.472 ea0 [86].
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Figure 5.1.: Schematic of the three-level ladder system used for excited-state spec-

troscopy. The ground state |1〉 is coupled to the intermediate state |2〉 by a coupling

laser with Rabi frequency Ωc. The intermediate state |2〉 is coupled to the excited

state by a probe laser with Rabi frequency Ωp.

In Section 5.2, the transition linewidth in excited-state spectroscopy is calculated

theoretically and compared to the experimentally-obtained value. Remarkably, with

a weak probe and coupling laser, it is possible to obtain a sub-natural transition

linewidth which is less than the combined decay rate of the intermediate and ex-

cited states Γ < Γ2 + Γ3. When the coupling laser is strong, a large transparency

peak appears in the probe absorption spectrum. The origin of this transparency

is investigated in Section 5.3 and determined to be Autler-Townes splitting. Fi-

nally, in Section 5.4, the strong circularly-polarised coupling laser is used to induce

a birefringence in the atomic medium. This birefringence can be analysed through

the rotation of a linearly-polarised probe laser as it propagates through the atomic

ensemble. This novel excited-state polarisation spectroscopy technique produces a

narrow dispersive signal with excellent signal-to-noise that is highly suitable for laser

frequency stabilisation.

5.2. Excited State Absorption

The ability to observe excited-state absorption in a three-level ladder system is

clearly demonstrated in Fig. 5.2. The transmission of the probe and coupling laser

are shown as a function of coupling laser detuning ∆c. The probe laser detuning

is fixed on resonance ∆p = 0. As expected, the absorption profile of the coupling

laser (blue curve) is Doppler-broadened with a linewidth of several hundred MHz.

When the ground and excited states are in two-photon resonance ∆p = ∆c = 0, a

narrow transmission peak appears in the broad profile. This can be confirmed as

66



5. Excited-State Spectroscopy

Figure 5.2.: Two-photon excitation from the ground state 62S1/2 to the excited state

72S1/2 as a function of coupling laser detuning ∆c. The transmission of the ground-

state coupling laser (blue curve) and excited-state probe laser (green curve) can

be independently detected. Significant absorption is present on the excited-state

transition due to the large dipole moment. Experimental parameters: vapour cell

length L = 5 cm, atom temperature T = 293 K, probe laser Rabi frequency Ωp/2π =

1 MHz, probe laser detuning ∆p = 0 and coupling laser Rabi frequency Ωc/2π =

8 MHz. The coupling laser counter-propagates against the probe laser to minimise

the two-photon Doppler shift.

two-photon absorption in the transmission of the probe laser (green curve). Due

to the large dipole moment of the probe transition, significant absorption > 5% is

observed in a 5 cm vapour cell at room temperature T = 293 K.

This observation also raises an interesting and deceptively difficult question: what

is the linewidth Γ of the excited-state transition? Näıvely, one might expect that the

linewidth is given by the sum of the decay rates of the intermediate and upper states

Γ = Γ2 + Γ3 [124]. However this situation is only valid when the intermediate state

|2〉 is incoherently prepared. When the intermediate state is coherently pumped from

a lower level, the situation is quite different and the determination of the linewidth

is somewhat more complicated. The aim of this section is to theoretically derive

the linewidth Γ of an excited-state transition and confirm this result experimentally

using the three-level ladder system shown in Fig. 5.1.

5.2.1. Complex Susceptibility

In this section, the complex susceptibility χ for an excited-state transition is derived

analytically for a stationary atom and a thermal atom.
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Stationary Atom

In the absence of atomic motion, the total Hamiltonian for the three-level system

can be written in the dipole and rotating wave approximation (see Section 2.2.1) as

Ĥtot = ~

 0 Ωc/2 0

Ωc/2 −∆c Ωp/2

0 Ωp/2 −(∆p + ∆c)

 . (5.1)

The phenomenological decay matrix L̂ for a three-level ladder system is given by

L̂ =

 Γ2ρ22 −γ12ρ̃12 −γ13ρ̃13

−γ12ρ̃21 Γ3ρ33 − Γ2ρ22 −γ23ρ̃23

−γ13ρ̃31 −γ23ρ̃32 −Γ3ρ33

 . (5.2)

The decay of the coherences can be written as

γ12 =
Γ2

2
+ γc, (5.3a)

γ23 =
Γ2 + Γ3

2
+ γp, (5.3b)

γ13 =
Γ3

2
+ γp + γc, (5.3c)

where γp and γc are additional dephasing terms due to the finite linewidth of

the probe and coupling laser respectively. Inserting the total Hamiltonian Ĥtot

in Eq. (5.1) and the decay matrix L̂ in Eq. (5.2) into the Lindblad master equation

in Eq. (2.11), results in the following equations of motion for the density matrix

elements

ρ̇11 =
iΩc

2
(ρ̃12 − ρ̃21) + Γ2ρ22, (5.4a)

ρ̇22 =
iΩp

2
(ρ̃23 − ρ̃32)− iΩc

2
(ρ̃12 − ρ̃21)− Γ2ρ22 + Γ3ρ33, (5.4b)

ρ̇33 = − iΩp

2
(ρ̃23 − ρ̃32)− Γ3ρ33, (5.4c)

˙̃ρ12 =
iΩp

2
ρ̃13 −

iΩc

2
(ρ22 − ρ11)− (i∆c + γ12)ρ̃12, (5.4d)

˙̃ρ23 = − iΩp

2
(ρ33 − ρ22)− iΩc

2
ρ̃13 − (i∆p + γ23)ρ̃23, (5.4e)

˙̃ρ13 =
iΩp

2
ρ̃12 −

iΩc

2
ρ̃23 − (i(∆p + ∆c) + γ13)ρ̃13, (5.4f)

where the tilde indicates the slowly varying coherences. An analytical steady-state

solution of Eqs. (5.4) can be obtained using a perturbative technique outlined in

[67]. In the limit of weak excitation Ωp � γ23 the density matrix elements can be
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expressed as

ρ̃12 =
iΩc

2

γ12 + i∆c +

Ω2
cγ12

Γ1

γ12 − i∆c

−1

, (5.5a)

ρ22 =
Ω2

cγ12

2

Γ1∆2
c + Γ1γ2

12 + γ12Ω2
c

, (5.5b)

ρ̃13 =
2Γ1(i∆p + γ23)(i∆c − γ12)ΩcΩp + γ12Ω3

cΩp

2(Γ1∆2
c + Γ1γ2

12 + γ12Ω2
c)[4(i∆p + γ23)(i(∆p + ∆c) + γ13) + Ω2

c ]
,(5.5c)

ρ̃23 =
iΩ2

cΩpγ12

4

Γ1∆2
c + Γ1γ2

12 + γ12Ω2
c

[
1 +

γc(1 + i∆c
γ12

)

γ23 + i∆p

]

×
[
γ13 + i(∆p + ∆c) +

Ω2
c

4

γ23 + i∆p

]−1

. (5.5d)

where ρ11 = (1 − ρ22) and ρ33 = 0. It is clear from Eq. (5.5d) that the number of

atoms pumped into the intermediate state |2〉 strongly affects the magnitude of the

probe coherence ρ̃23, manifest as the multiplication factor (1/2)Ωpρ22. Furthermore,

as the population of state |2〉 is resonantly pumped ∆c = 0 from the ground state

|1〉 by the coupling laser, the term in the first square bracket approaches unity when

γc � γ23.

The interaction between the atomic system and the probe laser can be analysed

through the complex susceptibility χ. Inserting the probe coherence ρ̃23 given by

Eq. (5.5d) into the general equation for the susceptibility in Eq. (2.15) results in the

complex susceptibility for excited-state spectroscopy

χ = ρ22
iNd2

32

~ε0
1

γ13 − i(∆p + ∆c) + Ω2
c/4

γ23−i∆p

. (5.6)

This expression is similar to the one obtained for EIT in Eq. (2.31), except for the

strong dependence on the intermediate-state population ρ22 which has a Lorentzian

profile as a function of coupling laser detuning ∆c. Furthermore, when Ωc is finite,

the probe will be rendered transparent at ∆p = 0 due to Autler-Townes splitting

[77].

When the intermediate state |2〉 is weakly pumped, Ω2
c � Γ3(Γ2+Γ3), the complex

susceptibility in Eq. (5.6) can be reduced to

χ = ρ22
iNd2

32

~ε0
1

γ13 − i(∆p + ∆c)
. (5.7)

This complex susceptibility is similar to that of a two-level system obtained in

Eq. (2.16) except for the multiplication factor ρ22. The absorption lineshape, pro-

portional to the imaginary part of the susceptibility χ, is simply a Lorentzian centred
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at −∆c with linewidth Γ = 2γ13. When the laser linewidths are sufficiently small

and can be neglected, the linewidth is determined only by the excited-state decay

rate Γ = Γ3. This result is quite different to the case in which the intermediate

state |2〉 is incoherently pumped, where the linewidth is given by the sum of the

decay rates of the intermediate and excited state Γ = Γ2 + Γ3 [124]. Consequently,

the sub-natural excited-state linewidth Γ < Γ2 + Γ3 indicates a coherent excitation

process.

Thermal Atom

In a thermal vapour, each atomic velocity class experiences a different laser detuning

∆p and ∆c due to the Doppler effect. To obtain the velocity-dependent complex

susceptibility χ(v), the detunings ∆p and ∆c, and the number densityN are replaced

with the following substitutions [55]:

∆p → ∆p − kpv , (5.8a)

∆c → ∆c + kcv , (5.8b)

N → N
vp
√
π

exp

(
−v

2

v2
p

)
, (5.8c)

where kp is the wavevector of the probe laser, kc is the wavevector of the counter-

propagating coupling laser and vp is the most probable speed of the atoms. By

substituting Eqs. (5.8) into the analytical expression for the complex susceptibility

in Eq. (5.6), the complex susceptibility of a particular velocity class z = v/vp can

be expressed as

χ(z)dz = − Nd2
32Ω2

c

~ε0
√
πk2

c (kc − kp)v3
p

γ12

2Γ2

{
e−z

2

(z + β)2 + σ2

}

×
[
z − z0 +

Ω2
c/4

(kc − kp)kpv2
p(z − z1)

]−1

dz , (5.9)

where the following simplifications have been used

σ =
1

kcvp

√
γ2

12 +
Ω2

cγ12

Γ2
, (5.10a)

ξ =
∆p + ∆c

(kc − kp)vp
, (5.10b)

β =
∆c

kcvp
, (5.10c)

z0 = −ξ − iγ , (5.10d)

z1 =
∆p + iγ23

kpvp
, (5.10e)

γ =
γ13

(kc − kp)vp
. (5.10f)
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The total susceptibility χD is obtained by integrating the velocity-dependent sus-

ceptibility χ(v) in Eq. (5.9) over all velocity classes. In the case where the coupling

Rabi frequency Ωc is sufficiently weak, the total complex susceptibility becomes

χD(∆p) = − Nd2
32Ω2

c

~ε0
√
πk2

c (kc − kp)v3
p

γ12

2Γ2
×∫ ∞

−∞

{
e−z

2

(z + β)2 + σ2

}[
1

(z + ξ) + iγ

]
dz . (5.11)

This expression shows that the total complex susceptibility χD is given by the convo-

lution between a Lorentzian of width γ (term in square bracket describing the tran-

sition from intermediate state |2〉 to excited state |3〉) and a product of a Lorentzian

of width σ and a Gaussian of width vp (term in curly bracket describing the atomic

velocity distribution of intermediate state |2〉).
The convolution of a Gaussian and Lorentzian in Eq. (5.11) results in the non-

analytical Voigt function. This must be calculated numerically in order to obtain the

full theoretical result. However, it is possible to simplify the integration by replacing

the product between a Gaussian and a Lorentzian with a Lorentzian

e−z
2

(z + β)2 + σ2
→ e−β

2

(z + β)2 + σ2
. (5.12)

This approximation is valid when the width σ of the Lorentzian absorption from the

ground state |1〉 to the intermediate state |2〉 is much smaller than the width vp of

the Gaussian velocity distribution. The total complex susceptibility becomes

χD(∆p) = −Nd
2
32Ω2

c

√
π

~ε0k2
cvpσ

γ12

2Γ2

1

∆p + ∆c + iΓ/2
, (5.13)

where the linewidth

Γ

2
= γ13 +

(
kc − kp

kc

)√
γ2

12 +
Ω2

cγ12

Γ2
. (5.14)

In the limit where Ωc � Γ2, the linewidth of the absorption is simply

Γ = Γ3 +

(
kc − kp

kc

)
Γ2, (5.15)

where the laser linewidths γp and γc have been neglected. This expression contains

the sum of two terms: the first term is the linewidth of the absorption lineshape

in the case in which the Doppler effect is neglected and the latter is the linewidth

of the intermediate state |2〉 scaled by the ratio of the wavevectors. Physically,

the second term originates from the fact that the atoms are velocity-selected by
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Figure 5.3.: (a) Comparison between the probe transmission spectrum (black line)

and the simple theoretical model (blue line) for coupling Rabi frequency Ωc/2π =

(0.6 ± 0.1) MHz. The excited-state linewidth is determined as Γ/2π = (7.0 ±
0.7) MHz. (b) Residual plot between the experimental data and the simple the-

oretical model.

the Doppler effect for the atom-field interaction. Only atoms whose velocities are

between −Γ2/2kc and Γ2/2kc are coherently pumped into the intermediate state |2〉
when the coupling field is on resonance. Since Γ2/kc is very small compared to the

width of the Doppler broadening, the atoms that are pumped into state |2〉 have

approximately the same velocity distribution. Again, it is important to note that

this simple model breaks down when the coupling laser is strong; in this case, the

full theoretical model in Eq. (5.11) must be calculated instead.

5.2.2. Experimental Confirmation

The transition linewidth derived in Eq. (5.15) can be verified experimentally by per-

forming excited-state spectroscopy of the three-level ladder system shown in Fig. 5.1.

The transmission of a weak probe laser with Rabi frequency Ωp/2π = 0.1 MHz is

measured as a function of detuning ∆p in a 7.5 cm vapour cell at room temperature

T = 293 K. The counter-propagating coupling laser is fixed on resonance ∆c = 0

and coherently pumps atoms from the ground state |1〉 into the excited state |2〉.
The probe and coupling lasers are linearly-polarised with 1/e2 radii of 1.2 mm and

1.6 mm, respectively.
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Figure 5.4.: (a) Comparison between the probe transmission spectrum (black line),

simple theoretical model (dashed blue line) and full theoretical model (solid blue

line) for coupling Rabi frequency Ωc/2π = (3.0 ± 0.1) MHz. The excited-state

linewidth is determined as Γ/2π = (7.5± 0.1) MHz. (b) Residual plot between the

experimental data and the full theoretical model.

In order to determine the minimum transition linewidth, the probe transmission

spectra are obtained as a function of coupling laser Rabi frequency Ωc. This data

is then fit with the theoretical model presented in Section 5.2.1 to determine the

transition linewidth Γ. The dephasing of the probe laser is a free fitting parameter

and found to be γp/2π = (0.18± 0.06) MHz. The dephasing of the coupling laser is

fixed at γc/2π = 0. The theoretical model for the complex susceptibility is calculated

for each magnetic sublevel and the total complex susceptibility is the average of all

complex susceptibilities over all possible magnetic sublevels. This is given by

χtot(∆p) =
1

16

4∑
mF =−4

χmF
D (∆p), (5.16)

where χmF
D (∆p) is the complex susceptibility corresponding to the mF magnetic

sublevel of the ground state
∣∣62S1/2, F = 4

〉
. The factor of 1/16 in the equation

accounts for the fact that the initial population is evenly distributed among the

magnetic sublevels of
∣∣62S1/2, F = 3, 4

〉
. The susceptibility χD is calculated using

the simple model in Eq. (5.13), when the coupling Rabi frequency is sufficiently

weak or the full model in Eq. (5.11) when this is not the case.
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Figure 5.5.: The excited-state linewidth Γ is shown as a function of coupling Rabi

frequency Ωc. The horizontal dashed line indicates the minimum transition linewidth

Γ2 + Γ3 when the intermediate state |2〉 is incoherently prepared. In the case

of coherent preparation, the simple theoretical model (dashed blue line) and full

theoretical model (solid blue line) converge on the minimum transition linewidth

Γ/2π ' 6.6 MHz, as predicted by Eq. (5.15).

The probe transmission signal for coupling Rabi frequency Ωc/2π = (0.6 ±
0.1) MHz is shown in Fig. 5.3(a). The experimental data (black line) is fitted

with the simple theoretical model (blue line) to determine the linewidth Γ/2π =

(7.0± 0.7) MHz. This linewidth is sub-natural as it is less than the combined decay

rates of the intermediate and excited states Γ < Γ2 + Γ3. Inspection of the residuals

between experiment and theory in Fig. 5.3(b) shows there is excellent agreement.

The extremely low level of probe absorption < 0.04% results in a large uncertainty

in the determination of the transition linewidth Γ.

The probe transmission signal for coupling Rabi frequency Ωc = (3.0 ± 0.1) MHz

is shown in Fig. 5.4(a). As the probe is no longer weak, the experimental data (black

line) is fitted with the full theoretical model (blue line) to determine the linewidth

Γ/2π = (7.5 ± 0.1) MHz. The absorption profile can no longer be described by

a Lorentzian, as shown by the simple theoretical model (dashed blue line). The

residuals between the experimental data and the full theoretical model in Fig. 5.4(b)

demonstrate excellent agreement.

The excited-state linewidth Γ is shown as a function of coupling laser Rabi fre-

quency Ωc in Fig. 5.5. The horizontal dashed line indicates the minimum transition

linewidth Γ = Γ2 + Γ3 if the intermediate state |2〉 is incoherently populated. The

predictions of the simple (dashed blue line) and full (solid blue line) theoretical
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Figure 5.6.: (a) Comparison between the probe transmission spectrum (black line)

and the full theoretical model (blue line) for coupling Rabi frequency Ωc/2π =

15 ± 0.1 MHz. (b) The residual plot between the experimental data and the full

theoretical model indicates excellent agreement.

model are also shown. Both theoretical models converge on the minimum transition

linewidth Γ/2π ' 6.6 MHz as predicted by Eq. (5.15). When the coupling Rabi

frequency is low, the experimental data is in excellent agreement with the simple

theoretical model which predicts a Lorentzian lineshape. At higher coupling Rabi

frequencies, the simple Lorentzian model is no longer a good fit to the experimental

data. However, the full Voigt model which includes the distribution of atomic ve-

locities in the intermediate state |2〉 provides excellent agreement. Importantly, the

excited-state linewidths remain sub-natural, i.e. Γ < Γ2 + Γ3, when the coupling

Rabi frequency is sufficiently weak Ωc/2π . 4 MHz.

5.3. Discerning EIT and ATS

The probe transmission signal for coupling Rabi frequency Ωc/2π = (15± 0.1) MHz

is shown in Fig. 5.6. Even at high Rabi frequencies, the full theoretical model shows

excellent agreement to the experimental data. This spectrum also raises the question

of whether the transparency peak in the centre of the absorption profile is due to

electromagnetically induced transparency (EIT) or Autler-Townes splitting (ATS).

Through observation alone, it is difficult to distinguish ATS from EIT as both yield
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Figure 5.7.: Experimental setup diagram for excited-state polarisation spectroscopy.

The linearly-polarised probe beam counter-propagates against the circularly-

polarised coupling beam. The rotation of the probe beam is analysed using a po-

larising beam splitter (PBS) and a differencing photodiode (DPD). Dichoric mirrors

(D1 and D2) are used to overlap the two beams in the caesium vapour cell.

transparency in the probe absorption profile.

In terms of the underlying mechanism, the main difference between EIT and

ATS is the presence of Fano interference. This coherent phenomena arises due to

interference between the transition pathways in an atomic system and results in the

cancellation of resonant absorption. Furthermore, this process occurs even when the

coupling laser is arbitrarily weak. On the other hand, ATS arises due to a coupling-

induced absorption doublet which leads to a loss of absorption on resonance. This

process does not occur when the coupling laser is weak. As the experimental data

in Section 5.2.2 demonstrates, the observed transparency peak is not present when

the coupling laser is weak. This indicates that it is not possible to observe EIT in

the considered lower-driven ladder system [78].

5.4. Excited State Polarisation Spectroscopy

Polarisation spectroscopy [111] is a widely used Doppler-free technique that can pro-

vide a robust and modulation-free signal to which a laser can be frequency stabilised

[112]. The technique has predominantly been used on strong optical transitions from

the ground state of atomic vapours [114], where optical pumping induces birefrin-

gence in the medium. In this section, polarisation spectroscopy is extended to an

excited-state transition. The coupling beam on the lower transition induces a bire-

fringence which is probed on the excited-state transition.

The atomic energy levels are shown in Fig. 5.1 and a schematic of the experimen-

tal setup is shown in Fig. 5.7. The circularly-polarised 852 nm coupling beam with

1.6 mm 1/e2 radius is stabilised to the
∣∣62S1/2, F = 4

〉
→
∣∣62P3/2, F

′ = 5
〉

transi-

tion using ground-state polarisation spectroscopy. The linearly-polarised 1470 nm
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Figure 5.8.: Experimental spectra with theoretical fitting (dashed lines). (a) Indi-

vidual probe transmission signals S1 (red line) and S2 (blue line) recorded at the

each photodiode. (b) The sum (S1 + S2)/2 is a Lorentzian absorption profile and

(c) the difference (S1 − S2)/2 is a dispersive profile. (d) The residual between the

theoretical model and the experimental data shown in (c). Experimental parame-

ters: probe laser Rabi frequency Ωp/2π = 1.4 MHz, coupling laser Rabi frequency

Ωc/2π = 12.4 MHz and coupling laser detuning ∆c = 0.

probe beam with 1.2 mm 1/e2 radius is scanned across the
∣∣62P3/2, F

′ = 5
〉
→∣∣72S1/2, F

′′ = 4
〉

transition and the scan position is calibrated using a wavemeter to

better than 1% accuracy. Both beams counter-propagate through a 5 cm caesium

vapour cell at room temperature T = 293 K. The beams are combined and sep-

arated using dichroic mirrors with a reflection/transmission edge between 852 nm

and 1470 nm. A small magnetic field B ' 2 mT is applied along the vapour cell

axis using a solenoid to provide a quantisation axis for the polarisation of the probe

and coupling laser. After the vapour cell, the rotation of the probe laser is analysed

using a polarising beam splitter and differencing photodiode.

The coupling beam drives σ+ transitions between the ground and intermediate

state and transfers population towards the |62P3/2, F
′ = 5,m′F = 5〉 state, inducing
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an anisotropy in the medium. Within the vapour cell, the linearly-polarised probe

is decomposed into equal contributions of circular polarisation and therefore drives

both σ± transitions. The component of the probe which drives σ− transitions is

preferentially absorbed because there are no σ+ allowed transitions from the |F ′ =

5,m′F = 5〉 state. This results in a rotation of the linear polarisation of the probe,

as discussed in detail in Section 4.4.

A polarising beam splitter cube (PBS) oriented at angle φ = 45◦ to the polar-

isation vector of the probe resolves the probe electric field into orthogonal linear

components S1 and S2 which are detected using two germanium photodiodes. The

sum of the two signal is proportional to the difference in absorption coefficient be-

tween the circular polarisation components

S1 + S2

2
∝ ∆α, (5.17)

where ∆α = α+ − α− and α± is the absorption coefficient for circular polarisa-

tion driving σ± transitions. Furthermore, the difference between the two signals is

proportional to the difference in refractive index between the circular polarisation

components

S1 − S2

2
∝ ∆n, (5.18)

where ∆n = n+−n− and n± is the refractive index for circular polarisation driving

σ± transitions.

The excited-state transmission spectra are shown in Fig. 5.8 as a function of probe

detuning ∆p. The individual signals on each photodiode, S1 and S2, are shown in

Fig. 5.8(a). Each signal consists of a Lorentzian component (due to the difference in

absorption between left and right circularly polarised light) and a dispersive compo-

nent (due to the difference in dispersion between left and right circularly polarised

light). Whilst the Lorentzian components have the same sign in S1 and S2, the

dispersive components have the opposite sign. Consequently, the sum of the signals

(S1 + S2)/2 shown in Fig. 5.8(b) produces a Lorentzian profile with linewidth Γ

given by

∆α =
∆α0

1 + (2∆p/Γ)2
, (5.19)

where ∆α0 is the maximum difference in absorption at the line centre. Similarly, the

difference between the signals (S1−S2)/2 shown in Fig. 5.8(c) produces a dispersive

signal with linewidth Γ given by

∆n = ∆α0
2c

ω0Γ

∆p

1 + (2∆p/Γ)2
. (5.20)
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Figure 5.9.: Excited-state polarisation spectroscopy signals for coupling laser Rabi

frequency Ωc/2π = (a) 8.8 MHz, (b) 17.8 MHz, (c) 35.8 MHz and (d) 47.0 MHz.

When the coupling laser Rabi frequency reaches a critical value, a sub-feature ap-

pears due to Autler-Townes splitting of the intermediate state |2〉. Experimental

parameters: probe laser Rabi frequency Ωp/2π = 1.4 MHz and coupling laser de-

tuning ∆c = 0.

The spectra in Fig. 5.8(a-c) are fitted to the functions described in Eq. (5.19) and

Eq. (5.20). The residual plot in Fig. 5.8(d) shows excellent agreement between

the experimental data and the theoretical model presented in Fg. 5.8(c). As with

ground-state polarisation spectroscopy discussed in Section 4.4, the narrow disper-

sive lineshape produced by the difference in the photodiode signals is of particular

interest for laser frequency stabilisation.

The development of the excited-state polarisation spectroscopy signal as a function

of coupling laser Rabi frequency Ωc is shown in Fig. 5.9. As the Rabi frequency

increases, the magnitude of the feature increases until the ground-state transition

is saturated. The linewidth also increases due to power broadening and the spectra

eventually develops a dispersive sub-feature at ∆p=0. This sub-feature arises due to

Autler-Townes splitting (ATS) of the intermediate state. As a result, the absorption

doublet produces a pair of dispersive lineshapes centred at probe laser detuning

∆p = ±Ωc/2. In this regime, a single Lorentzian and its concomitant dispersion

can no longer fit the data. Using a pair of displaced Lorentzians of the same width,

however, allows an excellent fit to be obtained.

The evolution of the linewidth Γ and on-resonance gradient of the polarisation

spectroscopy signal are shown as a function of coupling Rabi frequency Ωc in

Fig. 5.10(a) and (b) respectively. The linewidth Γ is determined by fitting the

spectra with a single dispersive lineshape or a pair of dispersive lineshapes when

ATS is present. These linewidth measurements are then fit to a simple theoret-
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Figure 5.10.: (a) Linewidth Γ of the polarisation spectroscopy signal as a function of

coupling laser Rabi frequency Ωc. The linewidth measurements are fitted with a the-

oretical model (black dashed line) for power broadening and the minimum linewidth

is determined as Γ0/2π = (5.9± 0.3) MHz. (b) Normalised gradient of the polarisa-

tion spectroscopy signal at ∆p = 0. The grey horizontal dashed line indicates zero

gradient and the vertical dashed line indicates the Rabi frequency Ωc/2π ' 32 MHz

at which the sub-feature appears. The linewidth and gradient are determined by

fitting the experimental data with a dispersive lineshape. Experimental parameters:

probe laser Rabi frequency Ωp/2π = 1.4 MHz and coupling laser detuning ∆c = 0.

ical model (shown by the dashed black curve) for the power broadening of the

Lorentzian lineshape Γ =
√

2Ω2
c + Γ2

0 and the minimum linewidth determined as

Γ0/2π = (5.9 ± 0.3) MHz. This is consistent with the sub-natural excited-state

linewidth Γ/2π ' 6.6 MHz which was derived analytically in Section 5.2.1. The on-

resonance gradient in Fig. 5.10(b) decreases with Rabi frequency before increasing

and changing sign with the appearance of the ATS sub-feature at Ωc/2π ' 32 MHz

(indicated by the vertical dashed line).

The role of Doppler averaging on the polarisation spectroscopy signal can be inves-

tigated through the steady-state probe coherence Re(ρ̃23) given in Eq. (5.4e). The

real part of the coherence is considered as it is proportional to the probe dispersion

and thus our experimental spectra. In order to obtain a suitable signal with ATS,

the simulation uses a strong coupling field with Rabi frequency Ωc/2π = 12.2 MHz

and a weak probe field with Rabi frequency Ωp/2π = 3.3 MHz. The probe coherence

Re(ρ̃23) is shown as a function of probe detuning ∆p in Fig. 5.11. The simulation

is presented for an atom at rest (red line), non-zero atomic velocities (grey lines)

and the Doppler-averaged signal (blue line). As a result of the Doppler averag-
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Figure 5.11.: The theoretical excited-state polarisation spectroscopy signal is shown

as a function of probe laser detuning ∆p and atomic velocity v. The red line is the

lineshape for v = 0 and the blue line is the Doppler-averaged lineshape (multiplied

by a factor of four). Each grey line represents a velocity class separated by 2 m/s.

Theoretical parameters: probe laser Rabi frequency Ωp/2π = 3.3 MHz, coupling

laser Rabi frequency Ωc/2π = 12.2 MHz and temperature T = 293 K

ing, the on-resonance gradient is enhanced enabling the ATS-induced sub-feature to

be observed at lower coupling Rabi frequencies than with just zero velocity atoms.

Similar narrowing effects of thermal averaging have been observed in other systems

[125, 126].

5.4.1. Laser Frequency Stabilisation

Both ground-state and excited-state polarisation spectroscopy produce narrow dis-

persive features which are convenient for laser frequency stabilisation. In the case

of excited-state polarisation spectroscopy, the signals have an extremely high sig-

nal to noise ratio and are unperturbed by other resonances. In the multi-photon

experiments that are discussed in the forthcoming Chapters, both the 852 nm and

1470 nm laser are frequency stabilised on resonance using polarisation spectroscopy.

A slight drawback occurs because the two lasers are not independently stabilised to

atomic reference signals. As a result, sufficient care must be taken to stabilise the

852 nm laser before attempting to stabilise the 1470 nm laser.
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5.5. Summary

In summary, this Chapter considered excited-state spectroscopy in a three-level lad-

der system in caesium. The excited-state transition at 1470 nm exhibits significant

absorption due to the large transition dipole moment. The absorption linewidth of

the excited-state transition was derived theoretically and the minimum linewidth

found to depend on the preparation of the intermediate state. When this state is co-

herently prepared from the ground state, the transition linewidth can be sub-natural

and this result was confirmed experimentally. Using a strong circularly-polarised

coupling beam on the lower transition, it is possible to induce birefringence in the

atomic medium. This birefringence can be detected in the absorption of the excited-

state probe and was shown to produce narrow dispersive signals when analysed with

a polarimeter. Finally, the application of excited-state polarisation spectroscopy to

laser frequency stabilisation was considered.
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6. Inverted-Wavelength Ladder System

6.1. Introduction

This Chapter outlines an investigation into the caesium three-level ladder system

shown in Fig. 6.1. The probe laser with wavelength λp = 852 nm is frequency sta-

bilised to the
∣∣62S1/2, F = 4

〉
→
∣∣62P3/2, F

′ = 5
〉

closed transition. The coupling

laser with wavelength λc = 1470 nm is detuned by ∆c from the
∣∣62P3/2, F

′ = 5
〉
→∣∣72S1/2, F

′′ = 4
〉

transition. This configuration is referred to as an “inverted wave-

length” system as the probe laser wavelength is shorter than the coupling laser

wavelength λp < λc.

An inverted-wavelength system leads to a number of unusual and unexpected

effects in a thermal vapour. Firstly, one might expect that a weak probe beam and

strong coupling beam could be used to obtain a coherent EIT signal. However, due

to Doppler averaging over the atomic velocities in a thermal vapour, the EIT signal

is strongly suppressed when the probe and coupling wavelengths are inverted. This

peculiar effect, namely the wavelength dependence of EIT, is discussed in Section 6.2.

When the probe laser is no longer weak, incoherent population transfer must be

considered. When an atom is excited into the
∣∣72S1/2, F

′′ = 4
〉

state, it can access

a large manifold of hyperfine levels through spontaneous decay. This includes the

hyperfine levels of both the
∣∣62P1/2

〉
and

∣∣62P3/2

〉
states. From these intermediate

states, an atom can undergo a second spontaneous decay and enter the uncoupled

lower hyperfine ground state
∣∣62S1/2, F = 3

〉
. This optical pumping process is mea-

sured experimentally and found to depend on the interaction time between the atom

and laser. These results are presented in Section 6.3 and a theoretical model is de-

veloped which shows good quantitative agreement to the experimental data.

6.2. Wavelength Dependence of EIT

Electromagnetically induced transparency (EIT), discussed in Section 2.3.1 for a

stationary atom, is a coherent process that can be obtained in a three-level ladder

system with a weak probe beam on the lower transition and a strong coupling

beam on the upper transition. In a thermal vapour however, the ability to observe

EIT is strongly dependent on the wavelength ratio λp/λc between the probe laser

wavelength λp and the coupling laser wavelength λc [127].
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6. Inverted-Wavelength Ladder System

Figure 6.1.: The three-level ladder system with ground state
∣∣62S1/2

〉
, intermediate

state
∣∣62P3/2

〉
and final state

∣∣72S1/2

〉
becomes a ten-level system when hyperfine

splitting and spontaneous emission from open transitions are considered. The split-

ting between the hyperfine levels are given in MHz.

The wavelength dependence of EIT can be understood theoretically by consid-

ering the three-level ladder system shown in Fig. 2.3 with ground state |1〉 ≡∣∣62S1/2, F = 4
〉
, intermediate state |2〉 ≡

∣∣62P3/2, F
′ = 5

〉
and excited state |3〉 ≡∣∣72S1/2, F

′′ = 4
〉
. The frequencies of the counter-propagating probe and coupling

laser are Doppler-shifted by

∆p → ∆p − kpv, (6.1)

∆c → ∆c − (kp − kc)v, (6.2)

where v is the atomic velocity perpendicular to the beam and kp = 2π/λp and

kc = 2π/λc are the wavevectors of the probe and coupling beam respectively. The

total Hamiltonian Ĥtot for the three-level system is given by

Ĥtot = ~

 0 Ωp/2 0

Ωp/2 −∆p + kpv Ωc/2

0 Ωc/2 −∆p −∆c + (kp − kc)v

 . (6.3)
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6. Inverted-Wavelength Ladder System

Figure 6.2.: The wavelength dependence of EIT is simulated for an upper-driven

three-level ladder system as a function of coupling laser detuning ∆c. Top panel:

Normalised probe absorption coefficient per velocity class for (a) λp/λc = 4/3 (b)

λp/λc = 1 and (c) λp/λc = 2/3. Bottom panel: Doppler-averaged probe laser

transmission signal corresponding to (a)-(c). Simulation parameters: ∆p = 0,

Ωp/2π = 0.01 MHz, Ωc/2π = 5 MHz, Γ2/2π = 5 MHz, Γ3/2π = 0.1 MHz, T = 373 K

and L = 2 mm.

The phenomenological decay matrix L̂ for the three-level ladder system is given by

L̂ =
1

2

2Γ2ρ22 −Γ2ρ̃12 −Γ3ρ̃13

−Γ2ρ̃21 2Γ3ρ33 − 2Γ2ρ22 −(Γ2 + Γ3)ρ̃23

−Γ3ρ̃31 −(Γ2 + Γ3)ρ̃32 −2Γ3ρ33

 , (6.4)

where Γ2 and Γ3 are the decay rates of the intermediate |2〉 and excited |3〉 states

respectively. Inserting the total Hamiltonian Ĥtot in Eq. (6.3) and the decay matrix

L̂ in Eq. (6.4) into the Lindblad master equation in Eq. (2.11) results in the equations

of motion for the density matrix elements. The steady state can be obtained by

setting ρ̇ = 0 and solving numerically (see Appendix A for more information). The

absorption of the probe can be analysed as a function of coupling laser detuning

∆c and atomic velocity v through the absorption coefficient α = kpIm(χ), where χ

is the complex susceptibility given in Eq. (2.15). The probe absorption coefficient

is shown in Fig. 6.2 for wavelength ratio (a) λp/λc = 4/3 (b) λp/λc = 1 and (c)

λp/λc = 2/3. The probe transmission signals, shown in Fig. 6.2(d-f), are obtained

by averaging over the absorption signals from each atomic velocity weighted with

the Maxwell-Boltzmann distribution in Eq. (4.3).

In the absence of the coupling laser, the absorption of the probe beam occurs over

a small range of atomic velocities ±Γ2/2kp, determined by the probe wavevector
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kp and the intermediate state decay rate Γ2. This is shown by the horizontal band

of absorption in Fig. 6.2(a-c) and represents the uncoupled eigenstate |2〉. When

the coupling laser is off resonance and does not perturb the levels, it is possible to

perform two-photon excitation from the ground state |1〉 to the excited state |3〉
using an off-resonant velocity class v = ∆c/(kp − kc). This is shown by the band of

absorption in Fig. 6.2(a-c) with gradient 1/(kp − kc).

When the coupling laser is near resonance, it strongly perturbs the intermediate

state |2〉 and excited state |3〉 forming the dressed states |a±〉 = (|2〉 ± |3〉)/
√

2.

In the probe absorption spectrum, this corresponds to an avoided crossing between

the undressed eigenstates |2〉 and |3〉. The behaviour of this avoided crossing is

strongly dependent on the gradient 1/(kp − kc). When the gradient is negative

(λp > λc) as shown in Fig. 6.2(a) and (d), a large, broad EIT transparency is

created. Enhanced absorption can be observed in the wings of the EIT peak due to

two-photon excitation of the excited state |3〉 with non-zero velocity atoms.

When the gradient is infinite (λp = λc) as shown in Fig. 6.2(b) and (e), a nar-

row EIT peak is formed in the probe absorption profile. This occurs because the

Doppler shift of the probe beam is exactly cancelled by the Doppler shift of the

counter-propagating coupling beam. Finally, when the gradient is positive (λp < λc)

as shown in Fig. 6.2(c) and (f), there is no transparency “window” in the probe ab-

sorption. As a result, the broad EIT peak is significantly suppressed. The ladder

system under consideration in this Chapter is an inverted-wavelength system with

λp/λc ' 0.58. As a result, EIT is difficult to observe in a thermal vapour.

6.3. Population Transfer

6.3.1. Atom-Laser Interaction Time

In a thermal vapour, it is important to consider the finite atom-laser interaction

time. Although the beam size is fixed, each atom experiences a different path length

through the beam and travels at a different speed. This creates a distribution of

atom-laser interaction times.

Full Distribution

Consider a circular beam with radius a and uniform intensity propagating through

a random distribution of thermal atoms. The probability distribution F (l) for an

atom passing through a length l of the beam is given by [114]

F (l) =
l

2a
√

4a2 − l2
, (6.5)
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where the length 0 ≤ l ≤ 2a. The speed of an atom through the beam can be

described by the Maxwell-Boltzmann distribution in Eq. (4.3). Therefore the prob-

ability distribution G(t, l) for an atom taking a time t to pass through a length l of

the beam is given by [114]

G(t, l) =
ml2

kBTt3
exp

(
− ml2

2kBTt2

)
. (6.6)

In order to obtain the interaction time distribution H(t), the length distribution

F (l) must be convolved with the speed distribution G(t, l) by integrating over the

range of path lengths

H(t) =

∫ 2a

l=0
G(t, l) F (l) dl, (6.7)

= −1

t
+

√
π

2τ

(
1 +

2τ2

t2

)
exp

(
− τ2

t2

)
erfi

(
τ

t

)
, (6.8)

where τ = 2a/vp is the most probable interaction time and erfi is the complex error

function.

Transit Time Approximation

Alternatively, one can analyse the probability P (t) that an atom will remain in

the beam after a time t. Assuming the loss from the beam can be considered as

a relaxation process, the probability P (t) = exp(−Γtt). The transit time decay

constant Γt can be expressed as [128]

Γt =
v̄

d̄
=

2√
π

vp

D
, (6.9)

where v̄ is the average two-dimensional atomic speed, d̄ is the average path length

across the circular beam cross section, vp =
√

2kBT/m is the most probable speed

and D is the full-width at half-maximum of the beam. The average interaction time

is therefore given by τt = 1/Γt.

6.3.2. Long Interaction Time

Consider the effect of applying just the probe laser on resonance ∆p = 0 between

the ground state
∣∣62S1/2, F = 4

〉
and the intermediate state

∣∣62P3/2, F
′ = 5

〉
. Atoms

in the ground state
∣∣62S1/2, F = 4

〉
are excited to the hyperfine sublevels of the
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Figure 6.3.: The probe transmission spectrum is shown as a function of coupling

laser detuning ∆c. The two-photon transitions to the excited state
∣∣72S1/2, F

′′ = 4
〉

via the hyperfine levels of the intermediate state
∣∣62P3/2

〉
are indicated by dashed

vertical lines (i) F ′ = 5 (ii) F ′ = 4 and (iii) F ′ = 3. Experimental parameters: probe

laser Rabi frequency Ωp/2π = 1.3 MHz, probe laser waist wp = 730 µm, probe laser

detuning ∆p = 0, coupling laser Rabi frequency Ωc/2π = 6.6 MHz, coupling laser

waist wc = 990 µm, cell length L = 5 cm and temperature T = 293 K.

intermediate state with velocities centred around∣∣62S1/2, F = 4
〉
→
∣∣62P3/2, F

′ = 5
〉

: v = 0 m/s (6.10a)∣∣62S1/2, F = 4
〉
→
∣∣62P3/2, F

′ = 4
〉

: v =
∆45

kp
= 214 m/s (6.10b)∣∣62S1/2, F = 4

〉
→
∣∣62P3/2, F

′ = 3
〉

: v =
∆35

kp
= 385 m/s (6.10c)

where ∆45/2π = −251 MHz is the hyperfine splitting between sublevels F ′ = 4 and

F ′ = 5 and ∆35/2π = −452 MHz is the hyperfine splitting between sublevels F ′ = 3

and F ′ = 5. Whilst atoms excited to the F ′ = 5 sublevel can only decay back to

the upper hyperfine ground state F = 4, atoms excited to the F ′ = 3 and F ′ = 4

sublevels can also decay back to the lower hyperfine ground state F = 3. Once an

atom enters this state, it is no longer coupled by the probe laser and remains in

this state until the atom decoheres, for example in a collision with another atom

or the walls of the vapour cell. This time-dependent process is known as spectral

hole burning [129] and continues until all atoms with velocities given by Eq. (6.10)

have entered the lower hyperfine ground state F = 3 or the atoms leave the beam.

As a result, the average level of probe absorption is determined by the atom-laser

interaction time [130].

Now consider the effect of applying both the probe and coupling laser simulta-

neously. The probe transmission spectrum is shown in Fig. 6.3 as a function of

coupling laser detuning ∆c. The spectrum is obtained in a 5 cm vapour cell at room

temperature T = 293 K with large collimated beams for long atom-laser interac-

tion times. The spectrum exhibits three transitions between the intermediate state
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Figure 6.4.: The probe transmission spectrum is shown as a function of coupling laser

detuning ∆c and probe beam waist wp. Experimental parameters: probe laser Rabi

frequency Ωp/2π = 8 MHz, coupling laser Rabi frequency Ωc/2π = 22 MHz, coupling

laser waist wc = 20 µm, cell length L = 100 µm and temperature T = 373 K.

∣∣62P3/2

〉
hyperfine levels (i) F ′ = 5 (ii) F ′ = 4 and (iii) F ′ = 3 and the excited state∣∣72S1/2, F
′′ = 4

〉
. The coupling laser detuning at which the features occurs is given

∆c = (kp − kc)v where v is the atomic velocity given by Eqs. (6.10).

When the coupling laser is on resonance ∆c = 0, a transparency feature is

observed. This occurs because atoms which are excited into the excited state∣∣72S1/2, F
′′ = 4

〉
can decay via the hyperfine levels of the intermediate states

∣∣62P3/2

〉
and

∣∣62P1/2

〉
to the lower hyperfine ground state

∣∣62S1/2, F = 3
〉
. Once the atoms

are pumped into this state, they can no longer be absorbed by the probe laser and

the average level of absorption is reduced. This process is known as Double Res-

onance Optical Pumping (DROP) [131] and is a time-dependent transfer of atoms

between the hyperfine levels of the ground state via a two-photon excitation process.

When the coupling laser is off resonance ∆c/2π ' 106 MHz and ∆c/2π '
190 MHz, an absorptive feature is observed. In order to understand this feature, it

is important to remember that in the absence of the coupling laser, atoms in the

F ′ = 4 and F ′ = 3 states can decay to the lower hyperfine ground state F = 3.

However, when the coupling is applied, the number of routes to the lower hyperfine

ground state F = 3 are reduced. Atoms which decay into F ′ = 5 state can only

decay to the upper hyperfine ground state F = 4.

6.3.3. Short Interaction Time

The probe transmission spectrum is shown as a function of coupling laser detuning

∆c and probe beam waist wp in Fig. 6.4. The probe beam size was varied using an
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iris and the exact size confirmed using a knife edge and photodiode. Unfortunately,

due to experimental constraints, it was not possible to match the coupling beam

size with probe beam size. Instead, the coupling beam size was fixed at the smallest

possible size wc = 20 µm. Whilst this does not affect the conclusions regarding

the atomic dynamics, it simply reduces the feature visibility as some atoms do not

interact with the coupling laser.

As the beams are tightly focused by a 5 cm lens, a 100 µm vapour cell at tem-

perature T = 373 K is utilised so that the beam size does not vary appreciably

over the cell length. Furthermore, the probe and coupling Rabi frequency are main-

tained at Ωp/2π = 8 MHz and Ωc/2π = 22 MHz for all measurements. When the

probe beam size is reduced, the DROP transparency feature observed on resonance

∆c = 0 decreases in size and becomes an absorptive feature when wp < 31 µm.

As the coupling beam size is fixed, the excitation from the
∣∣62P3/2, F

′ = 5
〉

state

to the
∣∣72S1/2, F

′′ = 4
〉

state always occurs for a fixed period of time, regardless of

the probe beam size. Therefore the size of the probe beam determines how long

the atomic dynamics are able to evolve before the atom leaves the beam. When the

probe beam size is small and comparable to the size coupling beam, atoms which

are excited into the
∣∣72S1/2, F

′′ = 4
〉

state almost immediately leave the probing

region. As a result of the two-photon absorption process, the probe absorption is

increased. However, when the probe beam size is large, atoms which are excited into

the
∣∣72S1/2, F

′′ = 4
〉

state by the coupling laser are able to spontaneously decay to

the lower hyperfine ground state F = 4 before they leave the probing region. As a

result, the absorption of the probe decreases due to DROP.

The feature at ∆c/2π ' 106 MHz remains absorptive but decreases in size when

the probe beam size is reduced. This occurs because the interaction time is suffi-

ciently short that atoms do not decay from the F ′′ = 4 state and repopulate the

upper hyperfine ground state F = 4. Therefore the decrease in interaction time

simply weakens the closure of optical pumping.

6.3.4. Theoretical Model

The interaction time dependence of the feature at ∆c = 0 can be further investigated

using a five-level theoretical model shown in Fig. 6.5. The five levels of the model

represent the following hyperfine levels in the real system

|1〉 ≡
∣∣62S1/2, F = 4

〉
, (6.11a)

|2〉 ≡
∣∣62P3/2, F

′ = 5
〉
, (6.11b)

|3〉 ≡
∣∣72S1/2, F

′′ = 4
〉
, (6.11c)

|4〉 ≡
∣∣62P3/2, F

′ = 3, 4
〉

and
∣∣62P1/2, F

′ = 3, 4
〉
, (6.11d)

|5〉 ≡
∣∣62S1/2, F = 3

〉
, (6.11e)
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Figure 6.5.: Five-level model for the resonant atomic dynamics in an upper-driven

ladder system. The ground state |1〉 is coupled to the intermediate state |2〉 by

probe Rabi frequency Ωp. The intermediate state is coupled to the excited state

|3〉 by coupling Rabi frequency Ωc. The excited state can spontaneously decay back

state |3〉 or to uncoupled intermediate levels represented by state |4〉. Furthermore,

the uncoupled state |4〉 can decay to the coupled ground state |1〉 or the uncoupled

ground state |5〉. Once atomic population enters state |5〉, it cannot be recovered.

The level of loss from the coupled system is determined by the branching ratios a

and b.

where states |1〉, |2〉 and |3〉 are coupled by laser fields and states |4〉 and |5〉 serve

as loss mechanisms from the three-level ladder system. The branching ratio a deter-

mines the amount of population which spontaneously decays from state |3〉 to state

|2〉. Population which does not decay back to |2〉 is temporarily lost to state |4〉 and

represents decay to uncoupled intermediate state hyperfine levels. There is a further

branching ratio b which determines whether population decays back to the upper

hyperfine ground state |1〉 or is lost into the uncoupled hyperfine ground state |5〉.
The total Hamiltonian Ĥtot for the five-level model system is given by

Ĥtot = ~


0 Ωp/2 0 0 0

Ωp/2 −∆p + kpv Ωc/2 0 0

0 Ωc/2 −∆c + (kp − kc)v 0 0

0 0 0 0 0

0 0 0 0 0

 . (6.12)
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The phenomenological decay matrix for the atom L̂a is given by

L11
a = Γ2ρ22 + bΓ2ρ44, (6.13a)

L22
a = aΓ3ρ33 − Γ2ρ22, (6.13b)

L33
a = −Γ3ρ33, (6.13c)

L44
a = (1− a)Γ3ρ33 − Γ2ρ44, (6.13d)

L55
a = (1− b)Γ2ρ44, (6.13e)

Lija = −Γi + Γj
2

ρ̃ij . (6.13f)

Furthermore, the finite atom-laser interaction can be included using the effective

transit time decay Γt given in Eq. (6.9). The effect of the transit time is to redis-

tribute the atomic population among the ground states |1〉 and |5〉. The phenomeno-

logical decay matrix for the transit time Lt is given by

L11
t =

Γt

2
(ρ22 + ρ33 + ρ44 + 2ρ55 − 2ρ11) , (6.14a)

L22
t = −Γtρ22, (6.14b)

L33
t = −Γtρ33, (6.14c)

L44
t = −Γtρ44, (6.14d)

L55
t =

Γt

2
(ρ22 + ρ33 + ρ44 + 2ρ11 − 2ρ55) , (6.14e)

where off-diagonal elements Lijt = 0. The total Hamiltonian Ĥtot in Eq. (6.12) and

the total decay matrix L̂ = L̂a+L̂t given by Eq. (6.13) and Eq. (6.14) can be inserted

into the Lindblad master equation in Eq. (2.11) to obtain the velocity-dependent

equations of motion for the density matrix elements. The Doppler-averaged probe

transmission signal can be obtained by averaging over the Maxwell-Boltzmann ve-

locity distribution and substituting the steady state probe coherence ρ̃21 into the

expression for the complex susceptibility χ given by Eq. (2.15). The theoretical

change in the probe transmission ∆T can be calculated from the difference in the

probe transmission with and without the coupling laser.

The theoretical change in probe transmission is shown as a function of the com-

bined probe and coupling beam size in Fig. 6.6. The probe and coupling laser

detuning ∆p = ∆c = 0. As shown in the experimental results, the feature changes

from absorption to transmission when the beam size w0 ' 30 µm. Furthermore,

the inset panel shows the probe transmission signal as a function of coupling laser

detuning ∆c for beam size w0 = 17 µm and w0 = 49 µm. The lineshape profiles

show good agreement to the experimental results.
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6. Inverted-Wavelength Ladder System

Figure 6.6.: Theoretical change in probe transmission as a function of combined

beam waist w0 with resonant probe and coupling lasers ∆p = ∆c = 0. Inset:

Change in probe transmission as a function of coupling laser detuning for combined

beam waist w0 = 17 µm and w0 = 49 µm. Theoretical parameters: probe Rabi

frequency Ωp/2π = 10 MHz, coupling Rabi frequency Ωc/2π = 27 MHz, temperature

T = 373 K and branching ratios a = 0.2 and b = 0.3.

6.4. Summary

This Chapter considered a three-level inverted-wavelength system where λp < λc.

The wavelength dependence of EIT was presented using a simple three-level theo-

retical model. Although it is not possible to observe EIT in this system, incoherent

population transfer processes arise due to the open transition between the interme-

diate and excited state. These processes were shown to depend strongly on the beam

size and therefore the interaction time between the atom and the laser. A simple

theoretical model was developed which shows good quantitative agreement to the

experimental results.
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7.1. Introduction

Direct optical detection of Rydberg states is a difficult task due to the weak coupling

with the ground state [59]. This has led to the development of a number of alterna-

tive methods for conducting Rydberg-state spectroscopy. A destructive, yet highly

efficient technique, involves applying a large electric field to ionise the Rydberg

atom [34]. The constituent ion and electron can then be detected using a sensitive

micro-channel plate. Non-destructive techniques where the Rydberg state remains

unperturbed during detection are particularly desirable, for example in quantum

information processing applications [41, 52]. Coherent electromagnetically induced

transparency (EIT) is a multi-photon non-destructive technique that transfers the

weak Rydberg transition onto a strong optical transition [53]. Electron shelving

(ES) is an incoherent non-destructive technique that utilises a strong probe beam

to excite atomic population into the long-lived Rydberg state. As the lifetime of the

Rydberg state is orders of magnitude longer than the excited states, the absorption

of the probe beam is significantly modified [59].

In this Chapter, Rydberg-state spectroscopy is extended to a four-level ladder

system in a thermal vapour of caesium. The three-photon excitation scheme is

shown in Fig. 7.1(a-b). The ground state |1〉 ≡
∣∣62S1/2, F = 4

〉
is coupled to the

intermediate state |2〉 ≡
∣∣62P3/2, F

′ = 5
〉

by a probe laser with wavelength λp =

852 nm and Rabi frequency Ωp. The intermediate state is coupled to the excited

state |3〉 ≡
∣∣72S1/2, F

′′ = 4
〉

by a coupling laser with wavelength λc = 1470 nm

and Rabi frequency Ωc. Finally, the excited state is coupled to the Rydberg state

|4〉 ≡
∣∣262P3/2

〉
by the Rydberg laser with wavelength λr = 790 nm and Rabi

frequency Ωr. Furthermore, it is useful to consider the semi-dressed state picture

shown in Fig. 7.1(c) where the dressed states |a±〉 = (|2〉 ± |3〉)/
√

2 result from the

application of a strong resonant coupling field Ωc. This allows the four-level system

to be reduced to two three-level ladder systems |1〉 → |a±〉 → |4〉.
This multi-photon excitation scheme has a number of benefits. Traditional two-

photon excitation schemes to Rydberg states in alkali metals require an upper tran-

sition laser with wavelength λr ≈ 450 nm. Due to the difficulty in obtaining a high

power diode laser which operates in this wavelength range, frequency-doubled lasers

are often utilised. These lasers have a number of disadvantages including cost, size,
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7. Rydberg-State Spectroscopy

Figure 7.1.: Three-photon excitation scheme to Rydberg states in caesium. (a)

Atomic energy level diagram. (b) Bare state energy level diagram. (c) Semi-dressed

state energy level diagram where |a±〉 = (|2〉 ± |3〉)
√

2.

tuneability and limited power output. The three-photon excitation scheme over-

comes all of these drawbacks by using infrared diode lasers on all three transitions.

Furthermore, as the upper transition wavelength 780 . λr . 795 nm, tapered am-

plifier systems are available with a power output in excess of 1.5 W. This is particu-

larly important when exciting high Rydberg states as the transition dipole moment

d scales as n∗−3/2.

This Chapter is divided into two parts. In Section 7.1, coherent three-photon

EIT is examined and an analytical expression for the probe susceptibility is derived.

In Section 7.2, incoherent electron shelving is presented and a theoretical model is

employed to model the probe transmission lineshapes.

7.2. Three-Photon EIT

7.2.1. Experimental Results

The experimental results presented in this Section are acquired in a 2.4 mm vapour

cell maintained at temperature T = 323 K. The 1/e2 waist of the probe, coupling

and Rydberg laser is measured to be 14 µm, 30 µm and 20 µm respectively. The

three-photon Doppler shift ∆3ph is minimised by counter-propagating the probe laser

against both the coupling and Rydberg laser such that

∆3ph = ∆p + ∆c + ∆r − (kp − kc − kr)v. (7.1)
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Figure 7.2.: Probe transmission spectrum as a function of probe laser detuning ∆p.

Experimental parameters: probe laser Rabi frequency Ωp/2π = 6 MHz, coupling

laser Rabi frequency Ωc/2π = 390 MHz and Rydberg laser Rabi frequency Ωr/2π =

275 MHz.

A typical spectrum obtained when the probe detuning ∆p is varied around res-

onance is shown in Fig. 7.2. Within the Doppler-broadened absorption lineshape,

a narrow spectral feature is observed with enhanced absorption on resonance and

enhanced transmission either side of resonance. This lineshape can be understood

by considering the dressed state picture shown in Fig. 7.1(c) where the system now

contains two three-level ladder EIT systems [132]. The result is two dark states

which overlap in frequency space and interfere constructively to give enhanced or

electromagnetically induced absorption (EIA) [133].

A typical spectrum obtained when the Rydberg detuning ∆r is varied around

resonance is shown in Fig. 7.3. The lineshape is similar to that observed in Fig. 7.2,

but on a flat transmission background determined by the probe absorption. The

EIA feature which appears at ∆r = 0 corresponds to v = 0 atoms which are in

three-photon resonance between the ground state and the Rydberg state, i.e. |1〉–
|2〉–|3〉–|4〉. The EIT features which appear at ∆±r /2π ' ±10 MHz, correspond

to non-zero velocity atoms which are in two-photon resonance between the ground

state and the Rydberg state, i.e. |1〉–|a±〉–|4〉.
The probe transmission spectrum is shown in Fig. 7.4 as a function of Rydberg

laser detuning ∆r and fixed coupling laser detuning ∆c. When the coupling laser is

detuned from resonance, the symmetry between the dressed states is broken and the

EIA feature is suppressed. Instead, two EIT peaks can be observed at non-resonant

Rydberg laser detunings.

The Rydberg detuning ∆±r of the dark states can be understood by considering

the eigenstates and eigenenergies of the four-level system. In order for the probe

to be absorbed, the ground state |1〉 must be in resonance with one of the dressed
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Figure 7.3.: Probe transmission spectrum as a function of Rydberg laser detuning

∆r. Experimental parameters: probe laser Rabi frequency Ωp/2π = 6 MHz, coupling

laser Rabi frequency Ωc/2π = 156 MHz and Rydberg laser Rabi frequency Ωr/2π =

125 MHz.

states |a±〉, as shown in Fig. 7.1(c). The dressed state energies are dependent on

the atomic velocity v and are given by

E± = ~ω± =
~
2

[
(∆1ph + ∆2ph)±

√
(∆1ph −∆2ph)2 + Ω2

c

]
, (7.2)

where ∆1ph = −kpv is the one-photon Doppler shift and ∆2ph = ∆c − (kp − kc)v is

the two-photon Doppler shift. The probe laser is assumed to be weak Ωp � Γ2 and

stabilised on resonance ∆p = 0.

The ground state |1〉 is in resonance with the dressed states |a±〉 when E± = 0.

With this condition, the expression in Eq. (7.2) can be rearranged to determine the

atomic velocity that is required

v± =
∆c ±

√
∆2

c + (1 + kc/kp)Ω2
c

2(kp − kc)
. (7.3)

Finally, the three-photon Doppler shift which is given by

∆3ph = ∆c + ∆r − (kp − kc − kr)v
±, (7.4)

can be used to determine the Rydberg laser detuning ∆±r of the dark states as a

function of coupling laser detuning ∆c. The ground state |1〉 is in resonance with

the Rydberg state |4〉 when the three-photon detuning ∆3ph = 0 and the resulting

97



7. Rydberg-State Spectroscopy

−150 −100 −50 0 50 100 150

Detuning ∆r/2π (MHz)

−40

−30

−20

−10

0

10

20

30

40

D
et

u
n

in
g

∆
c
/
2
π

(M
H

z)

Figure 7.4.: Probe transmission spectrum as a function of Rydberg laser detuning

∆r. As the fixed coupling laser detuning |∆c| is increased, the dark states |a±〉 are

separated and the enhanced absorption is suppressed. The dashed lines show the

theoretical position of the dark state resonances given by Eq. (7.5). Experimental

parameters: probe laser Rabi frequency Ωp/2π = 6 MHz, coupling laser Rabi fre-

quency Ωc/2π = 156 MHz and Rydberg laser Rabi frequency Ωr/2π = 125 MHz.

dark state resonances are therefore located at

∆±r = −∆c + (kp − kc − kr)v
±. (7.5)

This theoretical calculation is applied to the experimental data in Fig. 7.4 (shown

by the dashes lines) and shows excellent agreement. In the limit of far detuning

∆c � Ωc, the dark state detuning ∆±r given in Eq. (7.5) tends to the following

values

∆−r → −∆c, (7.6a)

∆+
r → −

(
kr

kp − kc

)
∆c. (7.6b)
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7.2.2. Theoretical Model

In the weak probe approximation, the complex susceptibility per velocity class for

a four-level ladder system is given by [134]

χ(v)dv = f(v)dv
id2

21

ε0~

[
Γ2

2
+ ikpv +

iΩc

2

ρ̃31

ρ̃21

]−1

, (7.7)

where d21 is the probe dipole moment and f(v)dv is the atomic velocity distribution

given in Eq. (4.3). The density matrix elements ρ21, ρ31 and ρ41 represent the coher-

ences between the ground state |1〉 and excited states |2〉, |3〉 and |4〉 respectively.

The ratio ρ̃31/ρ̃21 between the coherences is given by [134]

ρ̃31

ρ21
= − iΩc

2

[
Γ3

2
+ i(kp − kc)v +

iΩr

2

ρ̃41

ρ̃31

]−1

, (7.8)

where the coherence ratio ρ41/ρ31 can be expressed as [134]

ρ̃41

ρ̃31
= − iΩr

2
[γr − i∆r + i(kp − kc − kr)v]−1 . (7.9)

The dephasing of the Rydberg state due to transit time broadening and laser in-

tensity variations is included through γr. The decay rates of states |2〉 and |3〉 are

given by Γ2 and Γ3 respectively. The total complex susceptibility χtot is given by

integrating Eq. (7.7) over all velocity classes. The total absorption coefficient is

given by αtot = kpIm(χtot). Whilst this simple four-level model provides a good

qualitative foundation, a full quantitive comparison can be obtained by averaging

over all magnetic sublevels and the variation in Rabi frequency along the length of

the cell.

7.2.3. Doppler-Compensated EIT

The normalised probe absorption coefficient is shown as a function of Rydberg laser

detuning ∆r and atomic velocity v in the top panel of Fig. 7.5. The Rabi frequency

ratio R = Ωc/Ωr is varied between (a) R = 0.6, (b) R = 1.2 and (c) R = 2.5. The

horizontal lines of absorption occur at atomic velocities v± given by Eq. (7.3) and

correspond to the dressed states |a±〉. Due to the strong coupling with the Rydberg

state |4〉, there is an avoided crossing between each of the dressed state |a±〉 and this

occurs at Rydberg laser detuning ∆±r as given by Eq. (7.5). This can be understood

as an interaction with the Rydberg state |4〉 which appears as a straight line passing

through the origin with negative gradient 1/(kp−kc−kr). As a result of this double

avoided crossing, two dark states are formed off resonance whilst a bright state or

enhanced absorption occurs on resonance. The exact behaviour of the bright state,

particularly the resonant gradient, is determined by the Rabi frequency ratio as
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Figure 7.5.: Top panel: Normalised absorption coefficient per velocity classes from

the four-level theoretical model for Rabi frequency ratio R = Ωc/Ωr = (a) 0.6 (b)

1.2 and (c) 2.5. At the optimum ratio of 1.2, calculated from Eq. (7.11), the bright

state is insensitive to the atomic velocity. Bottom panel: Probe transmission spec-

tra with fits from the full theoretical model for different values of coupling laser

Rabi frequency Ωc/2π = (d) 73 MHz, (e) 156 MHz and (f) 324 MHz. Experimen-

tal parameters: probe laser Rabi frequency Ωp/2π = 6 MHz, Rydberg laser Rabi

frequency Ωr/2π = 125 MHz and laser detunings ∆p = ∆c = 0 MHz.

shown in Fig. 7.5(a-c). When the ratio R < 1.2, the gradient is positive whilst for

R > 1.2, the gradient is negative. In between these two regimes at R = 1.2, the

gradient of the bright state is infinite. This corresponds to a velocity-insensitive

resonance where the three-photon Doppler shift is compensated by the AC stark

dressing of the coupling and Rydberg laser [135].

The experimental probe transmission spectra, fit with the full theoretical model,

are shown in Fig. 7.5(d-f) as a function of coupling Rabi frequency Ωc. As predicted

by the simple four-level model, the coupling Rabi frequency determines both the

visibility of the signal (defined as the change in transmission between the dark state

and the bright state) and the splitting between the dark states. The feature visibility

is shown in Fig. 7.6 as a function of coupling Rabi frequency Ωc. The maximum

visibility occurs at coupling laser Rabi frequency Ωc/2π = 156 MHz.

To understand the optimum ratio of Ωc/Ωr, consider the total Hamiltonian Ĥtot

of the four-level ladder system given by

Ĥtot = ~


0 Ωp/2 0 0

Ωp/2 −∆1ph Ωc/2 0

0 Ωc/2 −∆2ph Ωr/2

0 0 Ωr/2 −∆3ph

 , (7.10)

where the one-photon Doppler shift ∆1ph = −kpv, two-photon Doppler shift
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Figure 7.6.: Visibility ∆T of the three-photon EIT signal as a function of coupling

laser Rabi frequency Ωc. The dashed blue line is the theoretical calculation from

the full model. The maximum visibility occurs at Ωc/2π ' 156 MHz indicated

by the vertical dashed line. Experimental parameters: probe laser Rabi frequency

Ωp/2π = 6 MHz and Rydberg laser Rabi frequency Ωr/2π = 125 MHz.

∆2ph = −(kp−kc)v and three-photon Doppler shift ∆3ph = ∆r−(kp−kc−kr)v. The

eigenenergies of the dressed states can be calculated by diagonalising the Hamilto-

nian for the three upper states when ∆r = 0. Expanding the characteristic equa-

tion in powers of v and neglecting higher-order terms, the resulting condition for a

velocity-insensitive bright state is

Ropt =

√
kp

kr + kc − kp
' 1.2327. (7.11)

This prediction is in excellent agreement with the experimentally-obtained ratio

Ropt = 1.25± 0.05.

7.3. Electron Shelving

7.3.1. Theoretical Model

Electron shelving is an incoherent spectroscopic technique that utilises the difference

in atomic state lifetimes [59]. A theoretical model for the four-level ladder system

in the presence of a strong probe can be obtained by solving the Lindblad master

equation in Eq. (2.11) with the total Hamiltonian Ĥtot given in Eq. (7.10) and the
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Figure 7.7.: Population ρ22 of the intermediate state |2〉 as a function of atomic ve-

locity v for probe Rabi frequency Ωp/2π = 1 MHz (blue), 5 MHz (green), 10 MHz

(red) and 20 MHz (black). The dashed lines indicate the velocities v± given in

Eq. (7.3) required for resonance with the dressed states |a±〉. Theoretical parame-

ters: coupling laser Rabi frequency Ωc/2π = 10 MHz, atom temperature T = 323 K

and laser detunings ∆p = ∆c = 0.

Figure 7.8.: Top panel: Normalised absorption coefficient per velocity class from

the four-level theoretical model for probe Rabi frequency Ωp/2π = (a) 1 MHz, (b)

5 MHz, (c) 10 MHz and (d) 20 MHz. Bottom panel: Doppler-averaged probe trans-

mission spectra (e-h) using the same parameters in (a-d). Theoretical parameters:

coupling Rabi frequency Ωc/2π = 10 MHz, Rydberg Rabi frequency Ωr/2π = 8 MHz,

cell length L = 2.4 mm, temperature T = 353 K and detunings ∆p = ∆c = 0.
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phenomenological decay matrix L̂ given by

L̂ =
1

2


2Γ2ρ22 −Γ2ρ̃12 −Γ3ρ̃13 −Γ4ρ̃14

−Γ2ρ̃21 2Γ3ρ33 − 2Γ2ρ22 −(Γ2 + Γ3)ρ̃23 −(Γ2 + Γ4)ρ̃24

−Γ3ρ̃31 −(Γ2 + Γ3)ρ̃32 2Γ4ρ44 − 2Γ3ρ33 −(Γ3 + Γ4)ρ̃34

−Γ4ρ̃41 −(Γ2 + Γ4)ρ̃42 −(Γ3 + Γ4)ρ̃43 −2Γ4ρ44

 . (7.12)

The transition between the weak probe and strong probe regime in the four-level

ladder system can be elucidated by analysing the population ρ22 of the excited state

|2〉. The population ρ22 is shown as a function of atomic velocity v and probe Rabi

frequency Ωp in Fig. 7.7. The Rydberg Rabi frequency Ωr = 0 to simulate the probe

absorption in the absence of population transfer to the Rydberg state. When the

probe Rabi frequency is weak Ωp/2π = 1 MHz (blue curve), population transfer

occurs at off-resonant velocities v± given by Eq. (7.3) and indicated by vertical

dashed lines. This corresponds to the Doppler shift required for the probe laser to

be resonant with the dressed states |a±〉. However, as the probe Rabi frequency is

increased, the distinction between the dressed states is reduced. Eventually, when

the probe Rabi frequency is strong Ωp/2π = 20 MHz (black curve), the population

distribution can be described by a broad Gaussian centred around v = 0.

The normalised probe absorption coefficient is shown as a function of Rydberg

laser detuning ∆r, atomic velocity v and probe Rabi frequency Ωp in Fig. 7.8(a-d).

When the Rydberg laser is far detuned, probe absorption occurs due to population

transfer out of the ground state and into the intermediate states. As expected from

Fig. 7.7, the probe Rabi frequency significantly changes the atomic velocities at

which absorption occurs. When the probe Rabi frequency is weak Ωp/2π = 1 MHz,

the interaction between the dressed states |a±〉 and the Rydberg state |4〉 produces a

typical three-photon EIT signal, as shown in Fig. 7.8(e). However, when the probe

Rabi frequency is strong Ωp/2π = 20 MHz, the interaction between the merged

dressed states |a±〉 and the Rydberg state |4〉 produces a broad transparency peak

centred at ∆r = 0, as shown in Fig. 7.8(h). This transparency peak is the electron

shelving signal and occurs due to atomic population being stored in the Rydberg

state.

7.3.2. Experimental Results

An important consequence of increasing the probe Rabi frequency Ωp is that the

probe absorption is reduced due to saturation of the intermediate state population

and optical pumping to the lower hyperfine ground state [130]. Consequently, the

strong probe Rydberg experiments are conducted in a 2 mm vapour cell maintained

at temperature T = 353 K. The three beams are weakly focused into the vapour cell

in order to match the Rayleigh range to the optical path length. The 1/e2 waist of
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Figure 7.9.: Experimental change in probe transmission ∆T as a function of Rydberg

laser detuning ∆r and fixed Rydberg Rabi frequency Ωr/2π = 14 MHz (red), 25 MHz

(green) and 36 MHz (blue). The dashed lines are Gaussian curves to guide the eye.

Experimental parameters: probe laser Rabi frequency Ωp/2π = 37 MHz, coupling

laser Rabi frequency Ωc/2π = 77 MHz, cell length L = 2 mm, temperature T =

353 K and laser detunings ∆p = ∆c = 0.

the probe, coupling and Rydberg laser are 150 µm, 80 µm and 80 µm respectively.

Furthermore, to maximise the population transfer to the Rydberg state, all three

lasers co-propagate through the vapour.

Typical electron shelving spectra are shown in Fig. 7.9 as a function of Rydberg

laser detuning ∆r and fixed Rydberg Rabi frequency Ωr. Gaussian curves (dashed

black curves) are shown to guide the eye. As predicted by the theoretical analysis,

the electron shelving method produces a broad transparency in the probe absorp-

tion. When the Rydberg Rabi frequency is low Ωr/2π = 14 MHz (red curve), the

transmission peak is symmetrical and shows excellent agreement to a Gaussian line-

shape. Increasing the Rydberg Rabi frequency has the combined effect of increasing

the visibility of the transparency peak (due to increased population of the Rydberg

state) and also inducing an asymmetry in the lineshape. The asymmetry in the

electron shelving lineshape arises due to dipole-dipole interactions between atoms

in the Rydberg state |4〉. These interactions can be controlled through the Rydberg

Rabi frequency Ωr as this determines the number density Nr of Rydberg atoms in

the thermal vapour. Cooperative Rydberg interactions in a thermal vapour will be

the subject of the next Chapter.
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7.4. Summary

This Chapter considered Rydberg-state spectroscopy with a three-photon excitation

scheme in a thermal vapour. Experimental results on coherent electromagnetically

induced transparency were presented and the ability to compensate the Doppler shift

with the AC Stark shift discussed. Furthermore, incoherent electron shelving was

examined and typical spectra presented. A simple four-level theoretical model was

shown to reproduce the main features of the experimental results for both coherent

and incoherent spectroscopy.
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8.1. Introduction

In this Chapter, the observation of strong Rydberg interactions in a thermal vapour

are presented. Using an efficient three-photon excitation scheme, discussed in Sec-

tion 7.3, population is transferred from the 62S1/2 ground state to the 262P3/2 Ryd-

berg state. The three excitation lasers co-propagate through a thermal caesium

vapour in order to maximise the Rydberg population. Unless otherwise specified,

the experimental data presented in this Chapter is obtained in a 2 mm vapour cell

maintained at temperature T = 353 K.

As discussed in Chapter 3, atoms in the Rydberg state experience strong resonant

dipole-dipole interactions due to the millimetre wave coupling to nearby Rydberg

levels. This cooperative long-range interaction results in a modification of both the

energy and decay rate of the Rydberg state. The cooperative shift of the Rydberg

state is investigated in Section 8.2 using probe transmission spectroscopy of the en-

semble. When the number of interacting Rydberg atoms is above a critical number,

the cooperative shift exceeds the width of the electron shelving resonance. This

results in mirrorless or intrinsic optical bistability with hysteresis depending on the

direction in which the resonance is approached. At the critical transition, the sys-

tem exhibits a discontinuity between a state of high and low Rydberg population.

This corresponds to a transition between cooperative many-body and independent

single-body atomic behaviour. A simple theoretical model of bistability is presented

which utilises a mean-field excitation-dependent shift of the Rydberg state.

The cooperative enhancement of the decay rate is investigated in Section 8.3

using fluorescence spectroscopy. Employing a high-resolution spectrometer, the

fluorescence spectra are characterised in the single-body and many-body phases.

Comparison of the spectra reveals strong evidence for a superradiant cascade in the

many-body phase. Further evidence for a superradiant decay of the Rydberg state is

observed in the ground state number density dependence of the individual emission

pathways.

Finally in Section 8.4, the non-equilibrium dynamics of the ensemble are analysed

at the transition between the single-body and many-body phase. A spatial first-order

phase transition is observed along the length of the interaction region and appears as

a sharp switch in the off-axis fluorescence. The observation of critical slowing down
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in the temporal response of the ensemble, provides further evidence for a first-order

phase transition. The critical exponent scaling at the phase transition is measured

and found to be in excellent agreement with previous research on dynamical phase

transitions.

8.2. Intrinsic Optical Bistability

Optical bistability is the result of a non-equilibrium phase transition in a driven-

dissipative system with non-linear feedback. In an atomic system, the driving is

provided by a resonant laser field and the dissipation is inherent to the atom-light

interaction. Optical bistability was first observed in the pioneering work of Gibbs

[24, 136] where the feedback upon the sodium vapour was provided by a cavity. This

work was subsequently extended to semiconductor systems [137] and evidence for a

non-equilibrium phase transition was observed through the temporal response of an

indium antimonide etalon [138]. Optical bistability can also arise in systems where

many dipoles are located within a volume which is much smaller than the optical

wavelength; in this case the feedback is due to resonant dipole-dipole interactions

[5]. This phenomenon is known as intrinsic optical bistability and has only been

previously observed in an up-conversion process between densely-packed Yb3+ ions

in a sold-state crystal cooled to cryogenic temperatures [21].

8.2.1. Theoretical Model

A simple theoretical model of intrinsic optical bistability can be devised by consid-

ering each atom as a two-level system with a ground state |1〉 and Rydberg state

|2〉. The ground state |1〉 is coupled to the Rydberg state |2〉 by an electromagnetic

field with Rabi frequency Ω and detuning ∆. Resonant dipole-dipole interactions

between atoms in state |2〉 and nearby Rydberg levels results in a cooperative fre-

quency shift ∆dd, as discussed in Chapter 3. This excitation-dependent shift scales

linearly with the Rydberg number density Nr.

Due to the long-range many-body coupling of the resonant dipole-dipole inter-

action ∆dd ∝ 1/R3, simulating large atom numbers quickly becomes intractable.

Mean-field theory provides a solution to this problem by replacing the quantum

dynamics with a classical approximation. This approximation allows the system to

be described by the response of a single atom interacting with a mean-field inter-

action potential. It is important to note that in making this approximation, the

non-classical atom-atom correlations which give rise to phenomena such as superra-

diance are neglected [139, 140].

In the single-atom picture, the mean-field shift results in a renormalisation of

the transition frequency ∆ → ∆eff = ∆ −∆dd, where ∆eff is an effective detuning

[141, 7]. For a two-level system, the mean-field shift can be expressed as ∆dd = V ρ22
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where V is the interaction strength and ρ22 is the fraction of atomic population in

the Rydberg state. The sign of the interaction strength V determines whether

the cooperative shift of the Rydberg state |2〉 is to lower or higher energy. For

generality, the mean-field interaction ∆dd includes all the components of the resonant

dipole-dipole interaction that were discussed in Section 3.4. Although not discussed

here, an alternative method of implementing the mean-field potential involves an

excitation-dependent modification of the Rabi frequency Ω [142]. As the effective

Rabi frequency Ωeff =
√

Ω2 + ∆2 is related to both the Rabi frequency Ω and the

detuning ∆, this alternative method is equivalent to the one that is followed here.

The evolution of the cooperative ensemble can now be described by the modified

two-level optical Bloch equations

ρ̇11 =
iΩ

2
(ρ̃12 − ρ̃21) + Γρ22, (8.1a)

˙̃ρ12 =
iΩ

2
(ρ11 − ρ22) + (−i∆eff − Γ/2)ρ̃12, (8.1b)

˙̃ρ21 =
iΩ

2
(ρ22 − ρ11) + (i∆eff − Γ/2)ρ̃21, (8.1c)

ρ̇22 =
iΩ

2
(ρ̃21 − ρ̃12)− Γρ22, (8.1d)

where Γ is the decay rate from the Rydberg state |2〉 to the ground state |1〉. The

tilde on the coherences indicates the slowly-varying variables approximation, as dis-

cussed in Section 2.2.1. To aid further analysis of the system, the optical Bloch

equations can be simplified using the Bloch vector notation where [82]

u = ρ̃12 + ρ̃21, (8.2a)

v = −i(ρ̃12 − ρ̃21), (8.2b)

w = ρ11 − ρ22. (8.2c)

The optical Bloch equations can now be re-written in the Bloch vector components

as

u̇ = ∆effv −
Γ

2
u, (8.3a)

v̇ = −∆effu+ Ωw − Γ

2
v, (8.3b)

ẇ = −Ωv − Γ(w − 1). (8.3c)

The steady-state solution of the optical Bloch equations can be obtained by set-

ting u̇ = v̇ = ẇ = 0 and solving the three simultaneous equations. The resulting
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Figure 8.1.: Population of the Rydberg state ρ22 as a function of detuning ∆/Γ. The

lineshape is shown for Rabi frequency Ω/Γ = 2.5 and interaction strength V = 0

(grey dashed curve) and V/Γ = −15 (red, blue and dashed black curves). Due to the

excitation-dependent cooperative shift ∆dd = V ρ22, the response is renormalised and

results in bistability with hysteresis dependent upon the direction in which resonance

is approached.

expressions are given by [82]

uss =
Ω∆eff

∆2
eff + Ω2/2 + Γ2/4

, (8.4a)

vss =
ΩΓ/2

∆2
eff + Ω2/2 + Γ2/4

, (8.4b)

wss =
∆2

eff + Γ2/4

∆2
eff + Ω2/2 + Γ2/4

, (8.4c)

where the renormalised detuning can be expressed as ∆eff = ∆− V (1−wss)
2 in Bloch

vector notation. Substituting the renormalised detuning ∆eff into the steady state

expression for the population inversion wss in Eq. 8.4c results in a cubic equation of

the form

w3
ss

(
V 2

4

)
+ w2

ss

(
∆V − 3V 2

4

)
+ wss

(
3V 2

4
− 2∆V + ∆2 +

Γ2

4
+

Ω2

2

)
+

(
∆V −∆2 − V 2

4
− Γ2

4

)
= 0. (8.5)

This cubic equation can be solved numerically to obtain the steady-state Rydberg

population ρ22 = (1− wss)/2.

The steady-state Rydberg population ρ22 is shown as a function of laser detuning

∆ in Fig. 8.1 for an isolated atom (V = 0) and a strongly-interacting atom (V =
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Figure 8.2.: Population of the Rydberg state ρ22 as a function of detuning ∆/Γ and

Rabi frequency Ω/Γ. In this case, the detuning is scanned from blue to red. The

interaction strength is fixed at V/Γ = −6.

−15Γ). In the case of no interactions, the atomic response can be described by

a power-broadened Lorentzian lineshape. In the case of strong interactions, the

atomic response is renormalised by the excitation-dependent shift. The lineshape

is shifted to lower frequencies and exhibits bistability with hysteresis depending on

the direction in which resonance is approached. This phenomena is referred to as

intrinsic or mirrorless optical bistability as the feedback required for bistability arises

from the interaction with the mean-field potential [25, 26, 27].

Within the hysteresis window, there are three steady-state solutions for the Ryd-

berg population ρ22, of which two are stable (red and blue curves) and one is unstable

(dashed black curve). The blue curve represents the atomic response when the laser

is scanned from the blue (higher frequencies) to the red (lower frequencies). At a

critical detuning ∆↓, there is a sharp transition from a state of high Rydberg popula-

tion to a state of low Rydberg population. Similarly, when resonance is approached

from the red, as shown by the red curve, there is a critical detuning ∆↑ at which a

sharp transition occurs to a state of high Rydberg population.

The steady-state Rydberg population ρ22 is shown as a function of laser detuning

∆ and Rabi frequency Ω in Fig. 8.2. The interaction strength is fixed at V = −6Γ

and the detuning is scanned from blue to red. Increasing the Rabi frequency has a

number of effects. Firstly, it increases the Rydberg state population, and therefore

the mean-field shift, until it saturates ρ22 → 0.5. The increasing Rabi frequency
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Figure 8.3.: Effective linewidth Γeff (dashed curve) and resonant mean-field shift

|∆̄dd| (solid curves) as a function of Rabi frequency Ω. The scaling of the mean-field

shift is shown for |V | = 2Γ (red), |V | = 6Γ (green) and |V | = 10Γ (blue). Due to

saturation of the Rydberg state population at high Rabi frequencies, the mean-field

shift ∆̄dd → V/2.

also leads to a broadening of the resonance. As a result, the ability to observe

bistability is dependent upon the balance between the effective power-broadened

linewidth Γeff =
√

2Ω2 + Γ2 and the resonant mean-field shift ∆̄dd. In Fig. 8.2, the

lineshape exhibits bistability between Rabi frequency 0.5 . Ω/Γ . 1.5.

The scaling of the effective linewidth Γeff and the resonant mean-field shift |∆̄dd|
with Rabi frequency Ω are illustrated in Fig. 8.3. The interaction strength V de-

termines the rate at which the mean-field shift increases (shown by the solid red,

green and blue curves). Due to saturation of the Rydberg state population ρ22 at

high Rabi frequencies, the mean-field shift saturates at V/2. The effective linewidth

Γeff (shown by the dashed line) does not suffer from saturation effects and increases

linearly with the Rabi frequency. Consequently, there is a finite range of parameters

where the resonant mean-field shift ∆̄dd can dominate over the effective linewidth

Γeff .

The necessary conditions to observe intrinsic optical bistability are further inves-

tigated in Fig. 8.4. The detuning |∆↓| of the transition from high to low Rydberg

population is shown as a function of Rabi frequency Ω and the interaction strength

|V |. When ∆↓ = 0, shown by the dark blue region, the atomic response has a single

stable solution. The theoretical prediction that the interaction strength |V | ≥ 4 for

intrinsic optical bistability has been well documented in previous work [143]. This

condition arises because the mean-field shift ∆dd must be greater than twice the

effective linewidth Γeff [23]. Therefore the interaction strength condition |V | ≥ 4
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Figure 8.4.: Detuning |∆↓|/Γ of the transition from high to low Rydberg population

as a function of Rabi frequency Ω/Γ and interaction strength |V |/Γ. In the dark

blue region, the atomic response is monostable.

can be obtained by considering that the maximum mean-field shift is constrained

by the Rydberg state population ∆dd ≤ V/2 and the minimum effective linewidth

is the natural linewidth Γeff ≥ Γ.

An important consequence of the condition on the interaction strength |V | ≥ 4Γ, is

the inability to observe intrinsic optical bistability in a two-level atomic system when

the mean-field originates from the Lorentz-Lorenz local field, i.e. ∆dd = ∆LL. In

this case, the interaction strength |V | = (2/π)Γ ' 0.6Γ and the Lorentz-Lorenz shift

is always smaller than the effective linewidth [143]. This occurs because the Lorentz-

Lorenz shift and collisionally-broadened linewidth both scale with the ground state

number density N and the transition dipole moment d2. This restriction can be

overcome in situations where the transition dipole moment for excitation is different

to the dipole moment for the interaction. In the present experiment, the optical

excitation to the Rydberg state has a dipole moment d ' 0.01 ea0 and results

in a narrow spectral linewidth. However, the mean-field shift originates from the

interaction with nearby Rydberg states with a large dipole moment of d ' 562 ea0,

corresponding to the transition between 262P3/2 and 262S1/2.
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Figure 8.5.: Schematic of the experimental setup for transmission spectroscopy. The

probe, coupling and Rydberg lasers are combined using dichroic mirrors and focused

into the 2 mm caesium vapour cell. After the cell, a second lens re-collimates

the beams and an interference filter rejects the coupling and Rydberg lasers. The

transmission of the probe laser is measured at the photodiode.

8.2.2. Experimental Results

The cooperative excitation-dependent shift ∆dd due to resonant dipole-dipole in-

teractions is investigated experimentally using probe transmission spectroscopy. A

schematic of the experimental setup is shown in Fig. 8.5. The probe, coupling and

Rydberg lasers are combined using dichroic mirrors and focused into the 2 mm

vapour cell. After the cell, an interference filter is used to separate the probe laser

from the coupling and Rydberg lasers. Through electron shelving, discussed in Sec-

tion 7.3, the change in transmission of the probe laser ∆T provides a direct readout

of the Rydberg state population.

The probe transmission spectrum is shown as a function of Rydberg laser detuning

∆r for increasing Rydberg Rabi frequency Ωr in Fig. 8.6. When the Rabi frequency

is low Ωr/2π = 14 MHz (i), the change in probe transmission ∆T is symmetrical

and independent of the direction in which the laser detuning ∆r is varied (blue and

red curves). This response corresponds to a low level of population in the Rydberg

state and negligible atom-atom interactions. When the Rabi frequency is increased

to Ωr/2π = 36 MHz (ii), the optical response ∆T becomes asymmetrical and the

resonance is shifted to the lower energy. Finally, when the Rabi frequency is high

Ωr/2π = 74 MHz (iii), the optical response ∆T exhibits intrinsic optical bistability

with hysteresis dependent upon the direction in which the detuning ∆r is varied.

This corresponds to a high level of population in the Rydberg state and significant

interactions between the Rydberg atoms.
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Figure 8.6.: Probe optical response ∆T as a function of Rydberg laser detuning ∆r

for Rydberg Rabi frequency Ωr increasing from (i) to (iii). Experimental parameters:

ground state density N = 4.3× 1012 cm−3, probe Rabi frequency Ωp/2π = 37 MHz,

coupling Rabi frequency Ωc/2π = 77 MHz and Rydberg Rabi frequency Ωr/2π =

(14, 36, 74) MHz.

It is important to note that intrinsic optical bistability is obtained when the

system is in a steady state and is not a transient phenomenon. The memory of

the ensemble becomes evident in the region between Rydberg laser detuning ∆r↓

(transition from high to low Rydberg population) and ∆r↑ (transition from low

to high Rydberg population). Within the hysteresis window, the response of the

ensemble is determined by the previous level of Rydberg population (blue and red

curves).

The Rydberg laser detuning ∆r↓ of the transition from high to low Rydberg pop-

ulation represents the resonant mean-field shift ∆̄dd. Under the assumption that

the mean-field shift is dominated by the Lorentz-Lorenz local field ∆dd = ∆LL, the

observed shift can be used to estimate the Rydberg number density Nr. The local

field shift ∆LL is given by

∆LL = − d2

3ε0~
Nr = −VNr, (8.6)

where V/2π ' 1.3 × 10−9 MHz cm3 is the interaction strength calculated using

the transition dipole moment d = 562 ea0 from the 262P3/2 state to the 262S1/2

state. Given a mean-field shift of ∆̄dd/2π ' −37 MHz in Fig. 8.6(ii), the Rydberg

number density can be estimated as Nr ' 3 × 1010 cm−3. This corresponds to a

transfer efficiency between the ground and Rydberg state of approximately 0.7%.
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Additionally, given a mean-field shift of ∆̄dd/2π ' −238 MHz in Fig. 8.6(iii), the

Rydberg number density can be estimated as Nr ' 2 × 1011 cm−3 with a transfer

efficiency of approximately 5%. Once again it is important to emphasise that these

estimates assumes that the cooperative Lamb and collisional shift contributions to

the resonant dipole-dipole interaction can be neglected.

Extreme Bistability

This section presents two short experiments that were carried out to further under-

stand the behaviour of intrinsic optical bistability under extreme operating condi-

tions. In the first case, the experiment is performed with tightly-focused beams in

order to achieve the highest possible Rydberg Rabi frequency and therefore Rydberg

number density. Due to the reduction in the Rayleigh range when the beams are

tightly-focused, a 100 µm vapour cell is used to ensure that the beam size does not

vary appreciably over the optical path length. The probe optical response ∆T is

shown in Fig. 8.7 as a function of Rydberg laser detuning ∆r. When the Rydberg

laser Rabi frequency is high Ωr/2π = 435 MHz, the hysteresis loop extends over

500 MHz and the maximum mean-field shift exceeds 1 GHz. Due to significant

broadening, the visibility of the transition from high to low Rydberg population is

degraded.

The second experiment is carried out in the 2 mm vapour cell provided by the

National Institute of Standards and Technology (NIST) and shown in Fig. 2.13. The

probe optical response ∆T is shown as a function of Rydberg laser detuning ∆r in

Fig. 8.8. Unlike previous experiments, the application of the Rydberg laser results

in an increase in probe absorption when it is applied to the ensemble. Consequently

the intrinsic optical bistability signal appears inverted. One possible explanation for

this unusual signal is the presence of a buffer gas in the vapour cell. Gases such as

argon and neon are often used in the micro-fabrication process so that the vapour

cell can be sealed in an inert atmosphere [64]. As demonstrated in Section 6.3, the

interaction time between the atom and laser is particularly important in determining

the absorptive or transmissive properties of the ensemble. As a result, the electron

shelving process could be disrupted due to collisional relaxation of the Rydberg

atoms [144].

Density Dependence

In this section, the Rydberg laser detuning |∆r↓| of the transition from high to low

Rydberg population is investigated as a function of ground state number density N
as shown in Fig. 8.9. This detuning corresponds to the resonant mean-field shift,

i.e. |∆r↓| = |∆̄dd|. The ground state number density N is varied by changing the

temperature of the thermal vapour and calculated from the background level of
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Figure 8.7.: Probe optical response ∆T as a function of Rydberg laser detuning ∆r

in the 100 µm vapour cell with Rydberg laser Rabi frequency Ωr/2π = (i) 55 MHz

and (ii) 435 MHz. Experimental parameters: atom temperature T = 423 K, probe

Rabi frequency Ωp/2π = 155 MHz and coupling Rabi frequency Ωc/2π = 206 MHz.
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Figure 8.8.: Probe optical response ∆T as a function of Rydberg laser detuning

∆r in the 2 mm vapour cell provided by NIST. Experimental parameters: probe

Rabi frequency Ωp/2π = 75 MHz, coupling Rabi frequency Ωc/2π = 107 MHz and

Rydberg Rabi frequency Ωr/2π = 109 MHz.
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Figure 8.9.: Detuning |∆r↓| of the transition from high to low Rydberg population as

a function of ground state number density N . The black dashed lines are guides to

the eye. Experimental parameters: probe Rabi frequency Ωp/2π = 75 MHz, coupling

Rabi frequency Ωc/2π = 107 MHz and Rydberg Rabi frequency Ωr/2π = 109 MHz.

probe absorption. This calculation is based on the absorption of a two-level system

in the presence of a strong probe and is discussed further in Section 2.2.4. As

the ground state number density is increased, the mean-field shift increases sharply

before turning over at N ' 5× 1012 cm−3. When the ground state number density

is increased further, the mean-field shift increases at a constant rate. Whilst the

cooperative shift ∆dd scales linearly with the Rydberg state number density Nr,

as discussed in Chapter 3, this is not necessarily true for the ground state number

density N .

Increasing the ground state number density N results in a number of changes

within the ensemble and many of these cannot be accurately quantified. Firstly, the

increased vapour temperature results in an increase in the most probable speed vp

of the atoms. As a result, the velocity distribution of atoms which can be excited

into the Rydberg state is broadened. This is proportional to the square root of atom

temperature T which is non-linearly related to the ground state density N as shown

in Fig. 2.10. Furthermore, the increase in velocity of atoms passing through the

beams reduces the interaction time with the lasers. This reduces the efficiency of

the electron shelving process. Finally, the density dependence of collisions, power-

broadening of the atomic transitions and Rydberg state population along the length

of the beam also require consideration. Consequently, the ground state number

density dependence of the mean-field shift remains an open question which requires
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(a)

(b)

Figure 8.10.: Observations of Rydberg fluorescence with the naked eye. The three

excitation lasers co-propagate from left to right (indicated by dashed white lines).

(a) The beams are focused into a 2 mm vapour cell and then re-collimated using a

second lens. The cell is maintained at temperature T = 373 K using a stainless steel

oven (centre). (b) The collimated beams pass through a 5 cm vapour cell at room

temperature T = 293 K. In both cases, the images were obtained using a standard

digital camera.

further investigation.

8.3. Superradiant Rydberg Cascade

The previous section demonstrates that resonant dipole-dipole interactions in a ther-

mal vapour can produce an excitation-dependent shift of the resonant transition

frequency. This shift originates from the imaginary part of the dipole-dipole inter-

action, as demonstrated in Section 3.3. When the shift of the resonance is sufficiently

large, intrinsic optical bistability occurs in the optical response. In this section, the

atomic dynamics in the non-interacting and strongly-interacting phase will be char-

acterised using fluorescence spectroscopy.
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8.3.1. Rydberg Fluorescence

The fluorescence emitted during Rydberg excitation is remarkably strong and can

be observed with the naked eye. This is demonstrated in Fig. 8.10(a) for a 2 mm

vapour cell and in Fig. 8.10(b) for a 5 cm vapour cell. The fluorescence, although

observed as a single colour in each image, comprises many spontaneous emission

pathways between the Rydberg state and the ground state. These individual wave-

lengths are “mixed” together by the detector (the human eye or a digital camera)

producing a strong orange glow which can be observed independent of the viewing

angle. Whilst the diameter of the probe, coupling and Rydberg beam is less than

2 mm in each image, the fluorescence encompasses a much larger region. This occurs

because Rydberg atoms with long radiative lifetimes can travel out of the excitation

region before they spontaneously decay. Given that the 262P3/2 Rydberg state has a

blackbody-limited lifetime of τ ' 20 µs (calculated in Section 2.6.3) and the atoms

have a most probable speed vp ' 200 m/s, the width of the fluorescence distribution

can be estimated to be approximately 8 mm.

A photomultiplier tube (PMT) is an extremely sensitive detector that can be used

for quantitative analysis of fluorescence. PMT’s consist of a vacuum tube with an

input window, a photocathode, focussing electrodes, an electron multiplier and an

anode [145]. The principle of its operation is outlined briefly here. Photons enter the

vacuum tube through the input window and excite electrons in the photocathode

which are emitted into the vacuum. Photoelectrons are accelerated and focused by

the electrodes onto the first dynode where they are multiplied using the phenomena

of secondary emission. This process is repeated at each dynode leading to a build

up in the photoelectrons. Finally, the electrons emitted from the last dynode are

collected by the anode.

The Hamamatsu H10722-110 PMT module was chosen for this particular applica-

tion. The small package weighing just 100 g contains all the necessary components

and has a low voltage input and output. The super bialkali photocathode is highly

sensitive in the visible range, with a peak sensitivity at 400 nm and a broad spectral

response from 230 nm to 700 nm. The PMT is extremely sensitive and has a typical

anode radiant sensitivity of 220 V/nW. This sensitivity can be adjusted using the

variable gain of the amplifier.

As an initial test of the fluorescence detection, the intrinsic optical bistability

signal is observed in fluorescence using the PMT and in probe transmission using

the photodiode. The fluorescence was collected by roughly aligning the PMT with

the side wall of the vapour cell. A bandpass UV filter is also used which allows

detection of spontaneous decay from n2P1/2 and n2P3/2 states with n ≥ 8 to the

ground state 62S1/2. The results of this test are shown in Fig. 8.11 for a typical

intrinsic optical bistability spectrum. The signal from the photodiode (a) and PMT
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Figure 8.11.: Comparison of (a) the probe transmission signal on the photodiode and

(b) the fluorescence signal on the photomultiplier tube. The fluorescence is detected

using a UV bandpass filter. This corresponds to spontaneous emission from the

n2P1/2 and n2P3/2 states with n ≥ 8 to the ground state 62S1/2. Experimental

parameters: probe laser Rabi frequency Ωp/2π = 41 MHz, coupling laser Rabi

frequency Ωc/2π = 109 MHz and Rydberg laser Rabi frequency Ωr/2π = 96 MHz.

(b) are very similar and both produce a signal with similar levels of noise. Given the

small collection area, the peak output voltage of the PMT at approximately 80 mV

is particularly impressive. Another advantage of the PMT signal is that it occurs on

a zero background as the probe and coupling laser do not produce UV fluorescence

when the Rydberg laser is far detuned.

8.3.2. Fluorescence Spectroscopy

Whilst bandpass filters are useful for detecting particular spectral regions, wave-

length selectivity is required in order to identify the emission processes that take

place in the ensemble. A variety of spectrometer options were considered and these

are outlined below:

• Commercial system: The first option considered was a commercial Ocean Op-

tics USB4000 miniature fiber-optic spectrometer. This small unit consists of

ruled diffraction grating and CCD array. Although capable of detecting wave-

lengths between 200 nm and 850 nm, the sensitivity of 130 photons/count and

resolution of > 1 nm are unsatisfactory.
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• Pellin-Broca prism: The second option considered was a Pellin-Broca prism in

combination with the highly sensitive PMT. This type of prism is commonly

used to separate wavelengths in a multi-line laser system and due to its unusual

shape, the desired wavelength is deviated by 90◦. Unfortunately it was not

experimentally feasible to isolate a beam of collimated fluorescence which could

enter the prism. As a result, the wavelength resolution of > 100 nm was

extremely poor.

• Monochromator: The final option considered was a commercial Oriel Corner-

stone 130 monochromator in combination with the PMT. This monochromator

is a 1/8 m Ebert-Fastie design with an out-of-plane diffraction grating in order

to reduce stray light. The ruled diffraction grating is mounted on an automated

turret which allows the wavelength to be selected or scanned using computer

control. The grating has a broad wavelength range of 200 nm to 1600 nm

and a reciprocal dispersion of 6.6 nm/mm. In combination with the input and

output slit of the monochromator, this system can achieve a wavelength reso-

lution of 0.1 nm. As a result of the excellent specification, this spectrometer

system was chosen for the presented experimental work.

The visible fluorescence spectrum of the atomic ensemble at low and high ground

state number density N is shown in Fig. 8.12. This corresponds to a variation in

the Rydberg state number density and therefore the strength of the resonant dipole-

dipole interaction. The experimental data is obtained by focusing the fluorescence

with a lens onto the input slit of the monochromator. The input and output slits of

the monochromator are optimised for wavelength resolution and signal level. The full

spectrum is obtained by slowly scanning the diffraction grating over the wavelength

region of interest and detecting the PMT voltage output on an oscilloscope. The

cyan vertical lines in (a) and (c) indicate the dipole-allowed spontaneous emission

transitions between all states with an energy equal to or less than the 262P3/2

Rydberg state. The thick red vertical lines indicate the ionisation limit for to 62S1/2

at 318 nm, 62P3/2 at 494 nm and 62P1/2 at 508 nm. The blue shaded regions indicate

the wavelengths of spontaneous emission which originates from Rydberg states with

an energy greater than 262P3/2.

In the low density phase shown in Fig. 8.12(a), the emission spectrum is domi-

nated by spontaneous emission from high-lying Rydberg states to the ground states

as illustrated in (b). The transition indicated by (i) corresponds to the 320 nm

emission from the Rydberg state 262P3/2 to the ground state 62S1/2. The transi-

tions indicated by (ii) correspond to 500 nm and 514 nm emission from the 262S1/2,

242D3/2 and 242D5/2 Rydberg states to the 62P1/2 and 62P3/2 states respectively.

This behaviour is consistent with spontaneous emission from non-interacting atoms

where the transition rate scales with frequency cubed. Consequently, this can be
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8. Cooperative Rydberg Interactions

referred to as the single-body phase.

In the high density phase shown in Fig. 8.12(c), the emission spectrum is sig-

nificantly modified due to the presence of resonant dipole-dipole interactions. The

dominant spontaneous emission in the single-body phase (i) and (ii) are suppressed

and rapid energy transfer occurs within the Rydberg manifold. The observed spon-

taneous emission now originates from a range of low-lying Rydberg states indicated

by (iii) and (iv) and highlighted in (d). Importantly the absence of emission in the

blue shaded regions (representing spontaneous emission from Rydberg states with

higher energies than 262P3/2) indicates that atoms are not promoted to higher-lying

Rydberg states, as would occur in collisional or up-conversion processes.

These results provide strong evidence against thermal blackbody photons as the

underlying mechanism. Thermal blackbody radiation, discussed in detail in Sec-

tion 2.6.3, results in a significant transition rate to neighbouring Rydberg states.

This transition rate is dependent upon the transition frequency and the tempera-

ture of the blackbody photons. Unlike spontaneous emission, blackbody radiation

can result in transitions to both lower and higher lying Rydberg states. However, as

shown in Fig. 8.12(a) and (c), there is no evidence for transfer to higher-lying Ryd-

berg states. Furthermore, the variation in ground state number density N between

Fig. 8.12(a) and (c) corresponds to a small change ∆T = 40 K in the temperature of

the blackbody radiation. For example, the blackbody transition rate between initial

Rydberg state 262P3/2 and neighbouring Rydberg state 272S1/2 increases by just

12% between (a) and (c). It is clear that this does not provide sufficient explanation

for the dramatic change in observed behaviour.

The spontaneous emission indicated by (iv) in the high density phase in

Fig. 8.12(c) is decomposed into the individual atomic transitions in Fig. 8.13. These

spectra show that the spontaneous emission originates from Rydberg states with

principal quantum number 9 . n . 13. At lower and higher principal quantum

numbers, the level of spontaneous emission is reduced. Notably, there is little spon-

taneous emission from high-lying Rydberg states which would be expected from

Einstein-A coefficient analysis. The lack of spontaneous emission from high-lying

Rydberg states around 262P3/2 suggests that the strong dipole-dipole interactions

result in a superradiant cascade of decay to lower-lying Rydberg states. Super-

radiance occurs when the cooperativity on a particular transition is high and the

atoms collectively emit in-phase with one another. This is discussed further in Sec-

tion 3.4.4. Evidence for a superradiant cascade has been previously observed in

thermal vapours [107] and ultracold atoms [146].

The superradiant cascade can be understood by first considering the single-atom

picture where the transition between the 262P3/2 and 262S1/2 Rydberg state has a

spontaneous emission lifetime τ ' 500 µs. This is much longer than the spontaneous

emission lifetime τ ' 20 µs to the ground state 62S1/2. As a result, the majority of
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Figure 8.13.: The fluorescence spectrum is shown for ground state number density

N = 4.3×1012 cm−3. The spectrum is separated into sets of possible transitions (a)

n2S1/2 → 62P3/2, (b) n2S1/2 → 62P1/2, (c) n2D3/2 → 62P1/2, (d) n2D3/2 → 62P3/2

and (e) n2D5/2 → 62P3/2. The dipole-allowed transitions between n = 8 and n = 26

are shown by vertical lines. Experimental parameters: probe laser Rabi frequency

Ωp/2π = 41 MHz, coupling laser Rabi frequency Ωc/2π = 74 MHz and Rydberg

laser Rabi frequency Ωr/2π = 122 MHz.
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8. Cooperative Rydberg Interactions

Figure 8.14.: Normalised fluorescence signal as a function of ground state number

density N . Experimental parameters: probe laser Rabi frequency Ωp/2π = 50 MHz,

coupling laser Rabi frequency Ωc/2π = 69 MHz and Rydberg laser Rabi frequency

Ωr/2π = 130 MHz.

atoms decay directly to the ground state when the density is low and the interactions

can be neglected. However, due to the large transition wavelength λ = 1 mm to the

262S1/2 state, it is possible to have a large number of Rydberg atoms in the near

field. Given the estimated Rydberg number density Nr ≈ 2× 1011 cm−3 calculated

in Section 8.2, this gives a cooperativity C = Nλ3/4π2 ' 5 × 106 and a coopera-

tive enhancement of the decay rate to the 262S1/2 state of τsuper = τ/C ' 100 ps.

Consequently, due to the cooperative many-body interaction, Rydberg atoms prefer-

entially decay to nearby Rydberg states. This process continues between high-lying

Rydberg states and the population quickly cascades to states with lower principal

quantum number. As the transition wavelength to neighbouring states scales as n3,

the superradiant cascade eventually stops. This gives rise to the observed sponta-

neous emission, shown in Fig. 8.13, from low-lying Rydberg states.

The atomic dynamics in the single-body and many-body phase are further inves-

tigated by measuring the intensity of a number of important spontaneous emission

transition pathways as a function of ground state number density N . This investiga-

tion is shown in Fig. 8.14 for the normalised fluorescence signal. The circles indicate

spontaneous emission transitions from high-lying Rydberg states which dominate in
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Figure 8.15.: The time-dependent fluorescence signal per atom at λ = 320 nm (corre-

sponding to the transition between the Rydberg state 262P3/2 and the ground state

62S1/2) is shown for various ground state number densities N . A 200 ns excitation

pulse of the Rydberg laser is applied at t = 0. Experimental parameters: probe laser

Rabi frequency Ωp/2π = 50 MHz, coupling laser Rabi frequency Ωc/2π = 69 MHz

and Rydberg laser Rabi frequency Ωr/2π = 130 MHz.

the single-body phase. The diamonds demonstrate the behaviour of spontaneous

emission transitions from low-lying Rydberg states which dominate in the many-

body phase. When the ground state number density N ≈ 3× 1011 cm−3 (indicated

by the vertical line), there is an apparent switch in the atomic dynamics. The spon-

taneous emission from high-lying Rydberg states decreases whilst the emission from

low-lying Rydberg states increases sharply. It is likely that at this Rydberg number

density, the cooperative decay rate to neighbouring Rydberg states begins to exceed

the spontaneous emission decay rate to the ground state. This behaviour could be

investigated further in future work by determining the Rydberg state number density

required for the medium to switch between single-body and many-body dynamics.

As discussed previously, this is a particularly difficult task, but electrically-coated

vapour cells for Rydberg atom detection could provide a solution [63].

Finally, the time-dependence of the 320 nm spontaneous emission from the Ryd-

berg state 262P3/2 to the ground state 62S1/2 is investigated as a function of ground

state number density N . This transition is particularly important as atomic popula-

tion can only enter 262P3/2 by laser excitation. The fluorescence signal per ground

state atom is shown in Fig. 8.15 following the application of a 200 ns excitation

pulse to the Rydberg state at t = 0. Each spectrum shows a sharp initial increase in
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fluorescence followed by an exponential decay. However, as the ground state number

density is increased, the exponential decay rate also increases. This is accompanied

by a decrease in the peak fluorescence signal. These findings support the conclusion

that Rydberg population is rapidly transferred to neighbouring states. As fewer

atoms have the opportunity to decay on this transition pathway, the peak height

decreases. Moreover, the increase in decay rate occurs because the population in

the Rydberg state is rapidly transferred into neighbouring states.

It is important to note that the presented experimental results are indirect mea-

surements of the superradiant cascade. Whilst they provide strong evidence for

cooperative decay, direct observation of the superradiant wavelength would provide

validation of this proposal. Nonetheless, observing emission at 250 GHz is not a sim-

ple task and further research is required to establish a suitable detection method.

8.4. Non-Equilibrium Phase Transition

A phase transition can be characterised by a discontinuity in the order parameter

which describes the macroscopic state of the system. A first-order phase transition

occurs when there is a discontinuity in the order parameter itself whereas a second-

order phase transition occurs when there is a discontinuity in the first derivative

of the order parameter. In their seminal theoretical paper in 1979, Bowden and

Sung demonstrated that intrinsic optical bistability can be interpreted as a first-

order phase transition in the atom-light interaction [25]. Through an examination

of the resonant dipole-dipole interaction, they were able to derive the non-linear

relationship between the externally applied field and the internal field within the

volume. When the number of atoms within an interaction wavelength is small, there

is a monotonic relationship between the applied field and the internal field. However,

when the number of atoms within an interaction wavelength is large, the resonant

dipole-dipole interactions act to suppress the internal field. This suppression breaks

down at high external fields and results in a non-linear, multivalued response of

the internal field. Consequently, at a critical value of the external field, there is

a discontinuity in the internal field and the system undergoes a first-order phase

transition. In the case of an atomic system, this appears as a discontinuity in the

macroscopic atomic polarisation.

As demonstrated in the previous Section, the optical response and atomic dynam-

ics of the ensemble can be separated into two distinct phases. When the number of

Rydberg atoms is small and the interactions are negligible, the behaviour of the sys-

tem can be described by the behaviour of a single atom. However, when the number

of Rydberg atoms is large, resonant dipole-dipole interactions result in a significant

modification of the ensemble properties. This cooperative many-body phase can-

not be described by the behaviour of a single atom. In the frequency domain, the
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interactions lead to an excitation-dependent cooperative energy shift. In the time

domain, the interactions result in a cooperative enhancement of the atomic decay

rate. In this section, a first-order non-equilibrium phase transition is observed in

both the temporal and spatial dynamics of the ensemble.

8.4.1. Temporal Phase Transition

Critical slowing down is a phenomena that occurs when a system is approaching a

critical threshold and becomes increasingly slow at recovering from perturbations

[147, 148]. At the phase transition, the recovery time diverges to infinity with a

power law scaling [149]. The exponent, often referred to as the critical exponent,

describes the non-analytical behaviour of the order parameter near the critical point.

Previous experimental measurements and theoretical considerations have shown that

the critical exponent α = −0.5 in optical bistability [138, 149, 150].

The observation of critical slowing down in the Rydberg ensemble is outlined

in Fig. 8.16. The detuning of the Rydberg laser is fixed at the phase transition

∆r/2π = −220 MHz and the Rydberg laser intensity Ir is varied. In Fig. 8.16(a),

the Rydberg laser intensity is scanned continuously and the optical response ∆T

exhibits bistablity with hysteresis dependent upon the direction in which the laser

intensity is varied. In Fig. 8.16(b), the optical response ∆T is shown when the

Rydberg laser intensity is varied discretely. Each measurement is separated by a

150 µs period where the Rydberg laser is turned off in order to reset the system to

the ground state. Consequently, the hysteresis no longer exists because the system

memory has been lost and the upper branch shown in Fig. 8.16(a) (blue curve)

cannot be measured. At a critical intensity Ir,crit ' 17.5 W/mm2, there is a sharp

switch between the single-body and many-body phase.

In Fig. 8.16(c), the switching time τ of the ensemble is shown as a function

of Rydberg laser intensity. The switching time, defined in the inset, is the time

τ required for the system to switch to the steady state probe transmission level.

At the critical transition, the switching time diverges according to the power law

τ ∝ (Ir− Ir,crit)
α shown by the dashed line. The critical exponent α = −0.53± 0.10

is consistent with previous work on phase transitions in optical bistability [149,

151]. Further theoretical work is required in this area to determine the overlap with

Landau theory where the critical exponent α = −0.5 due to a mean field interaction

potential [152].

The time-dependence of the optical response ∆T is shown in Fig. 8.17 for decreas-

ing Rydberg laser intensity from (i) to (vi). This is a sample of the data that was

used to calculate the switching times shown in Fig. 8.16(c). When the system is in

the many-body phase and far from the phase transition, shown by (i), the system

quickly switches into a high level of Rydberg population. However, as the phase

transition is approached, shown by (ii), (iii) and (iv), the system becomes increas-
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Figure 8.16.: Critical slowing down as the temporal signature of a phase transition.

(a) Continuous Rydberg laser intensity Ir scan showing bistability and hysteresis

in the optical response ∆T . (b) Discrete Rydberg laser intensity Ir scan showing

bistability without hysteresis in the optical response ∆T . (c) At critical intensity

Ir = 17.5 ± 0.1 W/mm2, the switching time to steady state τ (defined in the inset

figure) diverges as (Ir − Ir,crit)
α with critical exponent α = −0.53 ± 0.10 shown by

the dashed line of best fit. Experimental parameters: ground state number density

N = 4.3 × 1012 cm−3, probe Rabi frequency Ωp/2π = 57 MHz, coupling Rabi

frequency Ωc/2π = 116 MHz and Rydberg detuning ∆r/2π = −220 MHz. The

error bars represent the standard deviation error on the determination of the laser

intensity, probe transmission and switching time.
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Figure 8.17.: Time dependence of the optical response ∆T for Rydberg laser inten-

sity Ir = (i) 19.91 ± 0.21, (ii) 18.41 ± 0.20, (iii) 17.88 ± 0.14, (iv) 17.67 ± 0.19, (v)

17.02± 0.23 and (vi) 9.32± 0.17 W/mm2. The dashed lines indicate the fitted the-

oretical model used to determine the switching time to steady state. Experimental

parameters: probe Rabi frequency Ωp/2π = 57 MHz and coupling Rabi frequency

Ωc/2π = 116 MHz.

ingly slowly at reaching the steady state. Once the system is in the single-body

phase, shown by (v) and (vi), the system quickly switches to the steady state low

level of Rydberg population.

The ability to observe critical slowing down in a thermal vapour is particularly

remarkable when one considers the transit time of the atom crossing the laser. Al-

though each atom interacts with the laser for less than 500 ns, it is possible to mea-

sure switching times to steady state in excess of 60 µs. This demonstrates that the

entire ensemble behaves as a many-body system whose properties are determined by

the mean-field interaction potential. The invariance to atom loss provides the system

with the ability to retain information, even in the presence of strong decoherence.

This is in agreement with recent research which documented dissipation-induced

correlation in a cold molecular gas [3].

8.4.2. Spatial Phase Transition

The first-order phase transition can also be observed in the spatial dynamics of

the ensemble as shown in Fig. 8.18. The fluorescence images are obtained using a

digital SLR camera with a macro lens. The dashed white lines indicate the 2 mm

vapour cell and the three lasers co-propagate from left to right in these images.
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The Rydberg laser detuning ∆r is varied across the phase transition, starting in the

many-body phase (i) and then switching into the single-body phase (iv). As shown

in previous measurements, this transition is extremely sharp and this sequence of

images is obtained by varying the Rydberg laser detuning by less than 100 kHz.

As the system switches between the many-body and single-body phase, a first-

order phase transition appears along the length of the excitation region as shown

in (ii) and (iii). The phase transition moves gradually across the length of the

beam until the entire ensemble has switched into the same phase. The spatial phase

transition results from a gradual decrease in the probe, coupling and Rydberg laser

Rabi frequencies as they propagate through the vapour. When the critical switching

intensity occurs in the middle of the vapour cell (iii), it is possible for atoms in the

first half of the interaction region to be in the many-body phase. Similarly, those

in the second, less intense half of the cell are in the single-body phase. Although

predicted theoretically [153, 154], this is the first experimental demonstration of a

cooperative spatial phase transition.

8.5. Summary

In this chapter, the observation of a non-equilibrium phase transition in a dilute

thermal atomic gas was presented. The phase transition is induced by dipole-dipole

interactions between Rydberg atoms which are separated by less than the transi-

tion wavelength to neighbouring states. Using probe transmission spectroscopy, a

cooperative shift of the Rydberg state is observed which results in intrinsic optical

bistability above a critical number of excited atoms. The fluorescence spectrum is

characterised and provides strong evidence for a superradiant cascade of decay.

Two phases in the atomic dynamics have been identified. When the population

of the Rydberg state is low and interactions can be neglected, the system exists in a

single-body phase. However, when the population of the Rydberg state is high, the

system exists in a cooperative many-body phase. The non-equilibrium phase tran-

sition between single-body and many-body behaviour is observed in the temporal

dynamics of the system and critical slowing down measurements confirm the critical

exponent α = 0.53± 0.10. This exponent is found to be in excellent agreement with

previous work. Furthermore, the phase transition is observed spatially as a sharp

switch in the fluorescence emitted along the interaction length. This represents the

first experimental demonstration of a cooperative spatial phase transition.
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Figure 8.18.: Observation of a spatial first-order phase transition. The detuning of

the Rydberg laser is varied across the critical transition ∆r↓/2π ' −220 MHz and

the fluorescence images are shown by (i) to (iv). The phase transition appears as a

sharp switch in the emitted fluorescence. The ensemble switches between the many-

body phase (orange fluorescence) in (i) to the single-body phase (green fluorescence)

in (iv). In these images, the excitation lasers propagate from left to right. The 2 mm

vapour cell is indicated by the white dashed lines. Experimental parameters: probe

laser Rabi frequency Ωp/2π = 41 MHz, coupling laser Rabi frequency Ωc/2π =

70 MHz and Rydberg laser Rabi frequency Ωr/2π = 154 MHz.
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9. Conclusion & Outlook

9.1. Thesis Summary

In this thesis, the non-equilibrium dynamics of a cooperative Rydberg ensemble were

investigated. The steady state of the system is a dynamical equilibrium between

external driving and dissipative processes [2]. Cooperative behaviour arises due to

resonant dipole-dipole interactions [13] between highly-excited Rydberg atoms. In

order to transfer atomic population from the ground state to the Rydberg state in

a thermal caesium vapour, a three-photon excitation scheme was developed. This

scheme has a number of benefits over traditional two-photon Rydberg excitation as

each transition utilises inexpensive high-power diode lasers operating at convenient

wavelengths.

The ground state 62S1/2 and first excited state 62P3/2 are coupled by an 852 nm

diode laser. Due to the distribution of atomic velocities in the vapour, the absorption

of the laser is broadened by the Doppler shift. Doppler-free resonances are obtained

using a counter-propagating pump laser with the same frequency. This technique is

known as saturated absorption spectroscopy [110]. Furthermore, using a technique

known as polarisation spectroscopy [111], a circularly-polarised pump beam is used

to induce birefringence in the medium. The rotation of the linearly-polarised probe

beam is then analysed using a polarimeter. The resulting narrow dispersive signals

on a zero background level are used for laser frequency stabilisation of the 852 nm

laser [112].

The first excited state 62P3/2 is coupled to the second excited state 72S1/2 using a

1470 nm diode laser. Due to the large transition dipole moment, it is possible to ob-

serve excited-state absorption in a room temperature vapour cell. The excited-state

linewidth is derived theoretically [67] and found to be sub-natural (less than the

combined decay rate of the upper and lower states) when the 62P3/2 state is coher-

ently prepared. This is distinct from the well known case of incoherent preparation

where the excited-state linewidth is given by the sum of the decay rates of the upper

and lower states [124]. Following this, an excited-state polarisation spectroscopy

technique was developed [66], where the 852 nm laser induces a birefringence that

is probed by the 1470 nm laser. This technique produces narrow dispersive signals

with excellent signal to noise. As with ground-state polarisation spectroscopy, this

technique can be used to perform frequency stabilisation of lasers coupling excited
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states, such as the 1470 nm laser that is used in this work.

When the 852 nm transition is probed and the 1470 nm transition is strongly

coupled, an inverted wavelength system is created. Inverted refers to the unusual

case that the probe laser wavelength is shorter than the coupling laser wavelength. In

a thermal vapour, this is shown to result in the inability to observe coherent EIT as

the one and two photon Doppler shift have the same sign [127]. Although coherent

effects cannot be observed, the strong 1470 nm transition transfers a significant

proportion of population into the 72S1/2 state. Unlike the ground-state transition,

the excited-state transition is open and spontaneous decay can occur to uncoupled

states. Consequently, it is possible to observe transmissive and absorptive features

in the absorption of the probe laser [69]. An increase in transmission corresponds to

the loss of population into the uncoupled hyperfine ground state whilst an increase

in absorption corresponds to a re-population of the coupled hyperfine ground state.

Further investigation reveals that the sign and magnitude of the transmission feature

is strongly dependent on the interaction time between the atoms and the laser.

By varying the beam size, it is possible to reduce the interaction time such that

the 72S1/2 state does not decay before the atom leaves the beam. Accordingly, a

transition between resonant transmission and absorption is observed [69].

The final transition from the excited state 72S1/2 to the Rydberg state 262P3/2

is driven by a 790 nm diode laser. Using a tapered amplifier system, originally

designed for the 780 nm ground-state transition in Rubidium, laser powers in excess

of 1.5 W are achieved. Firstly, the four-level scheme is used to observe coherent three-

photon electromagnetically induced transparency (EIT) [68]. Due to the AC stark

shift from the 1470 nm laser, the probe transmission spectrum has two EIT peaks

on either side of resonance which correspond to the dressed states. At three-photon

resonance, electromagnetically induced absorption (EIA) is observed [133]. Through

manipulation of the ratio of the coupling and Rydberg laser Rabi frequencies, it is

possible to maximise the visibility of the three-photon EIT signal. This occurs

because the AC stark shift can partially compensate the Doppler shift [135].

In order to transfer significant population into the Rydberg state and induce strong

interactions, an incoherent transfer process is used. All three lasers co-propagate

through the vapour cell with high intensity. In the frequency domain, the cooperative

interactions produce an excitation-dependent shift of the energy of the Rydberg state

[7]. This is observed using an electron shelving technique [59], where the transmission

of the strong probe laser through the ensemble is proportional to the population of

the Rydberg state. When the Rydberg number density is above a critical value, the

cooperative shift results in intrinsic optical bistability [21] with hysteresis dependent

upon the direction in which resonance is approached. Consequently, a sharp phase

transition occurs between a state of low Rydberg number density and negligible

interactions and a state of high Rydberg number density and strong interactions.
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In the time domain, the cooperative interactions result in an enhanced decay

rate which scales strongly with the transition wavelength to neighbouring states

[13]. Using fluorescence spectroscopy with sub-nanometer resolution, the atomic

dynamics are characterised by identifying the transition pathways which result in

spontaneous emission. When the Rydberg number density is low, the observed flu-

orescence originates from spontaneous emission between high-lying Rydberg states

and the ground state. This corresponds to the behaviour of a non-interacting atom

where the transition rate is dependent on the frequency cubed. However, when the

Rydberg number density is high and strong interactions are present, the observed

fluorescence originates from spontaneous emission between low-lying Rydberg states

and the ground state. This provides strong evidence for a superradiant cascade of

decay between high-lying Rydberg states due to cooperative enhancement of their

decay rate [107]. Through the interaction-induced correlation, the system now ex-

ists in a phase-locked many-body state and cannot be described by the response of

a single atom. As the transition wavelength between Rydberg states depends on

the principal quantum number, the cooperative enhancement of Rydberg-Rydberg

transitions in the cascade eventually weakens leading to the observed spontaneous

emission from low-lying Rydberg states. The lack of spontaneous emission from Ryd-

berg states above the initially-populated state rules out the possibility of collisional

or blackbody-induced processes.

At the critical transition between the single-body and many-body phase, a first-

order non-equilibrium phase transition occurs [70]. This can be observed spatially

along the length of the excitation region as a sharp switch in the emitted fluo-

rescence [154, 153]. As a result of the hierarchy of length scales between optical

excitation λex ' 1 µm and dipole coupling λdd ' 1 mm, the cooperative dipole-

dipole interaction is revealed on macroscopic optically-resolvable length scales. The

first-order phase transition can also be observed temporally through critical slow-

ing down [147, 148]. Critical slowing down is a phenomenon that occurs when a

system approaches a critical threshold and becomes increasingly slow at recovering

from perturbations. In this work, critical slowing down emerges as a divergence in

the switching time required to reach a dynamical equilibrium when the Rydberg

laser is applied. This divergence follows a universal scaling law for phase transi-

tions (I − Icrit)
α where I is the intensity, Icrit is the critical intensity to switch

between phases and α is the critical exponent. The critical exponent is determined

as α = −0.53 ± 0.10 and is in excellent agreement with previous work on non-

equilibrium phase transitions [149].
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Figure 9.1.: Multi-region 2 mm vapour cell developed in collaboration with the

Chemistry Department at Durham University. The separation between the cham-

bers is approximately 800 µm.

9.2. Future Work

The demonstration of a cooperative non-equilibrium phase transition in a thermal

vapour raises many interesting possibilities for future research. Some of these are

outlined below:

• The three-photon excitation scheme developed in this thesis will be used to

prepare single ions using the dipole blockade effect [45].

• The long-range resonant dipole-dipole interaction offers the possibility to study

non-local propagation [155]. One potential scheme could involve a multi-region

vapour cell such as the one that has been recently developed shown in Fig. 9.1.

The vapour cell consists of two chambers which each have an optical path

length of 2 mm. Using three excitation lasers in each cell, Rydberg atoms

located in the first region can be detected through the cooperative shift of the

Rydberg state in the second region. Preliminary results have proved inconclu-

sive and potential issues include the transmission of the interaction wavelength

through quartz glass and the directionality of the emission.

• The intrinsic optical bistability signal could be used for precision sensing ap-

plications. By biasing the system at the phase transition and utilising the

136



9. Conclusion & Outlook

sensitivity of Rydberg atoms to external electric fields, the device could be

used as an extremely sensitive detector.

• The photon statistics at the phase transition could be further investigated. At

the sharp transition between a many-body and single-body phase, there is a

rapid avalanche of decay out of the Rydberg state. This could result in the

ability to observe non-classical photon statistics [5].

• Using a fast CCD camera capable of detecting the visible Rydberg fluores-

cence, the atomic dynamics could be imaged to investigate the possibility of

spatial structures [39]. By biasing the system just below the phase transition,

an additional localised Rydberg excitation can be used to induce the transi-

tion into the many-body phase. This would allow the diffusion of the phase

transition to be observed as it moves throughout the interaction region.

• The geometry dependence of the cooperative Lamb shift could be further in-

vestigated. As discussed in Section 3.4, the cooperative Lamb shift is predicted

to depend on the radius of a cylindrical excitation region [100].
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A. Four-Level Optical Bloch Simulation

In this Appendix, the complex susceptibility χ given in Eq. (2.15) is calculated for a

four-level atomic system. The ground state |1〉 and first excited state |2〉 are coupled

by a probe laser with Rabi frequency Ω12, detuning ∆12 and wavevector k12. The

first excited state |2〉 and second excited state |3〉 are coupled by a coupling laser

with Rabi frequency Ω23, detuning ∆23 and wavevector k23. Finally, the second

excited state |3〉 and third excited state |4〉 are coupled by a Rydberg laser with

Rabi frequency Ω34, detuning ∆34 and wavevector k34.

The total Hamiltonian for the four-level ladder system including the Doppler effect

is given by

Ĥtot = ~


0 Ω12/2 0 0

Ω12/2 −∆1ph Ω23/2 0

0 Ω23/2 −∆2ph Ω34/2

0 0 Ω34/2 −∆3ph

 (A.1)

where the Doppler shifts are given by

∆1ph = ∆12 − k12v (A.2a)

∆2ph = ∆12 + ∆23 − (k12 − k23)v (A.2b)

∆3ph = ∆12 + ∆23 + ∆34 − (k12 − k23 − k34)v (A.2c)

and v is the atomic velocity. The three lasers are configured such that the probe

laser counter-propagates against both the coupling and Rydberg lasers. In the lad-

der configuration, state |4〉 spontaneously decays at rate Γ4 to state |3〉. State |3〉
spontaneously decays at rate Γ3 to state |2〉. Furthermore, state |2〉 spontaneously

decays at rate Γ2 to the stable ground state |1〉. The phenomenological decay matrix

L̂ is given by

L̂ =
1

2


2Γ2ρ22 −Γ2ρ̃12 −Γ3ρ̃13 −Γ4ρ̃14

−Γ2ρ̃21 2Γ3ρ33 − 2Γ2ρ22 −(Γ2 + Γ3)ρ̃23 −(Γ2 + Γ4)ρ̃24

−Γ3ρ̃31 −(Γ2 + Γ3)ρ̃32 2Γ4ρ44 − 2Γ3ρ33 −(Γ3 + Γ4)ρ̃34

−Γ4ρ̃41 −(Γ2 + Γ4)ρ̃42 −(Γ3 + Γ4)ρ̃43 −2Γ4ρ44

 (A.3)

The Lindblad master equation in Eq. (2.10) can be used to obtain the time evolution

of the density matrix. The time evolution can be formulated as a system of linear
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equations such that

ρ̇ = Âρ (A.4)

where vectors ρ̇ = (ρ̇11, ρ̇22, . . . , ρ̇44)T, ρ = (ρ11, ρ22, . . . , ρ44)T and T indicates the

transpose. The Lindblad matrix Â can be calculated using the total Hamiltonian

Ĥtot in Eq. (A.1) and decay matrix L̂ in Eq. (A.3) to give

Â = − i
~

(
Ĥtot ⊗ Î4 − Î4 ⊗ ĤTtot

)
+ L̂ (A.5)

where Î4 is the identity matrix in four dimensions and ⊗ indicates the Kronecker

product. With an initial state ρ0, the time evolution of the density matrix elements

is given by

ρ(t) = P̂ diag(eλt) P̂−1 ρ0 (A.6)

where P̂ is the matrix of eigenvectors, λ is a vector of eigenvalues and diag represents

a vector as the diagonals of a matrix. This calculation can be implemented in Python

using linear algebra and a sample solution for the probe susceptibility in a four-level

ladder system is shown below.

from __future__ import division

from numpy import *

from scipy import *

from pylab import *

### Maxwell-Boltzmann Velocity Distribution

def maxwell(v,vp):

return (1/(sqrt(pi)*vp))*exp(-v**2 / vp**2)

### Constants

e = 1.60217657e-19

a0 = 5.2917721092e-11

hbar = 1.05457173e-34

e_0 = 8.854187817e-12

### Atom Parameters

vp = 230
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G1 = 0

G2 = 1*2*pi*1e6

G3 = 3.3*2*pi*1e6

G4 = 1*2*pi*1e6

d_21 = 2.024*e*a0

N = 2e17

l = 0.002

### Laser Parameters

Omega_12 = 0.01*2*pi*1e6

Delta_12 = 0

k_12 = 2*pi/852e-9

Omega_23 = 4*2*pi*1e6

Delta_23 = 0

k_23 = 2*pi/1470e-9

Omega_34 = 5*2*pi*1e6

Delta_34 = 0

k_34 = 2*pi/790e-9

### Simulation Parameters

delta_max = 30*2*pi*1e6

delta_min = -delta_max

delta_points = 100

dscan = linspace(delta_min,delta_max,delta_points)

v_max = 100

v_min = -v_max

v_points = 200

vscan = linspace(v_min,v_max,v_points)

stepsize = vscan[1]-vscan[0]

time = 1

### Simulation Setup

rho_0 = zeros((16,1))
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rho_0[0] = 1

vpick21 = zeros((1,16)); vpick21[0,4] = 1

vpick32 = zeros((1,16)); vpick32[0,9] = 1

rho21imag = zeros(((vscan.shape[0]),(dscan.shape[0])))

### Run Simulation

dloop = 0

for Delta_12 in dscan:

print dloop

vloop=0

for v in vscan:

Delta_1ph = Delta_12-k_12*v

Delta_2ph = Delta_12+Delta_23-(k_12-k_23)*v

Delta_3ph = Delta_12+Delta_23+Delta_34-(k_12-k_23-k_34)*v

H = array([\

[0, Omega_12/2, 0, 0],\

[Omega_12/2, -Delta_1ph, Omega_23/2, 0],\

[0, Omega_23/2, -Delta_2ph, Omega_34/2],\

[0, 0, Omega_34/2, -Delta_3ph]])

Hrho = kron(H,eye(4))

rhoH = kron(eye(4),transpose(H))

L = zeros((16,16))

L[0,5] = G2

L[1,1] = -G2/2

L[2,2] = -G3/2

L[3,3] = -G4/2

L[4,4] = -G2/2

L[5,5] = -G2

L[5,10] = G3

L[6,6] = -(G3 + G2)/2

L[7,7] = -(G2 + G4)/2

L[8,8] = -G3/2

L[9,9] = -(G2 + G3)/2

L[10,10] = -G3

L[10,15] = G4
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L[11,11] = -(G3 + G4)/2

L[12,12] = -G4/2

L[13,13] = -(G2 + G4)/2

L[14,14] = -(G3 + G4)/2

L[15,15] = -G4

eval,evec = eig(-1j*(Hrho-rhoH)+L)

evec = mat(evec)

rho_0 = mat(rho_0)

solT = evec*mat(diag(exp(eval*time)))*inv(evec)*rho_0

w = maxwell(v,vp)

rho21imag[vloop,dloop] = w*stepsize*(vpick21*solT).imag

vloop+=1

dloop+=1

### Calculate Doppler-Averaged Result

rho21_averaged = add.reduce(rho21imag,axis=0)

chi_I = -(2*N*d_21**2*rho21_averaged)/(hbar*e_0*Omega_12)

T = exp(-k_12*chi_I*l)

### Plotting

fig1 = figure(1, figsize=(4,3.5), facecolor=’white’)

clf()

ax1 = subplot(111)

ax1.plot(dscan/(2*pi*1e6),T)

ax1.set_xlabel(r’Detuning $\Delta/2\pi$ (MHz)’)

ax1.set_ylabel(r’Transmission’)

fig1.savefig(’file.pdf’)

show()
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B. Rydberg Transition Wavelengths

Principal)
Quantum)

n)

Wavelength)
n2P1/2)

(nm))

Wavelength)
n2P3/2)

(nm))
21# 799.4366# 799.3505#
22# 796.9976# 796.9251#
23# 794.9374# 794.8759#
24# 793.1811# 793.1285#
25# 791.6714# 791.626#
26# 790.364# 790.3245#
27# 789.224# 789.1895#
28# 788.224# 788.1936#
29# 787.3419# 787.315#
30# 786.5597# 786.5358#
31# 785.8628# 785.8415#
32# 785.2393# 785.2202#
33# 784.6792# 784.662#
34# 784.1741# 784.1586#
35# 783.7171# 783.703#
36# 783.3021# 783.2893#
37# 782.9243# 782.9126#
38# 782.5792# 782.5685#
39# 782.2632# 782.2534#
40# 781.9731# 781.9641#
41# 781.7062# 781.6979#
42# 781.46# 781.4523#
43# 781.2324# 781.2253#
44# 781.0217# 781.0151#
45# 780.8261# 780.82#
46# 780.6443# 780.6386#
47# 780.475# 780.4697#
48# 780.317# 780.3121#
49# 780.1695# 780.1648#
50# 780.0314# 780.0271#

#

#

#

#

#

#

#

#

Principal)
Quantum)

n)

Wavelength)
n2P1/2)
(nm))

Wavelength)
n2P3/2)
(nm))

51# 779.902# 779.898#
52# 779.7806# 779.7768#
53# 779.6665# 779.6629#
54# 779.5592# 779.5558#
55# 779.4581# 779.4549#
56# 779.3628# 779.3598#
57# 779.2727# 779.2699#
58# 779.1877# 779.185#
59# 779.1072# 779.1046#
60# 779.0309# 779.0285#
61# 778.9587# 778.9564#
62# 778.8901# 778.8879#
63# 778.8249# 778.8229#
64# 778.763# 778.7611#
65# 778.7041# 778.7022#
66# 778.648# 778.6462#
67# 778.5946# 778.5929#
68# 778.5436# 778.542#
69# 778.4949# 778.4934#
70# 778.4485# 778.447#
71# 778.4041# 778.4027#
72# 778.3616# 778.3603#
73# 778.321# 778.3197#
74# 778.282# 778.2808#
75# 778.2448# 778.2436#
76# 778.209# 778.2079#
77# 778.1747# 778.1736#
78# 778.1418# 778.1407#
79# 778.1102# 778.1092#
80# 778.0798# 778.0788#

#

Figure B.1.: Transition wavelengths from excited state 72S1/2 to Rydberg states

n2P1/2 and n2P3/2. Data derived from quantum defect theory [89, 34].
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C. Caesium Level Structure

Figure C.1.: Caesium energy level structure for the nS, nP and nD states. The
energy is given in wavenumber cm−1 and the transition wavelength in nanometres.
Data adapted from [88].
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D. Rydberg-Rydberg Transition Data

The radial matrix elements [87] together with the transition wavelengths and energy

defects calculated using quantum defect theory are shown in the table below. The

initial Rydberg state is 262P3/2.

Atomic Radial Matrix Element Wavelength Energy Defect

Transition (ea0) (mm) (GHz)

262P3/2 → 272S1/2 551 1.04 -287

262P3/2 → 262S1/2 562 1.02 295

262P3/2 → 252D5/2 753 5.54 -54

262P3/2 → 252D3/2 754 6.14 -49

262P3/2 → 242D5/2 203 0.53 562

262P3/2 → 242D3/2 197 0.53 568
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