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ABSTRACT

Irradiation of molecules by X-rays leads to photo-
emission of electons, this forming the basis of XPS or ESCA
spectroscopy. The electrons remaining in the molecule
experience an effective increase in nuclear charge accompanying
photoionization, and undergo a "relaxation" process. The
energy associated with this (the relaxation energy) affects
not only the intensity and shape of the experimentally measured
peak, but also its position (or binding energy) to a significant

extent.

By means of well-established quantum mechanical methods,
it is possible to calculate theoretically both binding energies
and relaxation energies for core-electr.n photoionization.
Specifically, ab initio I.CAO MO SCF calculations within the
Hartree-Fock formalism have been performed on a wide variety

of organic systems.

The relaxation energy as a function of increasing chain-
length in a series of linear and bent alkanes has been investi-
gated, and found to be responsible for the experimentally
observed shifts in core binding energies. The valence (2s)
ionized species have also been investigated, with particular
emphasis on line-widths. A study of the simple carbocations
has been made, a particular point of interest being the class-
ical or non-classical descriptions of the bonding in specific

cases.

To investigafe the effect of extra-molecular contributions
to relaxation energies, a series of hydrogen-bonded dimers has

been studied as a simple prototvpe system. Intermolecular



contributions to relaxation energies are found to be of the
same sign, irrespective of the sign for the shift in core
binding energy. The core-like, valence (2s) hole-state

species are found to have parallel trends in shifts.

A method has been developed for partitioning the total
relaxation energy into contributions from each occupled orbital
in the molecule of interest. This procedure is shown to be
both mathematically rigorous, and in accord with chemical
intuition, and is applied to several series of related molecules.
From studies of this nature, a clearer understanding of the
relationship between chemical bonding, and the reorganization

processes accompanying core-ionization is possible.

Finally, as an extension of the investigation into extra-
molecular relaxation energies,'and a further example of the
use of relaxation energy partitioning, some simple prototype
systems for the adsorbtion of small molecules onto metal sur-
faces are considered. In the case of CO on Ni, it is found

that a bent conformation is needed to interpret the available

XPS data.
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CHAPTER ONE

MOLECULAR ORBITAL THEORY

1.1 Introduction

The aim of this chapter is to present sufficient back-
ground theory to form a basis for discussions presented in
subsequent chapters. A concise summary is therefore given
of non-empirical molecular orbital theory, with some des-
cription of the computational aspects of the theory. A
brief discussion of the programs used in this work for the
molecular Hartree-Fock calculations is also given. The main
emphasis is on computations within the Hartree-Fock formalism,
although mention is made of both correlation and relativistice
effects. Several excellent texts are available for more

1-8

detailed discussions of this whoie area.

1.2 A Brief Summary of Quantum Mechanics

1.2.1 The Schrodinger Equation

Quantum theory ensures that all knowledge of the
properties of a system of n electrons is contained in a
function y, in the sense that w* y is a measure of the
probability or electron density for a one-electron wave-
function. The function y (r,R) for a molecule of N nuclei
and n electrons is determined by solving the time-independent

Schrodinger Equation:
H y(r,R) = E y(r,R) (1.1)
where

ﬂ is the Hamiltonian (total energy operator)

E 1is the total energy of the molecule
;

! I TEY) I,
\ e S

~. ! -



and ¥ (r,R) is a molecular wavefunction depending upon both
the electronic co-ordinates r and the nuclear

co-ordinates R.

For such a molecule containing N nuclei, with charges

Z,e and masses M (k = 1,2,...N), and n electrons, with charges

~-e and masses m , the Hamiltonian may be written as:

N n
) e W2
e X v, 2 v
el 8 M, =1 8 m, y
(1.2)
n N 5 N o n 5
_ Z e AL e
I S
p=1 k=1 o uk kel o k u<y g

where
h 1is Planck's constant

v2 is the Laplacian operator

Ky is the permittivity of a vacuum

and, for example, r is the distance between electron y and

uk
nucleus k, where greek subscripts refer to

electrons, and roman subscripts to nuclei.

Before going on to discuss the individual terms in this
equation, it is convenient to simplify the form of (1.2) by
the introduction of atomic units. The definition of atomic
units involves setting me (the rest mass of the electron),
ﬁ(:h/Qn) and e equal to unity. This leads to the definition

of the atomic unit of length, the Bohr atomic unit, a,

h/ 2 (8]
a = ( 2ng = 0.529177 A = la.u.
(o) mee




The atomic unit of energy, the Hartree atomic unit, Eo, can
be derived from Coulomb's Law of electron-electron repulsion:
2

€
a
0

E =

° = 27.2107eV = 1 a.u.

The energy computed in Hartrees is defined for a single
particle, in much the same way as for spectroscopic energy

units:

1 hartree/particle = 27.2107eV/particle = 219475 cm_l/

particle.

For an Avogadro number of particles, the equivalent amount of

energy in CGS or SI units is:
1 hartree/particle = 627.51 kcal/mole = 2625.51 kJ/mole.

Finally, using k as a unit of permittivity further simplifies
the equations. The system of atomic units is especially
useful since computed results will be independent of the values

of the universal constants H,e and my, .

Writing (1.2) in atomic units, then, gives:

N 1 > 1 n n N 7
-~ _ o1 1 21 2 _ _l£_
H= 22wV, 2 2V 2 2 uk
M
k=1 u=l1 p=1 k=1
(1) (2) (3)
- (1.3)
N n
+ ZE Zkzl + EE 1
r T
k<1 kl H<v uv

(4) (5)

The various terms in this equation are:
(1) the kinetic energy of the nuclei;
(2) the kinetic energy of the electrons;

(3) the electron-nucleus attractive potential energy;



(4) the nuclear-nuclear repulsive potential energy;
and

(5) the electron-electron repulsive potential energy.

Certain assumptions and approximations can be made to
simplify the solution of (1.1). Of these, the most important
is the Born-Oppenheimer Approximation,9 in which the total

wavefunction is separated into two parts:

¥ (r,R) = vg(r) o(R) (1.4)

Here, wR(r) is the electronic wavefunction for fixed nuclear
positions, and depends only parametrically upon the nuclear
co-ordinates. 8 (R) is the nuclear wavefunction. This
assumption is equivalent to the physical idea that the elect-
rons can adjust their motion instantaneously to any nuclear
motion, and can be shown to be valid provided that the elect-
ronic wavefunction ¢R(r) is a slowly varying function of the

nuclear co—ordinates.lo

(1.3) can now be rewritten as:

H = TR + h + V (1.5)
where T R is the kinetic energy operator of the nuclel:

o 1 1 2

T, = - = = (1.6)

R 5 2 NV
ﬁ 1s a sum of monoelectronic operators, each of the form:

2 N 7
A = -1 - _k (
by, = 2 V M Z r (1.7)
uk
k=1

and ﬁ is the potential-energy operator for nuclear-nuclear

repulsions and electron-electron repulsions:

v 22y, S 1 (1.8)




The operator (h + V) is referred to as the electronic
Hamiltonian, and is assumed to satisfy the Schrddinger

equation:
(h +V) y g (r) = ER) y g (r) (1.9)

When the nuclear co-ordinates R are fixed, E(R) is the energy
of the n electrons moving in the field of N fixed nuclei PLUS

the mutual repulsion energy of the N fixed nuclei.

E(R) is referred to as the molecular energy in the fixed-
nuclei approximation. For a diatomic molecule, a plot of
E(R) versus the internuclear distance R leads to the well-
known potential-energy curve, the existence of which, of course,
depends on the validity of the Born-Oppenheimer approximation.
More complicated molecules lead to a more complicated funct-
ional dependence of the energy on geometry, leading to potential-

energy surfaces and hypersurfaces.

The electronic wavefunction is solved for fixed positions
of the nuclei by (1.9) to give the electronic energy E(R).

The Schrédinger equation describing the nuclei has the form:

( Ty + E(R) ) o(R) = E; 8(R) (1.10)

The total energy E is the sum of the electronic energy evaluated

at the equilibrium configuration, plus the nuclear energy:

E = E(Ro) + E (1.11)

N
A second important assumption has been made in writing
(1.2), in that there are no terms representing electron spin-
orbit interactions, or electron-nuclear spin coupling, for
example. The omission of magnetic terms from ﬁ is deliberate,
since magnetic effects are on a very much smaller energy scale
than electrostatic effects. It is therefore assumed that the

electronic distribution is determined by the non-relativistic,



spin-free, electrostatic Hamiltonian H, in (1.2). A brief
discussion of the magnitudes of the relativistic corrections

to this model will be presented in a subsequent section.

Inspection of the form of the molecular electronic
Hamiltonian shows that the actual analytical problem presented
by the Schrddinger equation (1.9) is a partial differential

equation in 3n dimensions: because of the electron-electron
n

repulsion operator ( E; l/ruv), no further reduction into
u<v
equations of smaller dimension is possible. Thus, it is

clear that "exact" solutions of the Schr8dinger equation for
molecules are not possible. However, if the inter-electronic
repulsion term could be neglected, then a simpler equation

would result:
H® ¢y = h ¥ = E V¥ (1.12)

where the prime shows this is a simplification. This equation

can now be broken down into n separate equations:

h(1) e,(1) = e, #,(1) (1.13)

where ¢J(i) and ey are the eigenfunctions and eigenvalues
of h(i) respectively. Then:

v'o= 4 (1) 6,(2) .....8 (n) (1.14)
and:

E = Ejl + ejg + LRI ) Ejn (1-15)

In these expressions, the functions ¢ are orbitals, in the
sense of the definition that "an orbital is a solution of any

real or model single-electron Schrddinger equation.”

Clearly, the (act that the true molecular Hamiltonian



does contain electron repulsion terms means that ¥" is not

the true molecular wavefunction. However, the idea of a
'one-electron'function (the orbital approximation) is concept-
ually simple, and it is therefore very useful to consider
products of one-electron functions, and to determine how close
it is possible to approach the exact functions. Within the
orbital approximation it is possible to describe adequately
the average repulsion experienced by an electron due to the
other electrons in the system; it is not possible, however,

to 1ncorporate the instantaneous correlations of electron

motions.

Associated with each electron is a spin (MS =% 1,
The two possible spin functions for an electon i are writteh
as a(1), where M, = L1, and g(i), where Mg = -%.  The product
of a spatial orbital, as is defined above, and a spin function,

is known as a spin orbital:

¢, (1) (1) .
b (1) = 1 ; (1.16)

1o (1) 8(1)

The spin functions o and B are orthonormal, 1i.e.:

il
| ot

Ja(1)" a(1) am_
* (1.17)

fJa (i) B(1) dMs =0
It should be noted that the separation of spin orbitals

into spatial and spin functions is only possible because the

non-relativistic, spin-free Hamiltonian was used.

It is convenient at this point to recapitulate the orbital
model: 1if it is possible to partition, in some approximate way,
the n-electron Hamiltonian into n separate one-electron

Hamiltonians, then an approximate solution of the full Schrddinger



equation 1s given by a linear combination of products of the
orbitals defined by the one-electron Schrédinger equation.
Thus, many-electron wavefunctions may be constructed as pro-
ducts of one-electron spin-orbitals (where the prime from

(1.14) has now been dropped):
vy (1,2,....,N) = "’1(1) w2(2) ..... ¢N(N) (1.18)

This total wavefunction must be in accord with the Paulil
antisymmetry principle, which allows for the fact that elect-
rons are indistinguishable from each-other. Thus, any per-
mutation of the labels of (1.18) should also be a satisfactory

wavefunction, yielding therefore N! terms:

¥ (1,2,...,N) = A { v (1) wo(2) v v (W)} (1.19)

where A is the ahtisymmetrizing operator. The right-hand-

side of (1.19) is in fact the formula for a determinant:

N TR oy (1)
¥(1,2,...,N) = N7 (1.20)
v (N on (V)

where /N7 is a normalizing constant (for an orthonormal set
of orbitals). The spin-orbitals may be replaced by the pro-

duct of a space and spin function:

0, (Da(1)  4(1D 8 (D ... dy(Da(l) ¢ (1B
$(Da(2) (D82 ... 0y(2a(d) ¢ (2B

1
v(1,2,...2M) /(_ZW)T

¢1(2Mja(2m ¢1(2h453(2m.... ¢M(5M)u(2M) ¢M(5M)B(2M)
(1.21)




Clearly, exchange of any two electrons interchanges two rows

of the determinant, thereby reversing the sign of the wave-
function and ensuring the required antisymmetry. Furthermore,
if two electrons are placed in the same spin-orbital, the value
of the determinant is zero, since two rows would be identical;
this accounts for the Pauli exclusion principle. This form

of a wavefunction is referred to as a Slater determinant, and

is customarily abbreviated by writing only the diagonal elements,

the normalization factor being understood:

¥ (1,2,..... ,2M) =
[0,(1)a(1) o (2) 8(2)...... 0y (2M-1) o(2M-1) ¢y (2M)g(2M)| (1.22)
= &, % 4y enee oy | (1.23)

where ¢-spin is understood, and B-spin denoted by the bar, =~ .

1.2.2 The Variation Theorem’

Almost all calculations of molecular energy within

the orbital approximation have been variational in nature.

The variation theor-em11 states that any approximate wavefunction

; will produce an energy E which is higher than the exact energy
E given by the exact wavefunction ¥ . As the approximate wave-
function approaches the exact ( ; + ¥), then the approximate
energy will also approach the exact (§-+E). Before considering
the use of the variational method in the soiution of the
Schrddinger equation, it should be recalled that the wave-
function ¥ must be continuous, single-valued, and have an
integrable square (thereby allowing normalization):

*
My Y gt o= 1 (1.24)

~

Furthermore, due to the Hermitian symmetry of the operator H,
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it can be shown that different eigenfunctions of the same
Hamiltonian corresponding to different eigenvalues are

mutually orthogonal. Thus:

'/¢1* ¢j dt = 6.. where § 1l for i=j (1.25)

1)
8

O for 1i#j

where Gijis known as the Kronecker delta.
Considering now the solution of the Schroddinger equation:
H v = E y

premultiplying by W* and integrating gives:

[v*a v ar = gf ¥ ¥an
or. .
e
E = //‘—':;G%—T (1.26)

From the variation theorem, if Y is replaced by some approximate
n

function Y in (1.26), then the value of the computed approximate

v
energy expression E is always higher than the lowest true

solution of the Schrddinger equation:

s
n %
n ¥ on .
y ¥ dr

In transforming the Schrodinger equation from the differential
equation form to the apparently equivalent variational form
(1.27), some finer points of the solution have been lost. A
variational solution of (1.27) is obtained by minimiz.ing the
value of an integrated expression; the solution is the best
possible solution of the model type in the mean, The differ-
ential Schrodinger equation has point by point solutions; it

1s therefore nol surprising that any variationally-determined
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approximate solution of the Schrddinger equation will not, in
principle, give a good description of molecular properties

n
which depend on the value of ¥ at particular points in space.

n
Molecular properties depending on various integrations of ¥
should, however, be well reproduced. The most important

"point properties" are spin hyperfine coupling constants.

This gives a technique for the computation of the

approximate, orbital model, wavefunction:

v = > Dy o (1.28)
k
where
b le(l) 412(2) ---- ¢N(N) I
.and
b (1) = o (1) ¢ (1) or ¢(1)F(1)

Since we shall be concerned only with approximate wavefunctions
from now on, thetilde above ¥ has been dropped. (1.28) is
substituted into the variational expression (1.27), which is
then minimized with respect to the coefficients D, , and any
parameters contained in the definition of the spatial orbitals
. In practice, this "full" optimization (called the Multi-
Configuration Self-Consistent Field method) is too complex and
time-consuming for many-electron systems of chemical interest,
and is only rarely carried out. The most widely used approach fhe
Molecular Orbital model) is to retain only a single term in
(1.28), viz.,

Dl=l Di=O,i>l

and devote all the computational effort into choosing the best
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possible orbitals in this single configuration. The other
method, which uses fixed orbitals ¢ and optimizes the coeffic-
ients Di of an essentially multi-configuration wavefunction
is the Valence-Bond method, which is widely used qualitatively,

but has found little quantitative application.
The computation of optimum linear expansion coefficients,

D, of (1.28), when the functions @®are not optimized, is

particularly easy to formulate in general. Thus, if:
vy = sz ¢
k

then substitution into (1.27) gives:

v i, |
E = (1.29)
z D; Dy Sy
i,]
where
and
_ (e ¢
Syy = 1%y y ar (1.31)

Rearranging (1.29) gives:
n,
ZSiJ.E = Zni Dy Hy (3=1,2,....)
i i

JE
. 9D,
Forming DJ for each value of j, and equating each partial

derivative to zero, ensures a minimum in (1.29).

The resulting equations are best collected in matrix form:

(H-ES)D = 0 (1.32)
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or

HD - £SD

where H and S are matrices whose elements are defined by
(1.30) and (1.31) respectively, and [) is a column matrix of
the coefficients ]Di' In particular, if a set of orthogonal

¢ functions is chosen, then § = | , and

HD - I;VD (1.33)

an obvious matrix analogue of the Schrodinger equation.

1.5 The Self-Consistent Field Method for Closed Shell Systems

1.3.1 The Hartree-Fock Equations

The basis of the self-consistent field (SCF)
treatment of molecules lies in the extension of the treatment
of atomic systems by Hartr'ee,12 which was modified by Fock13
and Sla.ter'll1l to include the anti-symmetry of the wavefunctions.
The method consists of minimizing the energy resulting from a
single-determinantal wavefunction of the type (1.21), to derive
a set of integrodifferential equations known as the Hartree-
Fock equations. The Hartree-Fock (HF) wavefunction is the best
(in the variational sense) wavefunction which can be constructed
by assigning each electron to a separate orbital, or function,
depending only on the co-ordinates of that electron. The
Hartree-Fock equations can only be solved in closed form for
one-eiectron systems such as the hydrogen atom; however, for

atoms, the equations may be solved to a high degree of accuracy

15

by numerical integration.

For molecules, the orbitals are
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expanded in terms of a set of analftical basis functions.
Since it is never possible to use a mathematically complete
set of functions in molecular calculations of a practical
nature, only approximate solutions of the Hartree-Fock equat-
ions are obtained. The best (lowest energy) single determin-
antal wavefunction constructed within a finite basis set is

the SCF wavefunction.

The aim, then, of the molecular orbital (MO) method is
to find the best possible one-configuration (single determinantal)

approximate solution of:

Hy = E vy

where H is the full, non-relativistic molecular Hamiltonian,
and ¥ is a determinant of spin-orbitals, whose spatial compon-
ents are the molecular orbitals ¢i. The simplest and most

commonly occurring case is the closed-shell, ground state

function:

Y= ¥, (1,2,....,2M) = |¢l 61 ¢2....¢M| (1.34)

The computational method is to assume a physically plausible
form for the functions ¢i’ which contains adjustable parameters
which may be optimized within the variational principle. A
convenient form for the approximate molecular orbitals ¢1 is

a linear combination of atomic orbitals, ny .

The electronic Hamiltonian for a 2M electron system may

be written as:

oM M(2M-1)
B o= f(L2,....om) = 2 hy + 2. g, (1.35)
p =1 u>v

~N
where hu is often referred to as the one-electron, or core:
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Hamiltonian, consisting of the kinetic-energy operator and

electron-nuclear attraction terms for electron p:

h = -%v2u - erz_ls_ (1.36)

K vk

The second term in (1.35), & uyw 1s the electron-electron

interaction:

A 1
g8, 5 7 (1.37)
[TV

A

The energy value after substitution of ¥, and H into the

expectation value equation is:

. -
E = sy HY dT <Y |H|Y > (1.38)

o =

where we have introduced the bra-ket notation of Dirac.

Substituting (1.34) and (1.35) into (1.38), and integrating

out the spin-variables, gives:

M ~
E = 2 Z<¢p(1) Ihl|¢p(1)> +

p
(1.39)

M M
2 2[2<41)4(2) [Brp [4,(1) 45(2) >0, (1)e (2)] By eg (1) 44 (2):]
p q ‘

The two-electron integrals in the double-summation of (1.39) are
the Coulomb and Exchange integrals, respectively. Note that

in the Coulomb integrals, electron (1) is associated with
orbital ¢p only, whereas in the Exchange integrals, electron

(1) is associated with both orbital ¢p and ¢q' This distinct-
ion between Coulomb and Exchange terms becomes clearer in the
"charge cloud" or electron density formalism, where orbitals
_associated with electron (1) are collected in front of the

operator. Thus:
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M
= 2 Z I(¢p|¢p) +
p

(1.40)
M M |
2 z[2(%4’10‘4111%) ) (¢p¢q|¢p¢q)]
p q
is exactly equivalent to (1.39). Tﬁis expression may be
further abbreviated to:
M M M
-2 2t + 2 2 (2a5? -x?) (1.41)
p pp p q

where Jpq and qu symbolize the Coulomb and Exchange integrals,
and hpp is the one-electron term, or core potential. The
superscript ¢ indicates that these matrix representatives are
over the MO basis. Note that J =K . The relative

pp pp
magnitudes of these quantities are:

N

< < p 1.42
O s Ko sdpq €3(Jp, + Jgq) ( )

The J and K integrals may conveniently be expressed as
pseudo one-electron integrals, by defining pseudo one-electron

A A
operators J_  and K_ as:
P p p

&
-
Il

p = < %q|B12]%q> %p

and K ¢ = <¢q,gm|¢ > ¢q

such that J ¢

<¢_(1) ¢ (2),é12|¢q(2).¢p(1) >

pq P q
_ i !
% | g I o>
= <% | Y | e’ (1.43)

and


http://lg-.nl*
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Kog' = <tp(1)o,(@)|&15[0,(1) g (2)

= <op(L)gg(1)]B12]0q (@0, (2)>
<% | %q | ¢p >

= <q | K, | 4q > (1.44)

The energy expression may then be written as:

M .M N
E =25 % B+ 3 (R - Kg)|ep
p a
- M * - M, - - ‘
=2 z/rbp h+ o (23, - KDYe, dt  (1.45)
p q

where the prime indicates summation for p>q only.

According to the Variation Theorem, the energy may be
optimized by variation of ¢. Thus, to minimize E with respect

to ¢p requires that:

§E = 0
subject to the constraint that the orbitals ¢p remain ortho-

normal:

*
pq = <%l%> =7 % %37 - Spq (1.46)

This leads to a restriction in the variation of ¢p’ viz:

§S
pq

i

* ¥*
/ = 1.4
(d¢p )¢qdr + f(6¢q)¢p dr 0 (1.47)

Consideration of an arbitrary variation in E caused by an

infinitesimal variation in the MO, 5¢p, gives:

M x - M . -
SE = 2 Zf(6¢p )[h+ Z (2Jq_Kq)]¢pdT
p q
(1.48)

M - M ~ -
+ 2 Z/(6¢p){h* + Z (2Jq* - Kq*)}¢p* dt =0
p q
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Defining the Fock operator, ﬁ, as:

Po= {ﬁ+,zM: '(25q - ﬁq)] (1.49)
q :
gives:
M ¥ a M A ¥ *
§E = 2 wap Fedr + 2 Z/MpF ¢p dr = 0 (1.50)
p p

Introduction of undetermined Lagrangian multipliers, and the

appropriate combination of (1.47) and (1.50) leads to the

Hartree-Fock expression originally formulated by Roothaan;'6
Fo = ¢ 1.51
b b €p (1.51)

where the Cp were originally introduced as a specific case
of undetermined Lagrangian multipliers, which may be inter-

preted as "orbital energies".

1.3.2 Matrix Formulation of MO Theory

We require now to replace the MO ¢p by a linear
combination of atomic orbitals, ﬂi; it is convenient at this
stage to introduce a brief discussion of the use of matrix
algebra in MO theory. An orbital ¢ may be represented as a

linear combination of basis functions:

n
¢= Cyny + 02n2 + ....Con = z; Ci"i (1.52)
1
This may be written in vector form:
¢ = (ClC2""Cn) i\ = (n1"2"""n) Cy (1.53)
"o Co
u C
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or ¢ = Cn = nC

where the single-bar subscript refers to a row or column
vector. Now, in quantum chemistry, the molecular orbitals

¢ are obtained by a transformation from some set of basis
functions such as a linear combination of atomic orbitals, n.
The transforming matrix C is then referred to as the coeffic-
ient matrix. The number of occupied MO must be less than or

equal to the number of basis functions:

¢ = nC

or in detail:

(¢l¢2non.¢m-.|p¢n) = (nln2 ----nn) Cll 012- -Clrn-oncln

— e e Co1 Cope++Cpp--+Cop

m (n-m) n . . . . (1.54)
occupied MO virtual MO AQ . . .
Cnl Cn2"'cnm"'cnn

To introduce in more detall the meaning of the expression
"matrix representative", consider ¥ = A¢, where both ¥ and
¢ belong to the orthonormal vector space ni . The inner pro-

duct between Y and ¢ , in terms of {n }, may be generated by

expressing ¢ as a linear combination of the set{n }:
n
¢= z n_C. = TIC
ivi - =
i

Now the inner product, or overlap integral, is given as:

Sij = < nilnj>
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Thus.
<] y>= < ¢|A 6> =<¢|A | o>
n -~
=< 3 cyny | A S 5Cn >
1 J
n n * .
= T <ni|A|nJ>Cj
1 J
n n *
= :Z }S Cy 2y 4 Cj (1.55)
i J
< ¢ A |¢> is frequently called the expectation value of
the operator A. Writing (1.55) in matrix form:
_ ¥* * * C
<é |yv>= (C1 Co e :Cp ) /all Byperene aln\ / l\
a a a C
21 22 2n 2
' (1.56)
\anl %n2 a'nn/ \Cnl
.1.
< ¢|¥> = C A c (1.57)

Here, matrix I\ is the matrix representative of the operator
A in the basis {ni}, best written with a superscript showing

n )
the basis: I\ , with matrix elements <"i‘ A |nj>-

Having a matrix representative of an operator over the AO
basis, say. it is often necessary to obtain a similar matrix

representative of another basis, such as the MO basis. Let

where both {¢i} and {Wi} are the basls vectors of two n-

dimensional orthonormal vector spaces. Thus, (1.58) written
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in full is:

(rﬁwQ....wn) = (¢l¢2....¢n) Ujp Upp »ee- Uy
U21 U22 ..... U2n
Unl Un2 L Unn
Correspondingly,
A | Y (1.59)
v

¢ ¢
We wish to express I\ in terms of I\ , because ‘\
is given, and the unitary matrix l] connecting_f and i is

available. Now:

/<wl| Ay > <wll Ao 5> <v; [Aly >
Ug [ Ao > vy |AJY e v, | A v
‘\w
(1.60)
\«pnlA o> <o [AL v ..nn. <v, | Alv> /
From (1.55), a given matrix element may be expressed as:
~ n n %
b |A|¢»l> = }S 2; Uy s a UJ.1 (1.61)
i J
B (U * U * * U
= Wey Yo ooV ) [2g; ey aln\ 11\
351 8ppe---dpn| [ Upy
an1 an2 ann/ Unl}
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or
v - ¢
a’q = Y A'Y (1.62)

Thus, the whole matrix may be written as:

P v v * * * ) ¢ ¢
a, a,...a ‘ \Uln Uy ...U ‘ ) 8, eeed 1 U, Up,e--U
or:
¥ + ¢
A'- Ut oAt v (1.63

This equivalence is usually referred to as a similarity

transformation.

The eigen-problem equation for an n-dimensional space

may be written as:

Q4 = f5 %
or
where € 1s a diagonal matrix. Taking the inner product

with ¢i gives:

<41 Q055 = <t5] ey
or
Q- Ss'e
Thus, iff:
s'- 1
then:

Q¢= € (1.65)
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This implies that the matrix representative of an operator

over the eligenvector space is a diagonal matrix.

¢
If {¢i} represents the MO, which are unknown, then ()
must be obtained by means of a similarity transformation from

n
the known Q , where {ni} is the chosen set of AO:

¢=1(C

Substituting into the eigenproblem equation (1.64) gives:
¢

t n + n
Q- C QC=C S C € (1.66)
Expanding ¢ in terms of an orthonormal AO basis set {x},

noting that:
o =xUana o' = U" 7 (1.67)
then:

+ t 5
Q = U Q U =U S U € {x}is orthonormal,

therefore sx =

I
C
e
[,

U is unitary, thus
+ -1

Uu-u

= € (1.68)

In practice, one works with real orbitals, and thus l] is

orthogonal, whilst (:x is real, symmetric. Consequently,

diagonalization of a real symmetric matrix is of utmost import-
. . X .

ance, since the matrix ({J) that diagonalizes Q" via a

similarity transformation is the matrix that transforms the

orthogonal AO basis set {x} to the MO basis set {¢}.

A widely used method for the diagonalization of a real,
symmetric matrix is that of Jacobi, based on successive plane

rotations. If the original real, symmetric matrix 1sQO, the
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matrix obtained after rotation in the first plane lJl, etec., and
the final diagonal matrix € , then the method may be repres-

ented as:

Qo — Ql-—) Qk_l-—-) Qk—) - €

The matrix in the l{t--h step is related to the previous matrix

by :
1.

Qk - Uk Qk—l Uk

where l]k is an orthogonal matrix associated with the rotation

in the kt--h plane - in general, the elements of the matrix in-

volving rotation in the r,s plane are:

U = U cos & U, = U = 1
rr sSs ii JJd } 1,3 #r,s

Ups = “Ugp -sin @ Uij = Uji = 0

Here, @ is the angle of rotation. Values of L‘k and t’k+ are
substituted into the above equation, and off-diagonal elements
associated with the r,s plane eliminated. This is done
successivel&, and the final orthogonal matrix.lj incorporating
all of the rotational matrices |, is in fact the product
matrix of a;l L]k. In practice, each L’k matrix is multiplied
by the previous products of l]k, so that one obtains success-

ively Ul’ (Ul U2) and so on.

Returning to the discussion of the Fock eigenvalue
equation (1.51), it should now be apparent that the elements

of the Fock matrix over the MO basis, Fd’ , may be written as:
F gt = <o  |F gy > (1.69)

Converting the Hartree-Fock operator equation (1.51) to matrix

form gives:

F = € (1.70)
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since:
S =1 or 8%, = <o leg> = 64 (1.71)

thanks to the orthonormality of the MO basis (1.46). Because

¢ is unknown, substitution of:

¢ =nC and ¢ = C'n (1.72)

gives the Hartree-Fock matrix equation over the AO basis:

¢ F'c-¢ s"C e (1.73)
where
n n n n
F = H + 2dJd -K (1.74)
and
sy = <nylng > (1.75)

These molecular integrals (in pseudo one-electron form) are:

n (1) = <n () nln,0)> (1.76)
N N

A PIEV S W NIy )ee (1.77)
k 1

K" - s S | 8

3 = }S }S (nyn, "J“l) Py (1.78)
k1

where P is the klth element of the density matrix.

kl
p - Cy C, (1.79)
Thus:
n n N N
Flyy = hiy + 5 z[2(ninJ Inny) - (ninklnjnl)] Pyl
k |
or
F" = h", + 27", - k" (1.80)
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Writing E in terms of the AO integrals from (1.41) gives:

N N n
= 2 z Zpijh 31 + 2 Z Z pij z zpij 31
1 J

(1.81)
Rearranging this to include the Fock matrix explicitly:
N N
E = o +
2 Z 13 " Z 2Py (g + 200, - KN o4)
i i 3
N N N N
TEZruta Py Zeyw
J J pij 31
i 1 J
N N
= }E EE Py (”‘ji + F"ji) : (1.82)

i

The innermost summation over J will eliminate the running
index J, leaving only 11 elements. Thus, the outermost
summation over i is simply a summation of the diagonal elements

of a diagonal matrix - the trace of the matrix:

E=tr[P(Hn+Fn)} (1.83)

It is also of interest to relate the orbital energies to
the total energy. (1.70) shows that the matrix representative

of the Fock operator over the MO basis is simply the MO energy

matrix. When matrix elements F¢pp are transformed to the AOQ
basis, the following equivalence holds:
¢ | 7l A ‘
€ B F = < ¢ Fl ¢ > = < >
p pp p p > 2C I rlnpcey
1 J
(1.84%4)

Summing all occupied MO energies results in:

M N N - N N
IR TN YD USTIRC RIS Y w PR TR
p i 3 J

i
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Recalling from (1.80) that:

n"ji = F"Ji (2g " - K",.)

Ji Ji
and substituting into (1.82) gives:

N N n n n
:g :Epij 2F 51 - (2J i - K Ji)
i3

E

n
1] (27 q - K"Ji)

(1.86)

N N ; N
S IDXTRETID >
1 1

L..MZ
©

From (1.85) then gives:

M N N
PR T3 ey @ty - KNy (1.87)
i i 3

The total electronic energy E is thus seen to be twice the sum

of the doubly occupied MO minus the electron-electron repulsion.

1.3.3 The SCF Procedure

Developing the discussion of (1.80) and (1.81),
the basic problem is that even when all the integrals are
known, " (required for the Hartree-Fock equation (1.73))
and E cannot be calculated, since both depend on P , which
depends on , which is what we want to obtain from the Hartree-
Fock equations. This requires that the eigen-problem equation
be solved in an iterative manner by the process referred to

as the Self-Consistent Field (SCF) method.

Consideration of the orthogonality problem is required.
The basis set {n} is not orthogonal, so that the coefficient
matrix € which diagonalizes F cannot be found by an ortho-

gonal transformation. Consequently, it is necessary to
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transform the non-orthogonal set {n} into an orthogonal set
{x}, and correspondingly, F "into F X. F X may then be
diagonalized by an orthogonal transformation (such as Jacobi's
diagonalization), permitting the calculation of the coefficient
matrix. Since orthogonalization may be regarded as a special
type of transformation, the c matrix is separated into two

matrices v and U :

¢=nC =a2VU =xU (1.88)

This process is schematically illustrated in Figure 1.1.

A0 A0\ is overlap:

So° < [,> # 0

sy <KX =0

Fig.(l.1) Schematic illustration for the transformation
ol' AO to MO.
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(1.88) gives:

£+ _ U'I' v'l' ll'f':U'l'x‘f (1.89)

Substituting into the Hartree-Fock equation (1.73), since
C = VU . gives:

ut v F'vu-U V 8'"VU €
\ W, - o (1.90)

u' T | U e

since § "= | for orthonormality. Then:

Uu' F*U - ¢ (1.91)

€ 1s a diagonal matrix, so that Fx may be diagonalized by U

17 showed that the orthogonalizing matrix \/ may be

Léwdin
1
chosen to be S T2, This is known as the symmetric, or

Léwdin, orthogonalization. Thus:
1 2L
F'-8% F' 8§87 (1.92)

The iterative SCF procedure may conveniently be presented

in the form of a flow-chart, shown in Figure (1.2).

In the course of a well-behaved SCF procedure, the total
energy E is lowered in each iteration cycle (i.e., En becomes
more negative as n increases). Convergence may be measured
by the difference between the energy-values associated with
two successive iterations, as in PFigure (1.2). Alternatively,
1t 1s possible to judge convergence in terms of the density

matrix:



[

Define AD in terms of bcsis functions {n}]

!

Evaluate all molecular integrals hjj
and (ij| i

|

Orthogonalize AO fo obtain 00 {}
by construction of V:S

!

Set E>O
Initial coefficient matrix

Fig.

Form density matrix : L C,,. C,,,' / Simplest guess is:
(m corresponds to occupied MO only) C-0

; i

l

Form the matrices H, J', K¢

|
et oo K} [
:

Calculate the energy difference
8En : Ept -Ep
A : AE[, - AE geqired

!

Has

Form Fock-matrix: | o8>0 ~Seit-consistency~ 4 <0 Fncout € ad Gy ]
een r
FH 2K I
l Compute electron distribution
and electronic properties
Transtorm F™ to F* borthogonalise) l
FrV* F1 Y
Diagonaiize F*
VPU-E

:

Form coefficient matrix :

(1.2) Flow-chart for the iterative SCF method.
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A ,’n = ,’n-l - ,’n (1.93)

Convergence is illustrated schematically in Figure (1.3).

Energy
A
1 2345678 R » n: number of
iterations.
b
\
]
\
\’
\
\x\
x\x
Ao — Egcr

Fig. (1.3) Schematic illustration for the convergence of
an SCF calculation.

Another point of interest is the consequence of choosing

C=0 . 1In this event, p = O , and terms that incor-
porate the density matrix (e.g. (o) and K(p)) will vanish.

However, the Fock-matrix will not, and the approximation

FT\

n
H will be operative.

1.4 Open-Shell SCF Theory

1.4.1 Unpaired Electrons

The methods discussed in Section 1.3 are limited

to "closed shell" systems: the electronic structure is
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described by a single determinant of doubly occupied spatial
orbitals. However, transition metal compounds, many cationic
and free-radical species, and transient species such as core-
ionized systems have unpaired electrons, or "open-shell"
electronic structures. A brief discussion of the LCAO MO

open-shell theory is therefore given.

The spin multiplicity of a system is essential to the

classification of open-shell systems:

spin multiplicity = 2 |s + 1 (1.94)

7 |
where SZ 1s the expectation value of the total spin angular

momentum with respect to one arbitrary axis (Z), computed by
summing the spin eigenvalues (i%) of the individual electrons

of the system, as given by:

all
electrons

S, = }S s,(1) (1.95)
i

In constructing a proper determinantal wavefunction for
an open-shell system, it is generally required that the wave-

2

function be a simultaneous eigenfunction of the S, and SZ

Z
spin angular momentum operators. Now, a commonly-occurring
open-shell electronic configuration is one in which there is
only one electron outside closed shells. In such a situation,

two equivalent wavefunctions may be constructed for the

doublet state, as illustrated for a three-electron system:

¢ 4 |
¢ 11 1]
1 g8 b1 T+

o, = 16,(1) a()6;(2B(20,(Na(3) ] g = |4;(Da(1)¢;(2)8(2)¢,(3)8(3) |
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These two spin states are equivalent in the absence of a
magnetic field, and it is therefore sufficient to treat only
one of them., By convention, the one yielding the largest

spin eigenvalue is chosen, which in this example is oa.

As far as the S2 operator is concerned, the situation for

a doublet and triplet state may be exemplified as follows:

A — Ll(1 -

§% e = 3(z+1) °, 0.75 ¢,

52 ¢ =1(1 + 1) ¢ = 2.00 ¢
ac oa

The 0.75000... and 2.00000... are measures of the spin purity
of the state for doublet and triplet multiplicities respectively.
This purity is guaranteed in the Restricted Hartree-Fock (RHF)
method. However, if it is required only that the wavefunction
be a variational solution of the Schrddinger equation satis-
fying the Pauli principle, then the spin Unrestricted Hartree-
Fock (UHF) method is obtained, in which spin purity is no longer
guaranteed. This latter method is also known as the "Different
Orbitals for Different Spins" (DODS) method, and the distinction
between the two formalisms, RHF and UHF, is illustrated

schematically in Figure (1.4).
Each of these methods is outlined below.

1.4.2 Restricted Hartree-Fock Formalism

Roothaan's open-shell RHF appr'oach18 reduces the
open-shell equations for a large number of cases to pseudo-
elgenvalue form by absorbing off-diagonal multipliers (which
cannot in general be eliminated simply by a unitary trans-
rormation, due to the coupling of the closed and open shell)
into the effective Hamiltonian; i.e., by redefining the Fock

operator.
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oL - manifold p- manifold

open shell ; ~H— 4T

dé;d:hégi:;*:- :
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- 4
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.

.

.

.

RHF UHF

Fig. (1.4) Schematic illustration of the difference between
the RHF and UHF formalisms.

Consider the MO, ¢ , of a system divided into closed-
shell MO ¢c, and open-shell MO ¢0, which are restricted to

be orthonormal:

¢ = (65 ¢) (1.96)

If the wavefunction is constructed from these MO as a single
Slater determinant, then the molecular electronic energy for
an arbitrary open shell may be written as:

n
c

n n
Cc c
k k 1

Y

closed shell
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o] o) o]
+ 2 Ho o+ > > (29, - K)
m=nc+1 =n0+1 m=nc+l
_J
L N
open shell
n n (1.97)
c o)
+ EE EE (29 - Kkm)
k =n _+1
c
— —d

.

closed-shell - open-shell interaction

where

k,1 are the running indices for closed-shell orbitals
m,n are the running indices for open-shell orbitals

n, is the number of MO in the closed shell

n, is the number of MO in both the closed and open shell

(i.e. n -n, is the number of MO in the open shell only)

For a relatively large class of systems, the energy may

be written more generally as:

n n n
[¢] (¢] C
E = 2 Z H, + Z z (2Jkl Kkl)
k Kk 1
rlS ns n
+f2sz+ 2 Z'S(eaJ - b K_)
m m n
r]'C nS
+ 2fr 5 S (23,0 - K.) (1.98)
k m

Fere, a and b depend on the specific spin state of a given
configuration. The fractional occupancy, f, varies between

zero and unity ( O €1'€1), where zero is the value for an
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unoccupied shell, and unity is the value of f for a closed
shell. Note that ng is the number of degenerate spatial

orbitals within the open shells:

for triple degeneracy, t2g ng, = 3
for double degeneracy, eg ng = 2
for no degeneracy, ng = 1

A number of important cases fall within the range of this
method, including the half-closed shell, and partially occu-
pied degenerate sets of orbitals. A slightly more general
expression for the energy allows for the case of two open

shells of different symmetry to be handled.19

The two sets of orbitals, ¢ o and ¢o’ are eigenfunctions

of two molecular Fock operators:

F_ ¢ = ¢ € (for closed shells)

(1.99)

F b, = o4 € (for open shells)

Where the corresponding Fock matrices are:

F, -H+ 2Jd, -K, + 2J

0

- Ko + 2a|_o - BMO
(1.100)

H+ 2J, - K, + 2ad_ - bK_+2: L -8 M,

F,

The L and M operators are defined as follows:

n n
~ c A ~ c ~
Lc = z |¢k><¢k| JO Mc = Z|¢k><¢k|Ko
k k
(1.101)
n
S

t'! ?
o
]
—
.
3
v
A
=y
3
c
@)
=
o]
]

n
£ Z‘SN 20 K
m
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where

@« = T - F and (1.102)

1.4.3 Unrestricted Hartree-Fock Theory

In the UHF method, the equivalence restriction by
which the spatial mrts of each closed-shell pair of spin-
orbitals are identical is r'emoved.20 Thus, . the wavefunction
is now written as a single determinant of a orbitals, ¢ , which
are occupied by electrons of @ spin, and 8 orbitals, ¢B, which
are occupied by electrons of B spin, wherea # B . Again, two
Hartree-Fock problems are considered, one for thea-spin mani-

fold, and one for the B-spin manifold:

FO o = o* & (1.103)
PE B L B8

where

o

¢ = n C,

(1.104)
B -
¢ = 1 (:3
The two Fock matrices may be written as:
a
F°-H+ J -K°
(1.105)

FfF=- H+ J -K*

where K“ and K 8 depend on P * and P B, the respective

density matrices:

a

p -C, C/ PB=CB C,= (1.106)

B
Elements of the J s Kol and K matrices are defined as:
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o
]

rs g 2 (o2 e ) (Ln(2) [ gyl n (1 (2)>
n
Kes = 2 2 ol MeWng(@) lepl ny(ng()> (1507
t n

=~
w
|

rs TS e, (ng (@) ] gp0n  (ng(2) >
t n

The total electronic energy of the system may be written as:

a+8 a+B oatp @ o B B .
E = D H +% 3 ZJij-%(ZZKiJ+EZKiJ)
i i i i

(1.108)

The wavefunction obtained by the UHF method is not a pure
spin state, and this is, in a sense, unrealistic, since 1t is
a wavefunction "contaminated" by spin states of higher multi-
plicity. An important consequence of this contamination is
that the energy computed is not a quantum mechanically rigorous
upper bound for the energy of a molecule. In other words,
the energy already incorporates a small (and undesired) fraction
of the correlation energy, leading to an energy-lowering over
the RHF method of the order of 1/10 eV.21 The most straight-
forward way of making the UHF wavefunction an exact eigen-
22

function of §2 is to apply a spin projection operator;

however, the projected wavefunction is not strictly variational.

1.5 Molecular Properties

1.5.1 Mulliken's Population Analysis

Although the electron density distribution within
a molecule is continuous, it is a useful concept to assign a

charge to each atom in the molecule. Such populations are
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23

given by a Mulliken population analysis.

In general, the MO are expressed as a linear combination

of AOQ:
¢j_ = ZnJ Cji (1.109)
J
Thus
2
2
J J k
= z z rh Ny Cji Cki (1.110)
J k

Integrating over all space, the orbital population Ni is:

o ,
N, = Nys¢;”dr = Ny > ZCJi Crp ! nyndn
J k
= N; 2 > Cy Gy Sy (1.111)
J k
where Sjk is the overlap integral fnjnde = < njln g

Summing over all occupied MO gives:

2N 2 chi Cri Sik
1 ik

=

il
™M

=2
(e

1l

Z ZSJ.k ( Z Cy3 Cpy) (1.112)
i Kk i

where N is the total number of electrons. In the general
case, the orbital occupancy Ni would be incorporated into the
density matrix (i.e., (1.79) would be modified). In a closed-
shell system, Ni = 2 for all the occupied MO, so a factor 2

may be brought outside the summation. Thus, from (1.79):
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occupied
MO occ.MO
+ *
Pik = 2. CyCie = 2 €yl = zcjicki
i i 1
(1.113)
since the MO are real. Thus (1.112) becomes:
N o= 2 S Sy Sy (1.114)
J k
A population matrix P may be defined by
P.. = 2p,. S, . (1.115)

1J 13 1J

The diagonal elements Pii’ equal to 2pii (since Sii = 1),
represent the electronic populations, or the "atomic charge"
in units of number of electrons, whilst the off-diagonal

elements Pi are overlap populations, related to the simple

J

. " " — ]
idea of "bond order". Note that PiJ = Pji’ since both ’7
and § are symmetric. Further, from (1.114),
> DP., = N (1.116)
1J
i 3

The final result of the Mulliken Population Analysis
is given in (1.115). The P-matrix provides an orbital
population analysis. Summation of all Pij elements associated

with atomic orbital i gives the gross orbital charge of AOi,

GOC, :
GOC, = P, + (}) > Py + (3) > Py
J#A1 J#£1
= P, o+ (3) E; (P1J + PJl)
£
= Pyy# EE PlJ
H#i '
= 2 Py (1.117)



41

since P,, = P It should be noted that the distribution

iJ Ji’
of the overlap density Pij equally between orbitals i and J

is somewhat arbitrary.

The summation of all the Pij elements associated with
a given pair of atoms A and B reduces the "orbital by orbital”

population matrix P to an "atom by atom" matrix R
AO on A AO on B

Rag = z Z P, 5 (1.118)
i J
The total number of electrons associated with atom A, NA’
is given by:
atoms atoms
— 1 1
Ny = Rpp + (3) 2 Rt (B) 2 Ry
B£A B#A
atoms
=Ryt 2 Ry
B#A
all atoms
= z Ryp (1.119)

B

Once again, the electrons are partitioned equally between

A and B. The net charge QA associated with A is given by

QA = Z - N

A (1.120)

A
where ZA is the nuclear charge of atom A. This definition

of the populations Pi" R

J AB
N = Z P, |
i,j A,B

and RA has the property:

™M
=

AB > Ry (1.121)
A

1.5.2 Orbital Density Contours

Demand for a visual representation of the shapes
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and sizes of molecular orbitals is evidenced by several recent

2h-27 and extensive use of contour

reviews of just this area,
plots has been made in this fthesis.

The electron density Dp associated with the pt--h MO is

defined as |¢|2; or more precisely, as ¢¢f:
Dp (x,y,2z) = ¢p (x,¥,2) ¢p+ (x,y,x) (1.122)

The density may be calculated at any point (x,y,z) of the
3-D physical space in terms of the AO basis ("} and the MO

coefficient matrix,

— +
Dp = ¢p¢p = f‘p ("1"2 "'"N) {clp\ (clpczp ...ch) !“1‘
“2p n2
¢ \
\Cnp | "n|
_ P P p
= fp (myny "N)/ P11 P12 - °1N\ ( “_1\
P P p
Po1 Pop -+ PoN|| M2
S o
P NLPN2 < PNN||"N|
P is the density matrix of the p%* MO. When summed

where P

over all the occupied MO, it yields the total density matrix

p , With elements defined as:

M

- p

P,. = N 1.

1] 213 (1.124)
p

Thus Dp may be written as:

D, (x,¥,2) £ on (xy,2) pp_n (x,y,2)

p

N N 0
= T, z z ny (x,y,Z)pij n (x,y,2)
L (1.125)
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The factor fp is the integrated spin part of the orbital,
which is 2 if the orbital is doubly occupied, 1 if it is
singly occupied, and O if it is empty. The sum of the M

doubly occupied MO densities is then:

N, (x,y,2)

M N N
D (x,y,2) = ZDp(x,y,Z) =2 2 Dn.(xy,z) P3N
P L

(1.126)

The problem is simply to calculate the individual orbital
electron density values Dp at every intersection of a given
mesh around the molecule. Typically, 9409 points (i.e., a
97 x 97 mesh) provides a fine enough grid for a 10 x 10 bohr'2
area. Electron densities are interpolated between points so
that density contours may be recorded by a 2-D (x,y) plotter.

Density difference functions, of the general form:
M

M
AD(x,y,2) = D D, (x,y,2) - > D, (x,y,2) (1.127)
P q

are particularly revealing. Two examples of the value of

such molecular density difference functions are:

(a) in illustrating the effect on molecular charge distribution
resulting from an extension of the basis set:

extended minimal
AaD (x,y,2z) = D (x,y,2) - D (x,y,2z) (1.128)
mol mol

(b) in illustrating the reorganization of charge density on
core-ionization:

ground core-hole
AD (x,y,z) = D (x,y,2) - D (x,y,2)
mol mol

(1.129)
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1.5.3 Computation of Molecular Properties

A full treatment of the computation of observable
molecular properties (other than orbital energies) demands
the use of perturbation theory.28 The method of detection
of dipole moments, polarisabilities, nmr chemical shifts,
etc., corresponds to adding (ideally) small terms to the
molecular Hamiltonian and computing the way in which the mole-
cular electron density responds to such perturbations. However,
it is possible (both computationally and conceptually) to
regard the so-called first-order properties of the molecule
as existing in their own right, independent of the measuring

process.

In Quantum mechanics, the observable (g) is
written as the expectation value of the appropriate operator
(2 that describes the physical quantity in question over the

many-electron wavefunction ¢v for a given state :

n\’ = < ¢\) (l,2,3,--.) IQ 1’2,.3"'..| ¢\) (112’3_"'-)>

(1.130)
where 1,2,3,... symbolise the co-ordinates of electrons

1,2,3,... For all our purposes, the wavefunction is an
antisymmetrized orbital product (a single Slater determinant

for closed-shell species).

The operator @ may be written as a sum
1,2,3,...

of operators:

Q@ = 0 + Q. 4+ Q. (1.131)

bl

Here, Qo is a no-electron operator, operating on the nuclear

wavefunction. The electronic operators may be classified as
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one-electron operators 91 dependent on the co-ordinates of
a single electron, and two-electron operators 6ij’ dependent

on the co-ordinates of two electrons simultaneously.

Quantities involving the two-electron operators
are not trivial to compute, since they include calculation

of a great many two-electron integrals of the type:

<o (1) ¢ (2)] Q el v e @) (1.132)

where the {¢n} are the individual MO. However, these operat-
ors are very important, describing a number of physical pro-
perties. Most important is the Hamiltonian operator (includ-
ing a two-electron operator éi' = l/r'i‘j)r'esponsible for the

J
computation of molecular energies.

The second class of gquantum chemical operators
include only the first two terms in (1.131); the properties
(P) that may be computed with the aid of such operators are
referred to as one-electron properties:

T AT

i

P

i

PN

<o P le >+ <] po>
i

I

= P+ :S Py (1.133)
i

where individual Pi have the general form:
—_ < >
P = ¢q(1)| %_l¢ ~(1) (1.134)
Many properties fall into this category, but

amongst the most noteworthy is the dipole moment, V. The

accuracy ol' the computed Mis very sensitive to the quality
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of the wavefunction. The computation of the dlpole moment
value *°° for the electronic ground state ¢o may be written

as:

00

©
il

<¢o(1,2,3,---)‘u0 + zu il¢o(l:2:3:-")>
i

=<0 o(l,2,3,...)|ﬁo |q>o(1,2,3,...) >

+ z <o (1,2,3,...0u,l0 (1,2,3,...)>
i

Il

W % 4200 (1.135)
i

The dipole moment for the VPP excited state, u“% may be

similarly defined. The transition dipole moment,u(x, of
the molecule between the ground and excited states requires

the computation of the following integral:

ov
u

<o (1,2,3,..0u, + 2wyl 0(1,2,3,...)>
i

- uoO\) + z IJiO\) (1_136)
i

1.6 Basis Functions and Basis Sets

1.6.1 Molecular Integral Considerations

The use of a basis set of analytical functions
in which to expand the unknown MO has been discussed previously
at several points. Historically, basis functions were chosen
on the basis of their relationship to AO - hence the term LCAO
MO. The initial choice of a basis set is of prime importance:
it will fix forever the reliability of the results of a calcul-
ation. The determination of carefully optimized and balanced

basis sets is an extremely time-consuming process, but a
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necessary one.

Historically, the basis functions were chosen by
physical analogy to orbitals. At present, the emphasis is
on the computability of the three- and four-centre two-electron
integrals. The necessity of the rapid computation of inte-
grals becomes clear when 1t is noted that the number of com-
putationally difficult two-electron integrals increases with
the number of basis function as Nu. Thus, the more "physically"
realistic Slater type orbitals (STO) have been replaced by the
more mathematically and computationally convenient Gaussian
type functions (GTF), for many purposes. The basic advantage
of GTP is due to the fact that the product of any two gaussians
is also a gaussian, with its centre on a line between the
centres of the two original gaussian functions, as illustrated

in Figure (1.5).

Fig.(1.5) An illustration of the theorem that the product
of' two gaussians is also a gaussian.
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Consequently, all integrals have explicit analytical express-
ions, and may be evaluated rapidly. A similar theorem does
not exist for STO. The principal disadvantages of GTF are

their smooth behaviour (lack of a cusp) at the nucleus, and
2

r

their too rapid (e~ rather than e F) decrease at large

distances, as illustrated in Figure (1.6).

Ny I7)
{s

---=-ST70

——GTF

S » r {bohr)
10

Fig.(1.6) A schematic comparison of a 1s-STO and 1s-GTF
as a function of r.

This improper asymptotic behaviour requires the use of a

larger number of GTF than STO for equivalent accuracy. However,

the much greater speed per integral with GTF as opposed to STO

allows for this greater total number of integrals.

1.6.2 Slater Type Functions

Prior to the early 1960's, almost all MO calcul-
ations were performed with STO. The functions are analogous

to the actual solutions of the Schrédinger equation for the



hydrogen atom, but possess different nodal properties. The
29

functions are given by:

Nnpim (F28,0) = Al -1l g7l Y, (6,9) (1.137)

where
n,l,m are principal, azimuthal and magnetic quantum
numbers respectively;
r, 6, ¢ are spherical polar co-ordinates;
An is a normalizing factor;

and Ylm(e,¢) are the spherical harmonics introducing the

required angular dependence.

A minimal basis set of STO includes one such
function for every AO occupied in the separated atoms (e.g.

for carbon: 1ls, 2s, 2px, 2py). The choice of the orbital

exponents ¢ must be made. These were originally chosen on
the basis of a set of empirical rules (Slater's Rulesgg),
where:
(2 _-_8)

Here,

Z is the actual charge on the nucleus;

S is a screening constant;
and n* is an effective quantum number.

More recently, Clementi et aljo’31

have variationally optim-
ized ¢ values for the ground electronic states of the free

atoms. In principle, the exponents should be re-optimized
for the molecule; in practice, the optimization of ¢ values

in the molecular environment is prohibitively expensive, and

the atom-optimized orbital exponents are used directly in
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Hartree-Fock LCAQO MO SCF calculations.

Minimal basis sets occupy a unique position in
the history of quantum mechanics. Virtually all the current
semi-empirical SCF methods are in principal based on a minimum
set of STO, and many of the concepts in organic chemistry (e.g.
hybridisation, resonance structures) can only be discussed in

terms of a minimum basis set.

A considerable improvement in energy is obtained

by using the double zeta basis set,32 »33 in which free atom
occupied A0 are represented by two STO with orbital exponents
Land?¢ ', optimized variationally; the larger £ value corres-
ponds to a "tight" orbital, the smaller to a "loose" orbital.
Any basis set beyond the double zeta level may be considered

an extended basis set. Of particular importance is the
addition of functions with higher 1 values,34 i.e., d,f,...

on first row atoms, and p,d,... on hydrogen. These are termed
polarization functions. The exponents of the polarization
functions should in principle be optimized for the molecule

in question, but this is not usually done, for economic reasons.
It appears that the calculated total energies are not too
sensitive to small variations in the exponents of the polar-
ization function, and thus a reasonable choice might be based

on small molecule calculations,35_38 e.g., for STO, at (2p)

of 2.0 for H, and ¢ (3d) = 2.0 for C are not unreasonable.

1.6.3 Gaussian Type Functions

In recent years, most large-scale MO calculations
have used GTF59’40. The radial dependence of a gaussian

function may be written:

2
n = rt e ™ (1.139)
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A normalizing factor and angular dependence may be introduced

as was done for STO. For gaussians, the latter is frequently
introduced not by a spherical harmonic factor Ylm(9,¢), but

by:
p ,4 S -“rg
Cx" y* 2% e (1.140)
where p,q and s are integers, thus yielding cartesian gaussians.

41,42
In addition to cartesian gaussians, the gaussian lobe method ™’

uses only S-type gaussians, but floats the centres of these
functions away from the atomic centres to simulate s,p,d.

orbitals, as illustrated in Figure (1.7).

Fig.(1.7) The floating of gaussian lobe functions (broken
lines) to simulate s,p,d,... orbitals (solid lines).

A minimal basis set which retains the concept of

an STO, but replaces the actual STO by a linear combination of

43_4
n GTF is termed an STO0-nG basis set;3 5despite its name, this
is fundamentally a gaussian basis set. The convergence to

te correct STO results as the number of gaussians n used in

the least-square fit to the STO is increased has been investi-
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gated. Even when n=6, the total molecular SCF energies are
vl eV above the exact STO energies. However, energy differ-
ences are more important than absolute energies in chemistry,
and for most chemical purposes, four gaussian expansions are
suitable replacements for STO. STO-3G is also widely used

4y, 45

for large molecules. It is worth menticning that GTF
exponents are usually listed for an STO exponent of unity,
and must be multiplied by the square of the actual STO exponent

to obtain the best fit for that particular orbital.

A significant improvement on STO-nG basis sets may be
obtained by splitting the valence-shell of each heavy atom
into two parts, giving a more flexible description of the
Valence orbitals to allow for their distortion on bond-
formation. As a commonly-used example, in the split-valence-
shell STO-4.31G basis set,46 the inner (ls) shell of the first-
row atoms is represented by a fixed sum of 4 GTF, whilst the
valence (2s, 2p) shells are divided into "inner" and "outer"
components represented by 3 and 1 GTF respectively. Hydrogens
are represented by a split 1ls shell, again comprising of an
"inner" (3 GTF) and an "outer" (1 GTF) part. A further im-
provement is obtained by additinn of a single set of gaussian
d functions to the description of each heavy atom, a commonly-
used basis set being STO-6.31G*;47 addition of a single gaussian
p-type function to the representation for each hydrogen atom
gives a basis set denoted by ST0-6.316"*."7 As with STO,
calculated total energies are not too sensitive to small var-
iations in polarization function exponents, and reasonable

values would be a(ls)=1.0 for hydrogen, and o (3d)=0.8 for first-

row atoms. The general trend is for the optimum 3d exponents
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of both STO and GTF to increase in golng from Be to Ne.

Although integral evaluation is considerably
speeded-up by the use of GTF as opposed to STO, the number
of integrals to be computed can become very large if a GTF
basis set of STO quality 1s used, requiring considerable
storage-space. Furthermore, the SCF step can become prohib-
itively time-consuming due to the larger size of the various
matrices to be manipulated, and the use of large basis sets
may also necessitate more iterations in order to attain con-
vergence, For these reasons, calculations carried out dir-
ectly in terms of primitive gaussians may become uneconomical,
and the use of contracted GTF was introduced. These are linear
combinations of primitive GTF with fixed coefficients;42’48
only the coefficients in each SCF orbital of the contracted
functions are variationally determined in the SCF procedure.
This approach allows one to exploit the analytic properties
of the GTF in integral evaluation, yet keep the time required

for the SCF iterations at a reasonable level.

The contraction of gaussian basis sets requires
considerable care.49 Perhaps the most obvious type of con-
traction would be a complete contraction to atomic SCF orbi-
tals. Thus, for a gaussian (lls 7p) basis set, such a con-
traction would be designated (lls 7p / 2s lp). The molecular
calculation would then be carried out in terms of a minimum
basis set (ls, 2s, 2p) for first row atoms. However, such
a basis set leads to erroneous descriptions of' molecular pro-
perties (e.g. unrealistically large bond-distances and small
dissociation energies) because the basis does not have suffic-

ient flexibility to describe the rearrangement in the electron
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distribution accompanying molecule formation. Indeed, a
minimum STO basis set is preferable to such an energetically
superior overcontracted gaussian basis set. Perhaps the
greatest amount of effort as regards the contraction of functions
has gone towards the goal of obtaining contracted gaussian basis
sets comparable to the double zeta STO basis sets. Perhaps the
most effective double zeta gaussian basis set (in which two
contracted GTF contribute to each AO0) is Dunning's contraction49

of Huzinaga's basis set50 for boron to fluorine, designated

(9s 5p/is 2p).

1.6.4 Basis Set Optimization and Quality

The term "basis set optimization" almost always
refers to the variational determination (with respect to energy)
of a set of function exponents for a free atom. Even for the
atom, there is no guarantee that the exponents sco obtained
will also yield the best values for other propebties (such
as the moments of charge distribution). Moreover, optimum
atomic exponents are not necessarily optimum molecular expon--
ents, although in general, carefully optimized atomic exponents

are used in molecular calculations.

The term "quality" used with respect to a basis
set is a relative one; however, certain general conclusions
are in order. Clearly, a minimal basis set (even if carefully
optimized) is not capable of yielding reliable values for
sensitive one-electron properties such as the dipole moment;
however, at least the gross features of molecular geometry,
and trends in bond-lengths and angles should be reasonably
&curately predicted. At the double-zeta or split-valence

basis set level, such features should be given more accurately;
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however, most one-electron properties require the use of
polarization functions for accurate description. Finally,

in addition to the size and type of basis set, it 1s necessary
to consider the bglance of the basis set: all constituent
parts of the molecule must be described equally well. Un-
fortunately, it is difficult to define precisely the "degree

of optimization".

1.7 The Hartree-Fock Limit and Beyond

1.7.1 The Concept of the Hartree-Fock Limit

It is useful at this stage to recall the various
approximations that have been made in developing a computat-
ionally feasible theory of molecular electronic structure,

as shown in Figure (1.8).

Thus, calculation of the "true" total energy of
a molecule is not possible using a non-relativistic Hamiltonian;
a total energy higher than the experimental energy is obtained.
The limiting energy value that can be computed with the non-
relativistic Hamiltonian is referred to as the non-relativistic
limit (NRL); the difference between the experimental energy
and that associated with the NRL is the relativistic energy

(Eg)-

When the total single-determinantal wavefunction
is constructed from the most accurate set of MO, a limiting
total energy value higher than the NRL value is reached. This
is referred to as the Hartree-Fock limit (HFL), the energy
difference between the two limits (NRL, HFL) being called the

) that is

correlation energy (Eco ). The SCF energy (E

SCF
computed by non-empirical MO theory constitutes an upper bound

r
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ﬁ\y : E '* Non - relativistic, fixed-nucleus Schrodinger equation
l (Wriational solution means point properties potentially lost )
f‘{, : 3 Ai ¢ Orbital model - ¥ expressed as @ sum of determinants
l
l (Correlated motion of electrons lost |
+ - I '€| ‘fl ‘('“"{n I One configuration ‘independent electron” model
l {Exact form of optimum MO lost |
S CA
- . LCAQ expression tor MO
|
1 {Exact form of optimum AQ lost)
g ¥ ]
"lnlm (';‘,'Q):M? c Ylm(a,w) AQ expanded as an STO basis set
I (Correct asymptotic behaviour of AO lost)
STO -nG - a GTF basis set Form of basis set chosen on computational grounds

Fig. (1.8) Hierarchy of approximations involved in the MO model.

on the Hartree-Fock energy (EHF); only at the HFL will Egop
equal EHF' However, to achieve this result requires a complete
basis set of infinite dimension, which is not possible for

large molecules. The inter-relationship between these quanti-

ties is illustrated in Figure (1.9) for CO.
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Fig. (1.9) Breakdown of total energy for CO.

1.7.2 The Relativistic Correction

The relativistic correction is the energetic con-
sequence of the relativistic effects suffered by the electrons
as they pass the nucleus, since from the Virial Theorem
(V = -2T, where V is the potential energy andfT the kinetic
energy) it is apparent that an electron in a region of high
potential will have a correspondingly high kinetic energy.

The correction is a function of atomic number, being comparat-
ively small for the light atoms up to Ne, but appreciable for
heavier elements. Furthermore, for core electrons, relativ-
istic effects may become important in heavier elements, this
having potential significance with regard to calculations on

photoionization. Fortunately, relativistic corrections to
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shifts in core-electron binding energies are small. Custom-
arily, it is assumed that the relativistic correction of atoms
is unchanged on formation of molecules, so that:

all
atoms

ER = Z (ER

i

atom (1.141)

Extensive tabulations of relativistic expectation values for

51

atoms have been made, allowing detailed comparisons with
non-relativistic results. In addition, neutral atom ASCF
binding energies from relativistic HF calculations (2<Z<106)
have been published,52 allowing a comparison between the

Koopmans' and ASCF relativistic binding energies to be made.

1.7.3 Correlation Energy

In the Hartree-Fock approximation, the motion of
each electron is solved for in the presence of the average
potential created by the remaining electrons. As such, this
neglects the instantaneous (rather than averaged) repulsions
between pairs of electrons. The contribution to the total
energy due to instantaneous repulsions is called the correl-

53

ation energy, E op (see Figure (1.9)). E is usually a

cor

relatively small percentage of the total energy of an atom or
molecule; however, this amount is larger than or comparable to
the energy associated with physical or chemical phenomena.
Nevertheless, there are many problems in chemistry where Hartree-
Fock theory is perfectly adequate: for example, molecular
geometries, and some one-electron properties predicted from
Hartree-Fock theory are frequently in good agreement with ex-

periment. Furthermore, since energy differences are of prime

importance to chemists, if Ecor were constant as a function of
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molecular geometry, it would be hoped that accurate dissoc-
iation energies and potential energy surfaces could be obtained
from HF wavefunctions. Generally, changes in Ecor are small
for barriers to r'otation,54 and heats of isodesmic r'eactions.55
Also, as illustrated in Figure (1.10) for a diatomic molecule,

some important aspects of potential energy surfaces are well-

reproduced within the Hartree-Fock formalism.

Energy

Fig. (1.10) Diagrammatic comparison of computed (HF) and
experimental potential energy surfaces for a
typical diatomic molecule.

Thus, although the HF curve lies above the experimental curve,
it virtually parallels it at the minimum. As a result, com-
puted equilibrium bond-lengths, L are very close to the ob-
served values, with the vibrational frequencies (and thus
force constants) generally being slightly overestimated.56

A similar situation holds for polyatomic molecules.

However, TMigure (1.10) also illustrates the main



60

drawback of the HF method: 1its incorrect behaviour at large
internuclear separations, leading to an inability to correctly
escribe molecule formation and dissociation.57 Thus, in many
circumstances, the theoretician must go beyond the HFL to make
a contribution to the solution of problems of chemical interest.
The most frequently used method for approaching the electron

correlation problem is configuration interaction (CI).58

1.7.4 Configuration Interaction

For any atom or molecule, there are an infinite
number of orbitals in addition to the HF orbitals, which can
be used to construct other configurations. A CI wavefunction
is just a linear combination of such configurations, with
coefficients variationally determined. More precisely, the

CI wavefunction is of the form:

¥ —
e = Do, (1.142)
i

The coefficients c; are determined to minimize the energy

Jy x

e ﬁewedT. Application of the Variation Theorem leads

to the ejigenvalue problem, discussed previously (1.32):

(H -elh) C = o (1.143)

’1 is composed of matrix elements between configurations:

.
Hij = foi Hetbjd'r (1.144)

Hamiltonian matrix elements Hij between configurations i and
J of different symmetries are zero, greatly simplifying the
secular equation. Sophisticated and efficient algorithms

for the determination of the lowest eigenvalue and corres-
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eigenvector of large, real symmetric matrices have been

d’59,60

develope of particular value in large CI calculations.

It is necessary here to introduce the terminology
to be used in the discussion of CI. An orbital occupancy
(or electron configuration) is a collection of orbitals written

without regard to those quantum numbers which do not affect

the orbital energy. For example,
Ne (ground state) is 1s° 252 2p6
2
. 2 2 2 2 4 2
m m
02 is log 1ou 2°g 20u 3ag 1 u 1 g

A configuration is defined as a symmetry-adapted linear com-

bination of Slater determinants, symmetry-adapted implying that
the chosen linear combination of.determinants possesses all the
symmetry of the molecular state being described by the approxi-

mate wavefunction, The configuration ¢ is written:
o = zci Dy (1.145)

where D; is the Slater determinant (1.20). It is often found
that a single orbital occupancy gives rise to several different
configurations; to determine what they are it is only necessary
to consider the electrons outside the closed shell. Having
determined the manifold (Z, Nor atype) for a given orbital
occupancy,61 it is then necessary to find which_combinations

of all possible determinants of that manifold give rise to the
desired spin multiplicity. A less tedious approach to the
problem than the direct application of angular momentum operat-
ors is the use of projected wa.vefunctions.62 In particular,
Nesbet's method22 is simple to apply, and time-saving in CI
studies in that it reduces the number of terms involved in

matrix elements.
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It is often found that a CI wavefunction is
dominated by a single configuration, the HF wavefunction.
In such cases it is found that 95% or more of the correlation
energy can be accounted for by configurations which differ by
one or two orbitals from the HF or reference configuration.
A singly excited configuration (single exeitation) is obtained

by promoting one electron from the kll—i-h to th

spin orbital.
Similarly, a double execitation is a configuration generated
by the promotion of two electrons out of spin-orbitals con-
tained in the reference configuration. These classes of

determinantal functions are thus defined as:
Reference (or HF) configuration D, = Ig ¢b...¢k...¢l...¢n|

. uo_
Single excitation D, = “5 ¢b...¢u...¢l...¢n|
uv

D1 |¢a¢'b'“¢u"'¢u”'¢n|

Double excitation

Evaluation of the matrix elements Hij in terms of determin-
antal functions Di is facilitated by the use of Slater's Rules
for the Calculation of Matrix Elements,63 summarized in Table

One.

The electronic wavefunction may now be written as:

— u u LA
¥, = C.D, + > ¢t p. ¥ + > Cry Dyp + -++ (1.146)
K,u K,L,u, v
This is known as the CI expansion. In HF Theory, the ex-

pansion is limited to the first determinant with a coefficient
of unity. The best way to proceed is the Multiconfigurational
SCF method (MC SCF) in which both the orbitals ¢ and the CI
coefficients ¢ are simultaneously varied to give the lowest
energy multiconfiguration HF wavefunction. However, solution

of the MC SCF equations is computationally difficult, and very

time-consuming.



TABLE ONE - A Cuollection of® Pertinent Slater Rules

1. Overlap Integral

_ _ Hv _
) DOIQ)> = 1 ) DJ D> = <Dolel> =0
2. One-electron Operators occupied
. or?ifals .
<0, e (1)lp,> = <o (1)) a(1)] g (1)>
i k

<D I Ta()IDS = <o (D] (1)]e, (1) >
i

<Dy | D a() DSy = o
i

3. Two-electron Operatoré
occupied

<o | 22 (1,5)Ip,> = °Pbitals[<¢k(1)¢l<2>lfz (1,2)] 9, (1)¢,(2)>

2.

1<) k<l

- <4, (1)6,(2)12(1,2)[6  (2) ¢ (1) > ]

occupied
orbitals

[«pk(lmlm)nfz (1,2)] 9, (1) (2)>

S s s u
<DO| 29 (i,3) |Dk >
i<j k

- < (1) g (2)1(1,2)] ¢ (2)¢, (1) }

- uv
) <Do|zg(1’J)|Dkl >

<o (Do (2)12(1,2)[¢ (1) ¢ (2) >

i<]
'<ﬁ{(l)¢1(2)|5(1’2)|¢u(2)¢v(1)>
Dol Da (1,3)DEYs > = 0
1

where

j;ﬁ (1) is a general one-electron operator
i

}SSI(i,j) is a general two-electron operator
14
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Since calculations in this thesis have not made
use of any CI, no further discussion of the various methods
currently in use will be given here. A brief introduction
to the topic 1s given in Schaefer;2 more detailed coverage is

64,65

given in several recent texts.

1.8 Computational Aspects

1.8.1 1Introduction

Although MO theory was largely elaborated during
the 1920's and 1930's, it has only been the advent of modern
electronic computers in the 1960's, together with accurate,
well-tested, well-documented computer programs that has led
to the rapid growth of the ab initio technique as a well-
established tool in modern chemistry. The writing and devel-
opment of these programs has required man-years of effort,
usually from teams of people, and they are readily available
through the Quantum Chemistry Program Exchange (Q,CPE).66 Some
commonly-used programs are IBMOL V,67 POLYATOM(E),68 MOLECULE,69
ALCHEMY '© and GAUSSIAN 70.71 Calculations in this thesis have
been performed using the ATMOL 272 and ATMOL 373 sets of pro-
grams, and this section will be limited to a brief discussion
of some particular points of interest in these programs.
Further description of the programs is available in the approp-
riate ATMOL documentation.72’73 In common with most ab initio

programs, ATMOL has the following essential stages:

(1) The computation of molecular integrals over basis functions,
together with the transformation of integrals (if required)

over contracted ffunctions.

(ii) Assembly and diagonalization of the Fock matrix until the

required self-consistency is reached.
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(iii) Analysis of the molecular wavefunction in the form of
(for example) Mulliken population analysis, electron
density contour plots, and expectation values of some

l-electron properties.

1.8.2 Integral Evaluation

The computation, storage and retrieval of AO integ-
rals is generally the most time-consuming part of any orbital
basis valence calculation. The two main areas of continuing
research in this field are the rapid and accurate computation
of thé integrals, and the design of an efficient file structure
for storing the computed integrals for subsequent use. The
electron repulsion (or two-electron) integrals present the most
difficulties from both points of view; however, ATMOL has ex-
tensive integral file handling facilities provided by a SERVICE
program, useful for copying, editing, and mérging integral files.
In addition, the program has a restart facility, and a library

file containing standard contractions is available for use,

thus reducing the amount of input required.

The general problems involved in molecular integral eval-
uation are touched upon in Cook. 4 Details of the numerical
procedures used for the evaluation of molecular integrals over
GTF, together with a discussion of the general strategy employed,
are given by Saunder's.74 For STO, one-centre two-electron
integrals are computed analytically; all other two-electron
integrals are computed by the alternate Gaussian transform

75

technique of Shavitt and Karplus. In addition, it is worth
pointing out that the symmetry properties of the molecule may
be used to improve the efficiency of the two-electron integrals

calculation. Centres of symmetry are declared in the input,
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which may include local symmetry as well as symmetry centres

for the molecule as a whole.

The one-electron integrals may be conveniently
stored, space being saved by keeping only the iN(N+1) distinct

elements of the N by N matrix, where N is the number of basis

functions. For example, for the overlap integral, Sij,symmetry
considerations give:
—_ < —
Si5 = xilxj> = 5y

The value of the integral Sij is then stored at position

SM(I+J*(J-1)/2) of the one-dimensional vector SM.

Treatment of the four-index two-electron integrals
is quite different. A four-dimensional array is out of the

question for two reasons:

(i) such an array would have N4 elements, permitting only

the treatment of very small systems;

(i1) equalities among the integrals (ijlkl) permit considerable

space saving; 1/8(N4+2N3+3N2+2N) locations being used

instead of Nu.

The equality of the integrals:

(13 k1)

(jilkl) (1j]1k) (jilik)

= (k1]ij) (1k[1J)

(k1]Ji)

(1k | ji) (1.147)

is independent of molecular symmetry; thus only one of the

above need be computed and stored. The ordering convention

used by ATMOL is:
123 ;5 k21 ; [j> ki (1.148)

where [}ﬂ = %i(i—l) + J. This converts the 4-dimensional

matrix (1ijlkl) to a pseudo-2-dimensional matrix.

The integrals are stored in blocks, the steps in

the process being:



(1) assign a block of storage in fast store (a "buffer")

for the temporary storage of the integrals:

(ii) set up loops ranging over i, Jj, k and 1 satisfying

the ordering convention;

(iii) wusing the current labels i, j, k, 1, and the input
(i.e., molecular geometry, orbital specifications,

etc.), compute the current integral (ijlkl);

(iv) store the computed integral in the buffer; if it fills

the buffer, go to (v); if not, go to (vi);
(v) write contents of buffer to disk (or tape) file;

(vi) 4increment i, j,k,l consistent with the ordering

convention;

(vii) 1if the loops on i, j,k and 1 are exhausted, go to

(viii); if not, go to (iii);
(viii) close the integral storage file and finish.

The values of the labels 1i,j,k and 1 are stored
in the file together with the value of the integral (ijlkl);

this allows zerc integrals to be omitted from the file.

1.8.3 The SCF Procedure for the Closed-Shell Case

The SCF calculation proceeds in an iterative way,

each iteration including essentially three steps:
(i) building the Fock matrix (1.74);
(ii) solving the pseudoeigenvalue equation (1.73);

(11i) recognising whether or not self-consistency has been
reached; if not, a new set of trial vectors
( € in (1.73)) must be defined as input for the

next cycle in the iteration.
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Each of these steps requires some auxiliary calculations

such as the formation of the density matrix P (1.79) from

a given set of vectors C m’ the calculation of the total
energy E (1.83) at each iteration; and an orthonormalization
process to ensure that the set of trial vectors is ortho-
normalized. In this section, some of the general computational
aspects of these points will be discussed, with explicit

reference to the ATMOL programs where relevant.

Building of the Fock matrix requires the density
matrix, f) (1.79), and a list of two-electron integrals,
(1jlkl), calculated making use of the integral equalities of
(1.147) and ordered using (1.148). The general term of the

Fock matrix from (1.81) may be written as:

Fig =Py * Gy = Py * P [2(ij|kl) - (ikljl)] (1.149)

kl
Since the reading of an external file is a slow process, it
is necessary to list all the contributions of a given integral
(ijlkl) to the G matrix; since this is symmetric, only the lower
half (j€i) need be considered. It is then possible to write

76

a simple algorithm for the formation of the G matrix.

Two techniques are currently used for the solution
of the Roothaan equation. The first, probably easier, way
for closed-shell systems, transforms the problem into a stand-
ard eigenvalue problem by subjecting the basis set to a Lowdin
orthogonalization;17 the eigenvalues and eigenvectors of the
real, symmetric matrix are then obtained by one of the many
available techniques, such as Jacobi diagonalization. Both

these topics have been outlined in previous sections, and will
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not be further discussed here. The second technique in use,
the Single Vector Diagonalization (SVD);77 is an iterative
method by which a more accurate eigenvector of the Roothaan
equation is calculated from some trial eigenvector. This
technique is of interest when only a few eigenvectors are
wanted (as in atomic calculations), or when one has to be
sure to pick the right eigenvector out of many possible solut-
ions. In this case, starting with some trial vector which
is known to represent a good approximation to the solutinn
ensures the right cholice amongst many solutions. This has
veen found useful for the open-shell problem, and the multi-

configuration problem.

In the SCF procedure, one starts with a set of trial
vectors which are input to the calculation, calculates the
density matrix P from these eigenvectors, and then the
Hamiltonian, tu obtain new eigenvectors. The process 1s
repeated until the input and output vect.rs agree within a
certain threshold. This procedure raises three different

points of interest which will be commented on in turn:
(i) what choice of trial vectors can be made?
(ii) can the convergence be guaranteed, and speeded up?
(11i) how is SCF convergence recognized?

The choice of good initial vectors is the most
obvious way to reduce the number of 1iterations, and reduces
the possibility of trapping the solution in a local minimum.
One trial choice is a set of zero vectors: although this may
lead to convergence, it is nevertheless a very poor choice.

Trial vectors do not need to be accurate, but must have some
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qualitative relationship with the final vectors. It is
relatively easy to have fairly accurate trial vectors for
molecular inner-shells from atomic calculations. In some
cases, trial vectors may be obtained from the results of pre-
vious calculations either for molecular fragments, or a related
molecule. For example, trial vectors for borazane (BHBNH3)
could start with the SCF vectors of borane (BHj) and ammonia
(NHB)' ATMOL has flexible file-handling capabilities to
facilitate such choices of starting vectors. In addition,
ATMOL trial vectors may be formed by diagonalization of the
one~electron Hamiltonian operator matrix. The vectors are
ordered according to increasing eigenvalue. A better possib-
ility in ATMOL is the generation of a set of trial vectors

from the negatives of the expected values of the diagonal
elements of the Fock matrix (in the basis set representation)
at self-consistency. These values, termed ALPHAS, remain
approximately invariant under change in molecular environment
for a given asis set, and so a "library" of appropriate ALPHAS
can be built up. For example, a study of methane will yield
ALPHAS appropriate for carbon and hydrogen in other molecular

environments for that particular basis set.

Extrapolation is an attempt to compute a better
approximation to the SCF solution from the results of a few

successive iterations. Thus:

Iteration number Trial vector Final vector Energy
1 Cy Cin1

i+l Cil C

Ey

E (1.150)
i+2 i+l

Let the complete set of vectors representing all the occupied
orbitals be collected into one vector, C. Then Ci represents

the approximate vectors where i denotes the iteration. The
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difference of these vectors from the actual solution is

ACi = ci-c. One commonly used extrapolation procedure called
the Aitken method is based on the assumption that each element
of C approaches its limit with a geometric decrease of error.
It is found that each component of the extrapolated SCF solu-
tion is obtained from the corresponding components of three
sets of vectors, connected by two successiveOSCF iterations.
Although useful, experience has shown that the scheme may fail
in some cases, usually when the vectors are too far away from
t he exact solution. A general procedure called damping has
been found useful,78 and is used in ATMOL. It consists of

scaling down the changes in the vectors produced by one iter-

ation; thus, the input to the iteration i+2 will be taken as:

C

oy + (1 - a) Cyy if E;<Eg

(1.151)
or C

il

(1 -a)Cy + aCyyy  if By <E;

where a, the damping factor, is a positive number whose value

is less than unity (typically 0.7).

An unconditional guarantee of convergence may be
obtained according to a procedure proposed by Saunders and
Hillier',79 in ATMOL. For a 2n electron system with a basis
set of m basis functions, a set of m -n virtual orbitals can
be constructed such that all MO form an orthonormal set. De-

noting the set of doubly-occupied MO (DOMO) as¢,, and the set
of virtual MO (VMO) as ¢,, then:

(% %) = (") (cy ¢,) =2C (1.152)

ROW VECTOR COLUMN MXM
VECTOR MATRIX

It is perfectly possible to consider the basis set at any
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iteration as being the set of trial MO at that iteration.

In this new basis, (1.152) becomes:

(1.153)

vvhere I is a unit matrix. Arbitrary but small variations

in the DOMO may be written as:

Woe il 1 150

A

!
where ¢l denotes the row vector of perturbed DOMO, I is the

identity matrix of order n, and 4 is the (m-n) x n mixing
matrix, whose elements are arbitrary but presumed "small".
This equation (1.154) clearly does not consider mixing amongst
the trial DOMO, since the total wavefunction and energy are
invariant to such mixing. With these variations, the DOMO

remain orthonormal to first order, since their overlap matrix

is given by:
S =¢ t [y ' (1 : A*) ¢ 6. 1 ¢ ) I
B B G2l
92 A
-@ieh (1
A
+ _
= I+ 44 (1.155)

From perturbation theory, the electronic energy change

accompanying the variation in the DOMO may be written as:80
1 " occupied virtual ¢
E - EO + }E }E Aki Fki + higher terms
1 K (1.156)

where Ffi stands for the matrix elements of the Tock operator

in the basis set of' the trial MO. Clearly, if values of Aki
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are chosen of opposite sign to corresponding Fk% (making the
first-order energy contribution negative), and sufficiently
small so that the higher terms in (1.156) are smaller than the
first-order term, the energy of the perturbed wavefunction
will not be higher than that of the unperturbed function.

This would give a method of guaranteeing convergence to a

stationary point on the energy surface, though not necessarily

the ground state.

Performing an iteration using the basis set of
the trial MO is easily achieved by construction of the Fock

matrix F'nand transforming it to the MO basis by a similarity

transformation:
¢ . n ]
F - (@ :c) F (¢ :cy)

+ : L

Cq F'bl . €y P'C,

R (1.157)

Ton . tan

C2 F Cl . 02 F C2

For the purpose of this analysis, the diagonal blocks of F'¢
are assumed to be dlagonal. Consider now the diagonaliz-
ation of a matrix identical to FW, save that the elements of
~he off-diagonal blocks Cl+F“C2 and 02+F“Cl have been multi-
plied by a small positive factor, *, corresponding to a damping
ractor of the type in (1.151). If *» is sufficiently small to

allow first-order perturbation theory to be used, the result

of the diagonalization may be written in the form of (1.154),

where:

ki T 79 ¢ (1.158)
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It has been assumed that the "aufbau" principle (Fkt >Fi% )

has been obeyed. In this situation, then, thea will be

ki

of opposite sign to the corresponding F, . in (1.156); however,

ki
it is not possible to guarantee that the magnitudes of Aki
be sufficiently small to assure convergence. Furthermore,

if the trial wavefunction is far from convergence, then the
analysis is less clear, since the application of first-order
perturbation theory may be invalid. However, convergence may
be ensured by adding a positive constant b to the diagonal
elements of the block C; F'102 in F'¢, to give a modified
or "level-shifted" Hamiltonian:

mod. Cl F Cl . ACl F 02
F = . o . - . - . - . . - . . . (1‘159)
ton ton
ac,'FC, L, 'F ¢ + bIL

where 12 is the unit matrix of order m-n.

This modified matrix is now diagonalized, and the resulting
eigenvectors ordered according to the "aufbau" principle on
the resulting eigenvalues. First-order perturbation theory

now yields:

¢
. AEg (1.160)
ki = mé _peé .
Figs =~ Fie =P
The damp factor A is normally chosen to be unity. If b is

chosen positive and sufficiently large:

(i) the first-order perturbation theory used will be
valid;
(1i) no swapping of MO can occur from one iteration to
the next;
(iii) all Aki have the opposite sign to the corresponding

Fki;
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(iv) all A5 Will be sufficiently small to ignore higher

order terms in (1.156).

Thus, for a sufficiently large level-shifter b, the output
wavefunction energy will be lower than or equal to the input
wavefunction energy, providing an unconditional guarantee of

convergence to some stationary point on the energy surface.

To prevent any build-up of round-off errors, a
Schmidt orthonormalization of the trial vectors is performed
after each iteration. Note that trial vectors are needed
for the whole set of MO (both occupied and virtual) in the
level-shifting procedure. Also, orbital energies of the VMO
will be displaced upward by an amount equal ‘to the level-
shifter: this is taken into account by the ATMOL routines.
This level-shifting procedure has been found efficient for a
large number of systems._ Relatively large values of the level-
shifter (“4 to 5 a.u.) are used in the first few iterations
when the trial vectors are rather inaccurate. After a few
cycles, however, the use of large values slows down the con-
vergence unnecessarily and smaller values (0.3 to 1.0 a.u.)

are typically used.

If, for each component of all the vectors corres-
ponding to the occupied orbitals, the computed value at a given
iteration differs from the value used in bullding the Fock
matrix by less than an appropriate threshold, the calculation
is said to have converged. However, this method has some
drawbacks: 1if the threshold is set too stiffly, an otherwise
perfect calculation may be rejected because it "diverges"; if
set too loosely, the results will be unnecessarily inaccurate.

Generally, programs will look for vector convergence only after
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some convergence for the energy value has been achieved, since
this converges much more rapidly than the vectors. The
relationship between the total energy and orbital energies
(1.87) may also provide a test for the achievement of self-
consistency. The magnitude of the off-diagonal elements
between occupied and virtual orbitals of the Fock matrix in
the MO basis may also be considered, since they are 2zero at

convergence.

1.8.4 The SCF Procedure for the Open-shell Case

With respect to many points, the SCF calculation
will proceed for the open-shell case in the same way as for
the closed-shell case. However, since there are now two sets
of equations (see sections 1.4.2 and 1.4.3), the program will
deal with the closed- and open-shell equations, either simult-
aneously or successively, at each iteration. In this respect,
the computational burden is potentially twice that of the
closed-shell case. Furthermore, an optimal use of fast store
is now needed to handle the many matrices which appear in the

construction of the Fock matrices.

The open-shell calculations reported in this thesis
were carried out using the ATMOL RHF SCF program. This
minimizes the energy of a single-determinantal wavefunction
constructed from doubly- and singly-occupied MO. The aims
of this program73 and those of Rootham}8 are identical in all
cases where the state studied is not orbitally degenerate.

In the case where states are orbitally (spatially) degenerate,
the ATMOL program yields MO which optimally describe only one
component of the degenerate manifold, whilst Roothaan's pro-
cedures yield MO which are used to construct the set of degen-

erate wavefunctions. Thus, the ATMOL programs always minimize
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a one-component energy expression of the form:

~

<¥| H |y >

/ (1.161)

<\|l|\ll>

whereas Roothaan's procedures minimize

g

Z<“'ilﬁ|‘l’1>/

i=1 <‘i’i|‘l'1> (1.162)
e

where each wavefunction Vi is constructed from a common set
of MO, and g denotes the state degeneracy. In general, the
energy of a degenerate state produced by ATMOL will be lower
than that given by Roothaan's procedure. Furthermore, the
discontinuities in the energy surface with Roothaan's "symmetry
equivalenced" procedures when Jahn-Teller distortions of the
molecular geometry are studied, do not occur using the sptaially
unrestricted methods of ATMOL. However, the total wavefunction
produced by ATMOL may not be an eigenfunction of all the
symmetry operators which commute with the total Hamiltonian,
whilst that produced by the methods of Roothaan will.

A "level-shifting" technique to permit guaranteed
convergence for the open-shell case has been developed81 as
a logical extension of the closed-shell case discussed in the
previous section. The single Hamiltonian procedure of
Roothaan is included as a special case of the energy-minimi-
zation scheme. The general strategy adopted is similar to
the closed-shell case; the situation is more complicated,
however, due to the presence of singly-occupied MO (SOMO) as

well as DOMO and VMO. This means that the single Hamiltonilan
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matrix defined in the MO basis (analogous to (1.159) for the
closed-shell case) now has three distinct damp factors 2,

and two level shifters b. This is a consequence of the fact
that mixing is now possible between VMO and DOMO; VMO and
SOMO; and DOMO and SOMO. The appropriate Hamiltonian matrix
is diagonalized, and after suitable ordering, the resulting
eigenvectors are used to define iterated MO as linear combin-
ations of the trial MO. Ordering may be according to the
"aufbau" principle, or by the use of a LOCK directive, which
causes iterated MO to be selected on the principle of maximum
overlap with the trial MO. This directive is particularly
useful in the study of excited states, such as the core hole
state species encountered in the calculation of core binding

energies, as outlined in the following chapter.
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CHAPTER TWO

X-RAY PHOTOELECTRON SPECTROSCOPY

2.1 Introduction

In this chapter a brief description of the basic processes
and theory of X-ray Photoelectron Spectroscopy (XPS) will be
presented. Although of considerable interest and importance,
photoelectron spectroscopy of valence electrons using relat-
ively low-energy photons (say, less than 100 &/ ) - commonly
referred to as Ultraviolet Photoelectron Spectroscopy (UPS) -
will not be treated per se here: 1t has been extensively
reviewed elsewhere.82’83 After introducing the fundamental
processes involved in XPS, mention will be made of the 1instru-
mentation involved, and of the main features of the spectra
obtained. There are presently several excellent texts avail-

84-89 4, adaition

able giving full coverage of the technique,
to the key works of Siegbahn et a1.90’91 The remainder of
the chapter will concentrate on the various methods for the
calculation of electron binding energies (BE) and relaxation
energies (RE). The emphasis will be on ab initio quantum
mechanical methods, although brief mention will be made of

many-body perturbation theory approaches. Several detalled

review articles are available on the theoretical aspects of
xps.92-96

2.2 Processes involved in XPS

The technique of XPS, as used today, was developed and
named ESCA (Electron Spectroscopy for Chemical Applications)
by Siegbahn and coworkers in Uppsala in the 1950's, although
some earlier investigations (notably by Robinson97 and de

BP0811e98) into the energies of photoelectrons emitted from



80

samples irradiated by X-rays had previously been carried out.
A recent review99 describes the development of XPS from 1900
te 1960, whilst much of the early work of the Uppsala group

is well-documented in the two ESCA books of Siegbahn. 0’91

2.2.1 Photoionization

In XPS, the sample being studied is irradiated

with a monoenergetic beam of soft X-rays, typically MgKh
1,2

K% 5

Electrons which have a binding energy less than the energy of

or Al with energies of 1253.7 and 1486.6 eV, respectively.
the exciting radiation may be photoemitted, allowing the study
of both core and valence electron-levels. The total kinetic
energy of the emitted photoelectron, KE (which may include
contributions from the vibrational, rotational and trans-

lational motions), 1s given by:
KE = hv - BE - Er (2.1)

where hv is the energy of the incident photon,

h 1is Planck's constant,

v 1is the frequency of the X-ray radiation,

BE is the binding energy of the photoemitted
electron, defined as the positive energy
required to remove an electron to infinity
with zero kinetic energy,

and Er 1s the recoil energy of the sample.

The recoil energy is usually negligible, except where high-
energy X-rays are used with light atoms (e.g., for Li using
Al (1486.6 eV) and Agy o (22,000 eV), the recoil energles
are 0.1 and 2 eV. respectively).go The effect has been

1CcO

studied in some detail by Cederbaum and D mcke, who have
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recently shown that the vibrational band envelopes in the
XPS spectra of molecules differ from those predicted by the

Franck-Condon principle; energy shifts in the Al excited

Ka
electron bands of up to several tenths of an eV due to recoil-
induced vibrational and rotational excitation, in addition to
the translational recoil energy of the molecule, have been
predicted. However, in this work, since comparison is gener-
ally made with experimental data using low-energy X-rays

(AlKa or MgKa) pertaining to molecules containing atoms higher
in the Periodic Table than lithium, the recoil energy 1s neg-

lected, and the equation for the BE of an electron in a gaseous

sample (2.1) reduces to:
KE = hv - BE (2.2)

The complementary technique of UPS is based on
.the same principles, and normally employs He I radiation
(21.22 eV), although other radiation (mainly He IT (40.8 ev))'01
has been used. Typically, only the outer valence-electrons
can be studied; however, since the total line-widths in UPS
(~0.015 eV) are much less than those in XPS (~1 eV), vibra-
tional fine-structure may be resolved. This 1s both the
principle advantage of UPS over XPS, since it allows consider-
able information to be derived concerning the nature of the
valence orbitals, which determine the chemical and physical
properties of the molecules, but also a drawback, since the

assignment of each band in the UPS spectrum of a molecule may

be a very difficult task.

2.2.2 Relaxation, Shake-up and Shake-off

Figure 2.1 shows schematically the relationship

between direct photoionization, relaxation and shake-up in XPS.
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Fig.(2.1) A schematic representation of the basic processes

in XPS.
Although core-electrons are sufficiently localized in space
in the proximity of the nucleus not to take any part in bonding,
the major contribution to the total energy of an atom or
molecule arises from its core-electrons, which closely monitor
valence-electron distributions. The removal of such a
tightly-bound core-electron, which is almost completely screen-
ing as far as the valence-electrons are concerned, leads to
substantial electronic reorganization or "relaxation" accompany-
ing core-ionization, predominantly associated with the valence-

electrons; although it is convenient to conceptually separate
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the processes of photoionization and relaxation, they should
strictly be regarded as occurring concurrently. This relax-
ation process is a sensitive function of the electronic struct-
ure of the molecule, and is of considerable importance in
determining not only the absolute BE of a core-electron, but
also in determining the lineshapes of observed peaks by means
of vibrational fine-structure. These and other aspects of
the relaxation process will be considered in some detail in

subsequent chapters of this thesis.

The sudden perturbation of the valence-electron
cloud accompanying core-ionization gives rise to a finite
probability for photoionization to be accompanied by simult-
aneous excitation of a valence-electron from an occupied
orbital to a virtual orbital (shake-up), as 1llustrated in
Figure (2.1), or even simultaneous emission of a valence-
electron (shake-off). This gives rise to satellite peaks
on the low kinetic-energy side of the direct photoionization
peak, which may be thought of as arising from excited states
of the core-hole state species. Thus, a revision of (2.2)
is needed to account for these multi-electron processes:

KE = hv - BE - E (2.3)

where E 1is the energy of the multi-electron process. In
the sudden approximation, transition intensities are directly
related to the sums of one centre overlap terms involving the
occupied orbitals of the initial system and virtual orbitals
of the hole-state species. Thus, the probability of exciting
an electron from the orbital denoted by nlj of the neutral

atom, to the orbital n'lj of the ion, is given by:102
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B * ' 2
Pn'ljmlj = lethjwn,lj dr| (2.4)

where N 1is the number of electrons in orbital nlj

t
. t
and wnlj"yn'lj are the wavefunctions of orbitals nlj, n 1]

in the atom and ion respectively.

It follows that excitations to these states follow monopole

selection rules:

AJ = AL = AS = aAM = AM = AM

J 0 (2.5)

wn
il

Considering excitations involving a core hole state
in the doublet manifold, as depicted in Figure 2.2, it is

clear that within a simple orbital model, there are two

_ Singlet parentage
Virtual Oyt — |‘—'i: e @wl
S Ml —— & %l
Triplet parentage
Valence —H{— o;
+
—
hy e?
\“1\\\\‘ ///////t
Core. = g, i

Electron Count
A
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triplet
x10
— KE.

ke-off hak i
shake-o0 shake up phggfct

lonization

Fig.(2.2) Schematic illustration of single-triplet shake-up
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possibilities. Either the unpaired electron in the valence-
level and that excited to the virtual orbital will have opposite
spins ("singlet origin"), or they both have the same spin,
whilst the remaining core-electron has the opposite spin
("triplet origin"). This "triplet" state is lower in energy
than that of singlet origin; however, since both represent
doublet states, transitions from the groundstate of the core
hole state may be viewed as both being allowed. In principle,
therefore, it should be possible to experimentally observe

the energy-separations and intensities for the components of

the shake-up states of a given excitation configuration, the
singlet state naively being expected to be the more intense.

Of course, fhe detailed theoretical interpretation of shake-up
statesloj is by no means as simple as has been portrayed here,
but this simplistic model provides an adequate starting-point
for discussions in subsequent chapters.

The relationship between relaxation and shake-up
and shake-~off has been clearly elaborated by Manne and Rberg.lo4
Shake-up and shake-off transitions obey monopole selection
rules; if there were no relaxation accompanying core-ionization,
clearly such transitions would have zero intensity, since eigen-
functions of the same Hamiltonian corresponding to different
eigenvalues are orthogonal. Manne and 2berg showed that the
weighted average over the direct photoionization and shake-up
and ‘shake~off peaks corresponds to the BE appropriate to the
unrelaxed system (given by Koopmans' theorem), illustrated
schematically in Figure 2.3. Since RE fall within a narrow

range for a given core-level (e.g., for C a typical BE for

1s’

a neutral system is ~290 eV, whilst RE might typically fall

in the range 12 to eV), it is clear that shake-up and shake-
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Fig.(2.3) The relationship between RE, Koopmans' thecrem
and the direct photoionization and multi-electron
satellite peaks.

off are perfectly general phenomena present in every system;
only the weighting coefficients (probabilities) for each tran-
sition vary from system to system. Transition probabilities
for high-energy shake-off processes should be relatively small,
and thus transitions of highest probability will fall reason-
ably close to the weighted mean. In principle, the RE should
be available from experiment, provided all of the relevant
shake-up and shake-off processes can be estimated in terms of
energies and intensities. In practice, this is not feasible,
since the overall situation is considerably complicated by the
presence of the general inelastic tail, arising from photo-
emission from a given core-level, followed by energy loss by

a variety of scattering processes. This gives rise to a broad
energy distribution, usually peaking (for organic systems)

~20 eV below the direct photoionization peak, generally obscur-

ing any underlying high-energy shake-off processes, at least

in the solid state.



87

2.2.3 Auger Emission and X-ray Fluorescence

Core-ionization leaves an atom or molecule in a
highly excited state: de-excitation of the hole-state may

occur by both fluorescence and Auger processes, as illustrated

schematically in Figure 2.4. Auger emission may be viewed
Photoionization Auger Emission X-ray Fluorescence
Virtual - - e J—
Orbitals _ ...
Valence —e * _/' ‘
Orbitals ——— — —t
hv‘
hw ee FAAAMNAAAN~
Core —t—— —_——t———
Orbitals Y o Y o

Virtual

Fig.(2.4) De-excitation of a core hole state by Auger
and X-ray Fluorescence. '

as a two-step process, in which the ejection of a core-electron
by a photon is followed by an electron dropping down from a
higher (valence) level to fill the inner-shell vacancy, with
the simultaneous emission of a second electron from some

105-110

valence-shell. Unlike shake-up or shake-off, which

may be termed two-electron processes, Auger emission is a
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three-electron process, involving a set of levels KLM. If
one of the final vacancies is in the same shell as the primary
vacancy, the process is known as a Coster-Kronig transition.
This process 1s very efficient, leading to short life-times
of the primary hole-state, with a concomitant broadening in

the XPS spect:r'um.log’l]'O

The wavefunction overlap is such
that the probability for Coster-Kronig processes is more than
an order of magnitude greater than for Auger processes involv-
ing valence-electrons. For a Coster-Kronig prccess, the
difference in the BE of the two inner shells must be suffic-
iently large to eject an electron from an orbital in a higher

shell. This situation generally only arises in elements of

atomic number greater than 40.

Auger electrons are also recorded in the XPS
spectrum; however, since their energies are independent of
the exciting radiation (provided it is sufficiently great to
create the primary vacancy), they may readily be distinguiéhed
from photoelectrons by changing the energy of the exciting
radiation. Chemical shifts have been observed in Auger
spectra?o interpretation of Auger spectra may not be sfraight-
forward, however, since differences in energy-levels are in-
volved. Auger Electron Spectroscopy (AES) as conventionally
applied is based on the analysis of the energy of electrons
that are ejected from a sample as a consequence of excitation
by primary electron beams (typically ~2 kV), rather than X-ray
photons, This technique is truly a surface analysis technique
in that the penetration depth for the exciting electrons is
typically around 5 atomic layers. Under ideal conditions,
atoms have been detected down to lO6 atoms czm_3 at the

surface.
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The emission of X-rays instead of electrons leads
to X-ray fluorescence (XRF), an excellent means of qualitative
analysis for constituents of atomic number greater than eight.
Concentrations of 0.1% for most elements, and 0.01% for ele-
ments around Fe, Co and Ni have been detected.111 X-ray
emission is very inefficient for the lighter elements, and
negligible for energies less than 500 eV, with Auger emission
being more probable, as illustrated in Figure 2.5. Auger

efficiency is approximately comparable to X-ray emission at

about 2000 eV.

Auger electron yield
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Fig. (2.5) Probability of Auger Electron Emission and X-ray
Fluorescence as a function of Atomic Number.

2.3 Instrumentation

The first commercial XPS instrument appeared in 1969;
since that time, several designs have been placed on the market.
A schematic of the essential components of a typical XPS

spectrometer (an A.E.I. ES200 AA/B) is given in Figure 2.6.
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Fig.(2.6) A schematic of XPS instrumentation

2.3.1 X-ray Generator

The most commonly-used X-ray sources are non-

monochromatized MgKa (typical operating conditions:
i 1,2
<1072 torr; 12 kV, 15 mA) and monochromatized AlKu
1,2
6; 15 kV, 35 mA). The X-ray flux is of the order of

0.1 r'ad/sec.,112 which for the majority of samples causes

(<10~

little or no radiation damage. The component linewidths
for non-chromotized X-ray sources in the case of Mg and Al

90

targets are 0.7 eV and 0.9 eV, respectively. In the case

of the Al source, the linewidth may be reduced by monochroma-

91

tization, thereby improving resolution, and eliminating un-
wanted background and X-ray satellites. The wavelength A of
Al,, radiation is 8.34 3, and by diffraction from the (1010)
plane of quartz at an incident angle & of 78.5°, the re-

quired conditions for the Bragg equation:
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n A= 2d sing where n 1is an integer

(2.6)

d 1s the interatomic spacing

are satisfied.9l After separating the AlKa radiation from
the background, the linewidth may be reduced by one of three
techniques:
(a) 'slit-filtering' (passing through a slit);
(b) ‘'dispersion compensation' (passing through a lens
system to allow for the peak-shape of the Ka

radiation);

(¢) 'fine-focussing' (using an electron-gun and a

rotating anode).

In principle, an ultimate linewidth of 0.2 eV can be attained

by these techniques.

2.3.2 Sample Region

The sample region of the spectrometer is separated
from the X-ray generator by a thin (~0.003") Al window, which
ensures that electrons scattered from the target or filament

in the X-ray gun do not enter the sample region. Samples may

be studied on the tip of a probe, which may be inserted into
the sample region via a system of insertion locks without
letting the sample region up to atmosphere; however, this
limits the base-pressure of the system to‘r\.lO'8 torr. The
probe~tip may be heated to over 250°C, or cooled by using
liquid nitrogen, and can be oriented in the X-ray beam to obtain
maximum signal intensity, or to perform angular dependent
studies. Solid samples are mounted on the probe-tip usually

by means of double-sided 'Scotch' insulating tape. The facil-
ity for cooling the sample probe-tip allows liquid or volatile
solid samples to be studied in the condensed phase, whilst gases

may be analyzed directly, using a leak value.
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2.5.3 Analyzer

The electron energy analyzer on the A.E.I. ES 200

AA/B is a hemispherical double-focussing electrostatic anal-

yzer',113 enclosed within two mu-metal cans for magnetic
shielding. The resolution of the analyzer is given by:
AE _ R
T - W (2.7)

where E 1s the energy of the electrons:
R is the mean radius of the hemisphere;

and W 1s the combined widths of entrance and exit slits.

Resolution can thus be improved by reducing the slit widths
(which also reduces the signal intensity); increasing the
radius of the hemispheres (increases engineering difficulties
and creates pumping difficulties); or by retarding the electrons

before they enter the analyzer.

The overall resolution, AEm/E, also depends on
contributioris from sources other than the analyzer:

2

(aE)% = (B )? + (ag)? + (aE,)? (2.8)

where AEx is the width of the X-ray line inducing the emission;
AEel is the natural width of the electron energy dist-
ribution in the level being studied;
and AES is the line-broadening due to spectrometer irregu-

larities.

2.3.4 The Detector and Data Acquisition

The electrons passing through the collector slit
are detected by an electron multiplier, and the pulses obtained
are amplified and fed into the counting electronics. Spectra

may be generated by one of two methods:
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(a) the continuous scan, in which the electrostatic field
is increased from the starting kinetic energy continuously,
while the signals from the multiplier are monitored by a
rate-meter. If the signal is sufficiently strong, and
the signal to background ratio sufficiently high, then
the spectrum (a graph of counts per second vs. electron

kinetic energy) is plotted out directly on an x-y recorder.

(b) the step scan, in which the field is increased by pre-set
increments (typically 0.1 eV): at each setting, either
a fixed number of counts may be timed, or the counts may
be measured for a fixed length of time. The data so
obtained is stored in a multi-channel analyzer (MCA), so
that many scans can be accumulated to average random

fluctuations in the background.

2.4 Reference Levels

It is important to understand the relationship that exists
between BE observed experimentally by XPS for solids, as opposed
to free molecules, and values calculated theoretically by ab
initio LCAO MO SCF treatments. The most convenient reference
level for a conducting sample is the Fermi level,90 defined
in a metal as the highest occupied level. The work-function
for a solid, b5 is defined as the energy gap between the free
electron (or vacuum) level and the Fermi level in the solid.
Since the sample and spectrometer are in electrical contact,
their Fermi levels are the same; however, the vacuum levels
for the solid and the spectrometer may be different, and then
the electron will experience either an accelerating or retard-
ing potential equal to ¢s - ¢spec’ where ¢ is the work-

spec
114,115

function of the spectrometer. In XPS, it is the kilnetic

energy KE of the electron when it enters the analyzer that is



o4

measured; this will in general be different from the kinetic
energy KE' which it had on emerging from the sample. Taking

zero BE to be at the Fermi level of the sample gives (from

(2.2)):

BE = hv - KE - ¢ spec (2.9)

This is illustrated in Figure 2.7.

KE’
KE
Vacuum
Level (sample) Vacuum
Level (spect)
%
s Cspec
I _Fermi
£ Level
hv
E
BE Ty
core
level
SAMPLE SPECTROMETER

Fig. (2.7) BE reference level in solids.

The BE referred to the Fermi level does not depend on the work-
function of the sample, but only on that of the spectrometer,
¢spec; this represents a constant correction to all BE. In
practice, the problem of extracting absolute BE is circumvented
by the use of reference standards for calibration of the BE

116
scale. 1
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2.5 Important Features of XPS Spectra

2.5.1 Binding Energies and Chemical Shifts

The BE of core-electrons, which are essentially
localized, are characteristic of a particular element. Typical
examples of approximate core-electron BE for some elements

are shown in Table 2.1.

Table 2.1 Experimental core-level electron BE of the light

elements (ev)?

Li  Be B c N o F Ne
1s 57.2  115.6 191  289.3 409.9 543.1 696.7 870.4°
2sb 5.4 9.3 14.1 19.4 25.4 32.3 40.3 48.5
. 2.4 3.9 4.6

¥a Mg AL st P S C1  Ar

1s  1074.0 1306.7 1562.4 1843 2153 2476 2827 3205.9"
2s 65.7 92.3 1l2.2 153 193 233 274 326.3°
2pt  32.9 53.2 77.3 1ok 140 169 206 250.6°
op¥e  32.6  52.9  76.9 103 139 168 204 248.6°
¢° 2.3 3.7 4.2

(a) All values are quoted from Ref. 117.

(b) These values are free-atom; all others are standard-state.

(¢) The BE are quoted as referenced to the vacuum level: to
obtain BE referenced to the Fermi level, the work-function
¢ must be subtracted. Where blank, the work-function is

either not applicable, or negligible.

Knowledge of BE thus allows the ready detection or identification
of elements in a sample.90 Although some core-~levels are too
tightly bound to be studied with Mg or Al x-rays, there are

generally less tightly bound core-levels which can be studied.
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Variations of BE within a given core-level are
90,91,118

a sensitive function ofthe electronic environment of an atom,
and thus differences in the electronic environment of a given
atom in a molecule give rise to a small range of BE, or chemical
shifts, often representative of a particular structural feature.
The classic illustration of chemical shifts is the C1s spectrum
of ethyl trifluoroacetate;]’ Figure 2.8. Shifts in BE of over
10 eV have been observed for a giVen level. Models for the
interpretation of chemical shifts will be discussed in more
detail later. For a given core-level (with due allowance for

any shake-up or shake-off processes), the peak intensities

are proportional to the number of atoms in a particular environ-

ment.
K. Sisgbain
973

S
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Fig.(2.8) C,5 Spectrum of ethyl trifluoroacetate.

2.5.2 Multiplet Splitting

Multiplet splittings in XPS occur if the system
being studied contains unpaired electrons, since exchange inter-

action affects core-electrons with differing spins in a differ-

119

ent way. The interpretation is relatively straightforward
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only for s hole states.™® If S is the total spin of the

1 configuration in the ground-state, then the two possible

final states have a total spin of S b

nj—
.

The energy differ-

ence between the S + 4 and S - 1 states, AE, is proportional

to the multiplicity of the ground state:
AE = (28 + 1) K (2.10)

where K is the exchange integral between the core (c) and

valence (v) electrons under consideration, defined by
K = <s(1)¢ (2) | £, (2)0 (1) >

The intensities of the peaks are proportional to the degener-

acies of the final spin states, viz:

(2(8S + 2) + 1) : (2(8s - %) +1) 2S + 2 : 28

(2.11)
S +1 : S

Multiplet splittings in XPS have been discussed in detail by

F‘adle_v.121 The magnitude of the splitting for a given ion

can give valuable information concerning the localization or
90,122,123

delocalization of the unpaired valence-electrons in compounds:

the greater the spin-density on an atom, the greater the

splitting.

A simple example of multiplet splitting is pro-
vided by Siegbahn et a1.91 In a gas-phase study of N2, NO
and 02, they found that whilst the N2 molecule did not possess
core-level splitting, the NO and O2 molecules did, as shown in
Figure 2.9. Thus, on photoemission from an Ols or le core-
level in NO, the molecular NO+ ion is left in either a triplet
aor singlet state. The splitting observed in the ls spectra
can be attributed to the exchange interaction between the core

and unpaired 2. electrons, giving rise to different energies
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for those states. For the le level, there is an energy
separation of 1.5 eV; in the case of the Ols level, the separ-
ation of 0.7 eV leads to line-broadening of 0.3 eV. A similar

situation arises for the O2 molecule.

2.5.3 Spin-Orbit Splitting

If photoionization occurs from an orbital with
an orbital quantum number 1 greater than 1, then a doublet
structure will be observed in the XPS spectr-um.90 This arises
from coupling between the spin and angular moments, S and L
respectively, giving rise to two possible values of the total
momentum J for the hole-state formed. The intensities of
the peaks in the doublet are proportional to the ratios of
the degeneracies of the states (2J + 1). The relevant in-

tensity ratios are shown in Table 2.2.

TABLE 2.2 Intensity Ratios for Different Levels

Qrbital guentum  Total gdantum Intensity ratio
1 J = (1%s) (2J+41) : (2J+1)
S 0 3 No splitting
p 1 3 3/2 1:2
d 2 3/5 5/ 2:3
£ 3 5/2 7/2 31l

2.5.4 Electrostatic Splitting

Splittings in the 5p3/ levels of uranium and
thorium metals and their compounds? and in some compounds of
gold,l24’125 have been observed, and interpreted as arising
from the differential interaction of the internal electrostatic

field with the M = ¥ and M = ¥ 72 spin states of the 5P
“/c
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electrons. A definite correlation between this type of
splitting, and the quadrupole splittings obtained in M&ssbauer

spectroscopy (arising from the interaction of the nuclear quad-

126 ha.

rupole moment with an inhomogeneous electric field), s

been found. Bancroft et al.have recently observed such splitt-

ings in the spectra of some tin compounds.127

2.5.5 8Satellite Peaks

Satellite peaks arising from shake-up (and shake-
off) processes occur on the low kinetic energy side of the
direct photoionization peak. This has been discussed in
section 2.2.2, and a detailed theoretical framework for cal-
culating such satellite peaks has been given by Shirley.128

Other satellite peaks may be observed:

(1) "Configuration Interaction" peaks arise whenever
there are final states with the same symmetry and
with energies close to, but greater than, the single

hole-state energy.129

They may be considered as
arising from doubly excited states of the hole-state,
as opposed to shake-up and shake-off, which are
singly excited states. Such peaks have been ob-

served in some alkali metal halides. 272s130

(2) In solids, discrete peaks can arise from surface

90

and bulk loss, and interband transitions.

(3) 1In gases, satellite peaks may be caused by energy
loss of the photoelectron after emission, if it
undergoes a secondary collision with an atom or
molecule, leading to excitation of that atom or

\)l
molecule,
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(4) The X-ray source itself may be a cause of satellite
peaks with a higher kinetic energy than the direct
photoionization peak. These peaks are formed by
the small percentage of Ka and Ka r'adiation,91

3,4 5,6

but may be eliminated by monochromatization of the

X-ray source.

2.5.6 Linewidths

The effects contributing to the total line-width
AEm have been discussed in (2.8). The natural full-width at
half-maximum (FWHM) of the core-level under investigation,
AEcl and that of the incident radiation, AEx’ (unless mono-

chromatization is used) depend on the Uncertainty Pr'inciple:130

AE . At = /og (2.12)

where At is the lifetime of the state.

Some natural linewidths of core-levels derived from X-ray
spectroscopic studies are given in Table 2.3. A linewidth
of al eV corresponds to a life-time of approximately 6.6 x

lo-16 130

s, from (2.12). Table 2.3 emphasizes the fact that
there is no particular virtue in studying the innermost core-
level: for Au, for example, the halfwidth of ~54 eV for the

ls level would swamp any chemical shifts.

TABLE 2.3 Approximate natural linewidths, AECl, for some
core levels (eV).

Level S Ar Ti. Mn Cu Mo Ag Au
1s 0.35 0.5 0.8 1.05 1.5 5.0 7.5 54
2p3/2 0.10 - 0.25 0.35 0.5 1.7 2.2 4.4
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2.6 Methods for the Calculation of Binding Energies
and Relaxation Energies

2.6.1 Xoopmans' Theorem

In the derivation of the Hartree-Fock equations
(Section 1.3.1), Lagrangian multipliers €pq are introduced
to guarantee that all pairs of Hartree-Fock orbitals ¢p and
® o will be orthogonal. !  Upon solution of the HF equations,
only the diagonal elements Epp have non-zero values. These
diagonal elements are generally designated €p and called
orbital energies; Koopmans' Theor'em132 states that these or-
bital energies for a closed-shell system may be associated

with the BE (or ionization potentials) of the atom or molecule

for which the SCF wavefunction has been obtained:

BE = " (2.13)

More precisely, the orbital energy may be written

as:
M
ep = Tlagla) + 2[2(%4‘9'“’(1‘*’-1) = (epeyl "’p"q)]
wooo (2.14)
- hpg > (EJSE ) th)

Consider now a two-step process:

(1) Calculate an SCF wavefunction for a neutral molecule,

and evaluate its total energy using (1.41):

M

M
E = 2 ¢ ¢ _ K¢
2y 2, (23 - Ky
&

p 1

go] ij:z

(2) Using the SCF orbitals 'rom the above neutral mole-
cule calculation, remove one spin-orbital and eval-

uate the single determinantal energy of the resulting
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positive ion.

Koopmans showed that the energy difference (or ionization
potential) calculated in this way is just the orbital energy

ep given by (2.14).

The defects of using Koopmans' Theorem as a quant-
ative model for BE are well known:133 it does not allow for
the reorganization or "relaxation" of the remaining electronic
structure upon ionization; nor does it include any accounting
for defects inherent in the MO model itself, viz., correlation
and relativistic corrections. Nevertheless, this simple model
has many useful qualitative and semi-quantative applications.
In particular, although core-orbital energies will not repres-
ent quantatively the absolute values of core BE, provided a
physically balanced basis set of double zeta quality or better

is used,134

and provided the relaxation, correlation and relat-
ivistic corrections are constant or vary in a regular manner,

a reasonable quantative description of shifts in BE within a
series of molecules can be obtained. This is illustrated in

Table 2.4, from which it is clear that there is considerable

TABLE 2.4 C1S BE shifts for fluoromethanes from Koopmans'-Theorgm
(in eV)
Molecule STO-3G  STO-4.31G "Double Zeta"P Experimental
CH, 0(305.43)° 0(304.35)° 0 (304.95)° 0 (290.7)°
CHjF 4,21 3.08 2.80 2.8
CH,F, 8. 47 6.47 5.86 5.6
CHF3 12.81 10.05 9.13 8.3
CF), 17.26 13.61 12.43 11.0

(a) Values taken from ref. 135.

(b) A (9s 5p/5s 3p) basis set, contﬂacted according to the
principles outlined by Dunining, 9 of approximately Double
Zeta quality.

(c) Absolute binding energy.
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basis set dependence in the BE shifts. Even for the "double
zeta" basis set, however, the shift between CH, and CF, is
overestimated by, some 20%, and absolute values of the BE are

considerably overestimated.

2.6.2 The ASCF Method and Relaxation Energy

The major drawback of Koopmans' Theorem, as far
as calculations of core BE are concerned, is-that it relies
solely on the ground-state properties of the wave-function;
however, the BE also depends on the properties of the final
(ionized) state. In the ASCF method, the BE of an electron
is calculated as the difference between the energies of the

ground-state and ionized state of an atom or molecule:

*

BE = Em - Ep | (2.15)

where the asterisk indicates a vacancy in a core-level. How-
ever, for the hole-state calculations, there is no absolute
guarantee that variational upper bounds to the true total
energies for the ionized species are obtained, since the com-
puted hole-states are not necessarily orthogonal to all lower

136

energy states of the same symmetry. They are, therefore,
strictly speaking not protected from variational collapse.

The ATMOL suite of programs discussed previously (Section 1.8)
allows one to force a core-orbital to be singly occupiled; the
core-hole configuration can then be "locked" to that of the
ground-state, with initial trial MO for the hole-state being
taken as the ground-state eigenvectors. The core hole states
are found to be so far away from other bound states of the
ionized system that there is no attempted "mixing", and are

thus not subject to variational collapse.lju’135
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Bagusl36 first performed ASCF calculations for
various ions of Ne and Ar; Schwartz137 carried out the first
calculations of this type on molecules (the first-row hydrides).
As shown from the examples given in Table 2.5, the hole-state
results are in good overall agreement with the experimental
values, and appear to confirm.Bagus' contention that single-
configuration SCF wavefunctions can provide practical, but not
rigorous upper bounds to the energies of inner-shell hole-

states. 136

TABLE 2.5 A SCF BE for 1ls ionization in first-row hydrides

(in eV)
Molecule GTO basis® "Double Zeta"® Hartree-Fock® Experimental®
CH,, 292.8 291.0 290.8 290.7
NH,, 407.6 405.7 - 405.6
H,0 5416 539. 4 539.1 539.7
HF - 693.3 - 694.2°
Ne 872.2 868.8 868.6 870.2

(a) Ref. 138

(b) (10s 5p / 6s 3p) for central atom; (5s / 2s) for hydrogen
atoms: ref. 137

(¢) CH,, ref. 139; H,0, ref. 140; Ne, ref. 136
I

2
(d) Ref. 91

(e) Ref. 141

In molecules containing no equivalent centres,
there is no doubt of the localized nature of the core-hole.
However, many molecules of interest have several equivalent

sites for the core-hole, e.g., N,, C,H CoHy Fse The pro-

2° Y22’
blem therefore arises of whether the core-hole is localized, or

delocalized over the equivalent sites. With this in mind,

Bagus and Schaefer'142 performed calculations on the localized
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and delocalized 1ls hole-states of 02. They found that the
hole-state calculations with gerade or ungerade symmetry
imposed on the 1ls hole-state gave a BE of 554.4 eV, whereas
relaxing the symmetry restriction (equivalent to a localized

1s hole on an oxygen atom) gave a BE of 542.0 eV, in reasonable
agreement with the experimental value of 543.1 eV. There 1is
now a large body of evidence in the literature in favour of a

142-146

localized description of core hole-states. It should

be noted, however (as pointed out by H. Siegbahn),146 that the
difference in the energies of localized and delocalized hole-

state species for a given system disappears when a CI procedure

(which takes correlation into account) starting from either

localized or delocalized Hartree-Fock wavefunctions, isadopted.

The largest defect in Koopmans' Theorem for core-
orbitals is the neglect of electronic relaxation. The relax-
ation (or reorganization) energy, RE, may be defined as the
difference between the BE of an electron described by Koopmans'

Theorem, and the ASCF method:
RE = (-e) - ASCF BE (2.16)

The physical interpretation of the relaxation process is clear:
following photoionization from a core-level, the remaining
valence-electrons in the atom or molecule will experience an
increased nuclear potential. This will cause the electrons

to "relax" or reorganize, to minimize the energy of the system.
Since Koopmans' Theorem uses the ground-state wavefunction only,
no account is taken of the change in spatial distribution of the
electrons caused by photoionization; for the A SCF calculations,
however, this effect is explicitly considered. The relation-
shlip between Koopmans' Theorem, ASCEF BE and experimental BE

is shown in Figure 2.10.
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Fig. (2.10) The relationship between Koopmans' Theorem,
A SCF and experimental BE.

Relaxation energies are by no means negligible
for core-ionization, as illustrated for both atoms and mole-
cules in Table 2.6. The change of nuclear potential caused
by valence-electron ionization will be much smaller than for
core-electron ionization, since valence-electrons have much
smaller screening coefficients. This is reflected in the RE
values, which are smaller by a factor of ten for valence-

electron ionization. For example, the RE for O and O°s

ls
holes in water are cnlculated to be 15.% eV and 2.2 eV, res-

pectively, using a Slater double-zeta basis set.
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TABLE 2.6  ;SCF Relaxation Energies for some atoms and
Molecules (in eV)

Atom RE® Molecule REP
B 10.6
c 13.7 CH,, 13.9
N 16.6 NH 17.1
0 19.3 H,,0 20.0
F 22.0 HF 21.9
Ne 23.2

(a) Ref. 147
(b) Ref. 137

Most of the electronic relaxation which occurs on
core-ionization is associated with the valence-electrons.
This point will be discussed in much more detail in subsequent
chapters, but may be illustrated by considering the radial
expectation values of various electrons, obtained from Hartree-

136

Fock calculations on neon and its hole-states, Table 2.7.

TABLE 2.7 Radial expectation values for electrons in Ne and

its hole-states (in au)?
Ground-state 1s hole 2s hole
<r s 0.1576 0.1545 0.1578
<I> 5 0.8921 0.8171 0.8536
<r> o 0.9652 0.7993 0.8841

(a) Values taken from ref. 136

Removal of a 1s electron has little effect on the radius of
the remaining 1 cloectron, bul. the outer electrons contract
markedly, Shnee relaxatlon 1 assoeinted largely with the

valence-electrons, the RE would be expected to vary somewhat
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with electronic environment. Indeed, a trend between shifts
in BE and RE has been established for several series of mole-

148,149

cules, and this point will also be elaborated in sub-

sequent chapters where it will become clear that in some series

of molecules, it is the variation in RE that leads to changes

in BE.

So far, it has been assumed that both the molecule
and its core hole state are in their vibrational ground-states,

and zero point energies have not been considered. Although

vibrational fine-structure accompanying valence-ionization in

UPS is well-documented and comparatively well-understood,82’83
it is only with the advent of high-resolution XPS instrument-
ation, incorporating fine-focus X-ray monochromatization,lSo’151
that the presence of vibrational fine-structure accompanying
core-ionization, manifest as a broadening and asymmetry of the
observed photoionization peak, has been observed. When a
core-electron leaves a molecule, there will be a change (generally
a decrease) in the bond-lengths; a new equilibrium bond-distance,
with a different force constant, in the core-ionized species
will replace the previous ground-state values. Two types of
ionization potential may now be calculated:
(1) a vertical transition, which is a transition involving the
most likely vertical change from a vibrational level
v' = 0 in the ground state. This implies that no changes
in nuclear geometry occur during photoemission. This
assumption is substantiated by consideration of the time-
scale of photoemission (w1617s)152 as compared with a
typical vibrational frequency (m16135)15};
(2) an adiabatic transition, representing a change from a
vibrational level v" = 0 in the ground-state to a vibrat-

ional level v' = 0 in the core-ionized species.
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The new, core-ionized potential contains various vibrational
states which will be populated by Franck-Condon transitions.

154-156

The Franck-Condon principle gives the transition pro-

bability between vibrational states wv|| and¢:v' as:

P Ty o | ll)vul‘l’vvd‘tlg (2.17)

\Y)
These quantities are commonly referred to as Franck-Condon

factors.

In the harmonic approximation, the Franck-Condon
factors depend on the three parameters G rrs @ g andAr =
Pytr =T g, where Ar is the difference in equilibrium bond-
length, ay = (ukvi)%/h, pis the reduced mass for the system,
and kvi is the molecular force constant for the state i. Thus,
from knowledge of the potential surfaces (equilibrium bond-
lengths, force-constants) for the ground and core hole states,
and from the recurrence relationships defined by Ansbacher,157
it is possible to compute the Franck-Condon factors. These
may beused to quantatively explain line-structure in XPS peaks,
as illustrated in Figure 2.11 for methane, using the CI calcul-
ations of Meyer,139 and the experimental data of Siegbahn158

et al. Further examples of such vibrational excitation will

be discussed in subsequent chapters.

Since this thesis will largely be concerned with detailed
studies of electronic relaxation phenomena, it 1s worthwhile
emphasizing the importance of the relaxation process. Thus,
relaxation is of considerable importance not only in deter-
mining the absolute BE of a molecule, but also in determining
the overall lineshape of the observed peak by means of vibrat-
ional fine-structure. Furthermore, the relaxation process

provides the perturbation which leads to the shake-up and
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Fig.(2.11) A schematic representation of the vibrational

excitation in methane, with the C peak in methane

1s

shake-off satellite peaks. A final feature of core-ionization
of some interest is in the enhancement of weak interactions

between or within molecules.

The failure of Koopmans' Theorem to agree with

experimental BE need not solely be due to relaxation effects.
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The BE may more precisely be defined as:

BE = AEgn + 4E + 8B (2.18)

cor

where AEHF is the difference in the Hartree-Fock energies
between the ground and core hole states, previously

defined as the ASCF BE (2.15);

AEcor is the difference in correlation energiles;

and AER is the dAifference in relativistic energies.

Strictly, a term AEvib.’

and adiabatic ionization potential, should also be included

the difference between the vertical

in (2.18); however, in the few cases where this has been invest-

igated, AR is small enough to be 1gnored.159

vib.
In Section 1.7.2, it was pointed out that relativ-
istic energies for light atoms are reasonably small. Shirleyg3
has made rough estimates of the magnitude of the relativistic
energies in atoms; he obtained, for example, estimates of
~0.01 au and ~1.2 au for C and Ar, which compare well with the
accurate values of 0.01381 au and 1.76094 au obtained by
Veillard and Clementi.160 For reference, the relativistic
energies (in eV) for the ground-states of first-row atoms are

given her'e.161

Li Be B C N 0 F Ne
-0.015 -0.060 -0.164 ~0.376 -0.755 -1.344 -2.255 =3.570

It has generally been assumed that the relativistic contribution
of any subshell is independent of the number of electrons in the

outer shells, and simple ls2 relativistie corrections are

applied.162 Generally, for core-ionization of first-row atoms,

163

AER can be neglected, although for heavier atoms, it may

be of importance.
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There have been few accurate correlated wave-
function calculations for core-electron ionization. Some of
these are summarized in Table 2.8.

TABLE 2.8 Correlation energy corrections to ASCF BE for
ls ionization (in eV)

System Configuration Ecor Reference
ot 1s° 1.24 164
c 18° 252 2p° -0.21 165
CH), 1s% 2a% 1£5 -0.08 139
co (cy,) 162 262 362 402 177 562 0.41 159
06+ 1s° 1.24 164
0 152 252 2p* -0.24 165
H,0 152 245 105 32 167 0.50 140
co (0,) 162 202 362 402 147 502 0.54 159
NeSt 152 1.24 164
Ne 152 252 2p° 0.60 166

It had been naively assumed that the nearly constant correction
of 1.2 eV for the 152 He-like ions could be used to correct the
ASCF BE (AEHF) for correlation in all systems involving 1ls
ionization.93’95 This is clearly not the case; the value of
AEcor is smaller for the molecules due to the contraction of
the outer orbitals in these systems, resulting in an increase
in the correlation energy of the core-hole species (compared

to the He-like systems). Although AEcor is relatively small,
and may be ignored in many cases (particularly where BE shifts
rather than absolute BE are being:considered), the need for a

careful, systematic corrcelation cnergy study ror core-lonl=ation

in molecules is apparent.
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2.6.3 The Equivalent Cores Approximation

It is generally recognized that core-electrons
are closely bound to the nucleus, and that they are relatively
inert and inaccessible compared to the valence-electrons. It
1s therefore reasonable to assume that the valence-electrons
will be affected by the ionization of a core-electron in
essentially the same way as they would by the addition of a
proton to the nucleus. This approximation, in which an atomic
core which lacks one electron is considered chemically equiv-
alent to the complete core of the next element in the periodic

table, is called the equivalent cores approximation. Use of

this approximation in the prediction of chemical shifts in core
BE was first reported in 1970 by Jolly and Hendrickson.l®7
When the experimental thermodynamic data required to calculate
BE shift are not available, SCF calculations on the molecules
and ions in their ground-states may be used to obtain the re-
quired heats of reaction, and for the isodesmic reactions in-
volved in the equivalent cores method, it has been found that
even minimal (e.g. STO-3G) basis set calculations can reliably

135,168

reproduce heats of reaction.

As an example of the use of this approach, Table 2.9
shows the equivalent cores BE shifts in the CH4 to CFu series.
There is an improvement in accuracy as the basis set flexibil-
ity increases; the basis set dependence is much smaller than
is the case for either Koopmans' Theorem (Table 2.4) or a SCF
calculations. Furthermore, BE shifts are reasonably well-
predicted even at the computationally modest STO0~3G level,

though they tend to be overestimated.




115

TABLE 2.9 Equivalent cores BE shifts for fluoromethanes(in ev)?
Molecule STO-3G  STO-4.310 "Double Zeta' Experimental
CH4 0 0 0] 0
CHjF 2.95 3.05 2.82 2.8
CH2F2 6.34 6.3%1 5.99 5.6
CH F3 10.16 9.66 9.3%1 8.3
CF4 14,37 12.92 12.64 11.0

(a) Values taken from ref. 135

An interesting development of this approach, first

169

suggested by McWeeny and Velenik, is the use of modest basis
sets such as ST0-3G or STO-4.31G using the ASCF method, but
employing valence exponents of the equivalent core species for
the core hole state wavefunction. This is an intuitively
reasonable suggestion, since the valence-electrons of the core
hole state and the equivalent cores species both experiehce a
similar potential due to nucleus and core-electrons which will
be different from that experienced in the neutral molecule.
Indeed, a detailed investigation of basis set optimization for

CO by Clark and Malleri>©

led to the conclusion that for small
basis sets (such as STO-4.31G), the calculated absolute BE with
the optimum best-atom valence exponents on the core-hole atom
is in close agreement with that calculated using valence expon-
ents appropriate to the equivalent cores species. Basis sets
using the valence exponents of the equivalent species for the
core-hole atom are somewhat loosely referred to as "optimized"
basis sets, and as illustrated in Table 2.10 for an STO-4.31G
basis set, are found to give excellent values of the absolute
BE. Differences in BE, however, are adequately described'with
"ordinary" A SCF calculations at the 4.31g level, certainly for

molecules composed of first-row elements.
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TABLE 2.10 The effect of using "optimized" valence exponents.?

Molecule Unoptimized "Optimized" Experimental
CH4 294,18 290.71 290.8
H20 545.49 539.12 539. 4
CO (Cls) 300.78 296.71 296.2
co (0;4) 548. 47 541.89 542.3

(a) Values taken from ref. 149

2.6.4 Perturbation Theory Methods

The ASCF method, as an improvement on Koopmans'
Theorem, is very successful for core-ionizations, where the
dominant effect is the electronic relaxation. This is not
the case for valence ionizations, however; here, although the
ASCF method does represent the best one-configurational MO
model, it does present some problems. Firstly, when there are
many ionic states of“the same symmetry in the same energy region,
a single configuration is a poor quantative description of such
near degeneracy, and there may be a tendency toward variational
collapse to a lower-energy configuration of the same symmet%37,17l
A second problem arises even when several ionic states are the
lowest of their symmetries, but the SCF Mo model contains
different correlation defects for the different states. Here,
the ASCF method may not even give the correct ordering of valence-
electron BE. The next step in improving the calculations must
take into account the electron correlation energy explicitly
by some type of CI procedure, and several studies have now
appeared, using for example the PNO-CI and CEPA methods of

Meyer.172

Since the BE is a total energy difference between
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two states, it has been of interest to calculate the difference
directly by a perturbation-type calculation on a reference

state, rather than by taking a relatively small difference
between two separate calculations which are each subject to
different kinds and magnitudes of errors. The study of valence-
ionization by UPS has inspired several perturbation approaches.
These include the Transition Operator Method of Gosinski and
Pick.up,173 the Equations-of-Motion method developed by Rowe174
and extended by Simons et al.175 to describe ionization;
Rayleigh-Schrodinger Perturbation Theory developed by Chong
176

et al; and Time-Independent Perturbation Theory developed
and applied by Huba¢ and Kvasnidka. T/ Several authors have
used Green's function techniques to calculate corrections to
Koopmans' Theorem. In particular, a general survey of the

178

Green's function has been given by Csanak et al., and more

speciflic aspects have been discussed by Linderberg and 0hrn.179
Cederbaum et a1.180 at Munich have developed an approach based
on the second-quantization formulation of many-body perturbation
theory, in which the BE are found from the negative real parts
of the poles of the one-particle Green's function. With a
Hartree-Fock reference state for the perturbation scheme, the

zero-order poles correspond to BE = - for the occupied MO,

€p
which is just Koopmans' Theorem. First-order terms vanish in
this formulation, and higher-order terms are analyzed by diag-
ram techniques. The second-order expansion of the self-energy
operator contains sums over three orbital indices, and it be-
comes increasingly difficult to consider higher-order expansions,

though methods have been developed to do this.

From the calculations published,l8o this approach

seems to be an attractive one. As an illustrative example,
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the valence-level BE for N2 calculated by various methods are

shown in Table 2.11.

TABLE 2.11 Valence electron BE for N, (in eV)

Orbital Koopmans "Theorem® A SCF? MBPTb Experimental®

3(@ 17.28 15.85 15.50 15.60
lnu 16.75 15.50 16.83 16.98
Qqu 21.17 19.80 18.59 18.78

(a) Ref. 181
(b) Ref. 182
(e¢) Ref. 82

This Qirect" approach, rather than dealing with initial and
final-state wavefunctions, is of use not only in the accurate
calculation of BE, but also in the calculation of vibrational
fine-structure, in both UPS and XPS, where the "traditional"
calculation of separate accurate potential-energy surfaces for
initial- and final-states would seem to be applicable only to

the smallest polyatomic molecules. Finally, a "direct" approach
would seem to have considerable promise for calculations of
many-electron processes such as shake-up accompanying core-

ionization, and the Auger pr'ocess.183
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CHAPTER THREE

SOME THEORETICAL ASPECTS OF PHOTOIONIZATION

PHENOMENA INVOLVING THE CORE (1s) AND VALENCE (2s)

LEVELS OF A SERIES OF ALKANES

Ab initio LCAO MO ASCF ClS binding energies and relax-
ation energies have been computed at the STO-4.31G level for
linear and branched alkanes (up to C6) and are compared with
experimental data. The structural dependence of binding
energies and relaxation energies is discussed, and it is
concluded that binding energy shifts in these alkanes (com-

pared with methane) arise mainly from relaxation energy changes.

A similar study for the valence 2s binding energies and
relaxation energies has been carried out. These orbitals are
found to be sufficiently core-like in character to allow a
reasonably good description of the binding energy shifts to

be obtalned at the 8SCF level, even with a modest basis set.

Changes in equilibrium geometries and force constants
consequent upon both core- and valence (2s)- ionization have
been investigated for methane and ethane. Some comment on
the relative line-broadenings found in the XPS spectra of
these molecules is made, and some general comments for the
higher members of the alkanes series are made based on

Mulliken population analyses.

5.1 Electronic Relaxation Accompanying Core-Ionization

3.1.1 Introduction

For a given structural class of materials, it has

been recognized for some time that absolute and relative
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binding energies of core-electrons are subtly dependent on
substitution patterns and that a significant proportion of
differences in relative binding energies for a given core-
level can arise from differences in relaxation energies

accompanying core-ionization. o+s 149

The factors which
determine both absolute and relative binding energies for
saturated hydrocarbons are sufficiently short-range in nature
that the similarity in valence electronic environment about
any given carbon atom compresses the total shift range into a
narrow region of the binding energy scale, which for gas-phase
samples extends over V0.6 eV (methane to tridecane).l84 Indeed,
for a given hydrocarbon system with inequivalent carbons the
shift is often so small that there are even ambiguities in
assignments derived from line-shape analysis. Thus in the
particular case of neopentane, correlation of binding energies

185,186

with model systems led Thomas and co-workers to assign
the higher binding energy component to the carbons of the
methyl groups; however the only detailed attempt at inter-
preting the data theoretically indicated that the overall line-
shape could be equally well-fitted with the alternative assign-

187 To

ment of the methyl carbons at lower binding energy.
resolve such ambiguities, and to shed new light on changes in
relaxation energy as a function of branching and chain-length
in saturated hydrocarbons, the results of non-empirical LCAO
MO SCF computations on the ground and localized core hole
states of the series methane, ethane, propane, n-butane,

n-pentane and n-hexane, and iso-butane and neopentane, are

reported here.

The theoretical work described here complements

the definitive experimental study of the absolute core binding



121

energies of a series of linear alkanes recently discussed

by Slegbahn and co-workers.l84 By comparing the experimental
shifts in core binding energies with those calculated from
Koopmans' Theorem employing either STO-4.31G or STO-3G basis
sets, it was Inferred that the shift in binding energy in
going from methane to hexane (~-0.5 eV) arises from the much
larger relaxation energy associated with photoionization of
.core-electrons in the extended-chain molecule; th;s was
qualitatively confirmed by direct estimates of relaxation
energles using the transition potential model173 within the
CNDO/2 formalism. In this section, relaxation energiles as

a function of electronic environment are analyzed; it 1s shown
that the conclusion previously drawn on the basis of the

experimental studies is substantially correct.184

3.1.2 Computational Details

Previous investigations have shown that shifts
in core binding energies, and differences in relaxation
energies, are well-described at the STO-4.31G level, within
the A SCF formalism.135’149’17o’188 Calculations have there-
fore been carried out on the ground- and locallzed core-hole
states, using Clementi and Raimondi's best-atom exponents.30
Where available, optimized geometries were taken from the
literature;189 however, for n-butane, isobutane, n-pentane
and n-hexane, standard geometries were employed along the'

lines suggested by Pople and Gordon.190

Calculations were
carried out with the ATMOL72’73 suite of programs, implemented

on an IBM 370/195.

3.1.3 Results and Discussion

The calculated core binding energies and relaxation
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energies are displayed in Table 3.l. Using the ASCF method
with an STO-4.31G basis set, it is well-known that the absolute
magnitudes of the relaxation energies tend to be slightly
underestimated; as a result, the calculated absolute binding
energies are somewhat larger than those determined experiment-
ally. It is clear from the data displayed in Table 3.1 that
the shifts in binding energy, both within a given molecule
with inequivalent core-holes and between sites in different
molecules, are small. Since the experimental data largely
pertain to the peak maxima (centroids), which obviates any
necessity of line-shape analysis, it is convenient to discuss
the theoretical results on the same basis. Accordingly,
Figure 3.1 shows a plot of the centroids of the calculated
ASCF core binding energiles and relaxation energies as a

function of chain-~length. The decrease in binding energy as
RE:\C:;'TOH'
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e e
n6 e
e P
n2 4
na
» No.of

1 2 3 A 5 6 C atoms
29421 o

290 x

2938 N

26 N
2934 o ~

2932

A SCF BE {centroid)
inev
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(x) and branched-chain (o) alkanes as a function of
chain-length.
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a function of increase in chain-length is well-reproduced

by the ASCF calculations and the absolute magnitude of the
change as a function of the incremental change in chain-length
shows good agreement with experiment. By contrast, shifts
calculated from Koopmans' Theorem have the incorrect sign;
thus the shift between methane and n-hexane of +0.1 eV com-
pares with the experimentally determined shift of -0.5 eV and
that appropriate to the aSCF computation of -0.8 eV. Figure
3.1 clearly shows that increasing chain-length is associated
with increasing relaxation energy and that this determines the
overall shift as a function of chain-length. The data for
the branched-chain systems (isobutane and neopentane) accord
with that for their straight-chain counterparts. An analysis
of the shifts in core binding energy within a given molecule
in the series n-propane, n-butane, n~-pentane and n-hexane
indicates that the terminal—CH3 groups are the highest binding
energy components, since the relaxation energy is lowest for
these structural features. On éhis basis, therefore, it might
be anticipated that in the branched-chain systems of isobutane
and neopentane, the methyl groups should in each case form

the higher binding energy component. That this 1s the case
is readily confirmed by the direct hole state calculations;
however, the shifts are small (~0.1l eV in both cases). The
results YgulgSgherefore support the original assignment for
neopentane?’however, the difficulties of analyzing line-shapes
for systems in which the shift range is small can lead to

considerable ambiguity.

The available data from these computations allows
A relatively complete investigation of the structural depend-

ence ol' relaxation energy. I"gure 3.2 shows the calculated
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C shifts in binding energy and relaxation energy for:

ls

(a) the terminal -CH, carbon atom in the linear alkanes;

3
(b) the "adjacent" (first methylene, -QHQ-CHE) carbon atom

in the linear alkanes;
(e¢) the central carbon atom in the branched-chain alkanes; and

(d) the "terminal" carbon atom in the branched-chain alkanes.

Considering the terminal methyl carbon binding energy and
relaxation energy changes as a function of increasing chain-
length in the linear alkanes, (a), it is found that the regular
decrease in binding energy closely approaches an asymptotic
value of ~0.65 eV at n-hexane, this being paralled by an in-
crease in relaxation energy. If the first methylene group

is now considered, (b), a steeper initial decrease in binding
energy to an asymptotiec value of 0.9 eV at n-hexane is again
mirrored by increasing relaxation energy to a near asymptotic

value of ~1.0 eV.

In going from methane to neopentane, the calculated
shift in binding energy for the central carbon, (c), of -0.9 eV
is largely attributable to the increase in relaxation energy
of 1.4 eV concomitant with replacing hydrogen by the more polar-
izable methyl groups. Indeed, the almost linear decrease in
ASCF binding energy for the central carbon atom in the branched-
chaln alkane series is almost exactly mirrored by the increase
in relaxation energy. Finally, the decrease in binding energy
for the "terminal" carbon in the branched=chain alkanes, (d),
is much steeper than in the equivalent case for linear alkanes,
although not as dramatic as for the central carbon atom in the

branched-chain series.

By performing Mulliken population analyses on the
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ground- and core-hole states of the alkanes, it is possible

to obtain the charge flow accompanying core-ionization. This
should only be used as a qualitative guide to the electronic
reorganizations accompanying ionization, however; for more de-~
tailed consideration, the appropriate density difference should
be consulted. Figure 3.3 shows the Mulliken charge flow
accompanying core-ionization in the linear alkanes. A nega-

tive value indicates an Zncreasein electron-density, consequent
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Fig. (3.3) Mulliken charge flow accompanying core-ionization
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on core-ionization; thus for methane, there is a net flow of
over one electron to the core-ionized carbon atom, correspond-
ing to 0.265 electrons from each hydrogen. The percentage
values given in Figure 3.3 show the amount of charge flow
(relative to the total charge flow to the core-ionized atom)
from the four nearest neighbours. For core-ionization on the
terminal (methyl) carbon the percentage of charge flow is
fairly constant at around 70%, this coming mainly from the
neighbouring hydrogen atoms. This being the case, there is
a dramatic decrease in this percentage value (to around 45%)
when methylene carbon atoms are core-ionized. The pattern

of charge flow for the carbon atoms in the chain is also of
interest. In nearly all cases, the immediate neighbours to
the core-hole carbon atom show a loss of charge; after that,
however, there is a bulld-up of charge on the carbons in the
chain, decreasing along the chain until it is virtually zero
(as in the terminal methyl group in n-pentane and n-hexane,

with core-ionization on the opposite methyl group).

Figure 3.4 shows the charge flow accompanying core-

ionization for the branched-chain alkanes. As in the linear
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Fig. (3.4) Mulliken charge flow accompanying core-ionization
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alkanes, the percentage of charge flow from the immediate
neighbouring atoms to the core-ionized atom is relatively
constant for the "terminal" methyl atom (69% and 67%). For
the central carbon atoms, the percentage flow decreases regul-
arly as the number of nearest-neighbour carbon atoms increases,
the appropriate values being 100% for methane with no nearest-
neighbour carbon atoms, 72%, 49%, 25% and 2% for neopentane
with all nearest-neighbour carbon atoms,showing clearly that
the charge-flow arises mainly from the hydrogen atoms attached

to the core-ionized carbon.

It has previously been noted that in the particular

case of the Cls levels, there is a direct relationship between

149

core binding energy and relaxation energy, which can be

understood intuitively in terms of a charge potential type

191

model for both. This contrasts strongly with the more

complex behaviour found for le, Ols and FlS 1evels;149 it
should be noted, however, that the range of electronic environ-

149,192
ments and structural types for O1s levels previously studied

was somewhat limited, and a recent, more extensive study193
has shown that clear trends are exhibited if attention is
focussed on a given structural type. Over the restricted
range of binding and relaxation energies encompassed by the
alkanes, the trend for higher binding energy to be assoclated
with lower relaxation energy, previously found for the C1s

levels,149

is also evident here, and this is shown in Figure
3.5. The numerals by the points in the plot indicate the
number of carbon atoms in the alkane: o represents the cent-
ral carbon atom in the branched-chain alkanes; X represents

the terminal carbon atoms, and + indicates the methylene

carbon atoms. The plot of ASCF binding energy against
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relaxation energy is interesting 1ln that, despite the small
shift range avallable, the component parts fall into these
three clearly-defined groups: the central carbon atoms in
branched-chain series; methylene groups in linear alkanes;

and terminal methyl groups for both linear and branched-chain

alkanes.

3.2 Electronic Relaxation Accompanying Valence (2s) Ionization

3.2.1 Introduction

Whilst the main efforts in high resolution X-ray
photoelectron spectroscopy (X" ) and in ultraviolet photo-
electron spectroscopy (UPS) have been directed towards the

investigation of core-levels and higher-lying valence-levels
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respectively, rather less emphasis has hitherto been placed
on the investigation of deeper-lying valence-levels, such as
those predominantly of 2s character for molecules involving

194

first-row atoms. The advent of high intensity fine-focus
X-ray monochromators, coupled witq the design of efficient
discharge lamps for the production of He(II) radiation, and

the increasing interest in the applications of synchrotron
radiation,195 has led to an upsurge of interest in this portion
of the photoelectron spectrum of simple molecules. The
motivation for this is not difficult to understand, since the
ability to study the complete valence bands of molecules as
opposed to Jjust the highest few levels with ionization energies
<21.21 eV generates data of considerable interest to theoret-
iclans concerned with the dependence of differential changes in
photoionization cross-sections on photon energies,and in the

196

investigation of asymmetry parameters. Whilst the advent

of high resolution, high sensitivity XPS spectrometers has
led to an increasing interest in vibrational fine-structure

158,120,197-200

accompanying core-ionizations, and in the

investigation of shake-up and shake-off satellites,201-2o5

there has been much less emphasis to date in studies of the
corresponding phenomena for the deeper-lying valence-levels

of simple molecules.206 This also contrasts with the situation
in UPS, where the study of vibrational fine-structure and
configuration interaction bands for levels with ionization
energies attainable with a high intensity He( I ) source is

well-developed.

Some attempts at rectifying this situation have

appeared recently. Thus in a pioneering series of studies,

207,208

Price and co-workers have investigated at comparatively
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low resolution the deeper-lying 2s-like valence-levels of a
number of simple molecules and this has been developed into a

systematic approach by Heilbronner and co-workers.194

With

a He(II) source, however, despite the small inherent width of
the photon source, the cross sections for photoionization are
quite small and the typical signal to noise ratios achieved

in such studies are relatively poor compared with those
normally achieved by He(I) studies of the higher-lying valence-
levels. The most comprehensive and systematic study reported
to date pertains to a detailed investigation of the deeper-
lying valence-levels of the alkanes employing a fine-focus
X-ray monochromator, with advantage being taken of the relat-
ively high cross section for photoionization compared with the

higher-lying valence-levels.184

In this section, therefore, the results of ab
initio LCAO MO SCF calculations on the ground and valence (2s)
hole-states of the series methane, ethane, propane, n-butane

and n-hexane, and also isobutane and neopentane are reported.

3.2.2 Computational Details

The valence (2s) hole-state calculations were
performed for the above molecules using the geometries and

exponents previously discussed (section 3.1.2).

3.2.3 Results and Discussion

The computed ASCF valence (2s) binding energies
and relaxation energies for the complete series of alkanes
studied in this investigation are displaye@ in Figure 3.6,
in which it has been convenient to separate the data into the
series of linear and branched-chain alkanes. Least-squares

plots of calculated versus experimentally determined 2s binding



135

~ Vs Ly
¢ ¢ c 4 Y/
¢ c\ \: N LN gwb\" ¢ c’(: c’
| st ey < S ¢
Energyilev c?‘ » /i
2
i . __E_ 2 "2_11
2 - .- 2 Ry
‘ ’ - .
2 IJ_' . n e
n " '3-' 20y ’I
’ ” n .
2 1]
zs ll\ .3_(: % ® (l Sy e L
\\\ \\\ 1 -B. » \\
bt ‘-3_\ RS < % ‘\ '3
n A S ‘\
. N D m
» N - » S
» - 2 ..
Ewwy LN c‘; LN €. m ; C c [
w o - < o’ \/" S {ov) ¢ < < c;:c )
ry ~ c
i) YR o " 1o
" Ve A 1 ™
l‘ “~ “"\:\ 1 -
‘ -‘ - . AN o
\ hES% Vo SJJoy - g G
] \ \\\ “ ‘.\ ','
' ~ H '
~a 5 \ N )
] ‘| _‘;Lr ) ‘\‘ 'l'
4 ~ 1 s, .
0e o 0 \ . P
v Tl Ty \ " I
o7 \\ =~ I tmmmxgy,, 09 |‘ \ ‘!l .
g g ' 2o
08 RN gy .- ~<
.. 08 ~. My . .
(] = ‘~=m
9 o7
Fig. (3.6)

A SCF valence @s) BE and RE

energies have been performed, to give an indication of the

adequacy of the theoretical treatment (Figure 3.7).

Considering firstly the linear alkanes, the devel-

opment of the energy level pattern as a function of chain-
length is readily understandable in terms of a simple Hickel
model, as has previously been polnted out by Heilbronner.194

Using the commorily-accepted designation of labelling orbitals

with respect to the valence-levels, the ionization potential
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of the 1b, "non-bonding" level of propane is calculated to

be closely similar to that for methane (24.4 eV vs. 24.6 eV),
and this reproduces quite closely the experimental data

(22.1 eV vs. 22.9 eV). For n-hexane, the most tightly bound
2s level has not as yet been experimentally determined; however
it would appear from the calculations that the energy gap for
the 1ag and 1lb, levels is likely to be quite small (sl ev)

and thus may not be resolved. The relaxation energies follow
a rather interesting sequence, which contrasts strongly with
the situation for the core hole states. Thus for the local-
ized Cls hole~states as discussed in section 3.1.3,210 the
relaxation energy increases with the size of the molecule, as
might have been anticipated on polarizability arguments. Ex-
tensive delocalization of the valence 2s levels however, leads
to a decrease in relaxation energy as a function of the in-

crease in size of the molecule. A least-squares plot of the

calculated versus experimentally determined 2s binding energies
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provides a slope of 1.2 and an intercept of -2.7 eV, the
correlation coefficient r2 being 0.97. It is interesting

to note that the computations indicate quite large differences
in relaxation energies for the 2s levels. For example, the
computed relaxation energy for the Ug orbital is~ 50% larger

than for the %_orbital in ethane.

Turning to the corresponding data for the branched

chain alkanes, a plot of the experimental versus the ASCF com-
puted binding energies yields a least-squares fit with a slope
of 1.28 and intercept -3.7 eV, the correlation coefficient r2
being 0.98. The computed relaxation energies again span a
significant range. Thus for the lal orbital of neopentane,

which is predominantly the C orbital of the central carbon,

2s

the relaxation energy is some 50% higher than for the 2a1
orbital which corresponds to the symmetric 2s combination of

the methyl carbons.

For the 2s levels, correlation energy changes
are important. For example the 2s binding energy of methane
is overestimated by .6 eV, which is in the opposite sense
to that typically found for the outermost (p type) valence-
levels, where the correlation energy for the ion is typically

smaller than for the neutral molecule.luO

This has been well-
documented in the literature for a number of small molecules.
The correlation energy changes within this closely related
series of molecules are nevertheless very similar, so that
shifts in binding energies and changes in relaxation energies

are described to a good degree of accuracy within the Hartree-

Fock ASCF formalism, as demonstrated above.
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3.3 A Theoretical Investigation of Vibrational Fine-
Structure Accompanying Core-Ionization

3.3.1 1Introduction

Vibrational excitation as a manifestation of
the changes in potential energy surfaces consequent upon core-
ionization representsa topic of considerable current interest,
both from an experimental and theoretical stand-point. The
published experimental data to date has been limited to CHu,

CO and N2;l58 this was interpreted initially in terms of

Franck-Condon factors derived from calculations on equivalent

158

cores species. Recent theoretical work, however, indicated

a significant difference in bond-length and force constant
between the equivalent cores and core hole state species,149

which led Clark and Miller to a further theoretical study of

CO and N2.170 It was found that the experimental C 0

1s’

and le spectra were well-reproduced using Franck-Condon

ls

factors derived from hole-state calculations at the "triple
zeta" level. An alternative approach has been developed by

Cederbaum and Domcke, using Many Body Perturbation Theory

180

employing Green's functions to generate one-particle coup-

ling constants, and hence vibrational envelopes.211 This

method also leads to excellent agreement with experiment.197

It has been shown that optimization of exponents
within the spirit of the equivalent cores concept169 provides

a means of accurately describing both absolute and relative

binding energies,212 and geometry and force constant changes

149,170

accompanying core-ionization, with basis sets at the

STO-4.31G level. Accordingly, the analysis of vibrational
fine-structure accompanying core-ionization has been exterded

199,200
at this level to a series of somewhat more complicated systems.
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To provide a suitable background for the discussion in the
next section on vibrational fine-structure accompanying valence
(2s) ionization in alkanes, and to allow comparison to be made
with core-ionization, the results of such calculations on

methane and ethane are presented here.

3.3.2 Computational Details

Non-empirical ASCF LCAO MO SCF calculations have
been carried out within the Hartree-Fock formalism for the
ground- and core-hole state species. This approach is known
to provide an essentially quantitative description of core
binding energies, at least for first row atoms, due to the
essentially atomic nature of relativistic and correlation
effects?13 The basis set used was STO-4.3%1G, with best-atom
exponents30 for the ground-state, while for core hole states,
the valence exponents used were those appropriate to the
equivalent cores species (a so-called "optimized" STO-4.31G).
The vibrational analysis presented here is within the harmonic
approximation; to generate the potential energy surfaces, the
experimental geometry was taken as a starting point and a
parabola computed corresponding to extensions or compressions
in bhond-length of 0.1 au. A process of successive refinement
was then carried out until the intervals were decreased to
final values of 0.01 au. Having computed energy minima, it
is important to establish that the shape of the potential
energy curve in the vicinity of the minimum is also adequately
described; accordingly, extensions or compressions of ~0.15 au
were examined and fitted to a parabola, to give the force con-
stants. Having established the equilibrium bond-lengths and
force constants for the ground- and core-hole state species,

the Franck-Condon factors were computed using the recurrence
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relationships derived by Ansbacher.l57 The changes in
vibrational separation due to anharmonicity have been shown

to be negligible.170

Of the 3N-6 vibrational modes for a non-linear
N-atomic molecule, only the stretching modes in which local
symmetry was not destroyed were considered, since only even
quanta (viz., "=0 to y'=0,2,4....) may be exci’ced.82 Such
modes are perhaps more properly denoted as internal displace-
ment coordinates. Bending modes were not explicitly consid-
ered since:

(a) the vibrational quanta are small leading to an
asymmetry in the spectra which would be largely
undetectable with present instrumentation;

and (b) vibrational fine-structure is infrequently observed
even in the field of valence-level photoelectron
spectroscopy (UPS).82

For these reasons, coupled with the considerable computational

expense which an investigation of bending vibrations would

incur, this work was restricted to a study of selected stretch-

ing modes only.

For ethane, the modes discussed are the symmetric

C-H stretch (‘€¥g)’ the antisymmetric stretch (v%EE;

C-C stretch (vl, v5 and V} respectively,using the notation of

) and the

Herzberg).®!  vSYM uas studied in CH,.

3.3.3 Results and Discussion

The binding energies and relaxation energies are
shown in Table 3.2. Clearly, use of the "optimized" STO-4.31G
basis provides a computationally inexpensive means for the

accurate description of absolute as well as relative binding
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TABLE 3.2 C,, BE and RE (in eV) for methane and ethane

Methane Ethane
Binding Energy
Vertical, STO-4.31G 294.2 293.9
Vertical, "optimized" STO-4.31G 290.8 290.5
Experimental® 290.8 290.7
Adiabatic, "optimized" STO-4.31G 290.6 290.5
Relaxation Energy
’ STO- 4. 31G 11.0 11. 4
"optimized" STO-4.31G 14.4 14.4
(a) References 91 and 185.
energies., The relaxation energies illustrate the expected

increase in absolute value for the "optimized" relative to

the basic STO-4.31G basis set.

The equilibrium bond-lengths and force constants
for the neutral molecules and core-ionized species, together
with the calculated Franck-Condon factors, are shown in

Table 3.3.

Considering firstly methane, the equilibrium
neutral molecule CH bond-leﬁgth and force constants are in
good agreement with those determined from experimental data,
and compare very favourably with those reported by Blom and

coworker3215

using a comparable 4.31G basis. Blom et al. also
investigated the harmonic force constants for the CC and
symmetric CH stretch in ethane and the results reported here
are in good agreement. Although the computed bond-lengths
are in good agreement with the experimental data, there is a

tendency for the 4.31G basis set computations to slightly under-

estimate and the STO-4.31G to overestimate the bond-lengths.
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TABLE 3.3 Theoretical Bond-Lengths (R , atomic units) and

(i)

Some Stretching Force Constants (k, mlllidynes/x)

for Methane and Ethane,

and their Respective

Changes on Core-Ionization

Molecule Neutral Molecule C, s hole-state
(c) (d)
Re expt.y k expt. Re (a) k
CH, vg7§|2.076 2.066 |5.76 5.92 |1.958 '0.119) | 7.59
CHBCH3 c-c 2.950 2.899 |4.98 4.50 }|2.902 (0.048) | 4.67
vayl 12.079 2.066 |5.68 4.79 |2.007 (0.07) | 6.67
anti| 2.079 5.66 2.0131 (@) 5.53
C-H (b) (0.07)
2.1449
(a) ¢ -H (b) C-H (where * indicates the core-hole)
(11) Franck-Condon factors
Transition  Methane: vSYn Ethane: v __. volp 3o
00 62.52 93.29 87.15 89.23
0l 28.06 6.51 11.18 10.18
02 7.66 0.20 0.98 0.56
03 1.50 - 0.69 0.03%
o4 0.26 - - -
Separation (eV) 0.45 0.12 0.39 0.36

For comparison purposes, the theoretical data of

Blom et al215 are as follows

Re c-C k C-C Re C-H k C-H
methane 2.044 5.84
ethane 2.889 4,57 2.047 5.31

(¢) Ref. 214 (d) Rer. 61
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For methane,previous theoretical studies have
established that for the core-ionized species the equilibrium
bond-length is shorter and force constant for the symmetric
CH stretch larger than for the neutral molecule. This 1is in

fact found to be a general feature.2oo

Thus, for the local-

ized core-hole state of ethane, the equilibrium CH bond-length
is considerably smaller than for the neutral molecule, the re-
duction in bond-length being somewhat similar to the comparable
( situation for methane. In the case of the antisymmetric CH3

stretching mode, the equilibrium bond-length corresponds to a

reduction in CH bond-length for the hydrogens attached to the

carbon bearing the core-hole and a concomitant increase for

the other methyl group. In consequence, whilst the force
constant for the symmetric CH3 stretch increases on core-
ionization, that for the antisymmetric mode remains essentially

the same as for the neutral molecule.

Turning now to the C-C bond, core-ionlzation of
the Cls level in ethane leads to a decrease in equilibrium
bond-length, the absolute magnitude of the change being some-
what smaller than for the CH bonds. The force constant also
changes by a relatively small amount, actually decreasing
slightly. As an ancillary point, the barrier to rotation in
ethane for both the neutral and core-ionized species has been
computed. This would indicate a small decrease in going to

1

the ionized species (calculated 3.2 kcal mol ~~ and 2.5

keal mol 1 respectively).

From the data presented in Table 3.3 it is possible
to make a few broad generalizations concerning the likely

vibrational profiles accompanying core-ionization. Rather
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complete discussions have previously been presented for

139,197

methane, and the calculated band-profile has been
shown in Figure 2.11. It is clear that in going from methane
to ethane there should be a substantial reduction in the com-
posite line-width for the C1S levels, since the changes in
both equilibrium geometry and force constants are substantially
smaller. Computations of Franck-Condon factors taking only
the three stretching modes discussed previously into account
suggests >90% of the signal intensity in the 00 transition,
compared with ~62% in the case of methane. Although high-
resolution spectra for the Cls levels of ethane are not curr-
ently available, the spectra recorded at medium resolution

indicate that the FWHM for the C levels of methane are

1ls
significantly broader than for ethane.

3.4 A Theoretical Investigation of Vibrational Fine-
Structure Accompanying Valence (2s) Tonization

3.4,1 Introduction

One of the most significant and interesting features
to emerge from the detailed studies of Siegbahn et al. on the
deeper-lying valence-levels of the alkanes184 was the fact
that individual components in the predominantly C2S manifold
had significantly different composite linewidths. Thus in
ethane, the full width at half maximum (FWHM) for the in-phase
(gerade), essentially Cog levels is some 124 larger than for
the out-of-phase (ungerade) component. Moreover, under the
same instrumental conditions, whilst the FWHM for the C

ls

level of methane is ~0.8 eV, that for the C s level 1s A 1.27

2
eV. Even allowing for the small difference in analyzer con-
tributions to the linewidth originating in the differences in
kinetic energy for the photoemitted electrons (v1196 eV and

Y1464 eV for the Cis and C,  levels respectively), there is
[ =4
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still a substantial difference in linewidth for the two levels.
Although there will be a significant contribution to the com-
posite observed FWHM originating from the inherent width of
the irradiating soft X-ray beam, this is not expected to
change from level to level. A4 priori,the difference in line-
width might arise from differences in lifetimes for the hole-
states (uncertainty broadening), or from differences in vib-
rational fine-structure, or indeed from contributions from

both sources. Since the inherent width for the C level is

ls
known to be 0.1l eV and since it would seem unlikely that the
lifetime for the 2s hole-state would be very significantly
shorter (i.e. differing by greater than an order of magnitude)
than for the ls level, the most likely explanation for differ-
ences in linewidths and asymmetries of peaks would seem to be
differences in vibrational fine-structure. (Although of
course differences in lifetimes could give rise to broadening,
this should be symmetrical; the asymmetry of overall line-
profiles in the absence of low energy shake-up satellites or

of discrete energy-loss peaks can only in principle be attrib-
uted to unresolved vibrational fine-structure). This would
not be unreasonable, since vibrational excitation accompanying
the removal of a non-bonding core-electron originates in the
substantial reorganization of the valence-electrons in response

to the electron demand which is created.l58’130’199’200

By
contrast, relaxation or reorganization phenomena involving
photoionization of the valence-levels themselves are quite
small; however, since electrons are being removed from orbitals
with certain bonding and antibonding characteristics, we might

anticipate substantial vibrational fine-structure which would

only fortuitously correspond to that forthe core-levels.
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In this section, therefore, some aspects of the
vibrational fine-structure accompanying photoionization of
the C2s levels of methane and ethane have been investigated

in detail.

3.4.2 Computational Details

Calculations were performed for the C2s hole-
states of methane and ethane in a similar manner to that
described in section 3.3.2, using an "optimized" STO-4.31G
basls set. The vibrational modes 1lnvestigated were those

previously detailed for the Cls levels.

Using the STO-4.31G basis set deseribed in
sections 3.1.2 and 3.2.2, Mulliken population analyses were
performed on the neutral molecules and corresponding ionized
states for the series methane, ethane, propane and n-butane
to provide bond overlap populations. In the particular case
of ethane, density difference contours for the core and valence
2s lonized states were computed with respect to the neutral
molecule. A mesh of 97 x 97 points was used, with the same
geometry for both ground and ionized states; the planes studied
were the "molecular" plane containing the C-C bond (11 x 11 au),
and a plane bisecting the C-C bond (8 x 8 au). Since the
difference contours are ground state minus hole state , the
negative contours (dashed lines) represent an increase in
electron density on ionization. Contour lines are drawn from

0.004 au, successively doubling in value to a maximum of 0.8 au.

3.4.3 Results and Discussion

(a) Methane

184,216

The available experimental data suggest

that there is considerable asymmetry in the high resolution
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spectrum of the 2s level of methane, and this in itself would
mitigate against any explanation of the larger composite FWHM
for this level compared with that for the ls level based on
differences in lifetimes for the relevant hole-states. As
has been noted, the differences in composite linewidths are

of the order of 50%, a small proportion of which may be
attributed to the slightly larger contribution originating
from the electron optics. The available high resolution Cls
spectra for methane have previously been quantitatively des-
cribedljg’197 in terms of vibrational excitation of the sym-
metric CH stretching mode consequent upon the large difference
in potential energy surface for ground and core hole state
species. The equilibrium CH bond-length and force constant
for the hole-state are computed to be shorter and larger res-
pectively than for the neutral molecule. ° By comparison, the
asymmetric nature of the overall line-profile for the 2s level
of methane might also, therefore, be expected to arise from
vibrational excitations. The larger inherent FWHM could then
arise merely from a more extended vibrational envelope, imply-
inga much greater change in potential energy surface on valence-
as opposed to core-ionigzation; superimposed on this, however,

could be differences in lifetimes for the 2s compared with the

ls level.

The equilibrium bond-length and force constant
for the 2s hole-state of methanehave been computed. The rele-
vant data are displayed in Table 3.4. Whilst for the core-
ionized species (Table 3.3), the equilibrium bond-length is
computed to be conslderably shorter with respect to the neutral
molecule, the change in bond-length and force constants are

larger in absolute magnitude, and in the opposite sense for
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TABLE 3.4 Theoretical Bond-Lengths and Force Constants for Methane and Ethane, and their Respective Changes on Valence (2s)

Ionization.

ASCF
Equilibrivm Koopmans' Koopmans ' Relaxation
Bond-Length ioiii lgon:;'ﬁ;‘t Equilibrium Force g:\::itz - Energies
(au) o m Bond-Length Constants (03) (eV)
Pethnne
C-H stretch (symmetric), v;z:
Ground State 2,0761 5.760-
C.‘,s hole state 2.2442 4,126 2.232 4.865 24.56 1.36
thane
-C stretch, Ve -
Ground State 2.9503 4.982
ﬁ ch gerade 3.2848 3.269 26,38 1.25
c2s ungerade 2.7998 7.006 22.05 0.81
-H stretch (symmetric), VZZ:
Ground State 2.0790 5.683
czs gerade 2.1470 5.008
C.‘.,a ungerade 2.1868 4.515
H stretch (antisymmetric), v:fzi
Ground State 2.0790 5.657
Cza gerade 2.147 5.864
Cog ungerade 2.1868 3.425
Franck-Condon Factors
Methane Ethane
Bym sym vlﬂt’.
Ve-n Ve Ve-n c-u
a
ansition Cy. Cyy (@) Cyg (W Cyg (9) Cy, (W Coq (@ Cyg W)
00 43.19 5.35 49.14 88.26 74.40 99.23 97.39
ol 38.60 17.52 32,65 10.73 22.63 - -
02 14.34 25.45 13.24 0.54 2.76 0.07 2.61
03 3.27 23.40 3.86 0.02 0.21 - -
04 0.60 15.50 0.90 - - - -
05 - 7.93 0.21 - - - =
aration (eV) 0.33 o.1o 0.15 0.34 0.32 0.37 0.28

Not all of the Franck-Condon factors are shown here.
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the 2s valence-ionized state. Meyer has presented a large
scale CI computation of aspects of the potential energy sur-
faces for the ground, core and valence (2s) ionized states of
methane,’”” and it is gratifying to note that the limited basis
set computations reported here exactly reproduce the predicted
changes in equilibrium geometry on ionization. The computed
Franck-Condon factors (also shown in Tables 3.3 and 3.4) reveal
more extended vibrational fine-structure accompanying the val-
ence (as opposed to core) photoionization, with up to 5 vib-
rational quanta excited. This is also apparent from Meyer's
work;139howevenkm only considered the first three vibrational
quanta there, and it is therefore difficult to compare directly
with the work reported here. To partially offset the larger
FWHM which might be inferred from this more extended vibrat-
ional series compared with the 1ls levels, it should be noted
that the vibrational frequency for the 2s hole-state is consid-
derably lower than for the ls hole-state, since the changes

in bond-length are opposite in sign. If as a starting point
it is assumed that the instrumental and other factors con-
tributing to the overall linewidth are the same for both the

ls and 2s levels, then with the computed Franck-Condon factors
it may be shown that the FWHM for the overall band-profiles

is a few per cent larger for the C levels. Although this

2s
is in the correct sense, the experimental data indicate that
the FWHM for the latter are ~100% larger than forthe ls levels.
Since the kinetic energies of the photoemitted electrons are
not greatly different (+1197 eV and 1464 eV for the 1ls and 2s
levels respectively), it would seem unlikely that the contrib-

ution arising from the electron optics would be drastically

different for the two levels; the only reasonable conclusion
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would seem to be that the inherent width (lifetime) lor the

2s hole-state is somewhat greater (shorter) than for the ls
hole-state. The difference in lifetimes could be well within
an order of magnitude to explain the results, and this would
not be unreasonable on the basis of efficient de-excitation

of the 2s hole involving electrons from orbitals dominantly

of 2p character, since no change in principal quantum number

is involved.

Inspection of the available data for the 2s
levels of the higher alkanes shows in particular cases rather
narrow linewidths for individual components, and the inter-
pretation of such data will be presented in a subsequent section.
However, the narrowest component, for which the theoretical
calculations would suggest a rather small probability of vib-
rational excitation, has a linewidth of ~1l.1 eV, With a
component linewidth of this magnitude, the overall computed
band-profile for the C2S level of methane is in good overall
agreement with the =2xperimental data, as is clear f{rom the
data presented in Tigure 3.8. Although the possibility ol so-
called configuration interaction resonances contributing to
the overall band-profiles cannot be discounted, the clear-cut
nature of the spectra for the 2s levels of methane and the
higher alkanes (with little evidence of extensive satellite
structure to higher kinetic energy, at least in the regions
within a few eV of the direct photoionization peaks), would
make it seem unlikely that such interactions, if present,
contribute to the overall profiles. The consistent nature
of the interpretation of variations in linewidths and asymmet-
ries of the 2s levels which 1s presented subsequently lends

strong support to an analysis based on underlying vibrational
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Fig. (3.8) The C, Spectrum of methane. Vibrational
components have a FWHM of 1.1 eV, separated
by 0.3%3% eV.

fine-structures.

It is of interest to compare the directly
computed changes in equilibrium bond-lengths and force cons-
tants with those derived from Koopmans' Theorem. It is clear
from this that without due consideration for relaxation accom-
panying ionization, although the predicted bond-length changes
are quite close to those calculated directly, the changes in
shape of the potential energy surfaces are poorly described.

The manifestations of electronic relaxations are apparent in
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the potential energy surfaces which in the case of the 1ls
level is calculated to be narrow and steep, with a signifie-
antly increased force constant, which contrasts with the
situation for the 2s levels, where the surface is relatively

broad and flat with a substantially reduced force constant.
(b) Ethane

The Cls hole-states of ethane have previously
been diseussed (section 3.3.3); it is clearly of interest to
investigate the corresponding situation for the C2S hole-
states, more particularly since the experimental data show
two clearly resolved components which differ significantly

in their FWHM.

The relevant theoretical data are presented
in Table 3.4. Considering firstly the Voo stretching mode,
there is a striking contrast in behaviour for the core as
opposed to valence 2s ionizations. Whilst for the core-
levels (Table 3.3) removal of an electron results in a relat-
ively small decrease in equilibrium bond-length and concomitant
change in force constant, for the symmetric combination of the
2s orbitals there is a large increase and for the antisymmetric
combination a large decrease in equilibrium CC bond-length.
This is readily understood in terms of the bonding and anti-
bonding characteristics of these orbitals respectively, as
far as the carbon-carbon bond is concerned. For the Og
orbital, removal of an electron to produce the 2s valence-
ionized species results in a substantial change in potential
energy surface with the force constant for the vCC mode being

significantly less than for the neutral molecule. The mani-

festation of this is that the vCC mode is computed to be
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strongly excited on photoionization. The corresponding

data for the 9, level are also shown in Table 3.4, and it

is clear that the computed profile shows considerably less
extended vibrational excitation than for the Og level. Turn-
ing now to the symmetric C-H stretching modes, ionization is
computed to lead to a lengthening of the CH bonds and concom-
itant decrease in force constants for both the og and %4 levels.
The computed Franck-Condon factors indicate a somewhat more

f extended series for the g, as compared to the °g orbital.

For the antisymmetric stretch, only even vibrational quanta
may be excited and whereas the force constant for the °g

ionized state is computed to be somewhat larger than for the

neutral molecule, for the 9, state the force constant is sub-

stantially smaller. Clearly, there should be substantial
broadening for both the Ug and Ou 2s levels of ethane. The
computed Franck-Condon factors, taken with a component line-
width of 1.1 eV, do indeed reveal a slightly larger linewidth
for the (% component as compared with the 9’ however, the
composite linewidths are smaller than those observed experi-
mentally (1.64 eV and 1.46 eV respectively). It is a
straightforward matter to show on energetic grounds that
predissociation is likely to be of considerable importance

in ethane for the valence 2s levels, and since there is strong
coupling to the CC stretching mode there is a direct channel
to methyl cation plus methyl radical. Such a predissociative
pathway is likely to be less important for methane since the
valence 2s ionized state only couples to the symmetric CH
stretching mode and the corresponding channel to methyl cation
and hydrogen atom is therefore less accessible. The net
effect would be an increased broadening of the 2s levels for

ethane, that for the og level being the larger since the
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electron being removed provides substantial C-C bonding.

The calculated absolute and relative binding
and relaxation energies for the 2s levels in methane and
ethane are also displayed in Table 3.4. Since there is an
increase in correlation energy in going from the neutral to
the valence 2s ionized species, the ASCF computations actually
overestimate the ionization potentials; however, i1t has been
seen in section 3.2.3 that the correlation energy contribution
changes in a consistent manner across the series, and the
relative binding energies and shifts for the 2s levels are
well-reproduced by the computations at the STO-4.31G level.

In summary, therefore, the difference in linewidth for the

2s levels of ethane may be qualitatively understood in terms
of the differences in potential energy surfaces for the ground
and ionized species. The C2S relaxation energy of methane
computed in this work 1is in excellent agreement with the more

extended basis set computations of Meyer.139

(¢) Higher Alkanes

One of the most interesting aspects of the
investigations which have been reported to datelBl‘L is the
considerable variation in linewidth for the components of the
2s levels of the alkanes. Although the localization character-
istics of the individual molecular orbitals which are dominantly
of 2s character differ significantly across the series of alkanes
of interest to this work, the variations in correlation energy
corrections will not be sufficient to cause any reordering of
states with respect to that produced from the ASCF calculations.
For propane, the order of increasing ionization potentials is

2al < lb2 < lay (Figure 3.6). The experimentally determined
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FWHM fall in the order lal > lb2 > 2al. As a starting point
in the discussion of this data, it might be anticipated that
by analogy with the data previously presented for ethane,
removal of an electron which contributes a bonding interaction
between a pair of atoms will result in an increase in that
equilibrium bond-length for the ionized species. Corres-~
pondingly, for an antibonding interaction the bond-length
would be expected to decrease. In a simplistic model, since
? it might be anticipated that bond extension would be energeti-
cally less expensive than bond compression, the absolute mag-
mtude of the change in bond-length should be larger for removal
of a bonding interaction compared with that appropriate to
removal of an antibonding interaction. On this basis, it is
clear that the removal of an electron from the most strongly
bonding of the valence 2s levels in propane, namely the la1
orbital, should lead to substantial excitation of both C-C and
CH stretching modes. The Mulliken population analysis shown
in Figure 3.9 reveals a substantial decrease in the C2-C1(C3)
bond overlap populations and smaller changes in the C2-H
populations. Although in a relative sense the Mulliken
population analysis may be used as a qualitative guide to the
electronic reorganizations accompanying ionizations, the subtle
details of changes in electron distributions in the inter-
bonding regions may only be inferred from detailed consider-

ation of appropriate density difference contours.

Before considering the alkanes in greater
detail, 1t is worthwhile illustrating this point by reference
to ethane. Whilst core and valence ionization of the %4
orbitals leads to a decrease in equilibrium C-C bond-length,

for the °g orbital there is a substantial increase in computed
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Fig. (3.9) Mulliken bond overlap populations
equilibrium bond-length. The corresponding CC bond overlap

populations (evaluated at the equilibrium bond-length for the
neutral molecule) qualitatively reflect these changes in
geometry, being 0.28, 0.39 and 0.27 for the ls, o , and O
ionized species respectively. Comparison with the bond over-
lap computed for the neutral molecule (0.39) illustrates the
limitations of the Mulliken population analysis in rational-

izing the data, since although the bond overlap population

for the 1ls ionized state is substantially less than for the



155

neutral molecule, the computed equilibrium bond-length is

shorter than for the neutral molecule.

The reason for this is readily apparent on
considering density difference contours computed for a plane
bisecting the molecular axis (Figure 3.10). Although the
total bond overlap populations for the ls core and o _ valence

ionized states are both smaller than for the neutral molecule,

o NER PN M. AEE 0. M. - (SERd e " r0=a .17 PR, Pdm 8, 81, - L MMM o
O L L TN ¢ B T L T NCU L P oy F,

Fig. (3.10) Density difference contours for C,5r Cog gerade

and CES ungerade ionization of ethane.

the contours reveal that for the former there is actually a
build up of electron density in the bonding region close to
the internuclear axis at the expense of the regions remote

from the axis. On this basis the shorter equilibrium bond-

length for the core-icnized species is readily understandable.
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Ionization from the Ou orbital leads to a significant increase
in valence population in the bonding region, and it is thus
possible to understand why the equilibrium bond-length is
decreased, despite the fact that the total bond overlap popul-
ation is almost the same as for the neutral molecule. By
contrast, the substantial decrease in bond overlap population
for the ﬁg orbital is accompanied by a uniform decrease in
population in the CC bonding regions, and the equilibrium bond-
length is therefore computed to be substantially larger than

for the neutral molecule.

Returning now to the results of the population
analysis for the valence 2s ionized states of propane, the
change in CC bond overlap populations in going from the neutral
molecule to valence-ionized species falls in the order
la1 > lb2 > 2al. Comparison with the population analysis for
ethane suggests that tne lal and lb2 valence-ionized states
should have significantly longer C-C bond-lengths, the changes,
however, being somewhat smaller than for ethane. For the 2al
orbital, there is a small percentage decrease (»5%) in CC bond
overlap population and again by comparison with ethane this
would suggest a small change in equilibrium bond-lengtﬁ on

ionization.

As far as the CH bond overlaps are concerned,
whilst the methylene CH bond overlap populations for the 2al
ionized species are much smaller than for the neutral molecule,
those for the 1b2 ionized state are somewhat larger and for
the lal ionized state somewhat smaller than for the neutral
molecule. For the methyl CH bonds, the bond overlap popul-

ations for the la1 and 2a1 valence-ionized states are not too
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different than for the neutral molecule; however, for the

lb2 ionized state thers is a significant decrease in population.
On the basis of the foregoing discussion, it is not unreason-
able that the overall FWHM for the individual valence 2s levels
should occur in the order lal > lb2 > 2a1 based on the expected
contributions from the likely vibrational modes which would be

excited.

Although linewidth variations are clearly
apparent for the higher alkanes, the experimental data has
only been subjected to a detailed analysis for the series up

to and including n-butane.216

The linewidth variation for

f he individual components is substantial, ranging from~2.2 eV
for the most tightly-bound 1ag to 1.1 eV for the 2bu ionized
states. Analysis of the CC and CH bond overlap populations
provides a qualitative rationale for these observations.

Thus for the lag ionized species, the CC and methylene CH bond
overlap populations decrease significantly compared with the
ground-state molecule, suggesting that the symmetric CC and

CH stretching modes would contribute significantly to the
overall band-profiles. By contrast, for the 2bu ionized

state the major difference in bond overlap populations is in
respect of the methylene CH groups. An interesting situation
is apparent for the lbu and 2ag ionized states, since the line-
width for the latter is significantly larger than for the former.
Whereas for the lbu ionized state the major changes in bond
overlap population with respect to the ground state are for

the C1(C3)-C2(C4) bonds, for the 2ag ionized state there are
substantial changes for the C2-C>3 bond overlap and for the
methyl CH bond overlap populations. It would not seem un-

reasonable therefore that the linewidth should be somewhat
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smaller for the lbu compared with the Eag lonized state.

A detailed analysis of the asymmetric band-shape
associated with ionization of the predominantly 2s orbital
of methane in terms of vibrational fine-.structure would seem
to indicate that the lifetime for the hole is significantly
smaller than for the core-ionized species. An elementary
analysis of the lineshape associated with ionization from the
corresponding Ug and Uu orbitals of ethane in terms of changes
in potential energy surfaces accompanying ionization provides
a qualitative basis for rationalizing the experimental data.
In the particular cases of propane and n-butane,a qualitative
discussion of the substantial differences in overall band-pro-
files may be presented in terms of vibrational excitations as
evidenced by changes in bond overlap populations. It would
appear therefore that a consistent plcture may be presented
of the differences in linewidth for individual components of
the valence 2s regions of the alkanes in terms of differences

in vibrational excitations accompanying ionization.
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CHAPTER FOUR

SOME THEORETICAL CONSIDERATIONS

OF CORE-IONIZATION IN CARBOCATIONS

A SCF calculations on simple carbocations at the STO-4.31G
level are reported. Readily understood trends in binding
energy shifts and differences in relaxation energy are found.
The potential of XPS as a tool for investigating such systems
is pointeq out. For the particular cases of t-butyl cation,
and 2-norbornyl cation, comparison 1s made with the available
XPS experimental data. Excellent agreement with experiment
i1s found in both cases only if the non-classical form of the
2-norbornyl system 1s considered. Finally, for the claséical
and non-classical forms of ethyl, l-propyl and 2-norbornyl
cation, it 1s found that the energetic preferencesof the core-

ionlzed specles magnify the small energy-differences of the

ground-state systems.

4.1 Electronic Relaxation Accompanying Core-Ionization
in Some Simple Carbocation Systems

4,1.1 Introduction

Ab initio MO theory has played an impressive role
in the discussion of the structure and stability of reactive

chemical intermediates.2l7~220

Such species are generally too
short~lived to be amenable to direct spectroscopic observation
and characterization, with the result that theoretical rather
than experimental probes have been used extensively to gain
insight into the properties of these species. It should

however be stressed at the outset that theoretical calculations

refer to the 1solated ion in the gas phase. The calculations,
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therefore, reflect the fundamental electronic properties of
the isolated ion, and caution must be exercised in making
comparisons with experimental data in solution, where the
results may depend strongly on interactions with solvent
molecules. The problem of differentlal solvent effects is
only now beginning to be studied from a quantum mechanical

viewpoint:.237"240

Carbonium ions occupy a special place in the
realm of reactive chemical intermediates, as evidenced by
the comprehensive volumes edited by Olah and Schleyer221 on
the subject. In order to account properly for their propert-
ies, Olah222 proposed two classes of carbocation (the most

general name for all cationic carbon compounds, cf. carbanions -

for the negative ions):

(1) carbenium ions, which are trivalent ("classical")
ions with an electron-deficient central carbon atom;
(ii) carbonium ions, which are penta- (or tetra-) co-

ordinated ("non-classical") ions.

The topic of non~classical carbocations has aroused much
controversy; recent reviews by Kramer',223 Brown224 and 01at1225
give good accounts of the differing viewpoints, and a recent

book226 attempts to provide a critical examination of the

whole field.

227,228

It was recognized at an early stage that

the core binding energy shifts would make XPS a particularly
suitable technique for the study of carbocations. In view
of the XPS data already published,227’229-232 and as a logical
extension of the previous chapter on alkanes, a study of the

core binding energies, and of the electronic relaxation
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accompanyling core-ionization in some simple model-system
linear and branched carbocations is presented in this section.
This represents the first detailed systematic study of carbo-
cation systems at the ASCF level; previous studies of individ-
ual carbocations relied on Koopmans' Theorem. Since differ-
ential relaxation effects might be anticipated to be important
in such charged species, it might be expected that Koopmans'
Theorem provides only a poor estimate of the binding energy

in such systems.

4,1.2 Computational Details

ASCF calculations at the STO-4.31646 level em-

50

ploying best-atom exponents were performed on the following

series of simple carbocations: methyl, ethyl, bridged ethyl,
n-propyl (methyl-staggered l-propyl), "bent" propyl (methyl-
eclipsed l-propyl), corner-protonated cyclopropane, isopropyl
(2-propyl), n-butyl, and tertiary-butyl cation. Where avail-
able, the STO-4.31G (or STO-3G) optimized geometries2i8r219
were used; for t-butyl cation, the partially-optimized geometry

quoted by Hehr'e220 was used, whilst for n-butyl cation, a

model geometry along the lines suggested by Pople et al.lgo’234

was employed.

4,1.3 Results and Discussion

The calculated binding energies and relaxation
energies are shown in Table 4.1. It is well-known that use
of an STO-4.31G basis set tends to over-estimate the absolute
values of the binding energy, since the magnitude of the
relaxation energy is under-estimated. That this is still
the case for cationic species was confirmed by performing

ASCF calculations for methyl and ethyl cation using a Slater
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TABLE 4.1 Calculated Binding Enexgies and Relaxation Energies (in eV) of
Simple Carbocations.

ASCF Koopmans'
Molecule
B.E. AB.E. | B.E. AB.E. | R.E  AR.E.
Methyl cation c 309.04  (0) | 317.99 (o) 8.96  (0)
Ethyl cation cat 306.22 -2.82 | 316.62 -1.38 | 10.40 +1.44
c2 301.78 -7.26 | 312.74 -5.25 | 10.96 +2.01
Bridged ethyl cation 304.06 -4.98 | 314.98 -3.02 | 10.92 +1.96
n-Propyl cation a’t 304.87 -4.16 | 316.09 -1.90 | 11.22 +2.26
c2 301.01 -8.03 | 312.47 -5.52 | 11.46 +2.51
c3 299.98 -9.06 | 311.63 -6.36 | 11.65 +2.70
"Bent" propyl cation c1¥ 304.06 -4.98 | 315.41 -2.58 | 11.35 +2.39
c2 300.98 -8.06 | 312.84 -5.19 | 11.83 +2.87
c3 300.31 -8.72 | 312.43 -5.56 | 12.12 +3.16
Corner-protonated
cyclopropane cl,c2 302.36 -6.67 | 313.97 -4.02 | 11.61 +2.66
c3 301.03 -8.01 | 312.85 -5.15 | 11.82 +2.86
Iso-propyl cation  C1,C3 300.86 -8.17 | 312.11 -5.88 | 11.25 +2.29
c2t 304.94 -4.10 | 315.93 -2.07 | 10.99 +2.03
n-Butyl cation Cl+ 304.59 -4.45 316.09 -1.90 | 11.50 +2.54
c2 300.64 -8.40 | 312.16 ~-5.83 | 11.52 +2.56
c3 299.42 -9.62 | 311.31 -6.68 | 11.89 +2.93
c4 208.20 -10.84 | 309.81 -8.18 | 11.60 +2.64
t-Butyl cation c1,c2,c3 |300.23 -8.81 | 311.62 -6.37 | 11.39 +2.44
c2t 303.98 -5.06 | 315.35 -2.64 | 11.37 +2.41
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Double Zeta basis set255 with Clementi's exponents;jg a
comparison of the results for the two basls sets is given

below in Table 4.2. However, it is clear from thils table

TABLE 4.2 BE and RE (in eV) for methyl and ethyl cation,
using different basis sets.

Slater Double Zeta STO-4.31G
Molecule

BE ABE BE  ARE  BE ABE RE ARE

Methyl 306.21 (0) 12.05 (0) 309.04 (0) 8.96 (0)
Ethyl C1* 303.58 -2.63 13.39 1.34 306.22 -2.83% 10.40 1.44
Cc2 299.18 -7.03 13.87 1.83 301.78 -7.26 10.96 2.0l

that shifts in binding energy and changes in relaxation energy

are well-described even at the STO-4.31G level.

As a preliminary investigation on the effect of
angle-strain on binding and relaxation energies of bridge-
head carbons in species such as the 2-norbornyl cation, an
angle-deformation study on methyl cation was undertaken,
Figure 4.1. As the molecule is deformed from the planar equil-
ibrium geometry, there is a’'slight increase in the binding
energy (less than 0.2 eV, even for severe deformations). The
concomitant relaxation energy change, however, is an order of
magnitude smaller, and may therefore be neglected. This is |
an indirect confirmation of the conclusion reached in the pre-
vious chapter, in which bending modes in methane and ethane
were not consldered in the study of vibrational fine-structure;
if such modes were significant, it might be anticipated that
significant changes in binding energy would be observed during
angle deformation. This topic is presently being analyzed in

some detail, with an investigation of the stretching and bending
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© in-plone bending
@ out-plane- bending
0-2eV

Fig. (4.1) Effect of angle-deformation on BE and RE
of methyl cation.
modes in both singlet and triplet methylene, and its corres-

ponding core hole states.

Figure 4.2 shows a plot of the calculated Cig
binding energy shift and change in relaxation energy (as
compared with methyl cation) for the series methyl, ethyl,
isopropyl and t-butyl cation (a), and methyl, ethyl, n-propyl,
n-butyl cation (b). The circles o show the changes for the
carbon atom bearing the positive charge in the cation, whilst
the crosses X show the changes for the methylene carbon atom

adjacent to this positive charge.

For the linear carbocations, Figure 4.2(b),there

is a pronounced decrease in binding energy for the -QH2+ carbon
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Fig.(4.2) ASCF BE and RE as a function of the number of
carbon atoms in:

(a) branched-chain carbocations;

(b) linear carbocations.
atom (o), which seems to level off at a value of ~-4.5 eV.
Although there is a corresponding increase in relaxation
energy, this does not account for all of the shift in the
binding energy, increasing only to a value of a2.5 eV. This
contrasts with the situation for the Cls binding-energies of
the corresponding hydrocarbons, where almost the entire shift
in binding energy could be ascribed to changes in relaxation
energy. The situation is even worse for the adjacent methy-
lene carbon atoms, -CH, - CH+9, (x): here, the value of the
bindin: cnergy chil'l. decreases only by about 1 ev f'rom the
value of'a-f.3% eV in ethyl cation, whilét the relaxation energy

remains fairly constant at ~2 eVv.
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The situation is somewhat similér in the case of
the branched-chain carbocations, Figure 4.2(a). In this case,
the binding energy decreases do not level off as in the case
of the linear carbocations; the relaxation energy increase,
however, is much the same as for the linear carbocations, being

much less in magnitude than the shifts in binding energy.

Previous calculations have shown that a slightly
bent, methyl-eclipsed l-propyl cation is energetically pre-

ferred to the methyl-staggered l-propyl cation.236

It was
therefore of interest to compare the calculated Cls ASCF
binding energies in these species, together with the values
for the limiting form of "bent" propyl cation, corner-proton-

ated cyclopropane, as shown in Figure 4.3. The ground-state

energies of all three species fall within 1.6 kcal mol”t; the

changes in binding energies along the series are much more
dramatic, however. In going from the n-propyl to the "bent"
propyl cation, the Cl binding energy decreases whilst the C3
binding energy increases, leading to a decrease in the internal
chemical shift (as indicated by the line-diagrams in Figure
4,3) of 1.15 eV (equivalent to v26.5 kecal mol'l). On going

to corner-protonated cyclopropane, there is a significant
decrease in the binding energy, leading to a further decrease
in the chemical shift of 2.42 eV. The changes in relaxation
energies in this series are much less marked. This is a good
illustration of the fact that although the gfound-state energies
are very similar, the core-electron binding energies are very
sensitive to these structural changes. This will be discussed

in more detail in section 4.3.

Figure 4.4 shows a plot of binding energy against
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Fig. (4.3) ASCF BE and RE for various propyl cationic species.

relaxation energy for the simple carbocation systems. In
common with the results obtained from a study of the ClS binding
energies in a series of neutral molecules,149 the span in
binding energies is greatér than the span in relaxation energies.
Clear trends are discernible: for the carbon-atoms bearing the

positive charge in the cation, there are almost linear trends
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for both the linear carbocations (x) and the branched-chain
carbocations (o).

This may be qualitatively understood as

follows: on going from methyl cation to t-butyl cation, the
charge on the positive site is progressively stabilized by

the methyl groups.

On simple electronegativity grounds, this

would lead to a decrease in binding energy. Coupled with this,
however, is the expectation that the increasingly more polar-
isable electron-cloud would lead to a greater relaxation energy.
This is exactly what is observed for the central carbon atom

in the branched-chain alkanes.

The methylene carbon atoms adjacent to the positive

charge are grouped well to the low binding energy side of the
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carbon atoms bearing the positive charge. Here, also, a
trend seems to be observable between the binding energy and

relaxation energy.

A comparison of Figure 4.4 with the corresponding

plot for the C binding and relaxation energies of the parent

1s
alkanes, Figure 3.5, clearly shows the greater span in energies
for the carbocations. This is graphically illustrated in

Figure 4.5, which shows the calculated ASCF binding energy

ASCF BE lin &¥) 306 304 302 300 28 / 295 203
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Ethyl 4 J
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Fig. (4.5) Calculated ASCF C,q BE shifts for carbocations
and alkanes.

shifts as line-diagrams for both the carbocations and the
parent alkanes, on the same scale. Not only are the cation
binding energies well-separated from those of the alkanes, but

also the internal chemical shifts are much greater than in the
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alkanes. This provides strong support for the suggestions
that XPS would be an eminently suitable technique for the study
of such species; this will bé discussed in more detail in

section 4.2.

The valence-electron flow accompanylng core-
ionization in these carbocations, as revealed by Mulliken
population analyses, 1s shown in Figure 4.6. Comparison with
Figure 3.3 reveals that the valence-electron flow from each

hydrogen decreases from 0.265 in methane to 0.231 in methyl
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Fig. (4.6) Mulliken valence-electron flow accompanying
core-ionization in simple carbocations.

cation. This may be naively rationalized oﬂ the grounds that

the electron-cloud in the cation is already somewhat contracted
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due to the positive charge, making further contraction con-
sequent on core-ionization more difficult than in the case

of the neutral molecule. On this basis, it would be expected
that for the anion,. there should be a larger flow from each
hydrogen atom; this is indeed found to be the case (0.287
electrons). This conclusion is reinforced by a consideration
of the relaxation energies, which are 8.96 eV, 10.96 eV and
11.32 eV for methyl cation, methane and methyl anion, respect-

ively.

The percentages shown in Figure 4.6 are the
nearest neighbour contributions to the total valence-electron
flow to the core-ionized carbon. As in the case of the alkanes,
the majority of the flow arises from the hydrogen atoms; thus

in the linear carbocations, core-ionization of the carbon atom

bearing the positive charge results in a contribution of 46-49%.
This value decreases to 26% for isopropyl cation, and for
t-butyl cation, there 1is in fact no flow to the central carbon
atom on core-ionization from the nearest neighbours. Similar
considerations hold for core-ionization of the carbon atom
adjacent to the positive charge; this is 79% in ethyl cation,
"“64% for the branched-chain carbocations, and +50% for methy-

lene carbon atoms in the linear carbocations.

One interesting difference from the alkanes 1is
that there 1is considerably greater flow from the carbon chain
in the carbocations. For example, core-ionization in ethane
leads to a contribution of +0.020 electrons to the core-hole
from the neighbouring carbon atom. In ethyl cation, however,
if the core-hole is created on the carbon already bearing the
positive charge (CHB-QH2+), there is a flow of +0.064 electrons

from the other carbon, whilst if the methyl carbon in ethyl
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cation (gH3-CH2+) is core-ionized, there is a contribution
of +0.126 electrons from a formally positively-charged carbon
atom.

4,2 A Theoretical Investigation of the Core Hole States
of the 2-Norbornyl Cation

4,2.1 Introduction

Despite the intense research activity into the
classical or non-classical nature of the 2-norbornyl system,

223-226 Theoretical

opinion is still as diverse as ever.
calculations at various levels of sophistication agree in that
the energy difference for isolated systems between the class-~
ical and non-classical formulations is small.241 It would,
therefore, seem reasonable to focus attention on properties

of the system which would provide a direct means of disting-
uishing between the two, and accordingly a whole host of
spectroscopic techniques has been applied to this problem.
However, the only such technique which would a priori appear
capable of effecting this distinction is XPS, for which the
time-scale precludes any ambiguities arising from rapidly
equilibrating structures. Unfortunately, the issue has been
clouded by technical difficulties in obtaining appropriate core-

level spectra, and the available data®2!’2>1,232

have been
interpreted as supporting both possibilities. Comparison must
eventually be made with model systems, from which inferences

are then drawn concerning the interpretation of the experimental
data. A fundamental difficulty has been the lack of suitable

models for comparison; in this section, an attempt is made to

rectify this situation.
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4.,2.2 Computational Details

Theoretical studies previously reported135’149’188

indicate that relaxation energies accompanying core-ionization
are dependent on electronic structure, and differences in
relaxation energies can contribute significantly to binding
energy shifts, particularly for systems with considerable

valence-electron asymmet:r-y.zlO

Electronic reorganization
accompanying core-ionization should, therefore, be taken into
account; the most straightforward means accomplishing this is
by the ASCF method.136’137 An alternative method involves
' 167,168

the equivalent cores concept, whereby binding energy
shifts are computed from the heats of reaction of the approp-
riate isodesmic process. Previous calculations have indicated
that shifts are accurately described at the ASCF STO-4.31G
level, whilst for the less baslis set dependent equivalent cores

approach, calculations at the ST0-3G level are generally

adequate.

Allen and Goetz242 have detalled an extensive non-
empirical LCAO MO SCF investigation at both the S8TO0-3G and
STO-4.31G level on the electronic structures of classical and
non-classical 2-norbornyl cation. As a basis for the detailed
interpretation of the experimental XPS data; the core-hole
spectra at the ASCF STO-4.31G and equivalgnt cores STO-3G level
have been calculated, employing the optimized geometries
obtained by Allen and Goetz. The numbering convention used
for the classical and non-classical forms of the 2-norbornyl
cation is illustrated in Figure 4.7. In addition, an "opti-
mized" STO0~3G basis set has also been used, since it is known
that absolute binding energies are well-reproduced by this

method.
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Classical Non -classical

Fig. (4.7) Perspective representations of the classical
and non-classical forms of the 2-norbornyl cation.

4,2.% Results and Discussion

To illustrate the importance of relaxation,Table

4.3 shows the calculated binding energy shift for ethyl cation.

TABLE 4.3 BE shifts for ethyl cation (in eV)

Double Zeta STO-4.31G STO-3G

ASCF  Koopmans' ASCF Koopmans' ASCF "Optimized"
Ethyl Cation 4.40 35.92 4,44 3.87 4.90 4,19

At the Slater Double Zeta level, neglect of relaxation effects
leads to an underestimation of the shift of ~0.5 eV. Previous
studies have shown that for first-row atoms, shifts and indeed
absolute binding energies are well-reproduced at this level, cal-

culations at this level for large systems such as the 2-norbornyl
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cation would, however, be prohibitive both in terms of computer
resources and expense. As far as binding energy shifts and
differences in relaxation energy are concerned, the ASCF method
at the STO-4.31G level is perfectly adequate. Furthermore,
use of the "optimized" STO-3G basis set is found to give reason-
able agreement with the Slater Double Zeta basis, whilst the

normal STO-3G ASCF result is only in poor agreement.

Before considering the results for the 2-norbornyl
cation, comparison may be made with experiment for the t-butyl
cation, Table 4.4, for which there is no dispute concerning

its "classical" nature. The reported core-level spectr'um227

TABLE 4.4 BE Shifts for t-Butyl (in eV)

STO-4.31G STO-3G
mans mans mized"
Cores MINDO/3
t=-Butyl cation 3.75 3.73 4.13 4.67 3.72 4.19 3, 402

(a) Ref. 244

consists of a doublet structure (intensity ratio 1:3), with a
Cls binding energy shift of 3.9i0.2 eV. Clearly, the STO-4.31G
ASCF and equivalent cores ST0-3G results are in excellent agree-
ment with experiment, in contrast to the Koopmans' value using
a small basis set (STO-3G), which greatly over-estimates the

binding energy shift. The MINDO/3 method,2 >

which has been
extensively parametrized to reproduce thermodynamic data, does

relatively poorly.

The good agreement between theory and experiment
is significant, since although the mode of sample prenaration
used for the XPS investigations involves a relatively unchar-

acterized system, possibly involving ion-pairs in a frozen
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solvent matrix, it is almost inconceivable that agreement

could be entirely fortuitous. Previous work,245’246

however,
suggests that shifts (but not absolute binding energies) com-
puted for an isolated ion should correlate directly with

experimental data pertaining to the solid state.

The computed shifts and assignments for the Cls,
binding energies of the classical and non-classical 2-porbornyl
cation are shown in Table 4.5. The main feature evident from
this 1s that the span in binding energles for the classical

jon is much larger than for the non-classical ion (4.4 eV
compared with 2.1 eV, respectively, for the ASCF STO-4.31G
basis). The STO-3G (Koopmans' and ASCF) calculations seem

to overestimate the binding energy sﬁifts, whilst the ASCF
STO-4.31G, the STO-}G equivalent cores, and the "optimized"
ST0-3G calculations are in exceilent overall agreement with
one-another with regard to both shifts in binding energies,

and relative ordering. Thls contrasts strikingly with the
MINDO/3 equivalent cores calculations of Dewar'.244 This may
be attributable to the different geometries obtained by the

onl

MINDO/3 optimization: for example, in the classical ion,

the C6-C1-C2 angle is 8.5° greater than in the STO-4.31G
geometry,242 whilst in the non-classical ion, the C6-Cl (C6-C2)
and Cl-C2 bond-lengths are 0.2 and 0.052 shorter and longer,
respectively, than the STO-4.31G geometry. It seems more
likely, however, that the discrepancy is due to the inadequacy
of the MINDO/3 method for calculating heats of reaction for

the isodesmlc core-exchange processes involvéd in the equiv-
alent cores concept. Indeed, previously published equivalent

247

cores MINDO/3 calculations of XPS shifts gave only reason-

able agreement with experimenf - for example, the internal Cls
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chemical shift in acetone is given as 3.5 eV (ASCF STO-4.31G
gives 2.6 eV;193 experimént 2.6 eV); the CHy to CF, C1s shift
is quoted as 14.5 eV (12.9 eV, 11.0 eV for equivalent cores
STO-4.310135 and experiment, respectively); and the ordering

for the 0O s levels in formic acid is incorrect, whereas ASCF

193

1
STO-4.31G predicts the correct ordering. Furthermore, a
recent publication demonstrates that MINDO/3 is not suited to
treat four-electron, three-centre bonds, since thermodynamic
data for such compounds are both rare and unreliable, and thus

not included in the determination of the MINDO/3 parameters.

The computed STO-4.31G differences in relaxation
energy span ranges of 0.31 eV and 0.59 eV for the classical
and non-classical ions, respectively. The slightly less
adequate treatment of relaxation phenomena at the ASCF "opti-
mized" and equivalent cores STO-3G is manifest in the slight
difference in ordering for the C4 and C7 hole-states in the
classical ion, and the C4 and C5 hole-states for the non-

classical ion.

The differences in electronic relaxation accompany-
ing core-ionization are best illustrated by means of density-’
difference contour plots. Figure 4.8 shows such plots for
both the classical and non-classical forms of the 2-norbornyl
cation. In all cases, the plane shown contains atoms C2, Cl
and C6, with C6 at the top of the plot. An area of 14 x 14
bohr is shown. Negative contours (dashed lines) indicate
an increase in electron-density consequent on core-ionization.
Core-ionization at C6 leads to a similar reorganization pattern
for both the classical and non-classical species: there is a

build-up of electron density in the C1-C2 bonding region as
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Fig. (4.8) Density difference contour plots for the
2-norbornyl system.

well as in the immediate vicinity of the core-hole 1in both

cases. Core-ionization at C2 (or Cl) in the non-classical

cation shows some electron-density increase in the C6 region;

for the classical cation, however, there is also a build-up

of electron density in the C6-C2" bonding region. This is

not seen if Cl in the classical case is core-ionized.

The core hole state spectra may be synthesized
by taking components of appropriate line-shape (gaussian) and
line-width. The band-prot'iles obtained with the different
non-empirlical methods used here all give very similar results;

Figure 4.9 shows the simulated core-level spectra obtained
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Experimental

- Cl
cé
Classical

Fig. (4.9) ClS spectra for the classical and non-classical
2-norbornyl cation.

from the ASCF STO-4.31G calculations, with component FWHM of
1.8 ev. EQen with such relatively poor resolution, a clear-
cut distinction between the classical and nonfclassical species
is apparent. An interesting feature of the non-classical

spectrum is the intermediate binding energy calculated for C6,
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which falls midway between the two major components attribut-
able to C1(C2) and C3(CT7), C4 and C5. This would imply that
any attempt to deconvolute the experimental spectrum into just

229,232

two components is untenable. For the classical ion,

the large shift to high binding energy of C2 leads to a well-

resolved spectrum, with an intensity ratio of 1:6.

When considering the experimental data, contamin-

' ation problems suggest that emphasis should be placed on shifts
rather than relative intensities.224 Even a cursory perusal
of the synthesized spectra suggests that the experimental data
are not interpretable in terms of a classical 2-norbornyl cation.
Comparison between the calculated non-c las.sical spectrum and a
smoothed version (normalized to a flat base-line) of the exper-
imental data, however, is quite striking. The most logical
conclusion to draw is that the published spectrum pertains to
a non-classical 2-norbornyl cation, for which the surface has
been contaminated by extraneous hydrocarbon. Such contamin-
ation is known to be a major problem in recording XPS spectra,
and it is not unreasonable to expect that during the time-
scale of the experiment, at the low temperature employed, such
a contaminant layer would remain essentially inert. With a
knowledge of electron mean free paths 249 (~20 R for kinetic
energies appropriate to the experimental data) and taking a
monolayer as ~5 X thick, the experimental data would be quanta-
tively described in terms of the calculated line-profile for
the non-classical ion with a fractional (+0.6) monolayer cover-
age of hydrocarbon contamination. To this extent, the calcul-

ations outlined here resolve experimental ambiguities.

It is worth emphasizing that the energy difference

between the classical and non-classical structures is so small
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(less than 0.2 kcal mol™> at the STO-4.31G level) that minor
electronic perturbations would be expected to have quite a
profound effect. The efficiency.of a methyl substituent in
stabilizing a positive charge is well-known, and it might
therefore be anticipated that the 2-methylnorbornyl cation

would prefer a classical structure. The expense and computer

resources required preclude a full theoretical study of this
system; however, on thé basis of the results presented in
section 4.1, where it was found that on going from 2-propyl to
t-butyl cation, the central carbon binding energy decreases

by 0.9 eV, it might be anticipated that the span of 4.4 eV

in binding energy for the classical 2-norbornyl cation would

be reduced to ~3.5 eV on going to the methyl-substituted species.
This is, in fact, in very good agreement with the reported

229,232

shift of 3.7 eV for 2-methylnorbornyl cation.

4.3 On the Relative Energies of the Ground and Core Hole
States of Ethyl, l-Propyl and 2-Norbornyl Carbocations

4.3.1 Introduction

It has become increasingly apparent over the past
few years that the electronic reorganization accompanying
core-ionization can substantially modify the potential energy

surface with respect to the ground-state.l7o

Despite the
fact, therefore, that core-electrons contribute insignificantly
to bonding, core-ionization is sufficiently strong a perturb-
ation, as far as the valence-electrons are concerned, to pro-
vide a monitor of overall valence-electron distributions.

One manifestation of the changes in potential energy surface
cohsequent on core-ionization is the recent observation of
vibrational fine-structure accompanying core-ionization in

150,199,200

simple molecules. A particularly striking example
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of the changes in bonding accompanying core-ionization arises

for hydrogen-bonded dimer's,250 which will be discussed in the

following chapter. For the water dimer, removal of a core-

electron from the monomer providing the hydrogen for the
hydrogen-bond increases the hydrogen-bond strength, compared
i with the ground-state system, by some 40 kcal mol” 1, Core-
ionization can, therefore, considerably enhance comparitively

weak interactions in appropriate systems and hence magnify

energy differences which may be quite small for the ground-

state system.

The electronic structure of isomeric classical
and non-classical carbocations constitutes an area of intense
research activity on both an experimental and theoretical

219,220

front. In this section, it will be shown how a theor-

etical consideration of the ground and core hole states can
provide some insight into the structure and bonding in these
systems. Non-empirical LCAO MO SCF computations on the ground-
state and localized C1s hole-states have been carried out 2;6,245
the STO-4.31G level employing appropriate optimized geometries
for the classical and non-classical forms of ethyl cation, 1-
propyl cation, and 2-norbornyl cation, as described in sections
4.1.2 and 4.2.2. The characteristic nature of the core-level
spectrum of 2-norbornyl cation has already been discussed in

section 4.2; in this section, the energetic perferences of the

core-ionized species will be considered.

4.3.2 Results and Discussion

(a) Ethyl cation

The structure of the ethyl cation has been

studied in great detail. The first full geometrical optimiz-

251

ation (at the STO-3G level) gave the classical (eclipsed)
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ion as the most stable form, some 1ll.4 kcal mol_l lower in
energy than the bridged (non-classical) form. This energy

is reduced to 7.3 kecal mo1~}

at the STO0-4.31G level however,
. . . * 252
the addition of d-functions (as in the ST0-6.31G Dbasis set)
further favouring the bridged structure. Introduction of p-
functions on hydrogen (STO-6.51G**) suggests the non-classical
structure is the more favourable, and calculations including

253

correlation furthers this notion, favouring the bridged

structure by 8 kcal mo1™ L.

Differential solvation effects have been
investigated theoretically by Jorgensen,239 using a semi-
empirical computation scheme. Employing five HCl molecules
as a representative electron-donating solvent, the classical
cation was favoured by ~14 kecal mol-l over the non-classical
conformation. Estimates of differential solvation energies
have also been made using a simple model228 in which only the
isotropic charge, dipole, or dipole-dipole interactions are
considered. Using this model, the differential solvation
between the classical and non-classical forms of ethyl cation

is computed to be much less ( ~2.4 kecal mol'l).240

Investig-
ations of solvent effects should clearly be repeated with abd
initio wavefunctions; and it should be noted that solvents
which are poor electron-donors (such as superacids) may pro-

duce considerably smaller differential solvation effects.

Figure 4.10 shows the STO-4.31G results ob-
tained for the ground and core hole states of the classical
and non-classical forms of the ethyl cation. In accord with
the published data, this basis set favours a classical ground-
1

state for the ethyl cation, by ~7 kcal mol~ The effect of

core-ionization is dramatic, however; a core-hole on Cl (bearing
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Fig. (4.10) Relative energy differences between the classical
and non-classical forms of ethyl cation.

the positive charge in the classical species) favours a non-

classical cation by ~42 kcal mol—l, whilst a core-hole on C2

favours the classical cation by ~60 kcal mol_l.

(b) 1l-Propyl cation

The isopropyl (2-propyl) cation is by far

the most stable form on the C_H * energy surface; however,

377

the nature of the second possible minimum energy form of C3H7
254,236

+

has received considerable attention. Three types of
l-propyl structure have been considered in particular: corner-
protonated cyclopropane; a similar structure in which one of
the methyl-group.hydrogens lies in the plane of the three

carbons rather than perpendicular to it, "bent" propyl cations

and n-propyl cation. The relative energles of these species
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are given in Table 4.6. Other species which have been studied
all have higher energies than these. The STO-6.31G* is the
highest level of theory used to date, and gives corner-protonated

cyclopropane as the second stable form of 03H7+.251

TABLE 4.6 Relative energies of C H7:_ground state
structures (in kcal mol~i)2,.

STO-3G  STO-4.31G  STO-6.41G"

2-propyl 0 0 0
n-propyl 19.7 17.4 _ 17.0
"bent" propyl 20.5 16.9 14.1

corner-protonated

cyclopropane 22.8 17.3 13.0

(a) Ref. 251

The results obtained for l-propyl cation are
shown in Figure 4.11. The computed energy-difference between
n-propyl cation and corner-protonated cyclopropane is 0.7 kecal
mol'l for the ground-state, the range in ground state-energiles
for the three species being similar to that quoted at the
STO-4.31G level in Table 4.6. The dotted line shows the
relative energy-difference between the "classical" (n-propyl)
and "bent" l-propyl species; it is apparent that creation of
a core-hole, and hence increased valence-electron demand, on
Cl favours the bent form by some 20 kcal mol-l. By contrast,
creating a core-hole on C3 slightly favours the classical form,
which again may be taken as evidence for slight electronic
interaction between C3 and Cl in the bent form of the l-propyl
cation. For the creation of a core-hole on C2, however, the
energetic preference essentially remains the same. Consider-

ing now the "bent" and "non-classical" (corner-protonated
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Fig. (4.11]) Relative energy differences between the

various forms of l-propyl cation.
ecyclopropane) forms, from the results indicated by the dashed
line it is apparent that the creation of a core-hole on Cl
markedly favours participation with C3, whereas a core-hole
on the other carbons obviates such an effect, favouring instead
the "bent" structure. The solid line, pertaining to the
energy différence between the "classical" and '"non-classical"
forms of the l-propyl cation, 1s effectively the sum of the
former two lines, and shows that creation of a core-hole at
Cl now greatly favours the latter (by ~57 kcal mofi) whereas
a core-hole on either C2 or C3 favours the "classical" struct-

ure by ~32 and 25 kcal mofd'respectively.

(¢) 2-Norbornyl Cation

Similar trends are shown in Figure 4.12 for
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Fig. (4.12) Relative energy-differences between the classical
and non-classical forms of 2-norbornyl cation.

the 2-norbornyl system. The recent study of Allen et al.242

gives the energy of the non-classical ion as 5.2 kcal mol_l
higher than the classical conformation at the STO-3G level;
this difference 1is reduced to only 0.2 kcal mol"1 at the STO-
4.31G level. However, the formation of a core-hole on C2
enhances participation from C6, with the result that the non-
classical species is favoured by ~48 kcal mol-l. On the other
hand, creation of a core-hole at Cl or C6 (i.e., atoms which

in the non-classical case are donors to C2) leads to the class-

ical cation being favoured by~ 25 and 19 kcal mol-l respect-

ively.

The manifestation of these results is that

the core hole state spectra are highly characteristic for the
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isomeric species and differ quite significantly for systems
which on an absolute energy scale are closely similar.

The lifetimes of the hole-states are typically
expected to be in the range 10711 10'14 sec.; the manifest-
ation of the substantial changes in potential energy surface
in going from the ground-state to core hole state, therefore,
is likely to be small asymmetries of the core hole state spectra,
arising from vibrational excitation accompanying core-ionization.
Such excitations are difficult to detect even for small mole-
cules studied in the gas phase; for carbocations studied in
the condensed phase they would almost certainly remain unde-

tected.

The effect of different substituents in a molecule,
creating either electron demand at, or donating electron
density to, a given atom, is well-knhown 1in physical organic
chemistry, having significant consequences on reactivity and.
rates of reaction. The creation of a core-hole may be re-
garded as an extreme case of such electron demand at an atomic
centre, and it is hoped that the study Qf core hole states
may provide some insight into electronic reorganizations upon

electron demand and donation within a molecule.
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CHAPTER FIVE

A THEORETICAL INVESTIGATION OF ELECTRONIC REORGANIZATIONS

ACCOMPANYING CORE AND VALENCE TONIZATION IN SOME SIMPLE

HYDROGEN-BONDED SYSTEMS

Non-empirical LCAO MO SCF calculations have been carried
out on the ground-state and core-ionized states of some hydrogen-
bonded dimers. In the particular case of H20, the trimer has
also been investigated. Comparison of absolute and relative
binding energies and relaxation energies with respect to the
corresponding monomers reveals that substantia; changes occur
in going to the assocliated species. The relaxation energies
for a given core-hole are shown to increase on going from
monomer to dimer, indicating that intermolecular contributions
to relaxation energles are of the same sign, irrespective of
the sign for the shift in core binding energy. Creation of a
core-hole in the dimer species is shown to give rise to sub-
stantial changes in hydrogen-bond energies compared with the
neutral species. In the case of valence holes dominantly of
2s and 2p character, it 1s shown that trends in shifts and

relaxation energies parallel those for the core hole states.

5.1 1Introduction

There is considerable current interest in the theoretical

examination of hydrogen-bonding; recent advances are well-

256

reviewed in Schuster's comprehensive treatise, and by

Kollman.257 Some recent approaches worthy of note are:

(1) the physical model of the hydrogen-bond deduced from

ab initio MO wavefunctions by Allen;258'261



191
(1i) the energy decomposition analysis of Mor'okuma,z62
extended and developed to calculate separately the

263,266

charge-transfer and higher-order effects,

and (i1i1) the attempt by Kollman to organize all the types
of noncovalent intermolecular complexes into a

267,268

single framework.

Some headway has also been made in the problem of the solvation
of molecules;269'273 and there have been a number of large-
scale CI studies to determine the contribution of correlation

274,275

energy to the dimerization energy.

Whilst most of the studies reported to date refer to what
might be termed "normal" hydrogen-bonded systems, there has
also been considerable interest in strongly hydrogen-bonded
systems, the most comprehensively studied being the HFé

276,277

system. In a recent publication some aspects'of the

potential energy surfaces of the bichloride ion and radical

278

have been investigated. This ion constitutes a strongly
hydrogen-bonded system for which experimental data is avail-
able for both symmetric and unsymmetric systems. For the
corresponding radical HClé, the theoretical calculations have
clarified the interpretation of experimental data and shown
unambiguously that by contrast with the anion, the hydrogen-
bond strength is quite small. A recent study by Emsley279
suggests that the hydrogen-bond between the fluoride anion
and formic acid, HCO,H..... F, is stronger than that in bi-

fluoride anion, F-H....F , previously believed to be the

upper limit of hydrogen-bond strength.

The electronic relaxation accompanying core-ionization has
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been systematically investigated as a function of electronic
environment. In the previous two chapters, the changes in
binding energy shifts and differences in relaxation energy
have been studied for a series of neutral alkanes, and simple
carbocations; an extended series of oxygen-containing compounds
haé\also been investigatedl.93 Such studies have revealed -
significant variations in interatomic contributions to relax-
ation energlies; in continuance of this, prototype systems for
assessing the importance and absolute magniﬁude of intermolec-
ular contributions to relaxations accompanying core-ionizations
have been considered. Such an investigation 1s particularly
apposite at this time, since a consliderable body of evidence

is accumulating from studies of adsorbed molecules at surfaces
that in the condensed phase there are significant inter-
molecular (extra molecular) contributions to relaxation ener-

gies.103’280

As prototype systems which may be studied
theoretically at relatively modest computational expense,
simple hydrogen-bonded dimers and trimers have some consider-
able merit, since they represent systems intermediate-between
isolated molecules, for which only intramolecular relaxations

are feasible, and the condensed phase, for which intermolecular

contributions may well be of importance.

In this chapter, a non-empirical LCAO MO SCF investigation
of core and valence ionizations for a series of hydrogen-
bonded dimers involving H20, NH3 and HF is described. For
comparison, the corresponding monomers have also been investi-
gated, and for water, the trimer is also studied. Such simple

“systems may be regarded as prototypes for the investigation of

the importance of relaxation phenomena as a (unction of assoc-

iation. This forms a logical extension to the previous chapters.
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Furthermore, the available data, both theory and experiment,
for normal and strongly hydrogen-bonded systems,taken in con-
junction with the equivalent cores concept, suggest that there
may well be interesting changes in hydrogen-bond strengths in

going from the neutral to core-ionized hydrogen-bonded systems.

5.2 Computational Details

The calculations were performed using the ATMOL}72’73
system of programs, implemented on an IBM 370/195. It was of
interest to compare basis sets; consequently, the calculations

were performed using the following:

(a) an STO-4.31G7 basis set, using Raimondi and Clementi's 0
best-atom exponentss

(b) an STO-4.31G basis set, using "optimized"-exponentsl69’17os

and

(c) a Slater Double Zeta basis set,235 using Clementi's >

exponents.

A considerable volume of literature exists concerning the
geometry optimizations for simple hydrogen-bonded systems. At
the time at which these calculations were commenced, Pople's
geometrie5219 for the water-ammonia systems, optimized at the
STO0-3G level, were used. For the water dimer and trimer,
geometries given by Johnson, Herman and Kjellander’28l were used.
These dimer geometries are in fact very similar to those opti-

258

mized at the STO-4.31G level by Allen. For the water-

hydrogen fluoride system, Allen's STO0-6.31G optimizations were

available.26o

The details of the geometries used are given in Table 5.1

and Migure H.1.
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TABLE 5.1 Geometries of monomers, dimers and trimers

R in % a e in deg. b Reference
NH3 1.033 106.2 46a
OH2 0.957 104.54 281
FH 0.917 - 260
H3N ...H-OH 2.91 4.0b 46a
HEO ...H-0OH 2.85 54.7 281
HF ....H-OH 3.11 69.8 260
H20 ...H-NH2 2.89 60.9 46a
H20 ...H-F 2.74 4o.4 260
(6]
(H20)3 2.85 54.7 281

a) For monomers, R is the X-H distance

6 is the HXH angle

For dimers R is the heavy-atom separation

8 is defined in Figure 5.1.

b) This is the calculated angle between the N-acceptor axis

and the centre-of-gravity axis of NH3 (see Figure 5.1).

¢) See Figure 5.1b.

It should be noted that for the dimer geometry optimizations:

(1) all monomer units are held at the previously quoted

values;

(ii) all hydrogen-bonds are assumed to be linear.

Neither of these assumptions is likely to be in serious
error, since the published work shows relatively minor changes
in terminal bond-length and bond-angles consequent upon formation

of a given dimer from the relevant monomers.282
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Fig.5.1 Definitions of R and s. The dotted line 1s the
centre-of-gravity axis of the acceptor.

Calculations for the dimers were performed in the configurations

shown.

5.3 Results and Discussion

5.3.1 Core and Valence Jonizations for Water, Water
Dimer and Water Trimer

(a) Binding Energies

The changes in absolute and relative binding
energies for the Ols level in golng from water monomer to dimer
to trimer as a function of basis set are shown in Table 5.2.

As expected on the basis of previous work, whilst the Slater

Double Zeta and "optimized" STO-4.31G basis set calculations
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TABLE 5.2 Absolute and Relative Binding Energies for the O1s
levels in Water, Water Dimer, and Water Trimer

(in ev).
Slater Double "Optimized"
Molecule (2) Zeta STO 431G STO - 4.31G
B.E. AB.E. B.E. AB.E. B.E. AB.E.

Water Monomer O 1ls| 539.75 (0) 545. 49 (0) |539.12 (0)
Water Dimer 01 1s| 538.42 -1.33 | 544,11 -1.38 |537.85 -1.27
02 1s| 540.51 +0.76 |546.39 +0.90 |53%9.98 +0.86

Water Trimer Ol 1ls| 538.03 -1.72 | 543.72 -1.77 |537.46 -1.66
02 1s| 539.21 -0.55 | 545.04 -0.45 |538.73 -0.39
03 1s| 540.86 +1.10 | 546.74 +1.25 |540.24 +1.21

a) For details of numbering, see Fig.5.1lb.

are in excellent agreement with the experimentally determined
binding energy for H,0 (539.88 eV), the straightforward STO-
4.31G basis set calculation considerably overestimates the
binding energy. This largely arises from an underestimate of

the relaxation energy, as will be discussed in the next section.

Also displayéd in Table 5.2 are the calculated
shifts in binding energies for the Ols levels in going from
monomer to dimer to trimer. Although the hydrogen-bond strengths
for the neutral systems are quite small (<0.02 eV), the shifts
in core binding energies are substantial. Thus in going from
the monomer to the dimer, the Ols level of the component pro-
viding the hydrogen for hydrogen-bond formation (0l1) decreases
in binding energy, whilst the other component (02) increases,
such that the computed shift is in excess of 2 eV. Although
the small "unoptimized' STO-4.31G basis overestimates absolute

binding energies, the computed differences are closely similar
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to those for the "optimized" and Double Zeta basis. A

similar picture emerges for the trimer: 03, which acts as

an electron donor, is calculated to shift to higher binding
energy, with respect to the monomer, whilst 0l shifts to lower
binding energy. The central oxygen (02) of the water molecule,
which acts as both a donor and acceptor, is calculated to de-
crease in binding energy. Comparison with the dimer suggests
that a simple additive model is applicable. Thus, consideration
of the shifts in binding energy for the Ols levels of a water
molecule either providing the hydrogen, or the lone-pair, for
bonding to the hydrogen of the hydrogen-bond suggests a shift
with respect to the monomer for the central oxygen of the trimer
that is in excellent agreement with that computed directly
(viz., the 01, 02 shift for the dimer compared with the shift
with respect to the monomer, for 02 in the trimer). The span
in binding energies for the trimer is calculated to be sub-
stantially (V0.7 eV) larger than for the dimer. With the
development of Molecular Beam Techniques for producing such
species in the gas phase, and with the advent of XPS 1nstfu-
mentation requiring extremely small partial pressures forthe
production of high resolution spectra of adequate signal to
noise ratio, it will be of interest to see if these predictions
are verified. As a corollary to this, it seems likely that

in going from the gas phase monomer to the condensed phase
(physically adsorbed at a surface for example) at sub-monolayer
coverage, where association might produce a range of hydrogen-
bonded species (dimers, trimers, etec.), there would be a con-
siderable variation in line-width as a function of degree of
association at the surface. The literature data refer either

280,283

to mono- or multi-layer coverage so that there is no



198

data currently available pertinent to this point.

For the monomer and dimer, it is possible to
identify unambiguously the O2S levels, which are somewhat core-
like in character. This also proved to be the case for the
trimer; however, with the Double Zeta basis set, there were
convergence problems, in that it was difficult to converge on
the O2S levels localized on the individual oxygen.atoms. For
all three systems it proved possible to identify valence-ionized
states dominantly of ng character; however, there were again
convergence problems for the Double Zeta basis set. It is of

interest to compare the shifts with those for the O levels

1s
shown in Table 5.2. The absolute binding energies computed for

the 0 and O valence-levels of the water monomer are shown

140

2s 2p
in Table 5.9. The extensive calculations of Meyer

indicate
that correlation energy corrections are opposite in sign for
the 2s and 2p levels and this is clear from the present data,
for which the ASCF calculations overestimate the binding energy
for the former and underestimate for the latter. Since the
orbitals are relatively localized however, it may reasonably be

expected that correlation energy terms would tend to cancel in

comparing shkifts in binding energies.

The data in Table 5.3 clearly demonstrate
that both in terms of magnitude and sign the shifts for the
valence O2s and O2p levels are closely similar to those for
the core-levels, despite the fact that the absolute binding
energies differ substantially. Although convergence problems
prevent a detailed comparison of the computed shifts as a
function of' basis set, the shifts computed (or the trimer using
Koopmans' Theorem are closely similar for the Double Zeta and

STO-4.31G basis sets. This is not unexpected on the basis of

the ASCF shifts for the dimer shown in Table 5.2.



TABLE 5.3 Changes in Valence Binding Energies
' on Association (in eV).
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STO - 4.31G Double Zeta
ABE (ASCF) ABE (Koopmans')| ABE (ASCF) ABE (Koopmans')
(1)
Oxygen 2s
Monomer (0) (0) (0) (0)
Dimer 01 -1.16 -1.05 -1.16 -1.05
02 +0.98 +1.25 +0.86 +1.14
Trimer Ol -1.55 -1.42 -1.42
02 +0.21 +0.21 +0.11
03 +1.32 +1.62 +1.51
(ii)
Oxygen 2p
Monomer (0) (0) (0) (0)
Dimer Ol -1.12 -1.05 -1.12 -1.04
02 +0.96 +1.53 +0.53 +1.42
Trimer Ol -1.12 -1.40 -1.40
02 -0.11 -0.23 +0.52
03 +1.34 +1.30

a) Absolute binding energies are quoted in Table 5. 9.

(b) Relaxation Energies

The calculated relaxation energies and differ-

ences in going from monomer to dimer to trimer for the Ols levels

are shown in Table 5.4.

As has been previously noted, the

particular features of interest in this investigation are the

intermolecular contributions to relaxation energies as a function

of association.
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TABLE 5.4 Changes in 0ls Relaxation Energies on
Association of Water.

Molecule Double Zeta | STO-4.31G [|"Optimized" STO-4.31G
(a) (o)
Monomer O 1s° (0) (0) (0) (0)
Dimer 01 1 +0.11 +0.16 +0.06 +0.06
02 lS +0. 37 +0.38 +0. 42 +0.66
Trimer 01 1_ +0.13 +0.20 +0.08 +0.08
02 1 +0.51 +0.57 +0.51 +0.75
03 1 +0.37 +0.41 +0.45 +0.99

a) The reference for the relaxation energy corresponds to

Koopmans' Theorem for the unoptimized STO-4.31G basis set.

b) The reference for the relaxation energy corresponds to the
average of the negative of the Fock eigenvalue for the ground-

state molecule in the "optimized" and unoptimized STO-4.31G

basis sets.

c¢) Absolute values of R.E. are quoted in Table 5.9.

Whilst the absolute magnitudes of the relax-
ation energies are underestimated by the calculations at the
STO-4.31G level, the differences are in excellent agreement with
those obtained for the Double Zeta basis set. Comparison with
the shifts in binding energies recorded in Table 5.2 reveals
that irrespective of whether the binding energy of a given Ols
core-level increases or decreases in going from monomer to dimer
to trimer, the relaxation energies are always larger for the
associated species. Furthermore, the relaxation energy change

is largest for 02 of the trimer; which involves the central of

the three units. This increase in relaxation in going to the
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associated systems is in agreement with experimental data on

280,283

physisorbed species at surfaces where the difference in
energy scales (when due allowance has been made for the work
function) has been attributed to this source. An interesting
feature arising from these experimental data is that the so-
called "relaxation shift" is observed to be virtually the same
for both core and valence levels. This might at first sight
seem a little surprising, since the absolute magnitudes of the
relaxation energies themselves are so different. By contrast,
for chemisorbed species in which there is substantial perturb-
ation of certain valence-levels (and hence indirectly core-

levels), the contributions to shifts arising from changes in

relaxation energies are difficult to unravel.

It is clear that hydrogen-bond formation in-
volves a substantial perturbation of the valence-electron dist-
ribution. Although the relaxation energies for the core-levels
increase on association, matters are not so clear-cut for the
valence-levels. This is indicated in Table 5.5. For the
essentially core-like 02s levels, the relaxatioh energies for
dimer and trimer hole-states are larger than for the monomer,
and it is significant that the magnitudes of these differences
are comparable with those for the O1S core-levels,despite the
large difference in absolute magnitude for the relevant relax-

ation energies.

(¢) Population Analysis

Although a Mulliken population analysis provides
only a crude indication of the electron distribution in a
molecule, it is nonetheless useful in outlining broad features

of charge migrations. For the ground-state species, the changes
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TABLE 5.5 Changes in O2s and ng Relaxation Energies
on Association of Water

STO-4.31G Double Zeta
(i) Oxygen 2s 2
Monomer (0) (0)
Dimer 01 +0.11 +0.10
02 +0.27 +0.28
Trimer 0l +0.13
02 +0. 38
03 +0.30
(ii) Oxygen 2p 2
Monomer (0) (0)
Dimer 0} +0.07 +0.07
02 +0.56 +0.50
Trimer 0l +0.09
02 -0.12
03 -0.04

a) Absolute values of the relaxation energy are quoted
in Table 5.9.

in total population for a given water molecule as a function

of association are given in Table 5.6. In going from the
monomer to dimer, electron density is transferred from the

water molecule containing 02 to that containing Ol. The cal-
culated changes in population for the two units are 0.039 and
0.108 electrons, respectively, for the Double Zeta and STO-4.31G
basis sets. In going from the dimer to trimer, considering
firstly hydrogen-bonding the monomer unit containing 03 to that
containing 02, the change in population on the former is 0.043

(0.116) electrons for the two basis sets, i.e. almost the same
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TABLE 5.6 Charge-transfer from monomer units

Charge Transfer a Bond Overlap Population
Double Zeta STO-4.31G STO-4. 316G
HO - H ... OH, 0.039 0.108 0.165
HO -H ... OH,, 0.104 0.191 0.255
*
HO-H ... O'H, ~0.008 0.042 0.053
HO-H ... OH,OH, 0.045 0.114
HO®H ... OH,OH,, 0.117 0.206
HO-H ... O*H20H2 -0.008 0.044
H,OHO-H ... OH, 0.043 0.116
HQOHO*-H ... OH, 0.108 0.200
H,0HO-H ... o*H2 -0.007 0.047

a) The sense H,B+HAH  is taken as positive.

*) 1Indicates the core-ionized atom.

charge transfer as computed for the dimer. The concomitant
modification of charge transfer involving the other hydrogen-
bond is extremely small (0.006 electrons for both basis sets).
The trimer may alternatively be viewed as being formed from
hydrogen-bonding the monomer unit containing 01 to the dimer,
with the monomer providing the hydrogen of the hydrogen-bond.
The charge migration from dimer to monomer then amounts to 0.045
and 0.114 electrons for the two basis sets, comparable to those
discussed above. The change in population for the monomer unit

containing 03 is again very small (0.008, 0.004 electrons).

For the particular case of the STO-4.31G basis

set, the bond overlap population of the dimer has been calculated.
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This is quite close in magnitude to the calculated change in
population for the monomer units on forming the dimer, implying
not unreasonably that charge transfer is dominantly into the

hydrogen-bonding region.

For the core-ionized species, it is of interest
to compare the overall transfer in charge from a given monomer
as a function of association, and compare thesé with the corres-
ponding figures for the ground-states. For the dimer, forma-
tion from the monomers is accompanied by electron transfer to
the molecule providing the hydrogen for hydrogen-bond formation.
Creation of a core-hole on 01l in the dimer considerably enhances'
this electron drift from one unit to the other, the computed
increase in population for the monomer unit containing 01 com-
pared with the neutral system being 0.065e and 0.083e for the
Double Zeta and STO-4.31G basis sets, respectively. By con-
trast, creation of a core-hole on 02 drastically reduces the
capabilities of the monomer unit for electron transfer for
hydrogen-bond formation, and the computed reductions in elect-
ron transfer compared with the ground-state are 0.047e and
0.066e for the two basis sets. The population analysis with
the Double Zeta basis set even suggests that the overall elect-
ron transfer is very small and in the opposite sense to that

for the ground-state.

A similar picture emerges for the trimer.
Creation of a core-hole on 0l is accompanied by an increase
in electron transfer from the dimer of 0.072e (0.092e); there
is a concomitant increase of 0.0l13%e (0.019e) in electron dona-
tion from the monomer containing 03. It will become clear

that this is related to the computed change in hydrogen-bond
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strength for the core-ionized species. By éontrast, creation
of a core-hole on 03 causes a significant reduction in electron
transfer to the dimer of 0.050e (0.069e), and indeed for the
Double Zeta basis set, the monomer unit in the core-ionized
species becomes very weakly electron accepting. The core-~
ionization of the central monomer unit (02) is accompanied by

a considerable increase in valence-electron population of 0.118e
(0.152e). This arises in the following way: in the ground-
state, 02 receives 0.043e (0.116e) from 03%; however, this is
accompanied by a charge transfer of 0.045e (0.1l4e) from 02 to
01, leaving a net charge of -0.002e (0.002e). On core-ionizat-
ion of 02, the donation from the 03 monomer unit increases by
0.065 (0.004e), whereas the donation from 02 to-0l decreases

by 0.053 (0.070e), leaving a net charge on the 02 unit of
0.116e (0.156e).

The changes in valence-electron populations
(the electronic charge-flow from each atom) on going from the
ground-state to core-ionized species are shown in Table 5.7.
Certain trends are clearly discernible. For the water monomer,
creation of a core-hole on oxygen results in a substantial
increase in valence-electron population on oxygen at the ex-
pense of the two hydrogens; whilst the absolute magnitudes of
electron populations depend very markedly on the basis set,
the differences reported in Table 5.7 are remarkably similar.
For the dimer and trimer, there is again a substantial increase
in valence-electron population on the atom on which the core-hole
is located, largely at the expense of the directly-bonded
hydrogens. If the directly-bonded hydrogen is involved in
hydrogen-bonding, the charge low is highly asymmetric, a much

greater proportion o' the overall increase in electron population
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Changes in Valence Population on Core-Ionization

of Water Species

Double Double
Zeta STO - 4.31G Zeta STO - 4.31G
Monomer ° o* -0.528 -0.556 Trimer ° ol ~0.500 -0.522
Hl  +0.264 4+0.278 H1 40.279 40.292
H2 +0.264 10.278 H2 +0.149 +0.139
02 -0.019 -0.009
H3 4+0.049 40.054
H4 +0.030 +0.028
Dimer 2 ol” -0.503  -0.524 03 -0.018 -0.017
Hl  +0.277 +0.289 HS +0.024 +0.027
H2 +0.l6l +0.152 H6 +0.005 +0.008
02 -0.027 -0.019
H3 +0.046 +0.051 ol +0.,072 +0.079
H4 4+0.046 +0.051 Hl +0.038 +0.041
H2 -0.058 -0.049
ol 40,075 +0.082 02 -0.526 -0.559
H1 +0.039 +0.041 H3 +0.261 +0.270
H2 -0.,067 40.058 H4 +0.148 +0.135
02 -0.547 -0.587 o3 -0.023 -0.015
H3  +0.250 +0.261 H5 +0.044 40.049
H4 +0.250 4+0.261 H6 +0.044 +0.049
0l 40.022 +0.025
Hl +0.006 +0.007
H2 -0.015 -0.014
02 +0.069 +0.072
H3 +0.034 4+0.035
H4 -0.065 -0.056
o3 -0.546 -0.587
H5 +0.247 +0.259
H6 +0.248 +0.259
a)

For details of numbering, see Figure 5.1

indicates core-ionized atom
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on oxygen coming at the expense of electron migration from
the other directly-bonded hydrogen.

(d) Changes in Hydrogen-bond strength
accompanying core-ionization.

The substantial reorganization of valence-
electron distribution concomitant with core-ionization inferred
from the population analyses would suggest significant changes
in the energetics of hydrogen-bond formation.

For the dimer, the calculated hydrogen-bond

energy of 4.8 kecal mol'1 for the Double Zeta basis set is in

good agreement with experiment (5.2IL 1.5 kecal mol-l ,284 whilst
the smaller basis set tends to overestimate the bond strength
(11.9 kcal mol'l). Comparison of the dimer with the trimer
provides a hydrogen-bond energy of 6.5 kcal mol~1 (14.1 kecal
mol'l), whilst for dissociation of the trimer into three mono-
mer units, an average bond energy of 5.7 kcal mol-l (12.9 kcal
mol'l) is obtained, where the figures in brackets refer to the
STO-4.31G basis. Both of these values are .significantly higher
than for the dimer itself. The effect of creating a core-hole
in the dimer and trimer is dramatic in terms of the computed

changes in hydrogen-bond strength; this is indicated in Table
5.8.

Considering the dimer, creation of a core-
hole on 01, for which the population analysis indicates an
increase in electron donation from the monomer containing 02,
is accompanied by a large increase in hydrogen-bond strength,
such that it is now comparable with typical hydrogen-bond
strengths for such species as HFé and HClé .285 By contrast,
the hydrogen-bond strength for the species with the core-hole

located on 02 is very substantially less than for the neutral
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TABLE 5.8 Changes in Hvdrogen-Bond Strengths on
Core-Ionization (in kcal mol~*').

Molecule Core-Hole Hydrogen Bond Double Zeta | STO-4.31G
Dimer 2 01 ol ..... 02 +30.66 +31.77
02 0l ..... 02 -17.42 -20.74

Trimer ° 01 oL ..... 02 +40.57 +41.98
02 ..... 03 + 9.95 +10.17

02 01 ..... 02 -17.16 -20.27

02 ..... 03 +30.90 +32,25

0% 01 ..... 02 - 7.19 - 7.03

02 ..... 03 -24.63 -27.74

a) Relative to the ground-state hydrogen-bond strength.
b) Relative to the average ground-state hydrogen-bond strength.

(A positive sign indicates an <i{ngreggse 1n hydrogen-bond energy).

system. The changes in hydrogen-bond energy are closely similar

for the two basis sets.

From the data in Table 5.8 (and Fig.5.4), it
should be noted that the 'vertical' binding energies referred
to here are associated with a repulsive part of the potential
energy surface for the core-ionized species (as opposed to the
attractive part for the 0Ol core-ionized system), and represent
lower bounds to the hydrogen-bond strength. This does not
necessarily imply that the surface for this core-ionized state
does not have a minimum which is lower in energy than the dis-

sociation limit.

For the trimer, creation of a core-hole on 01

is again accompanied by a very large increase in hydrogen-bond
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energy; this effect is relayed to the other hydrogen-bond.
These changes are again qualitatively in line with those ex-
pected on the basis of the population analysis. Creation of
a core-hole on 02 increases the hydrogen-bond strength with
respect to the monomer unit containing 03, and causes a de-
crease with respect to 0l. Finally for a core-hole on 03 in
the trimer, both hydrogen-bond energles decrease with respect

to the neutral system.

It should be emphasized that these energies
refer to vertical processes, and represent lower bounds to the
adiabatic processes. Thus it seems likely that the large
increase in hydrogen-bond strength in certain cases will be
accompanied by a decrease in hydrogen-bond length; for those
systems in which there is a decrease in hydrogen-bond strength,
the equilibrium geometries may well involve an increase in
hydrogen-bond length. The lifetimes of the core-hole states,
however, are determined by de-excitation predominantly by the
Auger process, and are likely to be in the range of 10-13 sec.
This is several orders of magnitude too short to be of any
chemical significance, and since the transitions from the
ground-state are vertical, a discussion of hydrogen-bond
energies in terms of vertical processes seems eminently reason-
able. The large calculated changes in hydrogen-bond energles
and the implication of substantial changes in equilibrium
geometries for the core-ionized species does, however, have
important ramifications with respect to vibrational fine-struct-
ure accompanying core-ionization, a field of considerable
current interest from both an experimental and theoretical

standpoint.
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5.3.2 Core- and valence-ionization for hydrogen-
bonded dimers involving;Hgo with HEO,NHz and HF.
-

(a) Binding Energies

The calculated absolute binding energies for
the monomers are shown 1n Table 5.9, for the core-levels and for
valence orbitals. For the N

0 and F1s levels, the calcul-

1ls’ “1s
ations are in excellent agreement with experiment for the Double
Zeta and optimized STO-4.31G basis sets. For the STO-4.31G
basis set however, the relaxation energies are underestimated
and consequently the calculated absolute binding energies are
too large. For the valence-levels, the calculated binding
energies are overestimated (2s) or underestimated (2p) compared
with experiment; this is attributable not only to deficiencies
in the basis sets, but more importantly to the neglect of
correlation energy changes, which are opposite in sign for the

two levels. The changes in core binding energies with respect

to the appropriate monomer are shown for all of the dimer species

studied in Figure 5.2.
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Since the shifts in binding energies and changes in relaxation
energies are virtually the same for all three basis sets employed,

only the results for the Double Zeta basis set are presented.

For the Ols core~ionized species, the shifts
with respect to the water monomer are in the opposite sense,
depending on whether the Hydrogen is provided by X or by the
water monomer under consideration. For eilther situation, the
magnitude and direction of the shifts are qualitatively in
agreement with simple electronegativity considerations. Thus,
with watgr providing the hydrogen for the hydrogen-bond, the
effect of this hydrogen-bonding on the Ols level is a shift to
lower binding energy, being largest for the best donor: viz.,
the shifts are in the order NH3>H20>HF. Conversely, if a
core-hole is created on the oxygen of a water monomer not
providing the hydrogen for the hydrogen-bond, the reduced effic-

iency as a donor is manifest in a shift to higher binding energy

which increases in the order NH.<H,O<HF.

372

The picture which emerges when a core-hole is
created on X is slightly more complicated. Thus, when X pro-
vides the hydrogen for hydrogen-bond formation, the increased
electron donation from water lowers the core binding energies,
the shifts being in the order NH3<H20<HF. When the hydrogen
for hydrogen-bond formation is provided by the water monomer
and the core-hole is created on X, thé shifts are small and
to higher binding energy, and are cbmparable for X=NH3,H20
and HF. Although superficially this may seem surprising, the
previous discussion on the water dimer and changes in populations
accompanying core-ionization provides a straighttorward ration-

alization. Iﬁ comparing the populations lor the core-ionized

dimers with those for the monomers from which they may be
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constructed, the calculated changes are extremely small, and
indeed for the Double Zeta basis set, the overall electron

transfer is to the core-ionized monomer. In the particular
case of a neutral water monomer X, the electronic environment

is not too dissimilar to the isolated core-ionized species.

For the dimers involving core-holes located
on the water monomer, the "internal" shift in the Ols binding
energy for the two distinct hydrogen-bonding situations shows

a smooth decrease in the series NH,>H.,O>HF, the shifts being

3 s
2.35, 2.08, 1.73 eV respectively. Defining the centroid of

the shift as the average of the 0 shifts, with respect to

ls
the water monomer, for the two hydrogen-bonding situations

HX ... H - OH and X-H ... O'H., it is found that the centroid

2’

is at a lower binding energy for X = NH, and HQO, and higher

3
binding energy for X = HF.

For the dimers, hole-states corresponding
approximately to removal of valence 2s and 2p electrons may
be identified from the manifold of valence-ionized states.
These behave in an analogous manner to the core hole states.
This is shown in Figure 5.3%; comparison with Figure 5.2 is
quite striking, both in respect of the signs and magnitudes

of the calculated shifts.

(b) Relaxation energies

One of the prime motivations for this study
was to investigate changes in relaxation energies as a function
of association. The absolute magnitudes of the computed
relaxation energies for the monomers, for both the core and
valence 2s and 2p levels, are plven in Table 5.9. In defining

relaxation energies computed rom the "optimized" STO-4.31G
[
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basis set, two possibilities present themselves. Firstly,

the reference for the unrelaxed system can be taken as the
negative of the Fock eigenvalue for the neutral molecule using
the "unoptimized" STO-4.31G basis set; alternatively, this may

be averaged with the corresponding Fock eigenvalue for the
neutral molecule using the optimized basis. Comparison with

the relaxation energies based on the "optimized" STO-4.31G
calculations for the hole-state species are in much better agree-
ment than those computed directly for the standard STO-4.31G
basis. The absolute magnitudes of the relaxation energies

computed from the "optimized" STO-4.31G basis are closer to
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those for the Double Zeta basis when the reference for the
"unrelaxed" system is taken as the average over the Fock eigen-
values. Similar treatments have been carried out for all of
the dimers and relevant hole-states; the trends and differences
for the relaxation energies are in good agreement with those
calculated with the Double Zeta basis set. However, the
differences are rather closer to those calculated using the
Double Zeta basis set when the reference for the relaxation
energies corresponds to Koopmans' Theorem for the unoptimized
STO-4.31G basis set calculations ror the neutral molecule, as
may be seen, for example, in Table 5.4. The changes in relax-
ation energy on going from monomer to dimer for a given core-
hole are shown in Figure 5.2. Considering firstly hydrogen-
bonded dimers involving a core-hole on oxygen, it is clear that
although there are substantial shifts to lower binding energies
when water provides the hydrogen for the hydrogen-bond, and
substantial increases in binding energy when the hydrogen-bond
is provided by X, the relaxation energy change with respect to
the monomer 1s always positive. That 1s, in going to the
associated system, the relaxation energy increases, irrespective
of whether the binding energy for the core-level increases or
decreases. A similar situation obtains for dimers involving

a core-hole located on X. In all cases the increase in relax-
ation energy in going from monomer to dimer is relatively small,
being in the range 0 to 0.42 eV. For the valence hole-states,
the changes in relaxation energy are shown in Figure 5.3. For
the 2s levels, the magnitudes of the changes in relaxation
energy are closely similar to those for the_core-levels. This
1o Inleresting, since the abusolute magnitudes of the relaxation

enerpies ditrer by o factaor o Leon, The chanpes 1n relaxation
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energy on assoclation are therefore proportionately larger

for the valence 2s levels.

(¢) Population analysis

Formation of a given hydrogen-bonded dimer
is accompanied by electron transfer to the monomer providing
the hydrogen for hydrogen-bond formation. The relative magnit-
udes of the electron transfer are consistent with a qualitative

picture based on electronegativity considerations, as shown in

Table 5.10,

TABLE 5.10 Charge transfer from monomer units
Charge Transfler a Bond Overlap Populatinn
Double Zeta STO-4.31G STO-4.31G

HPN-H B, OH? 0.042 0.136 0.218

HO-H .... OH2 0.040 0.108 0.165

F-H cea OH2 0.042 0.094 0.143

H3N «... H-OH 0.060 0.110 0.143

H20 «+.. H-OH 0.040 0.108 0.165

HF .... H-OH 0.016 0.061 0.086

a) The sense H B *HAH 1is taken as positive

Thus for HpO acting as the acceptor, the increase in electron

2
For the water monomer acting as a donor, the dependence on the

population compared with the monomer is in the order NH3>H O>HF.

acceptor providing the hydrogen for hydrogen-bond formation is

somewhat less marked.

Considering now the hole-state species, the

calculated changes in electron population in terms of electron

density transferred from one monomer unit to another are shown



in Figure 5.4 for the Double Zeta basis set.
ponding figures for the STO-4.31G basis are in excellent overall

agreement with these,
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The corres-

as might have been anticipated 'rom the

results previously discussed for water, water dimer and trimer.
—H- -- Change in
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Fig. (5.4) Changes in charge transfer from monomer units

on core-ionization, relative to the ground-state
dimers.

Creation of a core-hole on X, when X provides the hydrogen

for hydrogen-bond formation to water, is accompanied by in-
creased electron donation from the water molecule in the order
X=HF>H20>NH3. These increases exactly parallel the change
in bond overlap population between oxygen and the hydrogen
involved in hydrogen-bonding, as shown in Table 5.11. An
increased hydrogen-bond energy for such core-ionized species
might therefore be anticipated. With X acting as a donor to

a core-ionized water molecule (which provides the hydrogen for
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TABLE 5.11 Change in bond overlap population (STO-4.31G)
between monomers on core-ionization

x o*
X-H ... OH,
HN - H ... OH, +0.086 ~0.149
HO - H ... OH, +0.090 -0.111
F-H ... OH, +0.101 -0.094
X ... H - OH
H,N ... H - OH -0.102 +0.162
H,0 ... H - OH -0.111 +0.090
HF ... H - OH -0.060 +0.0%33

hydrogen-bond formation), there is again an increase in valence-
electron population on the core-ionized monomer compared with
the ground-state, in the order NH3>H20>HF. The changesin
population are again largely accounted for by an increase in

overlap population in the hydrogen-bond region.

Creation of a core-hole on the monomer unit
not providing the hydrogen for hydrogen-bond formation results
in all cases in a reduction of valence-electron population
transfer with respect to the neutral dimers. For H20 providing
the hydrogen for hydrogen-bond formation, the changes in

electron population are least for X=HF and largest for X=NH

3)
whilst if X provides the hydrogen for hydrogen-bond formation,
the reduction in population is closely similar for X=NH3, HEO

and HF. The changes in bond overlap populations for the

hydrogen-bonds again follow these trends.
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(d) Changes in Hydrogen-bond strengths
accompanying core-ionizations

The population analyses, showing substantial
electronic reorganizations on the creation of core-holes in
the dimer species, suggest that the hydrogen-bond strengths in
these species may be considerably different than for the neutral
molecules. The calculated hydrogen-bond strengths for the

ground-state dimers are shown in Table 5.12,

TABLE 5.12 Hydrogen-bond strengths (in kecal mol 1)
Double Zeta STO-4.31G
HN - H ... OH, 1.54 10.74
HO - H ... OH, 4,82 11.94
F-H ... OH, 12.45 15.72
HN ... H - OH 9.20 10.94
H,0 ... H - OH 4,82 11.94
HF ... H - OH 4,00 10. 38

The calculated changes in hydrogen-bond ener-
gies with respect to the neutral dimers are shown in Figure 5.5
for the Double Zeta basis sety those for the STO-4.31G basis
are closely similar. The computed changes are substantial and
in a direction that might have been anticipated from the popul-
ation analysis. Thus, oreation of a core-hole on a monomer
which provides the hydrogen for hydrogen-bond formation sub-
stantially increases the hydrogen-bond energy such that the
species may be classified as a strongly hydrogen-bonded system.
By contrast, creation of a core-hole on the other monomer unit
leads to a substantial decrease in hydrogen-bond strength. From

this it is clear that core-ionization can considerably enhance
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Fig.(5.5) Change in hydrogen-bond strength on core-ionization
(in kcal mol-l). o refers to core-ionization on X;
x refers to core-ionization on H20.

weak interactions in appropriate systems, and hence magnify
energy differences which may be quite small for the ground-

state system.

As noted previously, the lifetimes for such
core-ionized species before undergoing de-excitation by the
Auger process are such that the chemistry which might be exhib-
ited is not available for direct investigation. However, the
drastic changes in potential surfaces, compared with the neutral
dimers, implied by these results suggest that core-lionizations
should be accompanied by considerable vibrational fine-structure.

With the advent of high-resolution instrumentation, the direct
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study of such species in molecular beams at relatively modest
partial pressures becomes a feasibility, and it will then be

of some interest to compare the theoretical predictions re-

ported here with the experimental data.




CHAPTER SIX

SINGLE ORBITAL RELAXATION ACCOMPANYING

CORE-IONIZATION

A method is presented for the calculation of the individual
contributions from eacn occupied orbital to the total relaxation
energy accompanying core-ionization, within the ASCF formalism.
The magnitude and sign of the contributions are shown to depend
quite markedly on the localization and bonding characteristics
of the orbitals concerned, but are in accord with chemical
intuition. The basis set dependence of the single orbital
contributions to the total relaxation energy accompanying C1S and
Ols core—-ionization in carbon monoxide has been investigated.

Single orbital relaxation energies accompanying core-
ionization in the first-row atoms have been investigated; the
diatomic molecules CO and N, have also been studied., Single
orbital relaxation energies for Cls and Ols core-ionization in CO,
and le core-ionization in Nz, have been calculated. For CO,
comparison with individual orbital Mulliken population analyses,
and density difference contour plots is made. Variation of single
orbital relaxation energies as a function of bond-length has been
studied for both CO and N,. Considerable insight into the

2
relaxation process accompanying core-ionization may be gained

from such an analysis.

The influence of an applied electric field on core binding
and relaxation energies accompanying core-ionization has been
theoretically investigated by means of non-empirical LCAO MO SCF

calculations within the ASCF formalism, on simple prototype




223

molecules (CO and Nz). Single orbital contributions to the
total relaxation energies, together with Mulliken population
analyses and density difference contours for CO, are presented.
Investigations of the effect of an electric field on potential
energy surfaces, as evidenced by band-profile analysis, are

also considered.

6.1 A Method for Obtaining Single Orbital Contributions to the
Total Relaxatlon Er Energy Accompanying Core-lonization

6.1.1 Introduction

The topic of interest in the previous three chapters
has been the electronic relaxation accompanying both core and
valence ionization, studied within the ASCF formalism. One
aspect of considerable current interest is the change in computed
bond-lengths in going from the ground to core hole states in
simple molecules, the main point of interest being focussed on
the interpretation of the vibrational fine-structure apparent in
high-resolution XPS data. This has recently been studied both
theoreti.cally197-200 and experimentally287 with a good degree of
success. The emphasis to date has been on the total relaxation
energy accompanying core-ionization. In the case of carbon
monoxide, for example, it has been shown that the total relaxation
energy accompanying Cls core-ionization is not strongly dependent
on bond-length, which contrasts with the situation for the Ols
core-ionized systeml7o'288. To gain further insight into this
reorganization process, it was felt appropriate to investigate the
different components of this total process; accordingly, in this
chapter it is shown how it 1s possible to discuss this phenomenon

in terms of the individual molecular orbital relaxation effects

accompanying core-ionization.
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6.1.2 Method

The approach adopted is illustrated schematically in

Figure 6.1.
Single Orbital Relaxation Energies
Ground state Koopmans' Hole state
Energy
——1——{;—-—40 -_1_-{—-
L —+4— 4o’
—_1._{__3°' _}__t_ 2
Valence ‘ ‘ 20 —_ 1‘ ‘ _
—H— 2
Core _}__{__ 10 __l_ __t__ 1o!
Y o228 g 520208 Y = |6'20'25".06" |
a) Ground state with ONE hole siate b] Hole state with ONE ground state
’ “H—
R RN 361 3d
Valence 4+ 2¢ LR RER I
——— %
Core _i__ 1 _+ 10/
+3; - |15 2025 3¢ 3¢ o 4¥ | '?3:=|16’2«‘ 26 30 35 bo'd'|

Fig.(6.1) A schematic illustration of the method for obtaining
single orbital relaxation energies
The total relaxation energy accompanying core-
ionization in a molecule may be obtained from non-empirical
LCAO MO SCF calculations within the ASCF formalism. This may be
illustrated as in Figure 6.1, where ¥q refers to the ground-state,
and W°+ and Wf+ to the "Koopmans'" and hole-state wavefunction.
The relaxation process is illustrated by the use of dotted lines
to show the unrelaxed orbital energies; hole-state spin-orbitals
are indicated with a prime. The vectors computed in this way for
the ground and core hole state molecular orbitals may be used to

determine the single orbital relaxation energies; the approach
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involves two distinct but complementary calculations, which give

upper and lower bounds to the single orbital relaxation energy:

(a) the total energy of a hypothetical state for the core-ionized
species in which all the orbitals are "frozen", save that
orbital under study, which is "relaxed", is calculated. For
example, 1f MO 3 is of interest, then the wavefunction W3o+
is used in Figure 6.1. A comparison of the binding energy
obtained from this hypothetical state with that obtained
from the completely "frozen" system (corresponding to the
Koopmans' binding energy), gives a value for the single orbital
relaxation energy.

(b) the converse situation, where a hypothetical state for the
core-ionized species is now constructed corresponding to all
"rela#ed" orbitals, save that orbital under study, which is
"frozen": this corresponds to W3f+ in Figure 6.1l. The binding
energy appropriate to this state is compared with that for

the completely "relaxed" system (corresponding to the ASCF

binding energy) to give a value for the single orbital

relaxation energy.

The value obtained from calculation (a) provides an
upper, and that from (b) a lower, bound to the single orbital
relaxation energy. This may be understood naively as follows:
if all the orbitals save one are frozen, then that orbital will
attempt to "relax" as much as possible; conversely, if all orbitals
are relaxed save one, then that orbital cannot relax as much as it
would do in a normal ASCF calculation. Taking the simple average
of the two calculations (a) and (b) gives a value for the single

orbital relaxation energy. It is found that the sum of all the
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single orbital relaxation energies in a molecule corresponds exactly
to the total relaxation energy for that molecule calculated

directly.

It is necessary at this ﬁoint to consider the method
in more detail. The hole-state computations involve the minimi-

zation of one-component energy exprgssidns of the form (1.161):
< Y|H|Y >/< v|y >

where the single determinantal wavefunctions ¥ involve both doubly-
occupied valence- and core-orbitals, as well as the singly-occupied
orbital corresponding to the core-ionized system. If the
" unnormalized form of the single determinantal wavefunction

corresponding to the neutral molecule (2n electrons) is written as:
Yo = [¥q¥y === vpi,| (6.1)

with corresponding expectation value Eo’ then the binding energy

in the absence of relaxation, corresponding to removal of an

electron from wi, is given by:

K _ + _ .
Here,E;i corresponds to the expectation value for the determinantal

wavefunction:

T R T A (6.3)
In the ASCF formalism, the corresponding binding energy including
relaxation effects,Egﬁi, is given by:

ER = (E+

BE, - E) (6.4)

fi o

+
Efi corresponds to the expectation value for the determinantal
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wavefunction

A A 7t PR (6.5)

£1 1 Y1 i n Yn | .
where the prime indicates inclusion of relaxation effects in

the wavefunction. The total relaxation energy is therefore

defined from (2.16) as:

Epy = (Ep =Ej) - (Ef,=E_) (6.6)
In practice, the unrelaxed binding enexrgy (6.2) may be obtained
directly from Koopmans' Theorem for systems involving only a single
open shell; however, in general the expectation values would be

required as defined in (6.6).

Consider now the definition of a single orbital
relaxation energy jERi for the orbital wj' consequent upon core-
ionization from orbital ¥4+ In terms of the method outlined above,
this would be given as the average of the relaxation energies

calculated according to calculations (a) and (b):

jERi = X(RE from (a) + RE from (b))
_ + _ + + _ ot
Here, j'E;i and jE;i correspond to the expectation values for the

determinantal wavefunctions:
= T e —— B T
j'\l‘Oi “’1"’1 'bi "’j ‘4’] ¢n¢n| and
+ = I N, | T ——— [ |

5¥£1 le ¥y vy ijj Vo' Vy | respectively.
The first term in (6.7) corresponds to the relaxation energy for
the single relaxed orbital wj' in the field of unrelaxed orbitals,
whilst the second term corresponds to the single unrelaxed orbital
wj in the field of relaxed orbitals. The total relaxation energy

in this definition is therefore the sum of components from each

doubly-occupied orbital, plus a contribution from the singly-occupied
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core-orbital, as shown in (6.8), where E!. is for the time being

Ri
distinguished from ERi in (6.6):
occupied
orbitals+ +
] = - . -

It will be shown that the energy expressions (6.6) and (6.8) are

equivalent.

The general energy expressions for the component energy

terms involved in (6.8) are similar to (1.40) and may be written as:

E = h, + I2h + I 2(J -K_) +z(J - K,.) (6.9)
i i i
o p#i PP P q Pq Pq q iq q
p#l q#i
o+
Z,E ., =h, +12h__ + 2h'. + ¢ I 2(J__ - K_)
i i
j'"o pAL pp 33 pAl q¥i Pq jols |
p#] P#] a#3
+ 1(J,. - K + L2(J' - K! 6.10
( iq iq) ( dq Jq) ( )
q q
+
E = h! + 2h' + r 2" -K") + (3" -K") (6.11)
fi 1 p#1 PP P g Pq Pq q 14 iq
p#i g#i
+
.E = h! + 2h' + 2h.. + T 2(J*_ - K"))
fi
3 i p#i PP 337 ¢ q Pq P9
p#] P#L q#l
P#) a#j
+ T(I% - K" ) + r2(J'_ - K') (6.12)

i
q iq q q jaq ja

In these equations, unprimed h, J and K integrals involve the
unrelaxed orbitals, singly-primed h, J and K integrals involve
both relaxed and unrelaxed cross—-terms, and doubly-primed J and

K integrals involve only relaxed orbitals. Then:

E', - ..E =2h,. - 2h', - £2(J._ - K, ) - £2(J'_ - K!

(Eoy ! ot! 33 3 g ( jq Jq) q ( iq Jq)
(EX, - EY ) = —2n'. # 2h.. + £2(3" - K" ) + 12(J! - K')
jTEL fi 33 33 g jg jg q iq iq
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Substituting into (6.8) leads to a cancellation of cross-terms
involving integrals with both relaxed and unrelaxed functions.
The overall expression simplifies to terms involving either the
final-state relaxed eigenfunctions, or the unrelaxed ground-state
neutral molecule functions. Introducing nj as the orbital

occupancy of MO wj then gives:

! - .ll- s + Z s J- - I(c
J q
he ] -8 ' z s J'.l ]<'! 6.13

This, however, is merely:

vt ot
Epi = Boi ~ Bgy

which is the relaxation energy defined in (6.6).

Nuclear repulsion terms in the energy expressions have
been neglected, since they will cancel. The energy expressions
given here imply that the general single determinantal wavefunction

¥ = leEl i wj'ﬁj' === wn$n|
involving both relaxed and unrelaxed eigenvectors is orthonormalized.
With either a single unrelaxed orbital in a field of relaxedorbitals,
or a single relaxed orbital in the field of frozen orbitals, this
is found to be the case to a very good degree of approximation
(better than 0.001). Finally, although core-ionization from a
closed-shell species was explicitly considered here, (6.13) is
perfectly general, and single orbital relaxation accompanying

core-ionization from open-shell systems may also be calculated

using this approach.

6.2 Carbon Monoxide - An Investigation of the Basis Set Dependence
of Single Orbital Relaxation

6.2.1 Introduction

Before commencing a systematic study of single orbital
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relaxation energies accompanying core-ionization in a series of
small molecules, a preliminary investigation was undertaken.
Since a wealth of data exists for carbon monoxide, this molecule
was chosen to exemplify the method. The emphasis of this
preliminary investigation was two-fold: to see if the results
obtained are physically in accord with chemical intuition; and
to investigate the basis set to be used for a systematic study.
Accordingly, calculations were performed using the experimental
bond-length (2.132 au) of CO for both the ground and core hole
state species, implementing fhe method described in the previous

section over a range of basis sets.

6.2.2 Results and Discussion

(a) Single Orbital Relaxation Energies

To put the results in context, it is useful to consider
the localization characteristics of the occupied MO in carbon
monoxide; this may be best illustrated by means of density contour
maps, shown in Fiqure 6.2 for C-O (in that molecular orientation),
over an area of 10 x 10 au. The 50 orbital may thus loosely be
described as a lone pair on carbon. The degenerate lm orbitals
are essentlally p-orbitals; 24% of the Mulliken gross population
is located on carbon, with a bond overlap population of 0.116.

The 40 orbital is predominantly of oxygen lone pair character,
whilst the 3¢ orbital may be described as a strongly bonding MO,
with considerabie 0 2s character. The 20 and lo orbitals (not shown

in Figure 6.2) are the carbon and oxygen ls orbitals, respectively.

The single orbital relaxation energies accompanying
core-ionization are shown in Table 6.1 for an STO-6.33G plus

polarization basis set. As anticipated from the previous section,
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tw

4o 3o

Fig.(6.2) Electron density contour plots for the valence-orbitals
of CO.
the sums of the single orbital relaxation energies (i.e., the
average of calculations (a) and (b)) agree exactly with those
calculated directly. Furthermore, Table 6.1_111ustrates that the
two types of calculation, (a) and (b), respectively over- and under-
estimate the single orbital relaxation energies. The results are
also in accord with chemical intuition. Clearly, the contribution
from the localized core-orbitals in CO to the total relaxation
energy would be expected to be negligible; this is found to be the
case, The relative contribution from the 3¢ orbital is essentially
the same (15%, 13% of the total) for both carbon and oxygen core-
ionization; this is not surprising, since this orbital is the most

bonding of the o-orbitals, and contributions to the relaxation
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energy might therefore have been anticipated to be small and
similar for core-ionization on either atom. The situation for
the 40 and 50 orbitals is more complex. On the basis of the
localization characteristics, since the 40 orbital is a lone pair
on oxygen, and the 5¢ orbital a lone pair on carbon, a large
contribution to the total relaxation energy from these orbitals

on core-ionization of oxygen and carbon, respectively, might be
expected. This is found to be the case (23%, 32%); the contribution
to relaxation on core-ionization of the atom with no lone pair
(carbon for the 40 orbital, oxygen for the 5¢ orbital) 1s expected
to be small; again, this is borne out by the results in Table 6.1,
with contributions corresponding to 9% and -3% of the total,
respectively. Finally, the degenerate n-orbitals would be
expected to give the most significant contribution to the total
relaxation energy, that cbntribution on oxygen core-ionization
being somewhat greater. This is also found to be the case (21%,

33% from each w-orbital, on carbon and oxygen core-ionization,

respectively).

A more detailed analysis of the results for CO will
be presented in a later section; at this point, however, it is
clear that the method of determining the single orbital contri-
butions to the total relaxation energy used here gives results in
good accord with what one might have anticipated on intuitive
grounds, and that this approach shows considerable potential for

furthering the understanding of the electronic reorganization

process.

(b) Basis set Dependence

Before a detailed, systematic study of a series of

molecules is undertaken, it is of considerable importance to choose
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a good basis set for the particular property of interest.
Accordingly, the total energies, ASCF binding energies, and
relaxation energies of CO, for a range of different basis sets,
are presented in Table 6.2, calculated at the experimental
equilibrium bond-length. The STO-4.31G basis set has been
described previously. 3d Polarization functions were added to
each atom, with exponents of 0.938 and 0.990 for carbon and oxygen,
taken from Yoshimine and M.cLean,35 to give an STO-4.31G + P basis
set. For the STO-6.33G basis set, double zeta functions in bases
of contracted GTF were used, with the expansion parameters
determined by a least-squares fit to STO at the STO-3G level;

exponents were taken from Clementi.32

The same polarization
functions were used to give an STO-6.33G + P basis set. Dunning's49
(9s 5p/4s 2p) contraction of Huzinaga's50 primitive set, with the
same set of polarization functions, was also employed, as was a

Slater Double Zeta basis set.

From Table 6.2, it 1s clear that Dunning's contraction
gives an excellent value for the total energy of CO; however, of
prime interest in this investigation is the relaxation energy
accompanying core-ionization. Here, Dunning's contraction compares
only poorly with the Slater Double Zeta basis set, whilst the
STO-6.33G + P basis set, although energetically not as good as
Dunning's contraction, provides a much better description of the
relaxation process. Since a study of a variety of molecules was
envisaged, including fluorine-containing molecules, and possibly
elements even higher in the Periodic Table, it was felt desirable
to use a basis set with polarization functions. A Slater Double
Zeta basis set with polarization would be prohibitively time-

consuming; in this event, although the Dunning contraction was quicker
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computationally, the ST0-6.33G + P basis set was chosen, since it

gave relaxation energies of essentially Slater Double Zeta quality.

The single orbital relaxation energies accompanying C1s
and 0ls core-ionization in CO for some of these basis sets are
given in Table 6.3. As might have been anticlipated from Section
6.1, in all cases, the sum of the single orbital relaxation energies
exactly equals the directly computed value. For the core-orbitals
(lo, 20), the STO basis sets all under-estimate the single orbital
relaxation energy, whilst the Dunning contraction does not. of
more importance, however, is the fact that for the valence orbitals,
the STO-6.33G + P basis set performs consistently better than

Dunning's contraction, and much better than the ST0-4,31G basis

sets. This validates the choice of this basis set for further
studies. The general features of the single orbital relaxation
energies accompanying core~-ionization are, however, retained
irrespective of the basis set employed. For example, for the
relaxation accompanying 0ls core-ionization in CO, the contribution
from the 50 orbital is always small and negative, whilst the

dominant contribution comes from the lr orbitals.

6.3 Single Orbital Relaxation Energies Accompanying Core-
Ionization in the First-Row Free Atoms

6.3.1 Introduction

Having made a preliminary investigation of the method
for determining single orbital relaxation energies, and having chosen
a basis set (ST0-6.33G + P) for subsequent studies, a suitable
starting point is a consideration of the first-row atoms, B tc Ne.
These systems have been well-studied theoretically, and provide a
suitable background for the subsequent discussions of molecular

systems.
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6.3.2 Results and Discussion

The total energies and ASCF binding energies obtained
in this study are shown in Table 6.4, together with the Hartree-
Fock Energies, neutral—-atom electron binding energies from
relaxed orbital relativistic HF-Slater calculations, and experi-
mental binding energies. The basis set is clearly adegquate, the
total energies being approximately 0.1% less than the HF energies.
The calculated binding energies at the ASCF level compare reasonably
with the ASCF relativistic calculations; neither of these allow

for correlation effects, however.

The total relaxation energies accompanying core-
ionization, together with the single orbital contributions to the
total relaxation energy, are shown in Figure 6.3. In going from

B to Ne, there is a steady increase in the total relaxation energy

Relaxation Energy (V)

20 e Total
18 et
16 e
1% _—
12 .-
10 -
8 - -
V4
0
Ttee Ll e 2p(SOMO)
} per electron
30
R O 2p{DOMO)
per electron
20 e N 2
T Tttt /T per eleciron
e c N 0 F Ne
44— -2p 4+ 4+ - + 4+ 42 & 4+ +2p 4 % +2p ¢ %2p
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Fig.(6.3) RE accompanying core~ionization in first-row atoms.
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from 7.8 eV for B to 20.6 eV for Ne. The contribution from the

2s orbitals remains essentially constant across the series at

1.84 + 0.05 eV per electron; the situation for the 2p orbitals

is more complex. The contribution from the singly-occupied 2p
orbitals decreases from 3.8 to 3.5 to 3.3 eV per electron. For
the 0, F and Ne atoms, the contribution from the doubly-occupied
2p orbitals (per electron) is virtually constant at 2.77 + 0.02 eV;
the remaining singly-occupled 2p orbital contribution increases
slightly in O and F to 3.44 eV. Overall, then, the 2s contri-
bution per electron remains constant across the series, whilst the
average (DOMO and SOMO) 2p contribution per electron decreases
across the series, although the total 2p contribution is responsible

for the steady increase in relaxation energy across the series.

6.4 Single Orbital Relaxation Energies Accompanying Core-Ionization

in Some First-Row Diatomic Molecules

6.4.1 Introduction

A preliminary account of the variation in core
binding and relaxation energy as a function of geometry has been
presented in Chapter 4, and a detailed analysis for the singlet
and triplet states of CH2 and CF2 is being undertaken at present.
In a recent paper, Goscinski and 'Palma289 have investigated the
relative importance of changes in total relaxation energy as a
function of bond-length, in determining whether the equilibrium
geometry for a core-ionized species corresponds to an increase or
decrease in bond-length (with respect to the neutral molecule).
The particular systems of interest were nitrogen and carbon
monoxide, for which the gradients of relaxation energies as a

function of bond-length have previously been established.170
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The total relaxation energy (primarily associated with
the valence-electrons) arises from contributions from each of the
occupied valence-levels. The results presented so far in this
chapter have shown that contributions from individual orbitals
depend quite strikingly both on the location of the core-hole and
on the localization characteristics of the valence-orbital. To
investigate this in more detail, the results of non-empirical
LCAO MO SCF computations of approximately Douﬁle Zeta quality on
individual orbital relaxations accompanying core-ionization in

carbon monoxide are presented here. The study covers:

i) single orbital relaxation energies, and their variation
with bond-length;

ii) Mulliken population analyses of the individual molecular
orbitals as a preliminary indication of charge variation
accompanying core-ionization;

iii) density difference contours as a more detailed pictorial

representation of individual orbital relaxations.

Taken in conjunction, these methods provide a very adequate

description of single orbital relaxation.

The variation of binding energy and relaxation energy
consequent upon core-ionization as a function of bond-length for the
nitrogen molecule has also been investigated, together with the
single orbital relaxation energies. Comparison is made with the

isoelectronic CO molecule.

6.4.2 Computational Details

The basis set used and method of obtaining single
orbital relaxation energies have been adequately described in a

previous section. Density difference contours for the total
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relaxation process have previously been presented for CO;”o in

this study, the density difference contours appropriate to each
individual molecular orbital have been constructed. The areas
studied were in each case divided into a mesh of 97 x 97 points.
The same geometry (viz. the equilibrium geometry of the neutral
molecule) was used for both the ground and core-ionized states,
and the planes studied were the molecular plane (10 x 10 au) and

a plane perpendicular to this, bisecting the bond (8 x 8 au).
Contours are drawn from 0.0004 au, each contour successively
doubling in value until a maximum of 0.8 au is reached. Positive
values are represented by solid lines; corresponding negative
values by dashed lines. All difference plots are of the ground-
state minus the hole-state; thus,dashed lines indicate an increase
in electron density subsequent on core-ionization. The valence
orbital plots are all to the same scale; those for the core-

orbitals, however, are a factor of approximately three.larger.

In some senses, the nitrogen molecule is considerably
more difficult to treat theoretically within the formalism previously
described, in that the computation of the individual valence-
orbital contributions to the total relaxation energy regquires the
appropriate localized vectors for the neutral molecule (since in
the ASCF RHF formalism, the hole-state is described in localized
terms). One way to obtain localized vectors is by the application
of a perturbation to the system. In this particular case, an
electric field across the molecule was applied to remove the
symmetry of the system and thereby localize the vectors. This

will be discussed in more detail in a subsequent section.
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6.4.3 Carbon Monoxide

a) Introduction

The basis set employed for this investigation was
chosen as a reasonable compromise between cost effectiveness from
the computing standpoint and accuracy. Table 6.5 shows the
computed equilibrium bond-lengths for the neutral molecule and
core-ionized species, together with the calculated absolute
binding and relaxation energies. For comparison, data is also
included for computations employing basis sets of Slater Double
Zeta functions, and Slater Double Zeta plus polarization functions,
denoted Triple Zeta. The slightly poorer description of the
core-orbitals gives a significantly higher total energy for the
neutral molecule; however, the good description of the valence-
levels required for the adequate description of relaxation and
binding energies is clearly evident, since the basis set chosen
approaches the accuracy of that for the Slater Double Zeta set.
This is also found to be the case for the computed bond-lengths.
Overall, therefore, the basis provides a good description of the
ground and hole-states as a function of internuclear separation.
Figure 6.4 shows the change in binding energy (vertical), relaxation
energies and Koopmans' energies for the Cls (s0lid line) and 01s
(dotted line) hole-states as a function of bond extension or
compression in carbon monoxide. The gradients for the relaxation

energies are essentially the same as those previously report:edl-’O

1

using the Slater Double Zeta basis set (0.27 and 2.42 eV au ~ for

Cls' 0ls respectively, compared with 0.26 and 2.40 eV au-1

). It
is clear from a comparison with the change in core orbital

energies that the substantial lengthening of the bond associated
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Fig.(6.4) Variation of ASCF BE, Koopmans' BE and total RE as a
function of bond-length.

with 018 core-ionization is largely associated with the strong
change in relaxation energy as a function of bond-length; this
tontrasts with the situation for the Cls core-ionized species, for
which the equilibrium bond-length is somewhat shorter than the
neutral molecule. This point has been considered in some detail
recently by Goscingki and Palma from the standpoint of the trans-

ition formalism.289

b) Single Orbital Relaxation Energies

Individual orbital relaxation energies have been given

in Table 6.1 for Cls and Ols core-ionization of CO at the experi-

mental bond-length. The salient features of that table will be
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briefly recapitulated here to provide the necessary background
for subsequent discussion. For the Cls levels, the large
contribution to the relaxation energy comes from the 50 (lone
pair on C) orbital; for O1s core—ionization, the contribution
from this orbital is small and negative. The degenerate 1
orbitals contribute substantially to the relaxation accompanying
Cls ionization, and represent the dominant contribution to the

total relaxation energy for the O hole-state. The 40 (lone

1s

pair on O) orbital contributes substantially to O s relaxation,

1

but not to Cls relaxation; and the 30 orbital contribution is

small and similar for both O and C core-ionization.

1ls 1s

The different contributions to the total relaxation
energy from each of the occupied valence-orbitals in CO, as a
function of the hole-state, is dramatically shown in Figure 6.5,
where comparison is also made with the orbital relaxations

accompanying core-ionization of C and O atoms.
Relaxation Energy
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Fig.(6.5) Single orbital relaxation energies accompanying C and

1ls
O1s core-ionization in CO.
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c) Mulliken Population Analysis

The Mulliken population analyses for both the neutral
molecule and core-ionized specles are displayed in Table 6.6.
However, such an analysils can at best provide only a crude
rationale for the trends in relaxation energies. Thus for the
50 orbital, the overall electron transfer accompanying core-
ionization is away from the atom on which the core-hole is created,
which might a priori suggest that the orbital relaxation energies
should both be small. The orbital relaxation energy for the Cis
core-ionized species, however, receives its largest contribution
from the 50 orbital, whilst for the Ols core-ionized species, the
relaxation energy contribution is actually small and negative.
This can be rationalized in terms of the fine details of electronic
reorganization as evidenced from the density contour maps. The
nature of the gross electron transfers that occur may be understood
however in terms of the relative orbital energy mismatch between
valence 2s and 2p orbitals on carbon and oxygen as a function of
the location of the core-hole. Thus, in going from the neutral
molecule to the Cls core-ionized system, the energy mismatch
decreases, such that the percentage s character of the 5o orbital,
as far as carbon is concerned, decreases. Since the negative
bond overlap population between carbon and oxygen for this orbital
originates in the Cog ~ Ozgxinteraction, on going from the ground-
state to core-ionized state, the antibonding interaction decreases.
Fpr the ols hole-state howeyer, the increased C28 character of
the 50 orbital leads to a considerably increased antibonding
interaction. With the exception of the 30 orbital for the 0,4
core-ionized case, the electronic reorganization accompanying core-
ionization follows the expected trend on the basis of the positive

contributions to the individual relaxation energies (viz. creation
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of a core-hole on one atom results in electron transfer from the
other). For the 30 orbital, the net population on oxygen
increases; however, since the overlap density 1s quite substantial
as an artefact of the equal apportionment to both nuclei, the
gross atomic population on oxygen 1s actually calculated to
decrease on 0ls core-ionization. This again can be discussed

in somewhat more detail on the basis of the density difference

contours, as can the electronic reorganizations in the core-

orbitals accompanying core-ionization, which are found to be

negligible as far as the Mulliken analysis is concerned.

d) Density Difference Contours

Since accurate density contours for the valence-

orbitals of CO have been extensively documented290

(Figure 6.2),
the discussion here is centred on density difference contours for
the neutral molecule and core-ionized species. The total
electronic relaxation accompanying core-ionization in CO by means
of total density difference plots computed in the moiecular plane
and in a plane perpendicular to the molecular axis bisecting the
bond has previously been investigated.l70 Such plots are most
revealing of the changes in total electron distribution accompanying
core~-ionization. It is found that whilst in going to the Cls
core hole state, there is a build up of density in the inter-bond
region, for the 0ls core hole state there is a decrease; this
provides a rationale for the results obtained by direct computation
that the equilibrium bond-lengths are respectively shorter and
larger for the Cls and 0ls core-ionized species compared with the
neutral molecule. In the light of the considerable differences

in orbital relaxation energies, it is clear that orbital density
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difference plots should provide considerable insight into the

component terms of the total relaxation energy.

The relaxation for the core-orbitals is very small.
This is reflected by the density difference contours. To emphasize
reorganization of core-orbitals, therefore, the density difference

contours shown in Figure 6.6 correspond to those appropriate for

Fig.(6.6) Density difference contours in the molecular plane
showing the electronic reorganization accompanying
core-ionization for the lo and 2¢ orbitals of CO.

a single electron in both the relaxed and unrelaxed orbital. The

complete density difference for these orbitals involves a doubly-

occupled ground-state with the appropriate hole-state being
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singly-occupied. The net effect of this would be to produce a
somewhat asymmetric density difference plot with all of the
contours positive. This makes it difficult to appreciate the
distortion of the orbitals, and it 1s therefore preferable to
present the density difference for equal population. Considering
firstly creation of a core-hole on carbon (A and B) it is clear
that for the 20 orbital (centred on carbon, A), the asymmetry of
electron flow (from the valence-electrons) is manifest in the
ground-state; the decrease in electron density is largely in the
sector in the opposite direction to the lone pair 5¢ orbital
providing the largest single contribution to the relaxation energy.
The polarization of the lo orbital (centred on oxygen, B) is also
clear from this, since although the population is essentially the
same as for the neutral molecule, the contour is asymmetric in the
same sense as that for the 20 orbital. This is readily under-
standable in terms of the overall electronic migration towards the
carbon atom on creation of the core-hole. Considering now creation
of a core-hole on oxygen (C and D), it is found that the density
difference plot for the lo orbital (D) is fairly symmetrical,
showing little polarization from valence-orbitals. For the 2¢
orbital (C), the contour plot is asymmetric in the sense of the
oxygen hole; viz., electron density is transferred onto the side
towards the core-hole. This polarization is analogous to that
found in the lo orbital when a core-hole is created on carbon.

The situation for the valence orbitals is considerably more complex.
Figure 6.7 displays the data for the 50 orbital. The orientation
of the molecule and the lettering is consistent for Figures 6.7

to 6.10. Thus, A and B represent the molecular plane, the carbon

atom being located on the left; C and D show contours in a plane
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Fig.(6.7) Density difference contours for the 50 orbital in CO.

through the molecular axis, bisecting the bond. A and C show

C1s core-ionization, B and C show O core-ionization. For the

1s
Cls core-ionized system, which has a large, positive orbital
relaxation energy, the contours taken in the plane perpendicular

to the internuclear axis show an increase in density on going to
the core-ionized species. This corresponds with the increased
bond overlap population revealed by the Mulliken population
analysis, suggesting that the relaxation energy contribution

might increase with a decrease in bond-length. The electronic
reorganization revealed by the computed in-plane density difference
contours for the 5¢ orbital is quite complex. The Mulliken
population analysis suggests overall electron transfer from carbon
to oxygen. The contours reveal, however, that in the immediate

vicinity of the nuclei and in the interatomic region there is a

significant increase in electron density in going to the core-ionized
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species. Electron transfer from carbon to oxygen is therefore
predominantly associated with the regions directed away from the
termini of the bond. This can be rationalized on the basis of the
increased interaction between the component orbitals located on a
core-ionized carbon and on oxygen, compared with the situation in
the neutral molecule. For 0ls core-ionization, the contour taken
perpendicular to the internuclear axis shows a decrease in
population on core-ionization, whilst the in-plane contour reveals
an overall decrease in population around the oxygen. This
provides a rationale for the computed negative orbital relaxation

energy.

The density difference contours for the 1w orbitals
are shown in Figure 6.8. For the contour perpendicular to the

molecular axis, the behaviour with respect to O and Cls core-

1s
ionization is considerably different. For 01s core-ionization
the density decreases, whilst in the bonding region close to the
internuclear axis the population increases for Cig core-ionization.
The corresponding in-plane contours are also shown, revealing a
straightforward electron transfer to the atom on which the core-

hole is created, consistent with the positive contribution to

the relaxation energy for core-ionization from either core-orbital.

For the 40 orbital, the contours taken perpendicular

to the molecular axis differ quite strikingly for O,_ and C core-

1ls 1s
ionization (Figure 6.9). For the former, there 1s an increase
in density in -the bonding region, whilst for the latter there is
a decrease in density, which is relatively diffuse in character.

This reflects the relative changes in bond overlap populations
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Fig.(6.8) Density difference contours for the lr orbitals in CO.

as deduced from the Mulliken population analysis. The in-plane
contours reveal an overall electron transfer from oxygen to
carbon accompanying C18 core-ionization; however, this is largely
associated with the non-bonding regions, and in consequence the

orbital relaxation energy is quite small. For Q core-ionization

1s
on the other hand, there is a substantial build-up of electron
density, both on the oxygen and in the internuclear region. This

is predominantly at the expense of the non-bonding regions, and
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AR

Fig.(6.9) Density difference contours for the 4o orbital in CO.

the contribution to the total relaxation energy for 01s core-
ionization is substantial. For the 3¢ orbital (Figure 6.10), the
contour plots taken perpendicular to the molecular axis are signi-
ficantly different; that for Cls ionization exhibits an increase
in density which is somewhat extended in space, whilst although

that for the O ionization also exhibits an increase in the

1s
region close to the molecular axis, it shows a decrease at larger
distances. The crude overall picture provided by the Mulliken
population analysis therefore receives some support from the more
detailed picture provided by the contour plots. For the Cls hole-
state, there is a build up of electron density around the carbon,
largely at the expense of the non-bonding region about oxygen;
whilst for the Ols hole-state, the corresponding increase in density
on oxygen originates mainly from the bonding region. The
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Fig. (6.10) Density difference contours for the 30 orbital in CO.

calculated orbital relaxation energies are in both cases quite

substantial and positive.

e) Orbital Relaxation Energiles as a Function of
Bond-Length

Previous theoretical studies on CO and the core-
lonized species indicated that the total relaxation energies

associated with C1s and O s core-ionization increase as a function

1
of bond-length in an approximately linear manner,]"70 at least over
realistic ranges of bond extensions and compressions about the
bond-length appropriate to the neutral system (cf. Figure 6.4).
The complex dependence of the individually computed orbital
relaxation energies on both the location and localization character-

istics of the orbital provides a considerable incentive for

investigating the dependence of these orbital relaxation energies
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on bond-length. The relevant data are displayed in Figure 6.1l1,

and form an interesting comparison for core-ionization of the C18
(o Oy’
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Fig.(6.11]) Changes in Qingle orbital relaxation energies as a
function of bond-length.
and 01s levels. For the Cls core hole state, the 50 orbital
relaxation is strongly dependent on bond-length, decreasing linearly
with increasing bond-length, the slope being -2.8 eV au-l. This
may be rationalized pictorially by consideration of the density
difference contours previously described (Figure 6.7). For the
0,4 core hole state, for which the relaxation energy is computed
to be negative, the change as a function of bond-length is in the
same sense as for the Cls core hole state; however the gradient is
A~ 50% smaller.

The orbital relaxation energies for the degenerate 1=
orbitals show negligible dependence on bond-length for the Cls
hole-state; however, for the 0ls hole-state, the slope is positive.
The density contours perpendicular to the molecular plane indicate

an overall decrease in population on going from the neutral molecule

to the 0,5 core-ionized system; however, as has been previously
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noted, for the C core-ionized system, the build~up in electron

1s
density in the internuclear region close to the molecular axis
is offset by a decrease in the more remote internuclear regions,
such that overall there is little change in electron density in
this region. For the 40 orbital, which contributes a large
proportion of the relaxation energy for the Ols core-ionized
system, the relaxation energy increases as a function of bond-

length. This, taken in conjunction with the contributions

provided by the lv orbitals of comparable dependence on bond-

length, offsets the negative contribution provided by the 5¢
orbital, such that the total relaxation energy increases quite
significantly with bond-length. For the Cls core-ionized system
however, the relaxation energy for the 40 orbital shows an even
stronger dependence on bond-length, the slope being 3.8 eV au-l
compared with 1.3 eV au-1 for the 0ls hole-state. It is the
contribution from this orbital which determines that the overall

relaxation energy accompanying Cls ionization increases as a

function of bond-length, albeit slightly.

For the 30 orbital, the dependehce of relaxation energy
on bond-length is comparatively small and approximately the same
magnitude but of the opposite sigﬂ for the Cls and Ols hole-states;
indeed, the relaxation energies contribute approximately the same
proportion of the total relaxation energy in the two cases. The
population analysis and density difference contours suggest a
comparable build-up of electron density in the internuclear region
for the two hole-states, despite the fact that the dependence of
relaxation energies on bond-length are opposite in sign.
Nonetheless, the changes in gross atomic populations as a function

of bond-length for the two core hole states, displayed in Figure 6.12,
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Fig.(6.12) Change in Mulliken gross atomic population of the
core~hole atom as a function of bond-length.

show a remarkable correspondence with the changes in relaxation

energies.

6.4.4 Nitrogen Molecule

An investigation of the core hole states of Ny, with
particular emphasis on vibrational fine-structure accompanying
core-ionization, and on the variation of total relaxation energy
as a function of bond-length, has previously been described.170
In this section, the results of an investigation of the individual
valence-orbital contributions to the relaxation energy as a
function of bond-length are presented. Before considering this
data however, it is worthwhile investigating the change in
potential energy surface consequent upon core-ionization. It has
been shownl70 that the potential energy surface for the localized

core hole state of N, corresponds to a shorter N-N bond-length

than for the neutral molecule. It might be thought that such
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changes in potential energy surfaces are solely manifestations

of electronic reorganizations accompanying core-ionizations.

This is not entirely true, however; it is possible to compute the
potential energy surface for the core-ionized state neglecting
relaxation effects. As may be seen from Table 6.7, the computed
change in bond-length of 0.048 au for nitrogen compares with that
computed from the hole-state calculations of 0.018 au; viz., the

inclusion of relaxation effects leads to a substantial decrease

in the computed bond-length change in this case. Confusion on
the role of relaxation effects in changing the potential energy
surfaces in going from the neutral molecule to the core hole state

stems from two lines of incorrect reasoning:

i) Core-electrons are essentially non-bonding, and therefore in
the absense of relaxation effects, it might naively be
anticipated that there 1s little change in potential energy
surface in going from the ground to the core hole state.

This is not the case however, since even 1f the density
distribution remained essentially the same, its energy would
be influenced by the decreased screening originating from the
atom on which the core-hole is located, and this will be a
function of the bond-length.

ii) Koopmans' Theorem for the core hole state will not in general
be a strong function of the bond-length. For a decrease in
bond-length of 0.1 au, the Koopmans' Theorem binding energy
for the le levels changes by ~» 0.01 au; it might therefore
be argued that any change in bond-length on ionization is
attributable to relaxation effects. The problem here is
that Koopmans' Theorem merely provides an energy difference

between the ground-state and core hole state in the absence of
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TABLE 6.7 Equilibrium Bond-Lengths, Force Constants, Binding
Energy and Relaxation Energy for N2
Nitrogen, N2 Equilibrium Force Constant
Bond-Length -1
(au) (mdynes. ' )
Ground-State 2.098 26.30
| Hole-state 2.080 25.53
"Koopmans'" 2.050 27.40
Experimental 2.0742 22.96°
Experimental N2 bond-length: eV
ASCF Binding Energy 412.88
Koopmans' Binding Energy 428.23
Relaxation Energy 15.35

Single Orbital Contributions to the Relaxation Energy:

Orbital eV
1n (1ﬂu) 4.37
50 (30.) 0.30

g
40 (20u) 3.62
3 2 1.90
g ( Ug)
lo + 20 (log + lou) 0.80
Sum 15.36

8  Ref. 214

b Ref. 201
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relaxation effects, and for individual points on the bond-
length coordinate. To construct the unrelared potential
energy surface, however, the variation in energy of the
ground-state as a function of bond-length must also be taken
into account. When this 1s carried out, the potential

energy surface will inevitably be displaced.

It is thus not in general true to say that changes in
equilibrium bond-lengths consequent upon core-ionization are solely

attributable to relaxation effects.

The computed individual orbital contfibutions to the
total relaxation energy are displayed in Table 6.7, whilst
Figure 6.13 shows the orbital interaction diagram of two N atoms
to give NZ' together with the appropriate single orbital relaxation
energiles. The calculated molecular orbital energy diagram for the
N2 molecule is particularly simple; to provide a ready comparison
with CO, the orbital notation lo, 20, 30, «... 1s used (Table 6.7).
On core—-ionization, with a localized hole-state, the l"u (1)
orbitals contribute most to the total relaxation. Both of the
bonding orbitals, 30g (50) and 20g (30), contribute less than the

antisymmetric combination of 2s orbitals, Zcu (40).

At the equilibrium geometry of the neutral molecule,
the single largest contribution to the relaxation energy originates
from the degenerate ln orbitals; the contribution per orbital of
4.37 eV is almost exactly equal to the average of the 1ln relaxation
energies computed for the Cls and Ols hole-states of CO (4.40 eV).
The contributions fit into a logically consistent pattern; thus,

for the Cls and 0ls core hole states of CO, the average contri-

butions to the total relaxation energies fall in the order
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Fig.(6.13) Orbital energies, and single orbital relaxation

energies, for N atom and N2.

17 > 40 > 30 > 50, which is also the order computed for the Ny g

core hole states of N2'

The theoretically computed total relaxation energy
for the le core hole state of N2 is not a strong function of

bond-length, having a gradient of ~ 1.8 eV au_l.l7o In the

corresponding situation for the core hole states of CO however,
the relatively small dependence of relaxation energies on bond-
length were attributed to a subtle interplay of the bond-length

dependencies for the individual orbital components. These are
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shown in Figure 6.14 for the nitrogen molecule. For both the
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Fig. (6.14) Variation of single orbital relaxation energles as a
function of bond-length.
30 and lwv orbitals, the gradients were small (-0.31 and 0.46,

-0.04 and 1.26 eV au-'l for the C and O hole-states respectively):

1s ls
the analysis of N, fits into a consistent pattern with this data,
as is clear froh Figure 6.14. A crude linear correlation

provides gradients of 0.6 and 4.1 eV au_l for the 30 and 1lr orbitals
respectively. It is somewhat more difficult to correlate the 4c¢
and 50 orbitals in N2 with the corresponding orbitals in CO since
the localization characteristics are different; however, the
absolute magnitudes of the component relaxation energies fit into

a consistent pattern i1if a direct correlation is assumed.
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6.5 A Theoretical Investigation of the Electric Field Dependence
of Core-Ionization Phenomena in CO and N,

6.5.1 Introduction

The anisotropic nature of valence-electron reorgani-
zations accompanying core-ionization might suggest that relaxation
energies, and thus core binding energies, should be field dependent.
In this section, the changes in binding energies, and in both the
total and orbital contributions to the total relaxation energies
consequent upon core-ionization have been investigated within the
ASCF formalism in the presence of a strong electric field.

Although of interest from the theoretical viewpoint, there are
important parallels to be drawn with experiment. For example,
the strong internal fields in ionic solutions, and the increasing

interest in the XPS investigations of electrolytes,zgz’293

provide
a motivation for this study. Indeed, the adsorption of small
molecules at insulating surfaces, which under the typical sample
charging conditions arising in an XPS experiment might lead to very

high electric fields at the interface,245'294

also provides a
likely area in which the results to be described here might be of
some interest. It is also possible that with the advent of
third-generation XPS instrumentation, characterized by high
sensitivity and resolution, appropriate molecular beam experiments
could be performed to investigate the field dependence of binding

and relaxation energies directly.295

6.5.2 Computational Details

Calculations were performed simulating an electric
field across the molecule by the appropriate positioning of positive

and negative charges along the molecular axis at varying distances
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from the geometric centre of the bond. The method employed for
obtaining single orbital contributions to the total relaxation
energy accompanying core-ionization has been comprehensively

described, as has the STO0-6.33G + P basis set used.

bensity contour plots for the ground and core hole
states of CO were generated using a mesh of 97 x 97 points, cover-
ing an area of 10 x 10 au for both the molecule with an applied
field in both directions (charges situated 5 au from the
geometric bond-centre) and the molecule with no applied field,
in the molecular plane. Appropriate density difference contours

were constructed from these plots.

To investigate changes in band-profile, potential
energy surfaces for the ground and core hole states of CO, both
with and without the application of a field, were calculated.
Band-profiles were then obtained from the Franck-Condon factors,
157

computed using the recurrence relations derived by Ansbacher.

Individual component FWHM of 0.54 and 0.58 eV were used for C
170

1s

and O core~ionization respectively. Energy separations of

1ls
0.31 eV and 0.19 eV were used in the absence of field, and 0.31

and 0.22 eV in the presence of an applied field of 4.31 V em™ L,

in a sense such that carbon is at the positive pole, for Cls and

Ols core-ionization, respectively.

For the nitrogen molecule, potential energy surfaces
for the ground and core hole state species were constructed both
in the presence and absence of an applied field of 2.68 x 108 vV em” L
The band-profiles were constructed using the "best fit" individual
component FWHM of 0.39 eV obtained in a previous analysis of the

nitrogen molecule.170 Component energy separations of 0.31 eV
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and 0.27 eV calculated for the absence and presence of the field
respectively, were used. In drawing the difference spectra,
allowance has been made for the shifts in binding energy due to

the application of the field.

6.5.3 Carbon Monoxide

a) Total relaxation energies and binding energies as
a function of the electric fleld

A preliminary account by Clark194 showed that for CO,

both the absolute binding energies and relaxation energies exhibit
field-dependence; the field gradlents required for an appreciable
effect are understandably large, approaching that required for

field ionization. This provided the stimulus for the more

detailed investigation reported here. The field dependence of the
absolute binding and relaxation energies, for field gradients in the

range -4 to +4 V R_l, is shown in Figure 6.15. The calculated
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Fig. (6.15) Variation of BE and RE in CO as a function of electric
field.
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shifts in binding energy are very substantial for these large
gradients, ranging over n 1.0 eV and ~ 1.5 eV for the Cls and

01s levels respectively. Application of a field in a sense such
that carbon 1is directed towards the positive pole results in an

increase in binding energy for both Cls and O s core-ionization,

1
and in each case the relaxation energy also increases, although

the magnitude of such an increase 1is much smaller for tﬁé O15

level than for the Cls level. Indeed, the increases in relaxation
energy arising from the application of the electric field substant-
ially reduce the shift in binding energies which might otherwise
have been expected on the basis of Koopmans' Theorem. The

fiela dependence in the opposite sense is much less marked, and

for both the 01s and-Cls levels, the calculated absolute binding
energy is somewhat smaller. Fo; the Cls levels, the change in
relaxation energy is again significantly larger than for the 0ls
levels; however, in both cases the contribution reduces the

overall shift in binding energy which would have been anticipated

on the basis of Koopmans' Theorem.

Since with state-of-the-art instrumentation, absolute
binding energies are measurable to within a few tens of millivolts,

it is clear that on an absolute scale, field gradients of the

order of 107

volts cm * should produce detectable effects.

Relative binding energies can probably be determined with substant-
ially higher accuracy; the change in relative binding energies for
a field of » lO7 volts cm-l applied along the molecular axis for
the two distinct polarities would be ~ 10 millivolts, which should
be detectable, since with the highest available resolution, it

may be anticipated that line-widths would typically be n 0.2 eV

for individual components of the overall Franck-Condon envelope.
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b) Orbital contributions to total relaxation energies
as_a function of applied field

One of the main conclusions evident from this chapter
on simple systems (CO and N2) is the strong dependence of the
individual components on the localization and bonding character-
istics of the orbitals. It might, therefore, be anticipated that
the total field dependence of both absolute binding energies and
relaxation energies should arise from quite differing contributions
from individual orbital relaxations. In this section, therefore,
an investigation of the field dependence of individual orbital

relaxation energies is presented.

The calculated changes in relaxation energy terms as a
function of applied field for individual valence-orbitals are

displayed in Figure 6.16. For the C hole-state, the greatest

1s
field dependence is exhibited by the 56 and 40 orbitals; this is
also the case for the Ols hole-state. - Creation of a core-hole

on carbon, with the field such that carbon is directed to the
positive pole, strongly decreases the contribution to the total
relaxation energy provided by the 5¢ orbital. This is qualitat-
ively the behaviour which might have been anticipated; for the 5¢
orbital (lone pair on carbon), applicAtion of a field in this

sense will lead to reduced electron migration to the vicinity

of the core-hole, and hence reduced contributions to the relaxation

energy. This is also the case for the O core-hole, with the

1ls
field in the same sense; however, the relaxation energy contribution,
which even in the absence of a field is calculated to be negative,
becomes increasingly more negative, the field dependence being

even larger than for the Cls hole-state. By contrast, reversing

the polarity of the applied field leads to an increase in contribut-

ion to the relaxation energies for the 5¢ orbital, but with a
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Fig. (6.16) Variation of single orbital relaxation energies in
CO as a function of electric field.

somewhat lower field dependence. The situation with regard to

the 40 orbital (lone pair on oxygen) essentially mirrors the

behaviour of the 50 orbital. Thus, the relaxation energy

contributions for both Cls and O1S hole-states increase as a
function of applied field when the field is with carbon directed
to the positive pole. In both cases, however, the field depend-
ence is slightly stronger than for the 5S¢ orbital, such that the
overall contribution from the sum of these two components leads
to a small increase in relaxation energy. The field dependence

for the 40 orbital is again somewhat greater for the Ols hole-

state. For the reverse polarity, the overall contributions to
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the relaxation energies for the 40 orbital become smaller.

The 1w orbitals, although contributing in absolute
terms a substantial proportion of the overall relaxation energies,
show much less field dependence than the 50 and 4o érbitals.

The contributions from the degenerate lr orbitals, however, more
than compensate for the relatively small field dependence of
opposite sign exhibited by the 30 orbital, and since the contri-
butions of opposite sign from the 50 and 4¢ orbitals are closely
similar, the variation of the total relaxation energy as a function
of field for both the Cls and 0ls hole-states may be regarded as
being largely provided by the contributions from the 1lv orbitals.
Indeed, for the O,  core-hole, the change in total relaxation
energy closely follows the field dependence for the 'lwr orbital,
since the 5¢ and 40 follow similar but opposite field dependencies,
and the contribution from the 30 orbital is compensated completely
by that from one of the degenerate lr orbitals. The greater
field dependence of the total relaxation energy for the Cls hole

as compared to the lv contribution largely arises from the small
but significant differences in field dependence for the 50 and 4c¢
orbitals, that for the latter being the larger. The clear
implication of this work (that orbital contributions to relaxation
energies depend markedly on localization and bonding character-
istics and that such contributions exhibit significant field
dependence) suggests that the experimental study of appropriate
model systems should be eminently worthwhile. Thus, changes in
relaxation energy will be reflected in changes in binding energy.
It may therefore be envisaged that the field dependence of

binding energies could reveal information regarding the interaction

between a simple molecule and an appropriate surface. For example,
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for CO chemisorbed on a metal surface, the orbital contribution

to the relaxation energy provided by the 50, 40 and lv orbitals
might be expected to be substantially modified, depending on the
bonding mode (viz., terminal with either oxygen up or carbon up:;

or bridging (doubly or triply); or m-bonded). . Since the field
dependence of each of the contributions is distinctive, the study
of absolute binding energies as a function of field could provide
an additional information level as regards the mode of bonding.
This particular aspect clearly deserves more detailed consideration
and preliminary investigations of appropriate model systems will

be detailed in a later chapter.

c) Mulliken population analysis and density difference
contours

Changes in Mulliken population analysis and density
difference contours as monitors of changes in electron distribution
consequent upon core-ionization in CO have been discussed in the
previous section. The discussion presented here, therefore,
concentrates on the influence of an applied electric field. The
polarization of the ground-state electron distribution in the

field strength range covered in these investigations is considerable.

The changes in gross atomic populations on the core-
ionized atom as a function of applied field are shown in Figure

6.17 for the C and O s hole-states and follow remarkably similar

1s 1

trends to the relaxation energy components illustrated in

Figure 6.16. This provides strong evidence that the single
largest contribution to the relaxation energy originates in the
change in electron density in the immediate vicinity of the atom

on which the core~hole is located.
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Fig.(6.17) Change in Mulliken gross atomic population of the

core-hole atom in CO as a function of applied field.
Density difference contours for both the neutral
molecule and core-ionized states in the presence or absence of a
field have been computed. The total density difference contours
for the ground-state molecule with an applied field in the sense
with carbon at the positive pole reveal an overall increase in
- electron density in the non-bonding (lone palr) region of the
carbon ;nd also in the diffuse internuclear region. These increases
in electron density are compensated by an overall electron drift
from the non-bonding region around oxygen and from the inter-

nuclear region close to the molecular axis.
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The individual orbital density difference contours
displayed in Figure 6.18 illustrate the change in electron density

caused by the application of an electric field. In this and

Fig. (6.18) Change in electron density on the application of an
electric field.

subsequent contour plots, the orientation of the molecule is

+ C-0 -; A, B, C, D refer to the 50, 1lr, 40 and 30 orbitals,

respectively. In this figure, dashed lines indicate an increase

in electron density on application of an electric field.

For the 50 (carbon lone pair) orbital, the applied
field (4.31 x 108 v cm-l, carbon at the positive pole), leads
to an increase in electron density in the non—bon@ing region,
whilst for the 1w orbitals there is a relatively straightforward

transfer of electron density from one end of the molecule to the
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other. For both the 30 and 40 orbitals, the polarization is

such as to increase the electron density in the non-bonding region
associated with carbon; however, the fine detail of this overall
transfer of electron density is subtlely different for the two

orbitals.

In studying the core-ionized species, it is revealing
to investigate the changes in density difference in going from the
ground—-state to core hole state as a function of applied field.
Such difference of density difference plots are shown in Figures

6.19 and 6.20 for the C and O hole states respectively.

1s 1s

Fig.(6.19) The effect of the application of an electric field
on the electron density changes subsequent on C1s
core~ionization in CO.
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Fig. (6.20) The effect of the application of an electric field
on the electron density changes subsequent on O1s
core~ionization in CO.

In these two figures, solid lines indicate an increase in electron

density on the application of an electric field, since these are

now differences of density difference contours, i.e. :

(Ground state - core hole state) - (Ground state - core hole state)
no field field

The data displayed in Figure 6.16 may be rationalized
in qualitative terms on the basis of such difference contours.
For the Cls hole-state, for example, in the presence of the field
the density on carbon increases in the immediate vicinity of the
carbon atom for the ln and for the 4¢ orbitals, and decreases for
the 5¢ and 30 orbitals, the relaxation energy for the former

therefore increasing and the latter decreasing with applied field.



277

For the O1s hole-state, the behaviour is somewhat analogous; for
the 50 orbital, the density around oxygen decreases in the field,
and this is also the case for the 3¢ orbital. For both the 1~

and 40 orbitals, which exhibit an increase in relaxation energy

in the presence of the applied field, however, there is an increase

in density.

d) Vibrational fine-structure accompanying core-
ionization as a function of applied field

The changes in equilibrium bond-lengths and in force
constants accompanying core-ionization in carbon monoxide have
been computed previously.170 Comparison of theoretically
computed and experimentally determined band-profiles'for the
Cls and Ols levels provides virtually quantitative agreement.

The substantial electronic reorganizations accompanying core-
ionization of the C1s and Ols levels are manifest in a decrease

and increase, respectively, in equilibrium bond-lengths, in going
from the neutral molecule to core-ionized species. In the partic-
ular case of the C1s core hole state, ghe decrease in bond-length
is accompanied by an increase in force constant , whilst for the

O1s core-hole state, the increase in bond-length is accompanied

by a decrease in force constant.

The strong field dependence of relaxation energy
phenomena suggests that the potential surfaces for both ground
and core hole state species may well be modified by application of
a strong electric field. In this section, changes in equilibrium
bond-lengths and force constants for the ground-state and core
hole state species as a function of applied field are considered.

Attention has been restricted to a field of 4.31 x 108 v cm-l,
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with carbon at the positive pole. The computer-intensive nature
of such investigations precludes a more extended study over a

range of field strengths and molecular orientations.

Comparison is drawn with both the previous theoretical
work and available experimental data in Table 6.8. The computed
changes in bond-~length in going from the neutral molecule to core~-
ionized species are very similar to those reported previously”o
for a Slater Double Zeta basis set. The force constants are
somewhat comparable with those reported for the Triple Zeta basis

set, the main difference being that for the C core-ionized

1ls
state, the basis set used in this work suggests a closer comparison
with the force constant for the equivalent cores species (N0+)

than is evident from the Triple Zeta calculations. However, the
theoretically calculated band-profiles based on the computed
Franck-Condon factors are in excellent agreement with the available
experimental data for both basis sets. The corresponding data

for the molecule and core-ionized species in a field gradient

of 4.31 x 108V/cm. (carbon directed to positive pole) are also

shown in Table 6.8.

The application of such a large field has a relatively
minor effect on the equilibrium bond-length and force constant of
the ground-state molecule; the equilibrium bond-length is calculated
to decrease by ~ 0.3% whilst the force constant decreases by ~ 0.4%.
However, the substantial changes in valence-electron reorganization
accompanying core-ionization previously evidenced by the density
difference contours lead to significant changes in equilibrium
bond-lengths and force constants in the presence of the field.

For the Cls hole~state, the change in bond-length with respect to

the system in the absence of an applied field is an increase of
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~ 0.3%, whilst the force constant decreases by ~ 2%. For the
Ols hole-state, the changes are much more substantial. Whilst

the computed change in equilibrium bond-length in going from the
neutral molecule to core-ionized species is 0.155 au in the absence
of a field, in the presence of the field the elongation is much
smaller (0.077 au). The corresponding force constants also

differ significantly, being 10.2 and 13.7 mdynes/R respectively,

compared with the computed force constant of 19.4 mdynes/x for

the neutral molecule in the absence of a field.

Since there is predicted to be a change in absolute
binding energy as a result of applying the field, the overall
changes in core-level spectra on applying a field are best apprec-
iated in the form of difference spectra. The computed difference
spectra for the C1s and 0ls hole-states in CO are shown in Figure
6.21. The individual vibrational components are represented by

%
co 015 levels co Cy lovets

Vo .30 o Field

Ne ficid
0%

Fig.(6.21) The Cls and O1s spectra and computed Franck-Condon

factors for CO in the presence and absence of an
applied electric field.
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the dotted lines (...) with the theoretical band-profiles shown

aé the dashed line (---). The solid line represents the difference
spectrum (field minus no field). There is only a slight change

in the overall band-profile on application of the field; however,
the substantial change in binding energy leads to a characteristic
profile for the difference spectrum. For comparison purposes,

the experimental band-profile at the appropriate resolution is

also included, shown as (e ®), emphasizing that the basis set
employed in this work provides an excellent description for the
system in the absence of the field.

The analysis previously published170 for the Ols core

hole state indicates that vibrational excitation accompanying core-
ionization is manifest as an overall broadening of the spectrum,
since the vibrational guanta are relatively small (0.22 eV).

The change in Franck-Condon factors and shift in absolute binding
energy on applying a field lead to a quite distinctive difference
spectrum, as is evident from the data presented in Figure 6.21.
From this, it may be projected that the effects of much weaker

fields should be detectable.

6.5.4 Nitrogen Molecule

a) Relaxation energies as a function of applied field

One of the more interesting aspects of the previously
presented theoretical studies on carbon monoxide was the prediction
that the absolute binding and relaxation energies for the core-
ionized species were dependent on the magnitude of an applied
field. The field gradients required, however, to demonstrate

1

this phenomenon are considerable (» lO7 V cm ). The field

dependence of absolute binding energies depend quite markedly on
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relaxation energies and hence on the individual components which
contribute to the total. In this section, the effect of an
applied field on both binding and relaxation energies for the

nitrogen molecule is considered.

Whilst in the RHF formalism, the description of the
nitrogen core hole states is in terms of degenerate localized
holes, the application of a field removes the éegeneracy. From
the results displayed in Figure 6.22, it is clear that the appli-

cation of a very large field results in a substantial shift in

[
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Fig. (6.22) Variation of ASCF and Koopmans' BE, and RE in N, as
a function of electric field.

binding energy between the now inequivalent N, g core-levels; for

8 \' cm_l, the shift between the component peaks,

a field of ~ 10
shown by the dashed line (---), is computed to be 0.35 eV, whilst

the centroid of the peaks shifts by an insignificant amount
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(v 0.02 eV) with respect to the molecule in the absence of an
applied field. In the absence of relaxation effects, the

computed shift between the nitrogens 1s somewhat smaller (~» 0.2 eV).

If the field is applied in such a sense that the
nitrogen bearing the core-hole is directed towards the positive
pole, the computed shift in binding energy with respect to zero
field is negative. Thus, for a field of ~ 4 x lo8 \'4 cm-l, the
computed shift of ~ -0.25 eV may be compared with that from
Koopmans' Theorem of essentially zero. This illustrates the
considerable influence of relaxation effects. A similar situation
has previously been described for the 0ls hole-state of CO. For
the reverse polarity, the binding energy of the Nig levels increases
as a function of increased field. Thus for the largest applied
field, the Koopmans' shift of ~ 0.7 eV may be compared with that

computed including relaxation effects of ~ 0.9 eV.

The variation of the individual component contributions
to the relaxation energies as a function of applied field is
illustrated in Figure 6.23. The main feature which emerges is
the fact that the contributions from the lv and 30 orbitals are
not strongly field dependent, whilst the contributions from the
50 and 40 orbitals vary in such a manner that the total relaxation
energy changes only slightly as a function of applied field. There
are some similarities in the computed behaviour of the relaxation
energy components for the 40 and 5¢ orbitals with those previously

described for carbon monoxide.

For the 40 orbital, the relaxation enerqgy contribution
decreases as a function of the applied field, if this is in a

sense such that the nitrogen on which the core-hole is created
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Fig. (6.23) Variation of single orbital relaxation energies in

N2 as a function of electric field.
is directed to the negative pole. The calculations would seem
to indicate that for the largest applied field, the contribution
from this orbital is some 50% of that appropriate to the system
in the absence of a field. For the applied field in the
opposite sense, there is a small increase in relaxation energy.
The behaviour of the 50 orbital contribution is almost the mirror
image of that for the 40; for a large field applied in a sense
such that the nitrogen bearing the core-hole is directed towards
the negative pole, there 1s a large computed increase in the
relaxation energy. For a field strength of -4 x lO8 v qm-l,
the increase in contribution is ~ 1.7 eV. This is entirely

consistent with the data previously presented for CO. The internal
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field at carbon provided by the overall negative charge on oxygen
is somewhat analogous to the situation for nitrogen, and the
relaxation energy contribution for the 5¢ orbital in the particular
case of the C1s hole-state is substantial and positive (3.5 eV).
For the field in the opposite sense, the relaxation energy contri-
bution for the relevant nitrogen hole-state decreases, and at a

field of » 2.5 x 10° v cm™ 1

is essentially zero. This i1s analogous
to the situation arising for the 0ls hole-state of CO, where the
contribution provided by the 5¢ orbitals is actually small and

negative (-0.5 eV).

b) Vibrational fine-structure accompanying core-
ionization as a function of applied field

The application of large electric field gradients, as
well as suggesting a substantial shift in binding energy between
the inequivalent nitrogens, also leads to significant computed
changes in potential energy surfaces. Table 6.9 shows the
computed bond-lengths and force constants for the core-ionized
species, both including and in the absence of relaxation effects,
in the presence of an applied field. The results obtained with
this basis set in the absence of an applied field have been
previously discussed (Table 6.7), and are found to agree favourably
with the results of Triple Zeta calculations. The calculations
here reveal significant changes in both equilibrium bond-lengths
and force constants in the presence of a field; the data in Table
6.9 and Figure 6.22 may be used to compute overall band-profiles
and a difference spectrum for core-ionized N, in the absence and
presence of an electric field, as shown in Figure 6.24. The

dashed line shows the theoretically calculated band-profiles;
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TABLE 6.9 Equilibrium bond-lengths and force constants for N2 in

the presence of an applied field

Equilibrium bond-

Force constant

Nitrogen, N length (au) (mdynes/8)
Applied field (2.68 x 108 v em™1)
Ground State 2.108 22.26
Hole State
+ Nl-Nz* - 2.063 23,82
"Koopmans'"
+ Nl*—N2 - 2.063 23.74
N * —
+ N1 N2 2.030 29.35
w’ M
%
Nz molecule Q5% N“ levels
50%
05% | \
¥.0 ¥y: 2 1 0 ¥ 0 Field

Fig. (6.24)

The N
for N

1
2

%
s spectrum and computed Franck-Condon factors

in the presence and absence of an applied field.
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| Ehe dotted spectrum is the experimental band-profile; and the

solid line represents the calculated difference spectrum.

The difference spectrum is particularaly striking, and
suggests that the effect of applying a field might be detectable
at more realistic field strengths (i.e., below the field ionization
limit). Although the computed band-profile for the system in the
absence of a field underestimates the extent of vibrational
excitation, it is clear that the twolcomponents of the le levels
for the applied field case differ significantly in FWHM, since the
extent of vibrational excitation is different for the inequivalent

nitrogens.

The analysis of relaxation energies into components
associated with the reorganization of individual orbitals seems
to provide some insight into the dependence on'electronic structure
of the reorganization process. Correlations between related
systems may be drawn. The theoretical investigation of the
changes in binding and relaxation energies consecuent upon applying
a strong electric field suggests that appropriate modulation
experiments might be worthwhile to provide experimental data for
direct comparison with the interesting predictions which have been
made. It is not inconceivable that the strong electric fields
present at surfaces in appropriate chemisorbed systems could lead

to line broadening in a way suggested by the work reported here.
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CHAPTER SEVEN

SINGLE ORBITAL RELAXATION ENERGIES ACCOMPANYING

CORE-IONIZATION IN SOME POLYATOMIC SYSTEMS

Changes in binding and relaxation energies accompanying
core-ionizations are computed within the ASCF Hartree-Fock forma-
lism for CO at the equilibrium geometry; CO at the geometries
appropriate to COH+ and HCO+; COH+; Heo' (linear); HCO+ (bent) ;
Hcot (bent) with geometry appropriate to H,CO; and H,CO.
Variations in relaxation energies along this series are discussed
in terms of the individual valence-orbital contributions to the
total relaxation energies. It is found that such an analysis
can provide considerable insight into the relationship between
electronic structure and electronic reorganizations accompanying
core-ionization. Certain aspects of the energetics (protonation

and hydrogenation) involved in these systems are also considered.

The two pairs of isomeric molecules HCN, HNC and HNO, HON
have also been investigated within the Hartree-Fock formalism for
both ground and core-ionized states. Although varying only slightly
in total computed energy, it is shown that substantial differences
in the core hole state spectra are expected. An analysis of
the electronic reorganization processes accompanying core-ionization
in these species is given in terms of the single orbital contri-

butions to the total relaxation energies.

Finally, single orbital contributions to the total relaxation
energy accompanying core-ionization are computed within the ASCF
formalism for the isoelectronic series CH4, NH3, H20, HF and Ne.

Individual contributions to the total relaxation energy associlated
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with the valence-levels of essentially core-like 2s character are

also presented.

7.1 Orbital Contributions to Relaxation Energies Accompanying
Core-Ionization in the Series CO, COHT, HCOT and H,CO

7.1.1 Introduction

Carbon monoxide and nitrogen as simple prototype
systems have been studied in the previous Chapter. The anisotropic

nature of the relaxation phenomena accompanying core-ionizations in

these systems suggests that knowledge of the detailed dependence

of orbital relaxation energies on bonding characteristics may be
extended by relating changes in relaxation energy in the carbon
monoxide system, via the intermediacy of the relevant protonated
species, to the formaldehyde system. Further, the linear Hcot

and COH+ systems provide prototypes for CO terminally bonded to

a strong c-acceptor, and as such might be expected to provide some
insight into changes in relaxation energies accompanying coordination
In the particular case of HCO+, it might be anticipated that orbital
contributions to relaxation energies would be strongly dependent

on the HCO angle, and in the light of the previous investigation

of the bond-length dependence,significant variations might be
expected as a function of change in bond-lengths for a given Héo
angle. The investigation of CO, HCO+, H2C0, at the appropriate

geometries furthermore allows a Born cycle to be constructed.

In this section, therefore, changes in relaxation
energy on going from CO at the equilibrium geometry, to the geometries
appropriate to the CO fragment in HCO+ and COH+, and the changes
consequent upon protonation of CO to produce these species are
considered. Distortion of HCO+ to the geometry appropriate to

that for production of H,CO by addition of H has also been
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investigated from the standpoint of orbital relaxation energies and

provides a direct correlation between CO and H2CO.

7.1.2 Computational Details

Non-empirical LCAO MO SCF calculations were performed
within the Hartree-Fock formalism for the ground and 01s and C18
core-ionized species of the title compounds. The basis set
employed has been described previously, but may be termed STO-6.33G,
with 34 polarization functions for oxygen and carbon, and 2§ for

hydrogen. Optimized geometries for HCO+ and COH+,297 and an

experimental geometry for H2CO214 were used. -Calculations for CO
with geometries appropriate to that in COH+ and HCO+ were also
performed, as were calculations for HCO+ with the HCO angle and
C-H and C-O0 bond-distances appropriate to H,CO. The methodology
of obtaining single orbital contributions to the total relaxation
energy has been documented in the previous Chapter. Density
difference contour plots for the molecular plane have also been

calculated for this series of molecules, using the same area and

contours throughout.

7.1.3 Results and Discussion

a) Energetics of the Born cycle

The calculated total energies allow a relatively complete
investigation of the relevant proton and hydride affinities, and
heat of hydrogenation, as shown in Figure 7.1. Detailed theoretical
investigations of the electronic structures of HCO+ and COH+ have
previously been described by Bruna, Peyerimhoff and Buenker,

297

including geometry optimizations. The theoretically computed

optimized bond-length for CO with the basis set employed in this
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Fig.(7.1) The energetics of protonation of CO

work is some 2% longer than that experimentally determined; for the
protonated species, the optimized bond-lengths are ~ 3% longer and

2% shorter than for CO for the species protonated on carbon and
oxygen, respectively. The energies required to elongate or compress
the C-O bond-length from that appropriate to the equilibrium for

the neutral molecule are small. The proton affinity is considerably

higher for protonation on carbon, the energy difference with respect

to protonation on oxygen being 16.2 kcal mol-l, with this basis set.

This compares with a computed difference of 18.4 kcal mol-1 from

the work of Bruna and co-workers.zg'7 The experimentally determined

-1 298

proton affinity of CO (-137 kcal mol ) is somewhat larger than

that calculated with the basis set employed in this work (-121.5

kcal mol_l).

Previous studie5297

have shown that the equilibrium
geometry for HCO+ corresponds to a linear system. The distortion to

the bent conformation appropriate in i (o10) angle to that in formaldehyde
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is energetically expensive (n» 30 kcal mol—l) and the considerable
increase in C-O bond-length in going to formaldehyde is such that
this requires a further 7 kcal mol-l. Lengthening the C-H bond-
length to that appropriate to HZCO, however, leads to a smaller
lowering in energy. The computed hydride affinity of HCO+, with
geometry corresponding to that in formaldehyde, of -364.8 kcal mol-1
may be compared with that for the equilibrium geometry of HCO+
(linear) of -328.0 kcal mol-l. It is of interest to investigate

the difference in proton affinities for protonation on carbon and
oxygen for the » as opposed to the o system. The calculation on the
bent conformation for Heo would suggest that protonation of the r«
system on carbon would be energetically very unfavourable; by contrast,
it might be anticipated that » protonation would be relatively more
favourable for oxygen. The computed differences in proton
affinities for o and r protonation of carbon and oxygen confirm

1

this, being 72.4 kcal mol ~ and 24.9 kcal mol_1 respectively.

The calculations also allow a comparison to be made
between the experimentally determined and directly computed heat of
hydrogenation of carbon monoxide. The agreement 1s quite reasonable,
as might have been anticipated for an isodesmic process: experimental

-1.3 kcal mol-l; theoretical ~11.3 kcal mol_l.

b) Core binding energies

The computed ASCF binding and relaxation energies (shown

in brackets) for C and O core-ionization of CO are 299.6 eV

1s 1s

(10.79 eV) and 543.7 eV (19.91 eV) respectively. With this basis
set, therefore, the absolute binding energies are slightly over-
estimated, the corresponding experimental values being 296.2 eV and

542.6 eV. As has been previously noted however, relative binding
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energies and changes in relaxation energies are well described, and
the basis set 1s therefore particularly suited to the discussion of
changes in the orbital contributions to relaxation energies and shifts
in binding energies, which are the features of predominant interest

in this Chapter. The relevant correlation diagrams for the core

binding energies are displayed in Figure 7.2.
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Fig.(7.2) ASCF B.E. for a) cou', co, nco?
and b) Hco' (linear) Hco' (bent), H,CO.
Considering the protonated species, there is a substantial
shift to higher binding energy for both the O1s and Cls levels for
protonation on either carbon or oxygen. The shifts for both the
cls and 014 levels are computed to be closely similar (~ 10.8 eV and

10.0 eV, respectively). Also included in Figure 7.2(a) are the
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core binding energies for CO at the bond-length appropriate to the
protonated species. It has been shown that binding and relaxation
energles depend significantly on bond-length, but in a subtle rather
than a gross manner. There are similarities that can be noted in
the redistribution of valence-electron density consequent upon core-
ionization, and protonation of a molecule. For example, the
equilibrium bond-length for the Cis hole-state of CO is substantially
shorter than for the neutral molecule. Creation of electron demand
at carbon by protonation produces a similar change in equilibrium

C-0 bond-length compared with the neutral molecule. The comparison
is reinforced by inspection of appropriate density difference contours
In Figure 7.3, for example, the valence-electron redistribution on

C1s and 01S core-ionization in CO is compared with protonation at

COgst -COprotonated

COgst- COpgle st

Fig.(7.3) A comparison of changes in valence-electron distribution
subsequent on core-ionization, and protonation in CO.

carbon and oxygen to give HCO+ and COH+ respectively. When a
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core-hole is created on carbon, the change in valence-electron
distribution around the oxygen is very similar to the change caused
by protonation at carbon; the converse situation for core-ionization
at oxygen is also seen. Furthermore, the 0ls core-ionized species
has a substantially larger equilibrium bond-length, and a comparable
situation arises for the oxygen protonated species. The features
in common between creation of a core-hole on an atom and protonation
of that atom have been developed into a direct relationship between

proton affinities and shifts in core binding energies by Shirley.299

It is evident from Figure 7.2 that for HCO+, the Cls
binding energy is not a strong function of the HCO bond-angle;
relaxation energies are also found to be fairly constant. However,
individual orbital contributions to relaxation energies are strongly
influenced by the molécular geometry. The addition of H to HCO+
to give formaldehyde produces a substantial shift to lower binding

energy for both the 01s and Cls core-ionized species.

It is clear from this data that coordination of CO to
a strong oc-electron acceptor such as a proton results in a large
shift to higher binding energy, which is approximately the same for
protonation on either carbon or oxygen. It is of interest to
briefly compare the computed shifts for the Cls and 0ls levels for
HCO+ with those derived from calculations on CH3CO+, where the
possibility exists of both ¢ and = interactions. The computed
shifts are some 2 eV to lower binding energy than for the protonated
species, as might be anticipated from the synergic effect of o-
donation from CO to CH3+ and back-donation via the n system. The
shift (with respect to CO) for the Cls levels is however significantly

higher than for the 01s levels; this difference is roughly constant
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for both of the species studied (HCO+ and CH C0+). The difference

3
(v 0.8 eV) 1s also that typically measured for transition metal

carbonyls in comparison with the free ligand.300

c) Relaxation energies

The main purpose of this Chapter is to extend the proposed
method of analysis of total relaxation energies into components
associated with individual valence-orbital contributions. The
points of emphasis therefore are:

(1) how are the component relaxation energy terms changed upon
coordination of CO to a strong o-acceptor (H+)?
(11) what changes occur consequent upon the o~n mixing introduced
by altering the HEO angle?
(1ii) how do the component terms for CO compare with those for H,CO,
which might crudely be taken as a model for a bridge bonded

carbonyl?

The results for the series CO, HCO+ and COH+ are displayed
in Figure 7.4. The total relaxation energies fall within a narrow
range; for the Cls levels, the relaxation energies for COH+, CO and
HCO+ are computed to be 10.3 eV, 10.8 eV and 11.2 eV respectively,
whilst for the 0ls levels, the corresponding values are 19.9 eV,

19.9 eV and 20.0 eV respectively.

It 1s convenient to discuss the results for the C1s and
O1s core-ionized states separately, where appropriate drawing
comparisons between the two sets of data. It 1s clear, however,
from an inspection of Figure 7.4 that there are considerable differences
both in terms of sign and magnitude of the individual contributions

for ionization of the C and O levels in the linear series CO,

ls 1s
HCO+, HOC+. Bond overlap populations reveal that the O-H and C-H




297

RE lineV)
G’ |
_____ . e T 10
Totdd — 100
7/
Sd -——,“‘ e ‘0
—_— ) i 30
" R 20
—_ .. 10
g —;’:’-_-_-==_——.-.°.-.= .-=-.-.-.-.-.-=‘-‘-'---‘= o
1o
RE ine¥)
%.

OO 200
190
-
70
h —d"”” w
50
La e T —\\\\ Lo
30 e e ¥
20
. 0
3: Tt i I == 0

1° . - —— -_
—- -10

COH® co co co Hco®

(Ar- om, ‘M (Af-m)

Fig.(7.4) Total R.E. and individual orbital contributions to the
total R.E. for the series COH+, CO and HCOt, subsequent
upon C1s and Ols core-ionization.

bonding interactions are largely associated with the 4o orbital in

COH+ and HCO+ respectively and there is, therefore, a tendency for

the relaxation energy contributions from this orbital to be somewhat

less for the protonated species compared with the neutral molecule.
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It was shown in the previous Chapter that whereas for Cls core~
ionization, reorganization of the 50 (carbon lone pair) orbital
contributes a significant proportion of the total relaxation energy,
the reorganization is such as to contribute a small negative term

to the total relaxation energy for the 01S core-ionized species in
co. This situation is considerably modified on going to the
protonated species. For the C1s core~-ionized species, the proton-
ation on either carbon or oxygen shows the largest changes in
contribution to the total relaxation energies for this orbital.
Moreover, the data can be interpreted in an entirely consistent
manner. For protonation on carbon, the contribution from the 5¢
orbital decreases whilst that for the n system (degenerate 1lr orbitals)
increases. The latter is readily understandable in terms of the
decrease in orbital energy mismatch for interaction of the relevant
2p orbitals on carbon and oxygen, giving rise to greater electron
transfer on creation of a core-hole on carbon. This is also the
case for creation of a core-hole on oxygen for the HCO+ species, but
the situation is reversed for the corresponding oxygen protonated
species, which shows a decreased contribution to the total relaxation
energy, this being largest for the 01s core-ionized species. The
contributions from the core-orbitals themselves are calculated to be
small and vary only slightly in going along the series COH+, co, Heo' .
One of the more significant features of the data displayed in

Figure 7.4 is the computed increase in contribution to the total
relaxation energies from the 50 orbital on going from the neutral
molecule to the protonated systems in the particular case of the Ols
core-ionized systems. For both HCO+ and COH+, the contribution to

the relaxation energy is positive, compared with the negative
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contribution computed for the neutral molecule.

The data reveal, therefore, that although the total
relaxation energies for either Cls or 0ls core-ionization in the
series COH+, CO and HCO+ fall within a narrow range, this arises as
a summation of contributions from each of the valence-levels which
differ both in sign and magnitude across the series. In all cases,

however, the single most important contribution arises from the

degenerate 1ln orbitals.

This being the case, it is of interest to investigate
the changes in contribution arising from bending, and as a convenient
link to H,CO, the relevant data for Heo' with an HCO bond-angle
corresponding to the geometry appropriate to formaldehyde are also
considered. The data are displayed in Figure 7.5. The transformation
from HCO+ to H2C0 may be considered in discrete stages, a process of

considerable assistance in the construction of the relevant correlation

diagrams.

Starting from the theoretically optimized (linear HCO+)
geometry, the HeO bond angle is distorted to that appropriate to
formaldehyde. The bond-lengths are then subsequently relaxed to the

values appropriate to H,CO.

Considering the extremes of the series, it is a straight-
forward matter to identify the unique valence-orbital (2b2) for
formaldehyde, which in fact corresponds roughly to an antisymmetric
combination of the in-plane 2py orbitals on carbon and oxygen, with
the appropriate combinations of H 1ls orbitals such that overall the
orbital is weakly C-H bonding and C-O antibonding. For the C1s

core-ionized state, the distortion from linearity lifts the degeneracy

of the n orbitals. The contribution from the remaining = orbital
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decreases, whilst the ¢ orbital derived from the = orbital provides
an increased contribution, such that overall the relaxation energy
does not change significantly. In going to formaldehyde, the

interaction with the antisymmetric combination of H ls orbitals
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generates an extended in-plane "w-type" orbital, which provides the
next-to-largest contribution to the relaxation energy, the largest
contribution arising from the n orbital itself. The core~orbital

contributions remain roughly constant, and are in all cases small.

For the 0ls core-lonized systems, the unique (2b2)
orbital actually provides a negative contribution to the total
relaxation energy. A negative contribution is also calculated for
one of the a; o orbitals. A detailed analysis of the changes in

population analysis for the relevant orbitals in going from CO to

H2CO via HCO+ indicates that this orbital is the 4a, orbital, which

1
in valence-only notoation is the 2a1 orbital. These negative

contributions are offset by the large positive contributions
provided by the in-plane wn-type orbital and the n orbital itself.
The Sal orbital, which contributes substantially to the relaxation
enerqgy, derives from the interaction of the 50 orbital of CO with a
symmetric combination of the H 1ls orbitals. This interaction
provides a large increase in relaxation energy for this orbital,
which for CO itself provides a small negative contribution for the
015 hole-state. The way in which this orbital evolves to provide
such a significant contribution to the relaxation energy 1is discerned
by following the sequence:-

CcCo ~» HCO+ (linear) - HCO+ (bent) - H2CO
The distortion from linearity causes a substantial reordering of the
individual valence-orbital contributions to the relaxation energy.
The contribution from the orbital derived from the 50 orbital in CO
increases in magnitude, whilst that from the 40 1is substantially
decreased, and finally, in correlating with the 4a1 orbital in
formaldehyde, there is a further decrease in energy such that the

contribution is significantly negative. The variation in
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contributions to the total relaxation energies are significantly
larger for 0ls as compared with Cls core-ionizations. This can
be rationalized qualitatively in terms of the difference in electron
demands consequent upon creation of a core-hole on carbon in the
"centre" of the molecule, compared with creation of a core-hole on
the terminal oxygen, where the electron demand in respect of the C-0
and C-H bonds will be considerably modified by the overall bonding
scheme (viz. H-C-0). The most profound changes in relaxation
energy contributions occur for the 40 and 50 orbitals of the linear
Hco™ on bending, in the particular case of the 01s core-ionized
species. The 50 increases its contribution to the total relaxation
enerqgy, whilst the 40 decreases on going from the linear to bent
systems. This behaviour can be qualitatively understood in terms
of the localization characteristics of the orbitals involved. The
50 orbital in CO essentially corresponds to a lone pair on carbon with
very little contribution on oxygen, such that the relaxation energy
contribution is small and negative. For the bent protonated species,
however, the component contribution from basis functions on oxygen
for this orbital are proportionately bigger, since the orbital energy
mismatch is much less. Conversely for the 40 orbital, (which is
predominantly associated with the oxygen for the free ligand) in the
bent protonated species, this orbital provides a substantial pro-
portion of the C-H bonding interaction, and protonation leads to an
increased contribution from basis functions on carbon, since the
orbital energy mismatch is improved compared with the free ligand.

In consequence, the contribution provided by this orbital decreases

on going from the free ligand to the bent protonated species.



305

The dependence on bond-length of individual orbital
contributions to relaxation energies in the case of CO has been
discussed. A similar investigation may be made for the bent proton-
ated species, providing an independent check of the overall validity
of the relaxation energy contribution correlation diagram. For the
free ligand, the contributions from the 40 and 50 orbitals exhibit

positive and negative gradients, respectively, for both the C and

1s
Ols core hole states. A similar pattern is evident from Figure 7.5,
extending the C-0 bond-length for the bent Heo' species. For the

m orbital (degenerate in CO), the gradient of the relaxation energy
contribution as a function of bond-length is small and negative

for the Cls’ and small and positive for the Ols' core-ionized states.
For the bent protonated species, whilst the contribution for the

C1s ionized state follows that for the neutral molecule, for the

Ols ionized state, the gradient is essentially zero. For the 3¢
orbital, the gradients for the Cls and Ols ionized systems in the
free ligands are predicted to be opposite in sign, being positive

for the latter. For the bent protonated species the gradients are

small and negative for both core-ionized states.

d) Density difference contours

The total density difference contour plots for HCO+, co
and COH+ are shown in Figure 7.6, from which it is clear that the
overall relaxation process is very similar for all three molecules,
as might have been anticipated from Figure 7.4, An analysis of the
individual orbital contributions to the total relaxation process has
been made. Figure 7.7 shows the variation along this series of the

30 contribution, those for the lo¢ and 2¢ orbitals being negligible
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Total density

Fig.(7.6) Density difference contour plots for HCO+, CO and COH+.

30 orbital

Cts

+ +
Fig.(7.7) Density difference contour plots for HCO , CO and COH .
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for both Ols and Cls core-ionization. The overall pattern for
both Cls and Ols core~ionization is remarkably similar along this
series of molecules, giving rise to the virtually constant

contribution from this orbital to the total relaxation energy.

The situation for the 40 orbital (Figure 7.8) is more

complex. For Cls core-ionization in CO, there is a build-up in

Lo orbital

Fig.(7.8) Density difference contour plots for HCO+, CO and COH+.

electron density in the region of the carbon atom, at the expense

of the oxygen lone pair, and the internuclear bonding region; for
COH+, however, there i1s an area of electon density increase

between the carbon and oxygen atoms. Since less electron density

is transferred to the carbon atom, a decrease in single orbital
relaxation energy is expected. For HCO+, there 1s now less electrm-
transfer from the oxygen lone pair - rather, some electron density is
lost from the hydrogen atom. For 01s core-ionization, the overall

pattern of electron flow is fairly similar for CO and COH; however,
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the pattern of electron flow is markedly different for HCO+, in
that despite the fact there 1s a core-hole on oxygen, the electron
flow is to the C-H region of the molecule. This may account

for the decrease of ~ 1.5 eV in the 4¢ orbital relaxation energy

on going from CO to HCO+.

The contour plots for the 50 orbitals are shown in

Figure 7.9. For C1S core-ionization, the plots for CO and nco®

So orbital

Heo® co COH
Fig.(7.9) Density difference contour plots for HCO+, co and cou’.
are quite similar, save that less electron-flow to the O-H region
in COH+ occurs than to the O lone pair in CO, resulting in a
slightly higher relaxation energy for the 50 orbital in COH+. For
HCO+, there is even less transfer of electron density to the
oxygen lone pair, but rather more to the C-0 bonding region from
the hydrogen. For 0ls core-ionization, the electron flow for the
CO and COH' molecules is fairly similar, whilst that for the ncot

molecule is again quite distinct, with considerable build-up of
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electron density in the C-O bonding and oxygen lone pair regions.

Finally, Figure 7.10 shows the contour plots for the

degenerate lm orbitals. These are extremely similar in appearance.

11 orbital

Fig. (7.10) Density difference contour plots for HCO+, co and con’.

Similar density difference contours may be constructed
for the HCO+ (linear), HCO+ (bent) and HZCO molecules, to investi-
gate the effect of o-v mixing on the valence-electron flow
accompanying core-ionization. The total density difference
contours are shown in Figure 7.11, and as before, they are quite
similar in overall appearance. Again, as perhaps anticipated
from the strongly bonding nature of the orbitals, the 3¢ orbital
relaxation plots, Figure 7.12,are also very similar. For ease
of comparison, the orbitals will be referred to by the designation
of the CO orbital with which they correspond, even though this

orbital, for formaldehyde, is strictly the 3al orbital.
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Fig.(7.11) Density difference contour plots for HCO+ (linear),

Hcot (bent) and H,CO.

30 orbital

Co

(2}
HCO HCO®(bent)
Fig.(7.12) Density difference contour plots for HCO (linear),

HCco' (bent) and H.,CO.

Hy
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The 40 and 50 orbitals, Figures 7.13 and 7.14, are more

complex, but the underlying similarity between the relaxation

4o orbital

HCo® HCO®(bent) H2C0
Fig.(7.13) Density difference contour plots for HCO+ (linear),

HCOY (bent) and H,CO.

S0 orbital

@
HCO® HCO (bent) H2CO
Fig.(7.14) Density difference contour plots for Hco' (linear),
HCO" (bent) and H,CO.
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pattern is apparent. The lw orbital shown in Figure 7.15 is the
in-plane "r-type" orbital of HCO+ (bent), which becomes the lbl

orbital of formaldehyde.
v orbital

HCo® HCO® (bent) HCO
Fig.(7.15) Density difference contour plots for HCO+ (linear),
HCOt (bent) and H,CO.

It should be clear from the foregoing discussion that
the analysis of total relaxation energies into individual orbital
contributions reveals a striking dependence on the intimate details
of the valence-electron distributions. Although it is possible
therefore for total relaxation energies to vary by only a small
amount in going from one system to another, this arises from a
convolution of terms of opposite sign arising from different
individual valence-orbitals. It is hoped that an analysis along
the lines presented here provides additional insight into the
relationship between electronic structure and electronic relax-

ations accompanying core-ionization.
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7.2 Electronic Reorganization Accompanying Core-Ionization in
the Isomeric Pairs of Molecules HCN, HNC and HON, HNO

7.2.1 Introduction

In the previous section, an investigation of the
changes in orbital contributions to relaxation energies for the
series CO » HCO+ + Hoct was given. As an extension of this work,
the ground and core hole states of HCN, HNC, HNO and HON were
examined. The enthalpies of isomerization for these systems are
small in both cases, and it is therefore of interest to investigate
the shifts in core binding energies and the contributions origin-
ating in differences in relation energies.

Geometries optimized within the SCF approximation were

used for HCN, Enc30l 302

and HON, HNO; comparison with experimental
data where possible reveals excellent agreement. For the HON,

HNO speciles, calculations for the ground-state were restricted to
the singlet lA' states. The basis set employed was the STO-6.33G

+ P previously described.

7.2.2 Results and Discussion

a) Absolute binding energies and shifts

There have been extensive studies of both the ground

301,303 304-308

and excited states of HCN and HNC and of HNO and HON,

and HCN has previously been investigated in some detail with respect

to the core hole states,200

including an analysis of vibrational
excitations accompanying core-ionization. There has been no
previous investigation of the core hole states for this series of
molecules using basis sets of comparable quality. The main
emphasis in this section is the interpretation of changes in

binding and relaxation energies; however, the computed enthalpies

of isomerization may be compared with those previously reported
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in the literature. The computed energy difference between HCN

and HNC of 5.1 kcal mol T compares with the value of 9,5 kcal mol t

301

computed at the SCF level by Schaefer and co-workers, and

14.6 kcal mol_1 from an extensive CI investigation. Although

the ground-state of HNO is lA', that for HON is a triplet state

1

(3A"), the singlet lA' state being ~ 30 kcal mol ~ to higher

energy.304 To avoid complications involving multiplet splittings,
and to provide a correlation for the individual orbital components,
the investigation described in this work has been confined to the

1

A' state of HON and the derived O and le core hole states.

1s
The energy difference between HNO and HON of 20.6 kcal mol_1
compares favourably with the value of 20 kcal mol-l obtained by

304

Gallup with a gaussian lobe basis set of essentially Double

Zeta quality.

The absolute binding and relaxation energies and
shifts for the series of molecules are displayed in Table 7.1.
For comparison, data for CO and N,, computed with the same basis
set, are also included. The absolute binding energies are
typically ~ 2.5 eV too large. Although the energy difference
between the tautomers is small, in both cases the shifts in core
binding energies within a given pair are quite significant
(~ + 0.5 eV). On going from N2 to HCN, there is a substantial

shift to lower binding energy for the N levels, partly attributable

1s
to the large increase in relaxation energy. The shift to lower
binding energy is somewhat reduced for HON however, the relaxation
energy contribution to the shift being zero. The computed

shift of 2.5 eV in the le levels between HON and HCN may be compared

with the shift of 3.3 eV in going from HNO to HNC. Although for
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