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Surface Freezing in Surfactant/Alkane/Water Systems

A thesis submitted in partial fulfilment of the ueg@ments for the degree of Doctor of
Philosophy in the University of Durham by
Philip Ash
Department of Chemistry and Ustinov College

Surface freezing transitions in mixed monolayersadiomologous series of cationic
surfactants, the alkyltrimethyl ammonium bromid€sTAB wheren = 12, 14, 16, 18),
as well as a range of non-ionic, zwitterionic aridldgical surfactants, have been
investigated ellipsometrically with a range mfalkanes (G wherem = 12 — 20, 28).
Two distinct solid phases are observed dependiran upe chain length difference
between surfactant andalkane. Type | solid phases consist of a surfaceeh mixed
monolayer and are formed when this difference ialsmype Il solid phases are bilayer
structures with a frozen layer of naatlkane above a liquid-like mixed monolayer.
Type Il freezing was thought to occwia wetting of surface frozem-alkane, as
previously reported type Il transitions took planethe presence of surface frozen
alkanes. Thermodynamically stable type Il solid qgshave now been found in the
presence om-alkanes that do not show surface freezing at thallane interface,
however, and so this picture is incomplete. Inghesence of pentadecane, for example,
the biological surfactarlysc-OPC forms a stable type Il solid phase 6.5 °C aliben-
alkane bulk melting point. Such a large surface#ieg range is unprecedented for a

type Il system.

Studies using external reflection FTIR (ER-FTIRS)davibrational sum-frequency
spectroscopies (VSFS) have been used to probe tleest behaviours. Results were
fully consistent with the proposed structures ofhbtype | and type Il surface frozen
layers. 2D correlation analysis of ER-FTIR speeisaa function of temperature showed
that type Il frozen layer formation does not pratem a simple wetting transition, with
the formation of a transient intermediate impliEglidence for such an intermediate was
provided by dynamic ellipsometry measurements an tilpe Il GgTAB/n-eicosane

system.
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Glossary of Common Abbreviations and Symbols

Surfactants

C1sTAB octadecyltrimethylammonium bromide
Ci6TAB hexadecyltrimethylammonium bromide
Ci14TAB tetradecyltrimethylammonium bromide
C12TAB dodecyltrimethylammonium bromide

lysoPPC lyso-palmitoylphosphatidylcholine
lysoOPC lyso-oleylphosphatidylcholine

Ci6Es octaethyleneglcol hexadecyl ether
Ci6Es hexaethyleneglcol hexadecyl ether
Ci4Es octaethyleneglcol tetradecyl ether

C1.DAPS tetradecyltrimethylammonio-1-propanesulfonate
C16DAPS hexadecyltrimethylammonio-1-propanesulfonate

Cyomal S-n-dodecyl D-maltoside
Cyigmal S-n-tetradecyl D-maltoside
Techniques

ER-FTIRS  external reflection Fourier transform aried spectroscopy

IRRAS infrared reflection-absorption spectroscopy
RAIRS reflection-absorption infrared spectroscopy
PM-IRRAS polarisation-modulation infrared spectimsg
VSFS vibrational sum frequency spectroscopy

BAM Brewster angle microscopy

SAXS small angle x-ray scattering

Symbols

Iy Fresnel reflection coefficient

tx Fresnel transmission coefficient

Ri23 reflectivity of a thin film between two bulk mied
P coefficient of ellipticity

n ellipsometric thickness

d interfacial film thickness

AT difference between bulk and surface freezingtsoi
@ volume fraction of component

Rm molar refractivity

Vm molar volume

® synchronous correlation spectrum

b d asynchronous correlation spectrum
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Chapter 1: Introduction

1.1 Research Objectives

Oil and water do not mix. They do, however, intésaith each other both at and
across interfaces. Such interactions are of uitgdartance to various biological
functions and play pivotal roles in many industradplications. A thorough

understanding of the molecular-level structuresnfedt at the oil/water interface
and the air/water interface in the presence oisdiherefore of great importance
as a first step towards the full elucidation of qasses as diverse as

microemulsion formation, cellular transport, detergy and solubilisation.

The objective of this thesis is to investigate &diuid phase transitions in
mixed monolayers of surfactant and alkane at thevaier interface, known as
surface freezing transitions. A combination ofpebmetry, exquisitely sensitive
to changes in interfacial density, and two spectpg techniques, external
reflection FTIR spectroscopy (ER-FTIRS) and vibyatll sum-frequency
spectroscopy (VSFS) are employed to assess theajjgnef surface freezing

and to characterise the resultant solid phases.

In the current chapter, an overview of relevantoemts of surface chemistry is
presented, followed by an introduction to the fatioraof mixed monolayers at
the air/water interface by wetting phenomena. Thapter concludes with a
discussion of recent advances in the understarafisgrface freezing including

a more detailed discussion of the aims of this work

1.2 Surfactants

1.2.1 Surfactants at Aqueous Interfaces

The modification of interfacial properties by swtants constitutes a large and
important field of interest, both academically andustrially, with implications
for processes as disparate as oil recovetgtergency, coating technologies,
ice cream manufactutend biological functions such as breathifthis affinity
for action at interfaces arises due to the amphipmmature of surfactant

molecules, with the overall balance between hydfmpl{headgroup) and
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hydrophobic (tailgroup) regions determining thepgmxies of the molecule as a

whole (figure 1.1).

Initial studies of surfactant monolayers focusedlmspreading of polar oils on
water. Pockefsmeasured how the surface tension of these monslapanged
as they were compressed, and noticed two diffesttieés of oil — one in which
compression altered the surface tension and om¢hioch compression had no
effect. Rayleigh interpreted these results in terms of compresefoa single
layer of molecules (i.e. a monolayer) on the sw@fat the water. Langmuir
further developed these techniques and deducedhthablar headgroups of oils
were in contact with the water surface, whilst thains were tilted at a steep
angle to the surface plafid.angmuir later stated that the monolayers exigted
solid, liquid and gaseous phases which were dyemtialogous to the related
bulk phases, except for a difference in dimensignalAs a result of his
pioneering work, monolayers of surfactants thatedfectively insoluble on the

timescale of the experiment have become known agrhair monolayers.

Tailgroup

~

Tailgroup / Counterion

/\/\/\/\/\/\/\/\N— Br
+
\
Headgroup

Figure 1.1 Top, schematic illustration of a surtatt monolayer at the air/water
interface, showing hydrophobic tailgroup and hydritjic headgroup regions of
the surfactant molecules. Bottom, structure gfTGB. The GTABs are the
principal series of surfactants studied in thisdise For the structure of other

surfactants used, see Chapter 3.

This study focuses on Gibbs monolayers: monolagérsoluble surfactants

which are spontaneously transferred to an interfemr@ solution via a process
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termed “adsorption”. The reverse (“desorption”)oatecurs, and when the rates
of the two processes are equal the monolayer eqgatlibrium. It should be
noted that, in the case of Gibbs monolayers, tha t@onolayer refers to the
monomolecular layer formed at an interface as altre$ surfactant adsorption
regardless of the extent of the adsorption — ilgether saturation coverage has

been reached or not.

Adsorption is driven by the differing thermodynamiateractions between
solvent and surfactant molecules. The “hydrophefiiect™® ** describes these
interactions in terms of the free energy for thecess of adsorption, which has
both enthalpic and entropic contributions. Enthakiabilisation of the adsorbed
monolayer arises due to the increased van der Watdsactions between
surfactant tailgroups that are confined to an fata, as well as through the
resulting increase in hydrogen-bonding accompanthiegremoval of tailgroups
from the aqueous phase. These effects are only rntioavever, and the
dominant factor behind adsorption is entropic ilgior arising from an increase
in orientational degrees of freedom of water mdesuas the hydrophobic
surfactant tails are removed from solution. Thusnatayer formation is driven
by the expulsion of molecules from bulk solutiorthea than any favourable

interaction between the tailgroups and air.

dx
_ F

r |

Figure 1.2 Increasing the area, A, of a thin filjmdooving a barrier through a
small distance dx.

A result of the adsorption of surfactants to arerfaice is the reduction of the
interfacial tension. Interfacial tension arises tlmeincompensated forces at the
surface of a fluid relative to its bulk, and hesabstances displaying the highest
interfacial tensions are those in which the grdéatestesive interactions exist

between constituents (for example water [ m™] and mercury [425.4
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mNm™*?). Although normally expressed in terms of a fopse unit length,
interfacial tension can equivalently be describeterms of the reversible work
required to create unit area of the interface, riitsuof mJ m?. Aside from the
obvious equivalence of these two sets of units kwdwne = force applied x
distance) this relation is readily demonstratedcbgsidering the example of a
liquid film that is stretched across a wire frameamoveable barrier to create
two interfaces of total are& (figure 1.2)'° The work done when the barrier is
moved an infinitesimal amount, leading to an inseean surface aredA, is

equal to

dw=ydA (1.1)

which can also be expressed in terms of the foppéied in moving the barrier
as

dw= Fdx= y2ldx= y d# (1.2)
and it is seen that the two approaches are equivale

Interfacial tension can be related to the adsodradunt of surfactant through
use of the Gibbs adsorption isothetm,

dy:—ZFidM (1.3)

where dy is the change in interfacial tension in @&gomponent system
(including solvents)[; is the surface excess concentration (in units oifrm?)
of componenti, and dy is the change in chemical potential of comporient

resulting from an infinitesimal change in compasitof the system.

For a fluid/fluid interface it is hard to defineetinterfacial plane as there exists a
certain surface roughness leading to an interfaegion in which the density
changes gradually between that of the two bulk @ha& convenient choice of
dividing surface therefore is to define a planehstimat the surface excess of the
solvent(s) is zero, which reduces the number ohserequired in the analysis of

the Gibbs adsorption isotherm solely to those rgisrom any solutes present
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(surfactants, co-ions etc.). In the example ofrglsi aqueous surfactant at the

air-water interface, equation 1.3 can be written

dy=->T du, (1.4)

wheren is the number of adsorbing species present (famgke,n = 2 for a 1:1
ionic surfactant, as both the surfactant ion anchterion must adsorb in order to
maintain local electroneutrality). The change inemcal potential of a

component can be defined in terms of the activithhat component as

du =RTdin a (1.5)

whereR is the gas constanil,is temperature arais the activity of componenmt
Applying the condition for equality of chemical patial of each component in
all phases at equilibrium the sum in equation la# be further simplified

(equation 1.6).

dy=-nRT dn ¢ (1.6)

In the limit of an ideal dilute solution the actwican be replaced by the
concentration of the surfactand € c/ & where ¢’ is the one molal standard
state concentration), and rearranging in termsudhse excess gives the Gibbs
equation for adsorption (equation 1.7).

r=—i( dyj (1.7)
nRT\ din ¢/,

Due to the finite size of and interactions betwserfactant molecules, there is a
maximum obtainable surface excess. This is refeeas the “limiting surface

excess”,[, and is reached at infinite surfactant activity.practice this point

cannot be reached and the maximum obtainable suefamess| occurs at a

max
bulk concentration roughly equal to the Criticaldglie Concentration (CMC).
At and above the CMC surfactant monomers spontatgdorm micellar
aggregates (see section 1.2.2), limiting the dgtiof the surfactant in bulk
solution. As a result, the interfacial tension aklsaches a minimum value above
the CMC (although this is also due to the constanfythe subsurface

monomeric surfactant concentration above the CMC).
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The effectiveness and efficiency of a surfactamt loa described in terms of its
interfacial tension reducing capability. An effeetisurfactant is one which is
capable of producing a low minimum interfacial tens(i.e. a high maximum

surface pressure SinGE, ., = V,— Ve Wherey, is the interfacial tension of the

neat interface). More effective surfactants gemerélave more than one
hydrophobic chain, such as gemini, surfynol or payic surfactants. A high
concentration may be required to reach this maxinadsorption, however, and
so the efficiency of a surfactant is measured asctincentration required to
lower the interfacial tension by 20N m™, where this concentration is lower for

a more efficient surfactant.
1.2.2 Surfactants in Solution

The hydrophobic effect is not only manifested bg pimocess of adsorption. The
unfavourable ordering of solvent molecules arowntbstant tailgroups can also
be reduced by the aggregation of surfactant inteolun such a way that the
tailgroups are effectively shielded from the solvéy the headgroups. The
aggregates formed are called micelles, and thaindton occurs spontaneously
above the CMC. The environment within the miceiteftuid-like due to thermal

motion of the surfactant tailgroups. The specifeometry of the surfactant
determines such parameters as micellar shapeasiz¢he average number of
molecules per micelle (the “aggregation number&ctbrs such as concentration
and temperature can also have an effect. Figuresio®s some examples of

micellar structure.

The CMC of a surfactant varies in a predictable wath certain structural
features. For example, non-ionic surfactants generally haveer CMCs than
ionic surfactants with a similar overall hydrophaty. This is due to the
reduced electrostatic repulsion between headgraupbe case of non-ionic
surfactants. As a rule of thumb, factors that iaseethe hydrophobic nature of
the tailgroup decrease the CMC, so within a hommlsgseries of surfactants
CMC decreases with increasing tailgroup length. abdition of background

electrolyte to a solution of an ionic surfactantpsses the CMC as the
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increased ionic strength of the solution serva®tiuce the effect of electrostatic

repulsions between headgroups.

A

Figure 1.3 Examples of aggregates formed in satuip surfactants: (A)
spherical, (B) cylindrical, (C) vesicle, (D) lamatlsheets.

The temperature dependence of the CMC is genevalty weak, since the
enthalpy of solution for a typical hydrocarbon sgthnt is small and therefore
the van't Hoff isochore tells us that its solulyilgroduct is relatively insensitive
to temperature. Non-ionic surfactants based ar@ahgbxyethylene units are an
exception to this rule as the CMC decreases maykedth increasing
temperature, due largely to the decreasing sotylofi these surfactants as the
temperature is raised. This decrease in solubdisaused by dehydration of the
headgroups at higher temperatures. In fact, artaicdemperature the level of
dehydration becomes sufficient to render theseastafts insoluble. This
temperature is called the cloud point due to thaqap nature of the resulting
suspensions. A related phenomenon occurs with ismitactants, although in
this instance the solubility decreases markedlyhastemperature is lowered
below a certain point, called the Krafft temperatutfhe Krafft temperature
represents the point at which the solubility limitthe surfactant is equal to its
CMC - i.e. micelles do not form below the Kraffirtgerature. The marked
decrease in overall solubility is caused by thatred insensitivity of the CMC
to temperature, as below the CMC solubility is tedi by the absolute solubility
of the individual surfactant molecules. This isdantrast to the situation at
surfactant concentrations above the CMC, where allsmcrease in the

solubility of monomeric surfactant with temperatwauses a sharp increase in
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the absolute solubility of surfactant (since mieellare soluble even in the
hypothetical situation when the concentration ofnoroeric surfactant in
solution is zero). The Krafft temperature of a aatént reflects not only its
CMC but also the free energy difference betweenrdted crystals and fully

solvated iong?

The ability of surfactants to form soluble aggregatith a hydrophobic interior
has led to numerous applications in industry aed gppearance in a number of
biological system$. * The hugely technologically important process of
detergency relies upon the ability of surfactantsalubilise oily dirt particles,
either within micelles or through the formation oficroemulsions. Other
applications include the solubilization of drug emlles within microemulsion
droplets or vesicles (see figure 1.3), a methoctlwvhias recently been extended
to the search for viable alternatives to viral sfaction vectors for the treatment

of various genetic disordet8.

1.3 Experimental Techniques

1.3.1 Tensiometry

Although many different techniques have been dgezldor the determination
of the interfacial tension between two phases, ttayall be grouped into four

categories dependent upon the physical principleg ¢xploit:

1. Force methods, such as the Wilhelmy plate and dilyNmg, measure
the force exerted on an object suspended at tegane of interest. This
force is related to the interfacial tension by acdeequations determined

by the geometry of the experiment.

2. Capillary wave methods, such as Surface Light 8cayj, measure the
frequency of light scattered from the thermally iteat capillary waves
which exist at all fluid/fluid interfaces. The desgion equation of the
waves is related to the interfacial tension, ad aglto the viscosity of

the two fluid phases.



Chapter 1: Introduction

3. Pressure methods, such as the Maximum Bubble Pee$sohnique,
measure the pressure difference across a curvediaice that arises as a
consequence of the interfacial tension. This presdifference is known

as the Laplace Pressure.

4. Drop Shape methods, such as pendant/rising andnisgindrop
techniques, utilise the balance between the gteoiia/buoyancy forces
which tend to distend the drop and the force dudednterfacial tension
which tends to contract the drop into a sphere.

Of these methods the most commonly encounterethase measuring force or
drop shape. The force exerted on an object sueh\d@ghelmy plate immersed
in a solution contains contributions from the scefaension of the solution and
the buoyancy of the object. This force can be esqwe as

F=2(,+l,)ycod+] Al (1.8)

wherel;, I, andly are the thickness, width and immersion depth efplate 0 is

the contact angle at the three-phase contactjlitiee interfacial tensiom\p the

difference in density between the two phases @isl the acceleration due to
gravity. This equation is greatly simplified by expnentally setting the
immersion depth to zero (the point of maximum fyraed the contact angle to
zero (through the use of a highly hydrophilic plataterial). The interfacial
tension is then simply given by the measured fadoeded by the plate

perimeter.

The pressure difference across a curved interface be described by the

Laplace equatiof

1 1
Ap=y| —+— 1.9
P V(RJRJ 49

where Ap is the pressure difference across the interfacas the interfacial

tension andR; andR; are the principal radii of curvature of the drop.

10
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For an axi-symmetric drop this pressure differemagy also be expressed as a
function of gravity and the difference in densitghe phases on either side of

the interface. Equating these two expressions ghesaplace-Young equation.

1 1
Aogh= | = += 1.10
’ y(RlJrsz (40

Here Ap is the difference of the densities of the two @isagis the acceleration

due to gravity andh is the height within the drop. Drop images aretwagal and
the drop profile is compared to those computedysically from the Laplace-
Young equation. The surface tension is then pravlgethe profile that best fits

the experimental image.
1.3.2 Scattering Technigues

Various scattering or reflectometry techniques barused to study interfaces,
all of which rely upon a few basic properties aéattomagnetic radiation (i.e.
light) and how it interacts with matter. When ligahcounters an interface
(defined by a discontinuity in refractive index)ist transmitted, reflected and
refracted in well defined ways determined by theureaof both the incident and
reflecting/transmitting media. The relation betweive angles of incidence,
reflection, refraction and the refractive index tbeé two media are given by

Snell’'s law;®
nsing =n sing (1.12)
where terms are defined in figure 1.4.

Figure 1.4 Reflection and refraction of a light Ioedrom a planar interface.

11
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The light may be considered as two orthogonal corapts, with electric field
vectors perpendicular (s-polarised) and parallepdlarised) to the plane of
incidence. The behaviour of these two componends upflection from 1) and
transmission through)(an interface is given by the Fresnel equatiork2)f®

. _ncos-ncod | _ B cof
" neosgtncod’ T oncofip e
 _ncosi+ncod | _ B cof |

* ncosd-ncodl' ° n cof+p ca

Since the p-polarised and s-polarised light behaiféerently reflection from an
interface generally leads to a change in the mad#tian state of the light. This
fact is used by the techniques of ellipsometry Bnelwster angle microscopy,

for example.
Ellipsometry

Ellipsometry measures the changes in polarisati@t bccur when light is

reflected from an interface, specifically the edfynetric ratior, /r. If light of a

well defined initial state of polarisation is usetljs possible to model these
changes and relate them to the dielectric promeriethe interface. In this

manner, ellipsometry can be used as a way of miegstine dielectric excess at
an interface, a quantity intricately related to #dsorbed amount and physical
state of any adsorbed material.

The conformation of ellipsometer relevant to thesent research is known as a
phase modulated ellipsometer, and will be introduoemore detail in chapter 2.
The main feature of this implementation is the afsan angle of incidence fixed
at the Brewster angle of the interface of inter8$te Brewster angle of an
interface is the angle at which, for an ideal shatprface, the reflectivity of p-

polarised light falls to zero and is given by

tand, =% (1.13)

12
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For a real interfacey, /r; is not zero at the Brewster angle but is purely
imaginary, and this imaginary component is calleel ¢oefficient of ellipticity,

0.
Im(r, /rs) = p (1.14)

The coefficient of ellipticity is exquisitely setisie to changes in the dielectric
profile across an interface such as those causedigce roughness or adsorbed
surfactant. Corrections to Fresnel's equations wlereved by Drude to take into
account smooth changes in permittivity across tarfiace, given by

—_T\&T&

P=;m/7 (1.15)

where g, is the relative permittivity of the inciden) ©r reflecting {) medium A

is the wavelength of the probing light ands the ellipsometric thickness of the
interfacial layer given, for a uniform isotropig/kx, by

f= (Em_giz(‘gm_‘gt)d (1.16)

m

where ¢, is the dielectric constant of the layer ahi its thickness.

Grazing Incidence X-ray and Neutron Scattering

The typical wavelength of a beam of neutrons oayx+adiation used to study
interfaces is of the order of a few. & a beam impinges on the surface of a
sample at near-grazing incidence then it undergmtes reflection and can give

information about any surface layers present.

Figure 1.5 shows the geometry of a typical spectdflectivity experiment.
Reflectivity curves are determined with respecth® momentum transfer upon

reflection at the interface, generally in the zdtron. This momentum transfer,

Q,, is given by

(1.17)

47T .
=—sina,
Q, ;
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where terms are defined in figure 1.5.

Figure 1.5 Geometry for a specular reflectivity exmpent. The angle of
incidence,a; has been exaggerated for clarity.

The specular reflectivity of a sample is dependgmin the scattering length
density profile perpendicular to the interface, damehce is a good tool for
measuring parameters such as thickness, densityeofacial roughness. In the
case of neutrons isotopic substitution can giveerdwtailed information about
the structure of the interface as scattering ocirara the nuclei, and so different
isotopes of the same element may have markedlgrdift scattering lengths.

Spectroscopic Techniques

Spectroscopic techniques have the advantage ofichkespecificity, i.e. they
have the potential to be used to distinguish betwg® various chemical
components of a system. In this work External R#&fb@ Fourier Transform
Infra-Red Spectroscopy (ER-FTIRS, sometimes refeteeas IRRAS — Infra-
Red Reflection Absorption Spectroscopy — or RAIRReflection-Absorption
IR Spectroscopy — in the literature) is used tagt@ibbs monolayers at the air-

water interface.

In an ER-FTIRS experiment an IR beam impinges ufhan interface being
studied at an angle to the surface normal, and tmy reflected beam is
collected by the detector, thereby giving the tégph@ a good degree of surface

specificity.

The Fresnel equations, combined with the relevampiex refractive indices,

can be applied to the three-layer system of anfastant monolayer and bulk
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solution. Both the real and imaginary parts of ¢benplex refractive index vary
depending upon the frequency of incident radiatiwett is used to measure it,
with the imaginary part giving information abouetabsorption of radiation. The
refractive indices of the monolayer and the bulluson will vary differently
across the IR frequency range, resulting in a changhe overall reflectivity
from the interface, which is determined by the ri@eence of beams reflected
from the air-monolayer and monolayer-solution ifgees. Effectively this
means that the peaks observed in an ER-FTIR spectsult not directly from
the absorption of specific frequencies of IR radmat but from the large

variation in complex refractive indices in the mgiof molecular vibrations.

The application of ER-FTIRS to surfactant systesision-trivial. Difficulties
arise in the extraction of monolayer peaks bec#hsie magnitude is extremely
small and they sit on highly curved baselines cause bulk water and water
vapour in the beam path. Despite the inherentadilies of the technique, the
rewards of applying ER-FTIRS to the surface fregzaystems introduced in this
chapter are potentially great. Information abowg tholecular structure of a
monolayer can be inferred from the central waveremdd a peak, which is
determined by the electronic environment of a mdkcFor example, the
frequency of carbonyl stretches in transition metaimplexes is heavily
dependent upon the presence and position of efedmoating or withdrawing
groups. More relevant to this research is the tlaat the frequency of the GH
stretches in hydrocarbon compounds is higher feahan with manygauche
defects than for a chain in an &ihns conformation. The former is typical of a
liquid environment, whilst the latter is indicativé a crystalline environment
and hence ER-FTIRS can be used to distinguish eetweolid and liquid

monolayers.

1.4 Phase Transitions in Two Dimensions

Three-dimensional phases and the transitions betwkem are commonly
encountered in everyday life. The use of steanptik dood, ice to cool drinks
and the sublimation of dry ice to produce artifiée are but a few examples. In

the same way, two-dimensional systems exhibit aeglgshase behaviour which
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can be just as important, if less obviously sontliaeir three-dimensional

counterparts.

For example, phase transitions in monolayers opttespholipid DPPC, a major
component of human lung surfactant, enables tlanatent of low interfacial
tensions on the surface of alveoli which allowstaisbreathe® Phospholipid
bilayers present in cell membranes undergo a figidtransition with changing
temperaturé® The fluid phase occurs at physiological tempegtand this
allows certain substances that are soluble in thesgholipid tails to pass

through the membrane into the cell (drug molecutasexample).

These phospholipids fall into the class of “insdétibsurfactants which form
Langmuir monolayers. Langmuir monolayers are pbgshie most extensively
characterised two-dimensional systems to datenageneral they show rich
phase behaviour in comparison to their soluble parts?* Phase transitions
have been reported in Gibbs monolayers, howeved arm of potential
importance to industry since soluble surfactanésthe more widely used class
of surfactants.

The following sections introduce the variety of pba and phase transitions that
occur in 2D systems, beginning with the classifarabf phase transitions before

moving on to the seemingly trivial concept of splieg oil on water.

1.4.1 Characterisation of Phases and Classificatioof

Phase Transitions

As for the three dimensional case, two dimensighalses are characterised by
the translational and orientational order preéer@rder can be quantified
through the use of correlation functions, which sidar the environment
surrounding an arbitrary point in the sample. Faaneple, a translational
correlation function might show how the distancénaen particles varies with
distance from a particular point within the sampla. effect this gives
information about the repeatability of the lattibeough space, and is related to
the density of the sample. The rate at which aetation function decays
denotes whether a phase has long or short-ranger evith respect to that
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particular function. For an ideal crystalline saefthe translational correlation
function will give regular peaks over infinite disices, indicating long-range
order. In reality crystals contain defects, andrs® correlation function decays
with distance, tending towards the average numéssity of particles within the
crystal. In the case of a liquid sample the trammsial correlation function

decays exponentially with distance, indicative ludrs-range order.

In systems made up of chain molecules or ellipdgidaticles, such as those
found for liquid crystals or the crystalline phas#salkanes, order can also be
guantified in terms of the tilt of particles relaito a fixed axis or the rotation of

particles about an axis.

In the two-dimensional case a phase cannot exini@tlong-range translational
order, due to thermal fluctuations of the mean dgyesition which destroys
long-range ordering. Instead, 2D solids are desdrés having quasi-long-range
order, with an algebraically decaying correlatiomndtion. 2D solids do,
however, display long-range orientational ordert@mrms of nearest-neighbour
direction, tilt or rotation for example), whereas the liquid phase both

translational and orientational ordering is sharige.

The order of a phase transition depends upon thevilmur of the chemical

potential. As classified by Ehrenfest, a transitisnfirst order if there is a

discontinuity in (G%Tj 2% This can be related to a discontinuity in the
P

enthalpy, entropy and molar volume, as well asxgwarity in the heat capacity

(Cp) through the transition as shown below.
Chemical potentialy, is defined as the partial molar Gibbs free enesggh that
y7i =Z—G] (1.18)
ni T,p,m (j#0)
For a multicomponent system, one can write

k
dG=Vdp- SdT > 4 dr (1.19)

i=1
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whereV and S are the volume and entropy, respectivelys the pressure ang
is the number of moles of componentThe change in volume and entropy

during a phase transition are therefore given by

0G 0G k KA H
A.S = m,2 _ m,1 — A == 217 'mii
21%m a-l- ]pn a-l- ]pn IZQ Zl%J IZQ T
' a (1.20)

0G 0G k
A21Vm = 2 J - mYlJ = z WA21Vm,i
T.n Tn

op op i

where subscriptn denotes a molar quantity and subscript 21 dersteansition
from phase 1 to phase 2. The heat capacity tenddfitoty due to the finite
enthalpy change.

_(oH
CP_(GTJQH (1.21)

Second order transitions show a discontinuity i@ second derivative of the
chemical potential, and hence in the first derixedi of enthalpy and volume
with respect to temperature (see figure 1.6).
a) b)
4 4

H 1 H

T >
Tt T T T>

Figure 1.6 The change in enthalpy indicative oaél)st-oraer phase transition
and b) a second-order phase transition.

This analysis applies equally to the two-dimensiarase, replacing pressure
with surface pressurdlf, and volume with the area per mole at the interfa
(A). Thus a first-order transition will be assoeidtwith a discontinuity in A, and

therefore also in the surface excess. In veryaisaiution the surface excess is

inversely proportional to the area per molecullé,D%, as the bulk

contribution to the surface concentration can beigd.
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1.4.2 Wetting and Wetting Transitions

Although oil and water do not mix, the appearanciaterference colours on the
surface of puddles is testament to the fact thatptex oils will, in general,
spread across a water surface. The spreadingiqtid lat a flat surface (itself
either solid or liquid) is known as its wetting lasfour, and there are three
possible scenarios (figure 1.7). In the case ofpleta wetting, a liquid drop
placed on the surface will spread out to form darm film covering the whole
surface. At the other extreme the drop may notaspr@nd remain as a lens
floating at the surface (in equilibium with a d8ut2D gas as required
thermodynamically), a case termed partial wettiRgartial wetting is the
situation common to mostalkanes on water; complete wetting is restricted t
pentane — heptaff&®® which is perhaps surprising given how readily othe
common oils spread on water. The third possibiligscribes an intermediate
wetting state where the drop spreads to form aoumifthin film at the interface
in equilibrium with a floating lens of excess oailhis situation is the one most
commonly encountered for oil drops at the air/sttgfat solution interface, and
hence is of most relevance to the present study.

Figure 1.7 Wetting behaviour of an oil drop placetdan aqueous surface. Top,
partial wetting. Middle, pseudo-partial wetting. BBam, complete wetting.
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Which of the three possibilities actually occursgieverned by competition
between long- and short-range forces across adsfibea The long-range forces
are described by the variation in free enefgfgl), with film thicknessd. For a
sufficiently thick film the free energy is simphhdé sum of the interfacial
tensions of the air-oil and oil-water interfacesthe thickness of the film is
similar to the range of long-range dispersion ferea additional contribution
due to the interaction of water and air acrosdithremust be included, ané(d)
can be expressed as,

— — Aa
F(d=vy +y. +P(d)=y +y ——sow_ 1.22
( ) yow yao ( ) yow yao 12 |2 ( )

where y,,and y,, are the interfacial tensions of the oil-water amdwater

interface, respectively, and the final ter®(d)) describes the long-range Van

der Waals interaction across the film. The Hamataistant, A, depends

upon the dielectric properties of the system asutaled by LifshitZ’

Aaowz§kT{£a—£oj(£w—goj+ 3hJ-Uoo(ga(iu)—go(iu)j(gvﬂu)—goq U)jdu

4" \e,+e, e, re,) amlal e, w)re (v))\ e v)+€ V)

(1.23)

where ¢, is the dielectric constant of mediuxnand &, (iv) is its value at the

imaginary frequencyu. The first term in equation 1.23 describes vanWaals
interactions between permanent dipole — permaripotedand permanent dipole
— induced dipole pairs. The second term takes iatcount dispersion
interactions between instantaneous dipole — inddgaale pairs. This dispersion
contribution to the overall Hamaker constant iscepsible to retardation effects
at distances greater than aboutrd (retardation effects occur when the time
taken for a pair of dipoles to “communicate” withcé other is similar to the
timescale of fluctuation of the original dipolegtleffect becomes significant at
larger distances, or when the separating mediuanasndensed phase, such as
the oils considered here). An important point rdgay the effect of the long-
range contribution in equation 1.22 relates todigm of the Hamaker constant.
It can be seen that a negative Hamaker constads l@aa reduction in free
energy as the film thickens (favouring complete ting), whilst a positive
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Hamaker constant promotes thinning of the film.the case of the short
pentane, therefore, the fact that the Hamaker aohdt negative (above a
certain critical temperature, as discussed latajld to a net repulsive van der
Waals force and complete wetting behaviour. For lingher n-alkanes the
dispersion contribution to the total Hamaker conmistia large and dominant,
leading to a net attractive force and the formatidrienses at the air-water

interface.

The Hamaker constant for any three medium systembeaestimated from the
Hamaker constants of the individual media acrossuwan, by noting the

following combining relations;

Aaow = \l AaoaAwow (124)

A= Ag=2A,+ A= (A A (1.25)

From these two approximations, coupled with the flaat the Hamaker constant
of air across a vacuum is essentially zero duehéonear identical dielectric
constants, an overall expression for the Hamakasteot of the air-oil-water

system is given by

Aiow = Ao~ Auo (1.26)

Short-range contributions to the free energy cancbasidered from the
behaviour of equation 1.22 as film thickness tetodsero. In this limit, the free

energy of the system reduces to that of the neatater interface.
Fd - 0)=y,, (1.27)
Substitution of this result into equation 1.22 give
P(d - 0)= Vo= Vowt Vo) = S (1.28)

In this equation,S is known as the initial spreading coefficient. &ikhe
Hamaker constant, the sign of the initial spreadiogfficient determines how

the free energy of the system behaves in the presehan oil film. If § <0,
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the oil will not wet water, whereas i >0 spreading is favoured. In effect

these two statements describe a net energy pgoalgain) upon destruction of

an air/water interface and subsequent replacemdht air/oil and oil/water

interfaces. The example ofpentane can again be used as an illustrationeof th

effect of short range forces on wetting. The rehivaurface tensions, and

thereforeS, are temperature dependent. Upon heating pa&E #bchanges sign

from negative to positive, and a first-order wagtitransition from partial to

pseudo-partial wetting occufs.

y

F(d)

y0w+yao

A>0
§ <0

yaw

A

F(d)

Q'V

yaw

y0w+yao

\
2C) PN A<O
2. S<0
Yout Vaof f---mmm--m
Vaw >
d
A |
\ S >0
Vaw .‘, >
\ d
}/ow + yao ________ ?_ ______________

[
Figure 1.8 The effect of ail film thickness, d toa free energy, F(d), of the
air/water interface. Total free energy shown byhdsline, long-range van der

Waals contribution shown by dash-dotted line.

Combining the observations on the behaviour of Joamgd short-range forces

leads to four possible situations, shown graphyaallfigure 1.8. Partial wetting

is favoured when§ <0, regardless of the sign of the Hamaker constant.

Complete wetting occurs whe® >0 and the Hamaker constant is negative (i.e.

when both effects favour spreading/thickening @f film). Finally, whenS >0

(favouring spreading) and the Hamaker constantlde positive (promoting

thinning of the film) pseudo-partial wetting occuwgith excess oil forming a

thermodynamically stable lens in equilibrium withuaiform thin film. The

thermodynamic stability of two phases (bulk oil artlin a film) over a single
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phase can be seen by imagining a tangent betweemitimum inF(d) at finite
thickness and a secondary minimum at infinite theds. At all points this
tangent is more negative th&f{d), hence the stability of a mixture of two

phases.

The overall wetting behaviour @fpentane, as demonstrated by Bairal,*

can now be understood in terms of the possibilitiedined in figure 1.8. As
mentioned earlier, complete wetting occurs fepentane on water, due to a
negative Hamaker constant for the system. In fdg situation only arises
above 53 °C, below this temperature the Hamakestaoh is positive. Two
wetting transitions are therefore observedrfgentane, a first order transition at
25 °C from partial to pseudo-partial wetting caubgda change in sign of the
initial spreading coefficient and a second, cordgimi transition to complete
wetting at 53 °C (it should be noted that the bgjlpoint of pentane is 36 °C and
these experiments were performed in the preseneesafturated vapour). The
first order nature of the lower temperature traositis in line with the
theoretical predictions of Cahn, who deduced tleéd the critical temperature
of the spreading oil a wetting transition from parto complete wetting should
be first order (in the case where the transitioncpeds via pseudo-partial
wetting, the first transition was predicted to bestf order, followed by a
continuous transition as the Hamaker constant amsgnY> At intermediate
temperatures the film thickness diverges continlyouwith increasing
temperature. Similar sequences of wetting transstihave been found for
hexane and heptane on watéhexane on brin&€ and heptane on brine, induced
by varying the salinity?

Intermediate wetting behaviour has been observed-éztane, where a range of
film thicknesses have been observed dependenttheosubstrate. A continuous
transition from pseudo-partial to complete wettings induced by increasing
glucose concentration in the bulk, resulting in A thick film.*® Similarly
thick films were formed at the surface of AOT sins?! whilst thicker films of
100 A and 200 A were formed at the aig solution interface and at the air-

silicon interface’ respectively.
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Other examples of wetting transitionsmealkanes on silicon have found that a
thin film of solid alkane is in equilibrium with lequid lens. This behaviour was
found for chain lengths between 16 and 50 carband,in all cases above the
surface freezing temperature (see section 1.5atkene completely wets the
interface® The presence and structure of the solid alkaneias confirmed by
x-ray reflectivity, which suggested the presenca tfin layer of chains oriented
parallel to the interface underneath a layer oftic@lty oriented chaind!
Similarly, at mica surfaces solid films of heptaalee and octadecane were
found to coexist with liquid lenses using surfacecé measurements. Only

partial wetting was found for tetradecane and hegade, however: 3

As has been noted, only short chahalkanes exhibit wetting transitions on a
pure water surface. Wetting transitions can be ¢edu however, if surfactants
are introduced into the subphase. Both the ingakading coefficient and the
Hamaker constant vary under the influence of surckxernal stimulus (in the
same way as salinity, temperature etc. change #teéng behaviour of shon-
alkanes) and a change in sign of either propesult®in a concurrent wetting

transition.

Detailed studies of the mixing of oils with surf@et monolayers have been
carried out by both Binket al. and Aratono, Bairet al. using a combination of
neutron reflectivity, surface tension and contaatgle measurements,

ellipsometry, line tension and theoretical modellin

Binks et al. demonstrated that the surface excess of oil irechimonolayers of
the cationic surfactant :gTAB and n-alkane was dependent upon the alkane
chain length, with shorter oils more readily peattry the surfactant
monolayer’ Experiments on a range of,&/n-alkane systems revealed two
competing behaviour§. Almost irrespective of surfactant, shorter alkafegin
length of nine carbons or less) were found to cetepy wet the interface with
the appearance of interference colours indicatittgck (>100nm) film. Longer
alkanes were found to pseudo-partially wet therfate. Analysis of surface
tension data using the Gibbs equation (egn. 1ggesied that alkane adsorption
was limited to inclusion into an existing surfadtanonolayer, and increased

linearly with alkane activity to give an ideal-géke isotherm. The use of
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squalane as a non-adsorbing oil makes the intatmet of this finding
guestionable, however, as squalane has been shovpseudo-partially wet

solutions of the cationic surfactant TAB.%®

Neutron reflectivity experiments using selectivelguterated surfactant and
alkane combinations showed that alkane uptakecationic GTAB monolayers
was less effective than into either non-ionigEg or anionic SDS monolayers,
where the alkane was found to overlap more favdyralith the surfactant
tail.*>*? In all cases wetting of the air-solution interfasas found to cause a
thickening of the surface monolayer as a resula ahange in average tilt of
surfactant tails toward the surface normal. Théaserexcess of surfactant was
found not to change appreciably on adsorption &f Measurements of oll
adsorption into monolayers of,CAB, C.E,, AOT and CPC suggested that oils
with a variety of different structural featuresheit wet or are close to wetting
the air/solution interface, with the equilibriumrepding pressure close to zero
for cyclohexane, perfluorooctane and PDfiSt was also found that oil can
adsorb into a surfactant monolayer through the wapbase.

Aratono et al. demonstrated that a transition from partial wettto pseudo-
partial wetting occurs coincidentally with the dag#d phase transition in
mixed monolayers of tetramethylammonium dodecypisate (TMADS) and
hexadecan& Moreover, the phase transition was driven to lowerfactant
concentration by the presence of the oil. Neumaeaqtisations relate the dihedral

angles of an oil lens to the three interfacial i@ms (equations 1.29).

Cosea = (l/OW2 - J/(:lO2 - yaw2 ) / a/aJ/ aw
0S8, = Wy ~Van ~Vou ) ¥ oV on (1.29)
COS&O = O/Z‘AW2 - }/OW2 - ya02 )/ a/OVy ao

In order for the lens to be thermodynamically stalthe interfacial tensions
must satisfy three inequalities given by equatibrd0. When these relations do

not hold, complete wetting is expected.

yao <yaw+yow
yaw <yow+yao (130)
yow<yao+yaw
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Close to the wetting transition in the TMADS/hexealge system, however,
these Neumann relations do not hold, despite theerghtion of a
thermodynamically stable oil lens and a rigorousfgrified experimental
technique®™ *° A similar exception to the Neumann relations wasnfl close to
the partial to a pseudo-partial wetting transitiolbserved in monolayers of
C,TAB in the presence of hexadecane lefféemhere Bainet al used
ellipsometry to show unambiguously that the behavim the presence and
absence of oil was fundamentally different. It veagued that a discontinuity in
the coefficient of ellipticity as a function of $actant concentration in the
presence of hexadecane showed inclusion of oil catds in the surfactant
monolayer above a critical bulk concentration; thensition could either be
viewed as a first order wetting transition driven ddsorbed surfactant or as a
gaseous-liquid expanded transition caused by tlesepce of hexadecane.
Aratono et al. measured the line tension of the,TA\B/hexadecane systeff.
The line tension can be thought of as an energglpefor the creation of a unit
length of air-solution-oil contact line, and theyef plays a crucial role in the
determination of the relative size of oil lensegdsitive line tension favours the
minimisation of contact line through the coaleseent small lenses, whereas a
negative line tension favours the creation of conliae by lens deformation or
fission. The line tension of the ;£TAB/hexadecane system was found to
undergo a sudden, discontinuous change of sign abulk surfactant
concentration very close to the previously obserwerdting transition. This
finding was argued to be in accord with the thecaétand experimental
treatments of Indeku, which predicted and demotestra change in sign of line
tension approaching a first order transition froamtial to complete wetting on

solid surfaceé®

The generality of the wetting behaviour of oilsvafrious structures on;:&TAB
solutions and of hexadecane on different surfacahitions was investigated by
Bain et al using a combination of ellipsometry and surfa@nsion
measurements. Wetting transitions were found for dodecane, hegade and
squalane on GTAB as well as for dodecane and hexadecane QhAB and
squalane and hexadecane on the local anaesthaticaghe hydrochloride. In all

cases the mixed layers formed were found to be mfalayer thickness. These
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results demonstrated that structure of both oil sumflactant need not be limited
to simple linear hydrocarbon structures. Wettingmdmena, although common,
were proved not to be universal as no wetting ttians were found for even

simple linear alkanes on the surface of AOT sohgio
1.4.3 2D Analogues of Freezing and Condensation

For Langmuir monolayers initial evidence for phas@sitions came from kinks
and plateaus in surface pressure-area isoth@rmislthough it was not until the
use of X-ray diffraction showed that these phasas$ different structures that
this interpretation was widely accept®d® Figure 1.9 shows a generic phase
diagram for Langmuir monolayers, where some ofpghases shown are often

divided further based on theoretical and/or expental studies.

A

CS S LS

L
L2h L2d

4/L1
< >
Figure 1.9 Generic phase diagram for Langmuir magels, adapted from
Petersen et af? The CS phase is a crystalline solid. Both G andrk isotropic
fluid phases. All other phases are mesophasethayehave short-range
translational order but long-range orientationalcder.

The CS phase and the various mesophases (on ast@ta) have hexagonal or
distorted-hexagonal close packing, and the diffeptyases can be distinguished
by the direction of tilt of the molecules or theetition of compression of the

lattice. Whilst both the CS phase and the mesogha&sibit long-range
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orientational order, only the CS phase possessasi tpng-range translational

order.

The order of transitions between the phases of toalmgmonolayers are still a
matter of debat® The transitions between tilted phases are firsegrand
transitions between tilted and untilted phasegyaresrally continuous, but some

studies suggested these should be classed as Vfiestkbyder>°

This hexagonal packing led to the comparison ofgamr monolayers with
bulk lamellar phases of-alkanes, since both contain layered hydrocarbon
chains>* *’ It is instructive, therefore, to consider briefhe crystal structures of

bulk alkanes and draw correlations with phasedo€Rain molecules.

Many bulk alkanes freeze initially into layeredatair phases with an area per
molecule of approximately 1942 perpendicular to the chains long axis (the

area per molecule in the plane of the layer is fretlby any chain tilt,@, by a

factor cosg™).** Within each layer the chains are in antedhs conformation,
aligned roughly normal to the plane of the layed are free to rotate about their
long axis. The exact rotator phase entered depepals the chain length of the
alkane. Long chain alkanes1¢ 26) adopt a tilted orientation, taking up an
undistorted hexagonalRstructure. Odd-numbered alkanes with shorter shain
(n<22) freeze directly into a distorted hexagonalsRucture, whereas even-
numbered bulk alkanes exhibit no thermodynamicaligble rotator phaess.
Alkanes with intermediate chain length2< n< 25) freeze firstly into an
untilted and undistorted,Rstructure, and then undergo a transition to actied

R, structure. At lower temperatures three crystalljplgases are observed,
orthorhombic, triclinic and monoclinic, with oddkahes typically adopting
orthorhombic phases and even alkanes triclinicthese phases the area per
molecule is slightly lower, at around 183. The structures of the various
rotator and crystalline phases, as well as theiaBBlogues, are shown in figure
1.10.

In a Langmuir monolayer, phase transitions camdaded through compression
of the monolayer in a Langmuir trough (in an analogy way to the phase

transitions which can be induced, for example, byying the pressure of a

28



Chapter 1: Introduction

given number of moles of water at constant tempesat For the case of Gibbs
monolayers this method is not possible as commressithe surface will simply
lead to desorption of surfactant into the bulk soly and hence the surface
excess concentration (and therefore area per me)eotl the surfactant will

remain constant.

RII (LS) RIV (Ov)

Figure 1.10 The equivalence of the orthorhombic4@J rotator (R R, and
Ryv) lamellar phases of bulk n-alkanes with structuieaend in Langmuir
monolayers (CS, S, LS and & shown in brackets). Circles represent chains
aligned normal to the plane of the page, arrowsalerthe direction of tilt.
Chains are free to rotate about their long axishitie exception of O (CS),
where the line defines the plane of the carbon bak.

The principal method for studying Gibbs monolayerssurface tensiometry.
Tensiometric data can be interpreted in terms efGibbs equation, which was

introduced in section 1.2.1.

=/ = _pRTT (1.31)

At a first order phase transition there is a disicwity in the surface excess, and

so there will be a kink in the surface tensionhgsom.

Transitions described as gas-liquid have been wbdean this way for a range of
surfactants; decylammonium chloritfedodecylammonium chloridf, sodium
dodecyl sulphate (SDSY, sodium octanoat® decyltrimethylammonium

bromide?® octanot® and decand!® for example.

Evidence to support the first order gas-liquid $&igon in monolayers of

dodecylammonium chloride has been seen in the digngnoperties of the
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interface. The damping coefficient of capillary wav(a function of surface
tension, elasticity and viscosity) was measuredidht scatterin§* and a direct
electromechanical proté. Deviations from theoretical predictions were
attributed to the occurrence of a phase transition.

Previously such gas-liquid phase transitions wieoeight to be unobservable, as
it was thought that Gibbs monolayers would be alibeé critical point at room
temperature. Measurements on lauric acid monolagaggested they were
supercritical at 15C,2* whilst measurements on pentadecanoic acid, afuisiso
homologue, had a critical temperature of 50-66%0n top of this experimental
evidence, 2D theoretical van der Waals models giweitical temperature half
that of the 3D fluid, suggesting that at room terapge no gas-liquid phase
transition should occd¥.

Unequivocal evidence for the existence of gas-tigtansitions was obtained for
decanol monolayers using ellipsomettKinks in surface tension isotherms are
often small, and so it can be difficult to distimgju between a discontinuity in
the surface tension and a rapidly changing gradiehpsometric measurements
on the other hand are directly linked to the digiecexcess normal to the
interface, and hence are sensitive to changeseimpliase of an adsorbed layer

where there is a discontinuity in the dielectricess.

Phase transitions have also been observed by nregase evolution of surface
tension during adsorption. A plateau in the plotsofface pressuré], against
time is indicative of a first-order transition. Glaguid transitions have been
observed by this method in monolayers of sodiunaromt&® and nonandl.
This technique has been combined with fluorescemceoscopy, a method used
to image monolayers, for monolayers of hexaethyigiyeol tetradecyl ethét
and monoethylene glycol tetradecyl etffelthese systems clearly show phase

coexistence in the plateau region, a key featueefwst-order transition.

Perhaps more elegantly, evidence of phase coezesteave been observed by
Brewster Angle Microscopy (BAM) during the adsogpti of n-hexadecyl
phosphate for both gas-liquid and liquid-solid &isions’® " Whereas
fluorescence microscopy relies upon the differérgaubility of a fluorescent
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dye in the two phases, BAM does not require thet@addof an extra component

to the system being studied.

BAM has been used in conjunction with surface @mmsvolution to directly
compare the behaviour of Langmuir and Gibbs momskaguring a liquid-solid
transition’? Surface pressure-area isotherms were recordedhérinsoluble
surfactantN-(y-hydroxypropyl)-tetradecanoic acid amide (HTEAAndasurface
pressure-time adsorption kinetics were recordedther slightly solubleN-(y-
hydroxypropyl)-tridecanoic acid amide (HTRAA), whigvere then converted to

71— A(t) isotherms to allow direct comparison. Much slowaemd more

homogeneous growth of the condensed phase was veldsdor Gibbs
monolayers, implying a more equilibrated state.ldSimonolayers also showed
a greater orientational correlation length, resgltin a lower density of defects

in the condensed phase.

BAM has also been used to study a liquid-solidditom in octadecanol at the
hexane/water interfac€.Here phase coexistence was observed over a rdnge o
temperatures, suggesting that the transition was truby first-order. This
observation was thought to be due to small amoafrdsirface active impurity in

the monolayer acting to increase the thermodynamari@nce of the system.

Berge et al. have reported detailed studies ofidigolid phase transitions in
monolayers of medium chain (8-14 carbons) 1-alhdbtudies using
ellipsometry and simultaneous surface tensioméindicated some degree of
pre-transitional modification of the structure dfetliquid phase, and x-ray
diffraction’ showed a hexagonal structure in the solid phas®atable to that
of the bulk frozen alcohol. The hexagonal structwes later confirmed, and a
large in-plane coherence length (>2§()(Was deduced X-ray reflectivity has
been developed as an independent measure of tiaelss of the monolayers.
The thickness of the solid phase was found to aszdrom 13.3 for decanol
monolayers to 18.0k for hexadecanol monolayefs.Large changes in the
observed thickness below the transition were aiteith to a large heat capacity.
A more recent study on racemic mixtures of 2-alét®hshowed similar
behaviour’® PM-IRRAS studies on these systems indicated thagla level of
gauche defects appeared upon melting of the moagland that in the frozen
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monolayers chains were in an #lns confirmation with an almost
perpendicular orientation to the interface (to wita few degrees). Again, 2-

alcohols showed the same behaviOur.

Monolayers of dodecanol have also been seen torgmde&uid-solid phase
transitions below 14.5C for concentrations greater than 0r2®1.5> 8 At 25°C
the solubility of decanol in water is 0.88V.8' Transitions were also observed
during adsorption in dodecanol monolayers closeatmratiort? It is possible
that this transition only occurs in the presencexafess surfactant, although this

could be a purely kinetic effect.

Liquid-solid phase transitions have also been ofesein a number of mixed
monolayer systems. Pure solutions of sodium 3,B;8fraoxa-octacosanoate
(TOOCNa) and sodium 3,6,9,12-tetraoxa-triacontano@OTCNa) do not
undergo liquid-solid transitions. When either igg@nt in a mixed monolayer
with 2-hydroxyethyl laurate (2-HEL), however, thartsition does occdf. It
was suggested that the shorter headgroup of 2-Hiwlered the overall
headgroup repulsion, allowing the chains in the oteyer to reach greater
densities. Similarly, a liquid-solid transition wabserved in mixed monolayers
of TOOCNa and GE;.**

Initial reports of liquid-solid transitions in molayers of pure SD% were
shown to be due to the presence of a more surfaise ampurity, dodecandf
Casson et al. showed that the transition temperatocreased with the
concentration of dodecanol, and that only 0.1% dadel was needed to induce
the phase transition. The explanation for this waseased total adsorption in
the mixed monolayer system due to the reductionawérage headgroup
repulsion by the dodecanol, leading to a highefaser excess than for pure
SDS.

1.5 Surface Freezing

In the case of freezing of a liquid, it is generdhe less ordered surface which
coexists with the more ordered bulk (figure 1.1hat is, the surface melts at a

lower temperature than the bulk. This phenomenosudiace-melting has been
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observed in most cases studiéd® The behaviour is easily understood due to
the reduced confinement and hence higher entrogyrablecule at the surface
relative to the bulR® The opposite behaviour, surface freezing, is miesis
common although several instances have been repartbe literature, with the

most important class of molecules displaying tlekdviour being thae-alkanes.

Surface-freezing of alkanes and alkane mixtures been widely studied
Linear alkanes between 16 and 50 carbons in lehgtle surface transition
temperatures up to X above the bulk melting point. X-ray diffractiand
reflection measurements have shown the existendareé condensed phases
dependent upon the chain length of the alkan&.rotator phase of upright
chains is observed for chains between 16 and 2Boparin length, 30-43
carbon-long chains have a tilted rotator phase thightilt angle increasing from
Cso to Gu3. The rotator phase has long-range translationdltétrorientational
order, but the molecules are free to rotate abbeir tprincipal (long) axes.
Chains longer than 43 carbons show a crystallireess@twith no rotation. The
thickness of the solid layer remains constant uhi bulk freezing point is
reached, indicating that the surface-frozen layelly @artially wets the bulk
phase. Ellipsometf§ and sum frequency spectrosctplyave also been used to

study the transitions.

In the case of binary mixtures of alkanes phaseaWiebr depends upon the
relative proportions of the two components and difeerence between their
chain lengths? For large chain length differences segregationtha two
components has been observed leading to discomncltanges in structure as
the composition is varied. This is due to compatitibbetween the surface
enthalpy and the entropy of mixing. The latter fargoa mixed monolayer, but
the effect of the former is dependent upon changtle differences. For large
differences the enthalpy becomes dominant and gatyoa occurs in the solid
phase. For small chain length differences the &mgha no longer dominant and

a smooth variation in structure of the frozen stefaith composition occurs.

Surface-freezing of alkanes has also been obseaweolid interfaces. At the
SiO; interface, transitions have been observed by Xreflgctivity for a range
of n-alkanes® Here the solid-liquid transition of the monolayseems to
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coincide with a wetting transition of the bulk. Al the surface transition
temperature the alkane completely wets the,S@face, whilst below the
transition a surface-frozen monolayer is in equilitm with a liquid alkane lens.
X-ray reflectivity studies are suggestive of a maglicular arrangement of
alkane chains relative to the surface in the frdager®® and ellipsometric data
implies the presence of a thin layer of moleculegnad parallel to the surface
underneath thi&® An incomplete film of triacontane has also beeonvah to
freeze to islands of a rotator phase at the aip$i@rface, with the freezing
temperature of the film coincident with a wettiigrisition temperature of the
bulk alkane’®

Transitions also occur at the graphite interfackene shortn-alkanes (chain
lengths of less than 15 carbon atoms) were sedarto solid monolayers at
temperatures above the bulk melting pdinf® These alkanes do not undergo
surface freezing at the air/alkane interface. Nayer formation through a
process of layer-by-layer freezing was shown thhoagombination of DSC and
neutron scattering at the graphite-alcohol interfddrreezing transitions have
also been observed at the Au(l1ll)/alkane intefffceThe transition
temperatures were found to be surprisingly insemsito alkane chain length.
Longer chain alkanes were found to undergo a sexifatuced reorganisation to
a mesophase templated by the Au(110) plane.

Surface frozen monolayers have been used to teenpgla formation of
metastable rotator phases that are not observedeanly transiently stable, in
the bulk alkané® '°?Surface freezing transitions of microencapsulatiane
were detected using DSC, followed by unusual butleZing behaviour. X-ray
diffraction and FTIR spectra in the GHocking region showed that surface
frozen octadecane could template a transitiondxystalline triclinic phase via a
metastable Rpohase that is not observed in the bulk alkaneswike, a novel R
phase was found to be templated by surface fromaadecane.

Alkyl side-chain polymer melts exhibit interestiagrface freezing behaviolft*

1% The alkyl side-chains surface freeze at much higgraperatures than in bulk
alkane, and a number of interesting additionalotffdhave been seen. Mixtures
of polymers with different side-chain lengths shmixing at temperatures above
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the surface freezing point of the longer chain congmt, whilst at lower

temperatures the surface is completely dominatedthiey longer side-chain
polymer!® This is in complete contrast to the situation wihlk alkane

mixtures, where both species are present at tleeface in the liquid and solid
phases, and in fact the surface is slightly ricinethe more “surface active”
(shorter) alkane. Also in contrast to bulk alkarteg, surface freezing range of
alkyl side-chain polymers decreases with increaalkygl side-chain length. This
has been attributed to the formation of an intoaky less ordered surface
frozen layer, with up to nine methylene units ckis® the polymer backbone
remaining disordered in the solid phase; a sitnatioheard of in the untethered

chains!®®

a) b)
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Figure 1.11 Schematic illustration of a) surfaceling and b) surface-freezing.
The brick pattern denotes a crystalline bulk phase-patterned substrate
denotes liquid bulk.

Grazing-incidence X-ray reflectivity and diffractiostudies have also shown
surface-freezing effects in gallium-rich eutectiésrl in Ga and Pb in G® 1%
Surface-freezing has been observed in some alkaneshlya-eicosené® The
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surface frozen layer in this case was found totable over a large temperature
range. This was rationalised in terms of the entrgain associated with
inversion of the molecules, since the presence dbuable bond breaks the
symmetry of the chain molecule about its centrenafs. 1-alcohols have also
been shown to undergo surface-freeZitfgBilayer formation was observed due
to the existence of hydrogen bonding between thedm@ups. In the presence of
a saturated water atmosphere the bilayers werenausdo swell by 3%,
independent of chain length of alcohol, perpendictd the surfacE:* This was
interpreted as the intercalation of water into tbentre of the bilayer.

Intercalation of diols was also observed.

Surface freezing is not generally observed at ifpeid/liquid interface'® A
surface freezing transition can be induced by thditen of surfactant to the
water phase of an alkane-water system, as has teemonstrated at the
water/tetradecane interfat¥. The cationic surfactant;6TAB was added to the
aqueous phase, and ellipsometric measurements takea as a function of
temperature. A step change in the coefficient bptedity was observed at a
temperature above the bulk melting point of tetcathe. This was indicative of a
first-order solid-liquid transition. The transiti®t@mperature observed was found
to vary linearly with surface excess of surfactarigd by extrapolation it was
deduced that the mole fraction of surfactant regilito induce surface freezing

was less than 0.1.

Surface freezing has also been observed at theassr interface in mixed
monolayers of GTAB and alkané!® These transitions can be thought of in two
ways. Either the presence of surfactant inducefasexfreezing in the spread
alkane monolayer, or the penetration of alkane nshanto the adsorbed
surfactant monolayer raises the surface excessami€ so that the density at the

surface is sufficient for a liquid-solid phase s#ion to occur.

A recent systematic study of solid-liquid trangisoin mixed monolayers at the
air/water interface has been carried out using drequency spectroscopy
(VSFS) and ellipsometrd#® Phase transitions were observed for a range of
alkanes, undecane-heptadecane, by placing a lditpiof alkane on the surface
of a Gl AB solution. The temperature was then varied stidite steps and the
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coefficient of ellipticity recorded. Transition tg@mratures were obtained from a
discontinuity in the coefficient of ellipticity ahe transition temperature (see
figure 1.12). VSFS results showed that both théastant and alkane chains
became ordered during the transition. The tramsi@mnperatures were found to
increase with alkane chain length, as would be e®pefrom a consideration of
van der Waals forces within the monolay&T was found to decrease with
alkane chain length, although when the bulk fregzmoint was taken as the
mean of the alkane and surfactant tailgroup fregpivints, the variation iAT

was much less pronounced, as illustrated in figut8.
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Figure 1.12 Coefficient of ellipticity as a funatiof temperature at the air-
C16TAB solution interface with floating alkane lens &tkane chain lengths
between 11(left) and 20 (right). Taken from Wilkingt al.**

Sloutskinet al. carried out surface tension and x-ray reflectivitgasurements
on mixed monolayers of :gTAB and the series oh-alkanes, undecane-
heptadecan¥’ A monolayer thickness of & was found for the disordered
air/C16TAB solution interface, which thickened slightlyarpaddition of alkane
in the liquid phase. Fits to reflectivity curvestire solid phase gave a thickness
of 20.4 A for a solid GgTAB/hexadecane mixed monolayer, in excellent
agreement with modelled thicknesses obtained friipsemetry measurements
116

previously,” and very close to the expected length of a futigeded Gs alkyl

chain. Grazing incidence diffraction measuremeat®ealed untilted hexagonal
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packing in the solid monolayer with &.785 4.788 A unit cell and a
molecular area of 19.88 (with two molecules per unit cell), in good agres
with structures previously observed for surfacedémn-alkane melts. Entropy
changes calculated from surface tension measurenvegete very similar to
those found for surface freezing of alkane meltaggesting that the
thermodynamics are the same in both cases. Whasthickness of the liquid-
phase monolayers remained roughly constant, tickrtbss of the surface frozen

monolayers increased withalkane chain length.

a0
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Figure 1.13Comparison of the surface phase transition tempeest of
mixed Ge¢TAB + Cm monolayers at the air—solution interfatge(open
squares) with the melting points of the bulk allsarig (filled circles)
and the surface freezing temperatures at the iaterbetween TAB
solutions and bulk alkanes (open triangl&9).

Figure 1.12 also shows the variation in coefficiehéllipticity with temperature
for mixed monolayers of surfactant with octadecarmadecane and eicosane.
These systems show a different type of behaviobaracterised by a much
larger change in the ellipticity at the transititamperature. These two distinct
kinds of transition have been termed type | (sladkanes, indicated by a small
change in ellipticity) and type Il (long alkanesdicated by a large change in
ellipticity). Type Il behaviour (octadecane, nonealee and eicosane) gave a
modelled thickness of the solid phase similar te éxtended length of the
surfactant tailgroup plus the alkane chain, suggesbf an unprecedented
bilayer structure; again the thickness modellednfro-ray reflectivity curves
agreed with the ellipsometry data, yielding a steférozen layer thickness of

39.4A."8 In this instance, however, the upper and lowefldeaof the bilayer
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have fundamentally different structures. The ugdpger corresponds to a fully
extended, upright layer containing omiyalkane and the lower layer remains a
disordered liquid-like mixed monolayer. The unill @d molecular area for the
solid alkane layer show an identical structureyfietl frozen monolayers.

A B

Figure 1.14 Schematic diagram of the possible faioneof a bilayer in type I

systems. A) Formation of type | frozen layers fmwuourable due to the excess

length of the alkane chains. B) The surface ofithed phase mixed monolayer

mimics the air/alkane interface due to the high banof gauche defects, and so
wetting can occur.

The transition temperatures of the type Il systdimsvery close to the bulk
melting points of the alkanes. In addition, the/adikane interface undergoes
surface freezing at a higher temperature than thsokution interface. It is
possible, therefore, that this surface frozen l@ypeid wet the mixed monolayer
at the air/solution interface, in effect treatirige tmonolayer as if it were bulk
alkane. The liquid-like nature of the mixed mone@laljeads to a high proportion
of gauchedefects at the air/chain interface, and so thisdution interface will
indeed closely resemble the air/alkane interfadeerdfore, a surface frozen
layer at the surface of the alkane lens could autein a similar fashion with the
air/solution interface as with bulk alkane, and wetting may become
favourable. Type | freezing is disfavoured by threager length of the alkane
chain over the surfactant tail, which would leagbtotrusion of the alkane above
the surface of a type | frozen monolayer (figurg4), leading to unfavourable

van der Waals interactions.
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Type |l behaviour has also been observed in mixedatayers of TAB and
hexadecane. Matsubags al (although a special mention for the patience .of E
Ohtomi is well deserved) located the triple poifittile G.TAB/hexadecane
system by recording the coefficient of ellipticag a function of temperature for
numerous bulk surfactant concentratibfisThe triple point occurred at a
temperature of 173, and a surfactant molality of 0.&&mol kg*. The liquid-
solid phase boundary was found to be extremely W#h respect to bulk
surfactant concentration, lending support to th@wnbf type Il transitions as
wetting transitions in which the lower monolayeayd no part. The surface
excess of GTAB was found to decrease during the transitionyéncer,
although this decrease was not significant (appnaxely 3 % of a saturated
monolayer). A gas-solid phase boundary was alsatifted, the slope of which
changes when the hexadecane lens freezes, becahmiogt vertical. It is likely
that this does not represent the true thermodyraofithe system, as transfer
kinetics between a frozen lens and a frozen filrh mbst likely be extremely
slow. Furthermore, in the case where both lenslay®t are frozen, the entropy
change of the gas-solid transition should be pasitind as a result the gas-solid
phase boundary would be expected to be negativeafplication of the
Clapeyron equation. Nevertheless, the phase diagrash the
Ci2TAB/hexadecane/water system gives a solid thermaahyn backing to the

wetting mechanism of type Il transitions.

As was the case with Langmuir monolayers, the phase these mixed

monolayers have inevitably been compared to thegshpresent in bulk alkanes.
The comparison is perhaps slightly more justified the case of Gibbs
monolayers, since the molecules in the monolayerfare to exchange with
molecules in the bulk solution (as is the casehat gurface of an alkane),

whereas no exchange is possible in the case ofrhaingnonolayers.

Theoretical models have been proposed to explaiyn seme chain molecules
exhibit surface freezing. An expression for thefaddnce in transition

temperature of the surface and the bulklT =T, -T,) for alkanes has been

derived by Ocko et af: The surface tension per molecule is equal to Xtess
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free energy of a molecule at the surface relativéhé bulk. So, at the surface

transition temperature
Y1) =(H-T.8) - (H,- T.§) (1.32)
wherel denotes liquid phase as@ndb refer to surface and bulk, respectively.

At the transition temperature, the free energyhefliquid surface is equal to the

free energy of the frozen surfaff and so this can be rewritten

y(T)=(H; -T.8) - (H,- 1.9 (1.33)

A similar expression can be derived fgfT, , and combining this with equation

1.32 gives

AT = Y0~ ¥(T) (1.34)
AS

S

where AS; is the entropy change of the surface on melting.

A form for AT(n), wheren is the number of carbons in the alkyl chain, was

deduced from experimental data for a range of @&&ait was found that for
n<16 the energy penalty for surface-freezing wasgueat, in agreement with
experimental evidence. A high limit was also found, occurring due to

increasingAS; (and hence decreasidgl ) asn increases.

The lower density of Cklend groups is argued to give them a higher surface
activity, leading to a preferred vertical alignmevhiich ultimately favours the
formation of a more ordered surface layer. An gutratabilisation due to the
length of the molecules has also been suggestdd.was proposed that the
surface possessed an additional source of entrelpyive to the bulk due to
fluctuations normal to the plane of the surfaceedéh fluctuations would be
damped in the bulk by the presence of neighboutaygrs of molecules.
Lindemann’s criterion for crystal meltiffd states that any such fluctuations
must have an amplitude less than 10% of the la#ipacing for the surface to
remain frozen. Provided this criterion is met, flations could serve to give

entropic stabilisation to the frozen layer. Thehhand low chain length cut-offs
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for surface freezing were explained by considering different kinds of
mismatch effects within the frozen layer, both odog as a result of the
relative shifts of neighbouring chains. End of chaiismatch is dependent only
upon the magnitude of these shifts, whereas intemsmatch is an additive
function of the number of mismatched Cthits. Hence, above a certain chain
length the energy penalty due to internal mismafcthains becomes dominant

and surface-freezing is disfavoured.

This fluctuation based approach has been contestadever, and Sirotat al.
maintain that surface freezing is to be expecterklpuon the basis of the
interfacial tensions aloné* 2 The crux of the argument hangs around the
relative values of the various solid/liquid andidapour interfacial tensions
within the system, which are both hard to define &ard to measure. As a
result, there still exists considerable doubt ovbBat causes surface freezing to

be favoured for certain chain molecules.
1.6 Implications of Surface-Freezing

A study by Sloutskiret al*?* on the behaviour of the interfacial tension at the
C1sTAB solution/hexadecane interface showed the n@ffgdct of vanishing
interfacial tension as the temperature was lowerdte opposite effect is
common, occurring for example at the critical paht liquid. A positive slope

in the surface tension isopleth is induced by angbkain the surface excess
entropy,S, upon surface-freezing. The surface excess entopgiated to the
slope of the isopleth by the Maxwell relation

y-_[d¥
S = (dTJA,C (1.35)

The surface excess entropy of surface frozen lakess been shown to be
negative, and hence the interfacial tension ofdlsgstems tends towards zero as
the temperature is lowered, unless the effect ésepnpted by freezing of the
bulk. For low surfactant concentrations the inteidhtension at the transition
temperature is relatively high, and so the onsétuti freezing does indeed pre-
empt the vanishing of interfacial tension. In tlystem studied by Sloutskiet

al. the vanishing surface tension could be obseruedtd the marked reduction
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in interfacial tension caused by large concentratiof GgTAB in the water
phase. Vanishing interfacial tension was found @gTAB concentrations
greater than 0.1/M, and for concentrations greater than @M the onset of
vanishing interfacial tension appeared to be comaBon independent. The
CMC of CgTAB at the Krafft temperature was estimated to Be2tmM, and
the Krafft temperature is 37C. All data taken during this study were taken
below the Krafft temperature, and so it was suggktiat the TAB solutions
used were, to some extent, metastable and henaxsatyrated. This was
possible due to a high kinetic barrier against tatysucleation preventing
precipitation, and hence a solution which mimichawour above the Krafft

temperature could be prepared.

When the interfacial tension of a system is zenerrmal diffusion leads to the
mixing of phases on either side of the interfaesulting in the formation of a
single homogeneous phase. In the surface-freenihgced case, however, the
interfacial tension only vanishes in the presenicéhe frozen monolayer. The
only way that a single uniform phase can be producehis instance is through
the formation of a microemulsion of oil dropletsated by surfactant molecules.
Such a microemulsion will be stable with regara¢dalescence since there is no
free energy gain to counteract the decrease inognticoncomitant with

coalescence.

The phenomenon of vanishing interfacial tensionihgdications for enhanced
oil recovery” * If a thermodynamically stable microemulsion canfbemed
then the amount of oil which can be solubilised| viié maximised. The
microemulsion can either be thought of as a sipylase micellar solution in
which the micelles are swollen by solubilised al, as a dispersion of oll
droplets in water. In either case, the necessityafdow interfacial tension is
clear. In the first case, no oil water interfacesex(provided that the micelles
solubilise the oil much more efficiently than theglubilise water), and in the
second case the system has such a large interfae@lthat the energy cost of
creating the interface would be too great if thterfacial tension were not ultra-
low. In addition, the interfacial region needs ® felatively labile in order to
surround the oil molecules, and again ultra-lowexe tension is a prerequisite.
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1.7 Aims and Outline

This thesis focuses on the determination and ctexrsation of surface freezing
transitions in mixed monolayers of surfactant atkhrze at the air/solution

interface. The aims are threefold:

1. To elucidate fully the dependence of surface fregtemperature on the
relative chain lengths of surfactant and alkaneCjiTAB/C,, mixed
monolayers. Ellipsometry measurements are presentetiapter 2 for

alkanes ranging from dodecane Qo eicosane ().

2. To assess the generality of the surface freezingn@mnenon by
experimenting with an expanded range of surfactants oil systems.
Chapter 3 contains ellipsometric studies utilisgagionic, anionic, non-
ionic, zwitterionic and biological surfactants, eddition to alkane

mixtures.

3. To gain explicit, chemically specific informatioagarding the molecular
level differences between type | and type |l fregziransitions through
the application of ER-FTIR spectroscopy and VSFR:FHIR data are
presented in chapter 4 for both type | and typ&dézing transitions,
taking advantage of a novel analytical techniqub;IR correlation
analysis. VSFS data on the same systems are pgdsentchapter 5,

alongside spectra of a novel non-ionic surfactgstesn.

Concepts from all the experimental chapters aredirotogether and set in the

context of existing knowledge to conclude in chapte
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Chapter 2: Ellipsometric Study of Surface Freezimijlixed Monolayers of CTAB andn-alkane

2.1 Introduction

Mixed monolayers of cationic surfactant amdlkane at the air-water interface have
been shown to undergo two distinct type of surfieezing transition dependent
upon the difference in chain length of alkane andastant taif® Type | frozen
monolayers consist of a single layer of frozen mixdains, whilst type Il frozen
layers contain a liquid-like mixed monolayer beheat layer of surface frozen
alkane. Type | freezing occurs when the chain lemgtsmatch is small. Figure 2.1
shows the coefficient of ellipticity as a functioof temperature for mixed
monolayers of GTAB and a range afi-alkanes {1<n< 20), and the two distinct

behaviours can be clearly seen.

The purpose of this chapter is to explore the imtabetween transition type and
chain length mismatch in order to understand thisehbehaviour.

2.2 Ellipsometry
2.2.1 Polarisation and Propagation of Light

A beam of light can be described by an electricareE(z t), which describes the
electric field at timé and positiorz along the beam axis. For the special case where

the direction ofE lies in a single plane at all points along therbéhe light is said

to be linearly polarized and can be expressed égtuatioh

E,(z 1) = iE, cos(kz- wt) (2.1)

whereE, represents the amplitude of the waivds a unit vector in th& direction,k
the magnitude of the wavevector and the frequency of the wave, which is

travelling in the positive z direction.

If the light has a constant amplitud&, but time-dependent directiofE , then the
electric field vector will rotate in a circular tasn about the direction of

propagation and it is said to be circularly poladisLinear and circular polarisation
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are really limiting cases of elliptically polarisdight, where both direction and
amplitude of the electric field vector change withe.

1000
i

-8 1 ‘ T ‘ T ‘ 1 ‘ T ‘ 1
0 10

Figure 2.1 Coefficient of ellipticity as a functioftemperature for mixed
monolayers of 0.6\M CsTAB and the n-alkanes;(Jleft) to Gy (right).

Light of any arbitrary state of polarisation can bepressed in terms of two
orthogonal, linearly polarised waves. The Jonedoveepresentation utilises this

fact to express the electric field vector in matdxm

- _|IEde*|_[E,
E_[\Eoy\ei"y e o9

whered, anddy are the phases of the two components.

When electromagnetic radiation encounters matter When it is not propagating
through vacuum) it is transmitted, reflected anttasted in well defined ways
determined by the nature of that matter. In essealteof these macroscopic
properties arise due to scattering processes acguat the atomic level, via the
absorption and re-emission of photons by the elaatfouds of atoms and molecules
within the relevant media. Incident radiation dsvéhe electron clouds into
resonance and each atom or molecule illuminatedbeathought of as emitting

scattered wavelets which propagate in all direstid®ince the number of atoms or
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molecules illuminated by the radiation is large tvva observe is a superposition of
all these scattered wavelets with the incidentatami, resulting in a redistribution of
energy from regions of destructive interferenceo imegions of constructive

interference.

Propagation through a homogeneous medium can hglhof as a sequence of
scattering events, each of which causes some ishithe phase of the overall
electromagnetic field. This is manifested as a gkaim the velocity of the beam

which is quantified by the refractive index, n;tioé mediurfi
n=— (2.3)
%

wherec is the speed of light in vacuum ands speed in the medium. An important
point to note is that the refractive index is degat upon the frequency of the
incident radiation. This effect is of relevance ttee spectroscopic properties of

matter, and is discussed further in chapter 4.

At an interface between two media there is a diseoity in the refractive index and
the incident beam splits into two components, &ectfd wave and a transmitted
wave, whose properties are dependent on both the af incidence and the
refractive indices of the two media. The laws dfeeion (2.4) and refraction (2.5)

describe the behaviour of the two beams, wherestane defined in figure 2.2.

6=0 (2.4)

nsing =n sing (2.5)

The orientation of the electric field of the ortloogl, linearly polarised waves
introduced in eqn. 2.2 can now be described asreipiarallel p-polarised) or

perpendicular to the plane of incidensepblarised). The behaviour of these two
component waves can be treated independewitythe amplitude reflection and
amplitude transmission coefficients (@nd t, respectively). Combining this
separability with the boundary condition that comgats of both the electric and

magnetic field vectors tangential to the interfaceist be continuous, Fresnel
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calculatedr andt for both s- and p-polarised light impinging on an ideal (non-

absorbing) flat interface (eqns. 2%).

 —hcosg-n co#f . _ 4 cog
P ncosg+ncod " n cof+n ch

(2.6)
_ncosg+ncod  _ B cof
*“ncosd-ncof'* N cod+n ca

Figure 2.2 Specular reflection of a light beam frarplanar interface.
Figure 2.3 shows the schematic variatiorr&indr, with angle of inceidence. The

angle for which r,=0 is called the Brewster angléjs, and occurs when

8 +6 =90°. This effect is also illustrated in figure 2.3, @vh the angle of incidence

is such that the direction of propagation of thitected wave makes a small angle,
a, with the induced dipolar axis in the transmissimedium. The amplitude
reflectivity, rp, in this instance will be low, and in the case we=0 there will be
no reflectedp-polarised wave. Since the transmitted wave alwagpagates in a

direction perpendicular to the dipolar axis thiguaiion will occur when
6 +6 =90°.

2.2.2 Ellipsometry

The above example illustrates the extreme caseolaripation by reflection. In
general, reflection induces a change in polarisadtate of light due to the difference
in reflectivity of s- and p-polarised light. Ellipsometry measures these charg
polarisation through the ratig/rs, known as the eIIipticityg.6 For reflection from an

ideal interface at the Brewster angle this ratiexactly zero. Real interfaces have an
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associated roughness and thickness which causdigleetric profile perpendicular
to the interface to deviate from a step functione Tatio then contains both real and

imaginary components (eqn 2.7).

p=Re(, Ir)+1m¢ k) (2.7)

I
I
I
0. %" 9, I
Figure 2.3 Left, variation of amplitude reflectivitoefficients with angle of

incidence. Right, schematic illustration of polatisn by reflection, adapted from
Hecht?

The Brewster angle is defined as the angle at winehreal part of eqn. 2.7 is equal
to zero. In the case of an ideal interface the ingag part is also zero. For imperfect

interfaces the real part has a minimum at the Biewangle and the non-zero
imaginary part is known as the coefficient of dlbpy, Z) which provides a

measure of the imperfection of the interface andcheis closely linked to the

physical nature of any layer adsorbed at the iatexf

In the thin film limit the coefficient of ellipti¢y can be expressed in terms of the
wavelength of the incident light and the dielectriznstants of the incident and

transmission media using the Drude equation (e@).’2

JE+e
NG TS (2.8)
_gr

=2
A g

The parameter; is termed the ellipsometric thickness, and canspbt into

contributions from both the roughness of the istegf and the thickness of any

adsorbed layer (this component may be further brokewn to account for

contributions from surfactant headgroups and tailgs, for example) to allow the

experimentally measured coefficient of ellipticitybe modelled.
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The effect of interfacial roughness can be analysedonsidering capillary waves
which modulate the shape of an infinitesimally timterface. Meunier has discussed
the effect of such capillary waves on the coeffitief ellipticity at the Brewster
angle, and found that the roughness contributionleépendent upon the inverse
square root of the surface tensfon. this model, non-zero reflectivity tpolarised
light at the Brewster angle results from multiptatsering of the incident light beam

which leads to some reflected intensity in the sfdirection.

The roughness contribution to the coefficient dipactity is typically small, and so
the dominant contribution generally comes from ddsorbed layer. In the presence
of an adsorbed layer with a single value of digiectonstant normal to the

interface, the ellipsometric thickness is given by
p=[Ealea) 2.9)
£

The ellipsometric thickness of a uniform, isotrofager of thicknessl is then given

by eqn. 2.10. This provides a good model for ardesied surface layer.

,7:(5“5)8(‘9_@)(1 (2.10)

In the same way that individual molecules can pessgéferent polarisabilities along
different axes, bulk materials can have differemlettric constants in different
directions governed by molecular orientation andnahent. For an anisotropic
surface layer, therefore, an additional contributio the ellipsometric thickness is
needed. In general the ‘isotropic’ (calculated ralrto the interface as in eqn.2.10)
and anisotropic contributions are additive, andtise anisotropic ellipsometric
thickness can be either larger or smaller thanigb&opic ellipsometric thickness.
When surface molecules are aligned with the saneatation the layer is uniaxially

anisotropic and the ellipsometric thickness is gileg
n=n+(-&)d (2.12)

where ¢ and g, are the dielectric constants perpendicular andlighrto the

interface, respectively, angl is the ellipsometric thickness calculated from .egn
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2.10. Monolayers containing ordered, verticallygaéd chains can be modelled in
this way. Ordered monolayers with tilted chains aetso be modelled as uniaxially
anisotropic, provided that the domain size withie tmonolayer is much smaller

than the measurement area.
2.3 Experimental Methods and Materials

2.3.1 Phase Modulated Ellipsometry

The ellipsometric method used in this chapter i®wm as phase modulated
ellipsometry. It was initially devised by Jaspersom Schnatterfyand later applied

to liquid surfaces by BeaglehdleA phase modulated ellipsometer consists of a
laser, polariser, neutral density filter and biredence modulator placed in front of
the sample, and an analyser and PMT placed aftersample. The optical
components are arranged as shown in figure 2.4.pldre of reference for optical
alignment is thes-direction relative to the sample surface.

The birefringence modulator introduces a periodiage shift betwees- and p-
polarised light using the photoelastic effect. Agotiopic fused silica block is
mounted between two quartz crystals. The quartgtaly are driven into oscillation
electricallyvia the piezoelectric effect, and this oscillatiortumn drives longitudinal
resonance in the silica block at its natural fremyew. This longitudinal resonance
leads to a periodic variation in refractive index light polarised parallel and
perpendicular to the longitudinal axis, and herwea fphase shift between the two
polarisations ofd(w) = g,sin(at). Equal amplitudes of- andp-polarised light are
ensured by setting the polariser at 45°. The aralis oriented either parallel or
perpendicular to the polariser and measurementsicomformation gathered from
both positions, allowing the effect of stray bimefrence introduced by optical

components and the sample cell to be minimised.
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‘ (O ; Polariser @
. \@f . Pinhole \ Q&%
& Pinhole
74 ~ Q
Analyser N N
Birefringence

ND Modulator
Filter

Figure 2.4 Optical layout of the phase modulatdghebmeter.
The intensity of light impinging upon the PMT isrgn by

| =1,0°coS’A co$P (+p *+ P 'co&+0 (2.12)

where
p'=tanA tanPp, (2.13)
o2 =Re( ¥+ Im¢ ) (2.14)

The termd? andA in egn. 2.12 refer to the orientations of the pe& and analyser,
respectivelyy is the strain induced birefringence ands the phase shift between
and s-polarised light induced by reflection from the arface. Expansion of the
cosA +9) term results in three components to the deteatgthls two modulated
signal of frequency, and 20, and a non-modulated dc signal. The dc signalallo
normalisation of the modulated signals to take iatmount fluctuations in laser

intensity. Whem= P = 45°, the detected signals are

voSe g 43@)Im()
Se 1+ p7+21(3,)Re(r) 215
=S 43,(3,)Re(r)

S, F1+pi+2]@)Re(r)

wheregy andgy are gain factors of the system ahdare i order Bessel functions.

Through calibration of the birefringence modulati@r¢can be adjusted such thigtis
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zero andJ; and J, are constant. This removes the effect of rRdfom the

denominator in egns. 2.15, and allodgd,) and J,(J,) to be combined witly,
andgy to give instrumental gain facto@, and Gx. Making these substitutions, and
the fact thatp,” =Re( ¥ + Im¢ ) leads to the experimentally measured parameters

x andy (eqns. 2.16).

y:l = |m(r) ?
G, 1+Re( ¥+ Im( ¥
(2.16)
X:L: Re(r\ 2
G, "1+ Re( ¥ + Im¢ ¥

Thus, the signal ab is related to Im(r) and the signal ab 2s related to Re(r).
Moreover, since at the Brewster angle Re(r) is maliand Im(r) is typically small

for aqueous interfaces, the coefficient of ellipyicis given directly as

,5: Im(r)=y/2.
The Picometer Ellipsometer

Measurements presented in this thesis were takeg asPicometer Ellipsometer
(Beaglehole Instruments, NZ). The light source wade-Ne laser (632.9 nm), the
polariser and analyser positions were computerrotbed and set to 45° and +45°,
respectively, and the birefringence modulator teteitl at 50 kHz ). The sample
was placed in a@m diameter Petri dish within a sealed, temperatargrolled cell,
thermostated to +0.1 °C (designed by KMWThe sample surface was positioned
such that the reflected beam passed through a lgimhounted on the front of the
PMT, minimising the amount of stray light reachitng detector. The signals at
(50 kHz) and & (100 kHz) are extracted by lock-in amplifiers, atite dc
component is detected using a low-pass fil@f.and Gy were calibrated at the
beginning of each experiment by recording the maximmthroughput of the
instrument with the laser, birefringence modulatoralyser and PMT in a ‘straight-
through’ configuration. A phase differencem® was introduced between andp-
polarised light, allowing the maximum signal at 0 be measured as the laser is

unattenuated.
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2.3.2 Experimental Materials

All glassware was soaked in dilute alkaline detetd8orer 15PF, Borer Chemie)
for several hours and rinsed copiously before uSle.cleaning and solution

preparation used Milli-Q ultrapure water (Millipgre

The Surfactants GTAB (Alfa, >99%), G4TAB (Sigma, >99%), &TAB (Sigma,
>99%) and @TAB (Fluka, >99%) were recrystallised three timesf a mixture of

acetone and ethanol before use.

The n-alkanes tetradecane (Sigma, 99%), pentadecanm4Sig9%), hexadecane
(Acros Organics, 99%), heptadecane (Sigma, 99%adecane (Sigma, 99%),
nonadecane (Sigma, 99%) and eicosane (Sigma, 9% purified by passing

through a column of activated basic alumina (Sigma)

2.4 Results
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Figure 2.5 Coefficient of Ellipticity as a functiah temperature about the surface
freezing transitions in mixed monolayers ofrhiM G4TAB and G, where
14<n< 20, atthe air-water interface. Data shown were takenigiboth heating
and cooling cycles. For examples of heating andingaycles, see figure 2.8.

The coefficient of ellipticity as a function of t@@rature for mixed monolayers of

alkane (G, wherel2<n< 20) and G,TAB (m=12, 14 and 18) are shown in figures
2.5 — 2.7, data for gTAB in the presence of Gvere shown in figure 2.1. The data
shown are representative examples, with each ewpaticarried out at least three
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times. In all cases studied a discontinuity in pghet indicates a first-order phase
transition. The data were acquired upon both hgatimd cooling of the sample, and
transition temperatures were found to be free dftdrgsis (examples shown in
figure 2.8), and typically reproducible to within20C. The marked decrease in the
coefficient of ellipticity on freezing of the moraglers is a result of the increase in
thickness and/or adsorption density that accompahe surface freezing transitions.
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Figure 2.6 Coefficient of Ellipticity as a functiah temperature about the surface
freezing transitions in mixed monolayers ohidl G,TAB and G, where
14<n< 20, atthe air-water interface.

In order to ensure the ellipsometric data presemteldis thesis was compatible with
previous studiés *> ' measurements were taken of surface freezing ireanix
monolayers of G TAB and hexadecane. These data are shown in fig®ealong

with previous data collected by Katherine Wilkinsofihe datasets agree to within

10" o, well within the repeatability of ellipsometriclida@ation procedures.
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Figure 2.6 Coefficient of Ellipticity as a functiah temperature about the surface
freezing transitions in mixed monolayers of 0.8 @I'AB and G, where n = 14,
18, 20, at the air/water interface.
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Figure 2.8 Left, surface freezing of {LAB/G4 type | mixed monolayer. Right,
surface freezing of GTAB/Gg type Il mixed monolayer. Open symbols denote a
heating cycle, closed symbols denote a coolingecycl
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Figure 2.9 Coefficient of Ellipticity as a functiah temperature of a mixed
monolayer of 0.60M CsTAB and hexadecane. Comparison of current (squaned)
previous (diamonds) data.
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In addition to static measurements of the elliptieis a function of temperature, data
were recorded as a function of time during therarplilibration of the sample. The
behaviour of the coefficient of ellipticity in thiteansition region is dependent upon
both the rate at which the transition takes plawe the size of the solid domains
formed during growth of the surface frozen phaser & true first-order phase
transition, the only observable coefficients ofpitity should correspond to either
the pure solid or pure liquid phase values. At fiese transition temperature,
however, both phases coexist and so the experitheatserved ellipticity may be
stable and intermediate between the solid anddighiase values if the domain size
is smaller than the measurement area. In thisnostdhe observed ellipticity is
weighted according to the fractional surface cogeraf each phase. If the domain
size is sufficiently large fluctuations will be ayged as thermal motion causes
domains to pass through the measurement area. Ee@wipboth behaviours have
been observed, as illustrated figure 2.10, wheoauit be seen that regardless of the
precise behaviour of the ellipticity the temperatwange in which the transition
takes place is always small (typically less thd&’bC0C) as would be expected from a

first order phase transition.
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Figure 2.10 Coefficient of Ellipticity as a funatiof time for G, TAB/Gg (upper
left), C..TAB/Gg (upper right) and g TAB/Gs mixed monolayers as the
temperature is lowered through the transition terapgre at a rate of 0.02 °C/min..

Comparison of figures 2.5 — 2.7 with the previowadfrom GeTAB/C, mixed

monolayers shown earlier (figure 2.1) suggests #tlasurface freezing transitions
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for the G, TAB/C, system can be categorised as either type | (froxemolayer) or

type 1l (bilayer structure in the frozen phase).e3é two distinct behaviours are
characterised by a drop in ellipticity of eitheb & 2x10° for a type | transition or

more than double this (roughly 2.54x10?) for a type Il transition. The absolute
magnitude of the drop is influenced by the diffeeim thickness between the liquid
and solid monolayers, and hence upon the lengtheothains involved in both the
surfactant tailgroup and-alkane chain. These effects can be consideredtail dy
modelling the coefficient of ellipticity in both plkes, at the transition temperature.

Such models have been constructed previduéignd are briefly described here.
2.4.1 Modelling the Coefficient of Ellipticity

In order to estimate the thickness of the chaimoregf a monolayer, the coefficient
of ellipticity can be separated into contributiofi®m interfacial roughness,
surfactant headgroups, counterions and the chagjorrdatself (incorporating both
surfactant and alkane chains) as introduced inise@.2.2. These individual
contributions can be modelled using the Drude eguategn. 2.8), modified to
account for anisotropy in the chain layer in theecaf the frozen phase. The chain
contribution can then be obtained by subtractioncofinterion, headgroup and
roughness contributions from experimentally measwaues and compared with
the model (eqn. 2.17).

/_)c :/_)exp _/_)r _/_)h _/_)i (217)

Here a subscript represents the chain layer, exp the experimerdhleyr the

roughnessh the headgroup layer andhe counterion layer.

The dielectric constant of water at each transitemperature was estimated from a
third-order polynomial fit to literature valuestime range 0 — 100C,** egn. 2.18.

£,0(T)=3.715¢10° T /C§- 7.808 10 T 7C?* 4.996 10T(°C+) 1.7(2.18)

The roughness contribution can be modelled baseal aapillary wave approach as

derived by Meunief. For a neat air-liquid interface the roughness rijoution is

65



Chapter 2: Ellipsometric Study of Surface Freezimijlixed Monolayers of CTAB andn-alkane

governed by the proportionality shown in eqn. 2.A9onstant of proportionality
can then be estimated using the measured elliptwit pure water at 25C.

Roughness contributions were calculated accordirggih. 2.20.

— [T

0.0 |— (2.19)
4
— T/K 72
=0.4x10° 2.20
pr \/ 273 y ImNm* (2.20)

The surface tension values used were based on measus taken from
C1,TAB/C16 monolayers (481Nmi, Aratonoet al®), C,4,TAB/C1, monolayers (43
mNmt, Thomaset al'’) and GgTAB/C1 monolayers (48nNm', measured using
Wilhelmy plate) all at 25°C. More accurate values are not necessary as the
roughness contribution is typically very small asal has little effect on the final
modelled chain layer thickness (an error in surtaosion of 20nNm™ translates to

a change of roughly 1 A in the modelled solid lagfeckness, an error of less than
3% for a type Il system). In addition, it has bedmown that the surface tension is

continuous at the phase transition temperature thedefore surface roughness
makes no contribution tq_osyexp—/_)l,exp,ll although this interpretation assumes the

bending modulus of the interface does not changéhatphase transition. The
bending modulus acts to suppress capillary wavéiseainterface and hence reduce

P, . Unpublished dynamic light scattering experimefsrformed by D. Sharpe,
Bristol) on dodecanol monolayers at the air/watderface showed independently
that the surface roughness does not change uptatsdreezing, and so the above

assumption is valid.

The headgroup contribution was modelled based orfatmeation of an isotropic
layer in water & thick, taken from neutron measurements by Thoetas®?° of a
C16TAB monolayer at the air/water interface. The diglecconstant of this layer

was calculated using the Lorentz-Lorenz effectivwdlimm approximation

8_1:(81_1}’”(82_1]@ (2.21)

E+2 \g+2 E,+2
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whereg; ande; are the dielectric constants of the two mediadpenixed andg and
@ are their volume fractions. The volume fractions aasily calculated from the

molar volume of the GTAB headgroup (62.8m°mol™) calculated by Thomaet al.
and the surface excess, according to eqn. 2.22sUthace excess of the surfactants
were presumed to be the same in the mixed monalagem the absence of oil, and
are summarised in table 2.1. This assumption haa bRown to be reasonable by
Thomas et al in the case of SDS, €5 and G>TAB in the presence of

dodecané*
@ =0.623(C /umolm® (2.22)

The molar volume also allows calculation of a ditie constant for the headgroup
using the relation

¢71_Ry (2.23)
£+2 V.

whereVy, is the molar volume an,, the molar refractivity calculated as a sum of
the bond refractivities of the constituent C-H &N bonds within the headgroup.

Table 2.2 shows the refractivities used and caledlaithin this chapter.

Table 2.1Surface excess concentrations of surfactantsingégs chapter

Surfactant Surface excess / pmaoh™
C1,TAB 3.1'
C14TAB 2.7
Ci6TAB 3.4
CisTAB 3.3 (calculated based upon Batahl)®

Modelling of the counterion contribution also #és the Lorentz-Lorenz effective
medium approximation. The surface excess of coumemust be the same as that
of the chains in order to preserve charge neuradihd the layer was assumed to
have a thickness equal to the Debye length of dhetisn (~1004, calculated from

the surfactant concentration), although the edliptiof the layer is insensitive to the

67



Chapter 2: Ellipsometric Study of Surface Freezimijlixed Monolayers of CTAB andn-alkane

absolute thickness chosen. The volume fractionro€&h then be calculated from its
ionic radius (196pm?° to give a molar volume of 18m° mol') and molar

refractivity, leading to an estimated dielectrimstant of 6.29 based on eqn. 2.21.

Table 2.2Summary of molar refractivities used in this cleapt

Bond/Species Molar refractivity / cnimol™
C-H 1.65
C-N 1.66
Trimethylammonium [N(CHs)3] 19.6
Br 12.12

The chain layer is modelled differently in the liduand solid phases, since the
ellipticity is sensitive to anisotropy present lmetmonolayer. In the liquid phase, the

Drude equation can be rearranged directly to dieethickness of the monolayer as

A g -¢&,
_ = m\&E +E
dc,liq. - pc,liq. 2 iy

((ec —e)(e. —ew)j (2.2
é’C

where ¢, is the dielectric constant of the chain layer aotter terms are as
previously defined. An effective medium approximatiwas used to estimate,

based upon a 1:1 mixture of alkane and surfactarthe monolayer. The surface
excess of alkane in the monolayer is actually cheigth dependerit; 2” with
shorter alkanes adsorbing to a greater extentvdhene fractions, however, remain
fairly constant. In addition the dielectric condtaf n-alkanes, at their melting
points, is relatively insensitive to chain lengthnd so an effective medium
approximation based on a constant 1:1 mixture @ rttonolayer introduces little
error into the calculation. The tailgroups wereuassd to have the same refractive

index as the correspondimgalkane. Values of, calculated in this way fell in the

range 2.03 — 2.07 for all mixed monolayers studied.
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In the solid phase, a modified Drude equation niestised to account for optical
anisotropy and the chain layer must be modelledgusivo orthogonal dielectric

constants£, and &,. Cassoret al,** ?® Wilkinson et al" ® and Seflert al* have

shown that surface frozen mixed monolayers, alkamelsalcohol monolayers have

similar structures and optical properties. Cassoal. calculated values of, =2.23

and &, = 2.12 for surface frozen dodecanol monlayers at a mtdeeuea of 20.8°.

30
L

Based on X-ray diffraction data, Riegletral™ used multiple-angle ellipsometry to

measure values of, =2.37 and &, =2.16 for a behenic acid monolayer at a

molecular area of 1942, assuming a layer thickness of 2&.%or a fully extended
C»1Hasz chain, and 2.8 for the acid headgroup. Deutsceeal have measured the
area per chain in surface frozengDAB/C, mixed monolayers to be 1947
insensitive of alkane chain length, and therefbiee measurements of Rieglet al.
were chosen for use in the present modelling asatka per chain provides the
closest match (although in principle dielectric stamts can be scaled to account for
differences in monolayer density, discrepanciesbath relative anisotropy and
absolute value are accentuated by the intercorreras demonstrated by Cas$ihn
Assuming the area per chain in the solid phasémgasly insensitive to the length
of the surfactant tail, modified values for theldatric constants can be calculated as

&, =2.32 and ¢, =2.16. These values can then be used to calculate itledss of

a solid layer of chaingia. eqn. 2.25.

dc,sol. = pc,sol. a (225)

(€ €€ €W |, (p
g +(£e Eo)j

e

Type Il frozen monolayers have been shown to cowsisvo layers” ** The upper
leaflet is a layer of frozen alkane chains witthi@kness equal to the fully extended
alkane chain length, and the lower leaflet a ligikd mixed monolayer. The total
thickness of a type Il frozen layer can therefoeedalculated using a two layer
model. The thickness of the upper leaflet is kno@om x-ray reflectivity

measurements) and so its contribution to the aliigtof the solid phase can be
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estimated by rearranging eqn 2.25 in term$_99§0|_. Subtraction of this value from

the experimental solid phase ellipticity then gites coefficient of ellipticity of the

lower liquid-like layer, the thickness of which che calculated using eqn. 2.24.
2.4.2 Modelled Layer Thicknesses

The liquid and solid monolayer thicknesses caledlan this way for the range of
CnTAB/C,, mixed monolayer systems studied are summarisdigunes 2.11, 2.12
and table 2.3. The surface excess of surfactaagssmed to remain constant during
the transition.
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Figure 2.11 Variation in modelled liquid layer thizess with n-alkane chain length
in mixed monolayers containing {LAB (circles), GsTAB (triangles), GsTAB
(squares) and TAB (diamonds). Note that for n=14, the thicknesgdbe
C12TAB, G4TAB, GsTAB and GgTAB monolayers are approximately equal and the
C18TAB data has been offset within error for clarity.

In the case of the liquid monolayers (figure 2.1fi¢ monolayer thickness decreases
with increasing chain length of alkane for a giwemfactant. This is to be expected,
since it has been shown by Bindsal. that alkane uptake into surfactant monolayers
is chain length dependent, with the extent of guismm decreasing as alkane chain
length increaseS: 2’ In general, monolayer thickness increases wittfastant
tailgroup length for a given alkane showing thattie liquid phase it is the
surfactant, as the dominant species at the interighich determines the monolayer
thickness. For GTAB and GeTAB, the thickness tends toward a plateau for short
alkanes. Despite the enhanced adsorption of thesées alkanes, the excess length
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of the surfactant tail places an upper limit on th@nolayer thickness as Thomets
al. have shown the alkane does not extend beyondutifiectant tails in liquid-like
mixed monolayeré* 2 C,,TAB exhibits no such plateau, since even the shbrte

alkane studied (tetradecane) contained an alkyhdbager than the surfactant tail.

45 -
40 - Py
35
30
25
20 2 = = -
15 -+

d/A

10 +
5

O T T T T T 1
10 12 14 16 18 20 22
n
Figure 2.12 Variation in modelled solid layer thigss with n-alkane chain length
in mixed monolayers containing{LAB (circles), G4TAB (triangles), GsTAB
(squares) and GTAB (diamonds).

Similar trends are observed in the solid monolayggsare 2.12), although the effect

of alkane on monolayer thickness is reversed. Fgivan alkane the thickness
increases with the surfactant tail length, and dogiven surfactant the thickness
increases with alkane chain length. There are lgldaro different regimes of

thickness of the solid layers; thin layers, 20 Aronner, correspond to the formation
of type | frozen monolayers whilst thick layers3tf A or greater are type |l frozen
layers. The thicknesses of the type | layers apmsecto that of the fully extended
surfactant tail, consistent with an upright monelayf alltrans chains. The

thickness of the type Il layers lies close to, batow, the sum of the extended

lengths of the surfactant and alkane chains, camgisvith a bilayer structure.

The effect of alkane on the solid layer thicknessveaker than might be expected,
however, based on an approximate length of 1.3rA0pe unit in a fully extended
chain® In the case of type | monolayers this is easitpneiled, as the surfactant is
either longer than the alkane or the differencechain length is only slight and

therefore the thickness of the solid layer is againtrolled by the surfactant. Type II
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frozen layers are thought to consist of a liqukdlimixed monolayer beneath a
surface frozen layer of alkane chains. Naivelynthine thickness of the type I
frozen phase should scale with the correspondirang in thickness of surface
frozen alkane at the air-melt interface. This ipapntly not the case, as best
demonstrated by the&TAB/C, frozen phases which all form type Il solid layers.
The relative insensitivity is perhaps as a restilthe competing effects of an
increase in surface frozen alkane thickness aneceedsing lower liquid-like layer

thickness for longer alkanes (figure 2.13).
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Figure 2.13 Variation in lower liquid-like layer itkness with n-alkane chain length
in type Il frozen monolayers containing,CAB (circles), G,TAB (triangles),
C16TAB (squares) andTAB (diamonds). Open symbols relate to the low
temperature phase, with thicknesses in the higpeeature phase (closed symbols)
included for comparison.

As described in section 2.4.1, if the upper froakkane layer of a type Il solid phase
is assumed to have the same thickness as the pomdiag fully extended alkane
chain (as shown by Sloutskit al using X-ray reflectivity % it is possible to
calculate the thickness of the lower liquid-likesda The variation in thickness of
the lower liquid-like layer with alkane chain lehgs shown in figure 2.13 (included
for comparison are the corresponding liquid phasmatayer thicknesses). In all
cases the thickness of the mixed monolayer apgearsrease upon formation of
the type Il solid phase by roughly 2 — 4 A. Theface excess of surfactant has been
shown to remain constatit,*® so this implies a greater surface excess of alkane

the mixed monolayer in the solid phase.
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In order to assess the feasibility of such a chamgdkane surface excess, the type I
solid phases were also modelled assuming thabttherimixed monolayer thickness
remained constant. The difference in ellipticityvibeen the solid and liquid phases
is then entirely attributable to a surface frozayel of alkane, the thickness of which
can be calculated directly from equation 2.25. T@did phase alkane layer
thicknesses calculated in this way are 2 — 4 Atgrahan the extended length of the
alkane chains as shown in figure 2.14, calculasidguthe relatioff d =1.27n+ 1.¢

A modified according to the convention of Riegler al>° which ignores the
contribution of one terminal H atom to &:844 alkyl chain (see section 2.4.3). It
should be noted that under both sets of assumptiet®tal modelled solid layer
thickness remains constant to within 0.1 A. Therefine possibility of an increase
in surface excess of alkane upon type Il freeziegns reasonable, as it seems
unlikely that the frozen alkane layer would be kieicthan the molecular length of
the alkane. An increase in surface excess of alkanebe rationalised in terms of a
more bulk alkane-like environment at the interfacéhe presence of an upper layer
of surface frozen alkane. This could lead to a niaveurable Hamaker constant in
the air/surface frozen alkane/mixed monolayer/wegese promoting a thickening of

the mixed monolayeria an increase in alkane surface excess.
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Figure 2.14 Thickness of the upper solid alkanedagalculated assuming no
change in thickness or composition of the lowaritigike mixed monolayer, in type
Il frozen monolayers containing;£TAB (circles), G4TAB (triangles), GsTAB
(squares) and TAB (diamonds). The dashed line corresponds téulheextended
alkane chain length.
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2.4.3 Sensitivity of the Modelled Thickness t@, and ¢,

Modelling of the type Il solid phases using eitbbéthe above methods is sensitive
to the choice of dielectric constants used. Figufé shows the sensitivity of the

modelled lower layer thicknesses gsand &, are varied, assuming that the upper

frozen alkane layer thickness is equal to that @dlly extended alkane chain. A
decrease in anisotropy of the frozen alkane layawohbghly 20 (figure 2.15, left)

reduces the modelled lower liquid-like layer thieks to within 0.5 A of the liquid
phase mixed monolayer thickness. This correspomdmterror of just 0.02 in the

assumed value of,. A decrease of 0.02 in mean permittivity at consenisotropy

(figure 2.15, right) causes the discrepancy betvikeriquid phase thickness and the
lower liquid-like layer thickness in the low temparre phase to increase.
Conversely, an increase in the mean permittivityuadecrease the discrepancy.
However, the calculated thickness is much moreitbemdo the anisotropy than to
the mean value of. Although it is physically reasonable that the éowayer
thickness should increase upon surface freezirgnteasured change in thickness

lies within the uncertainty introduced into the rebby the imprecision ok, and

g,.
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Figure 2.15 Comparison of modelled layer thicknegse the liquid phase (closed
symbols) and lower liquid-like layer thicknesseshi@ low temperature phase (open
symbols), assuming the upper solid layer thickieesgual to the fully extended
alkane length. Left, a reduction in upper layersmtropy. Right, lower polarisability
of the upper layer. Dielectric constants as shosymbols as figures 2.11 — 2.14.

The initial measurement of the dielectric constaatpiires an assumption about the
structure of the layer that was used for the megsent, in particular the layer
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thickness. Riegleet al. assumed an alkyl chain thickness of 27.5 A fowuly f
extended GH.4 behenic acid tailgroup at a molecular area of #&’3The C-C
distance in a fully extended alkyl chain is 1.27afd the terminal H atom has been
shown to add a further 0.9 A to the length of thelenule®? The total length of a
linear alkane, including two terminal H atoms, cdmerefore be calculated as
d =1.27n+ 1.§, wheren is the number of carbon atoms in the chain. Rregieal.
based their chain length assumption on previoweshprted X-ray reflectivity dati,
removing the headgroup contribution to the monalatygckness and therefore
effectively modelling a hypothetical alkyl chainttvionly one terminal H atom. To
maintain internal consistency between the assurkasea chain lengths used in this
chapter and the dielectric constants used in miadethe solid phases, the same
assumption was made, namely that the extended elghain length is given by
d =1.27n+ 0.C. It is reasonable to assume, therefore, that zku chain lengths

and modelled layer thicknesses presented are caivipar
2.4.4 Variations in Transition Temperature and Type

Type I/Type Il Crossover

The nature of the surface frozen layer formed upaoling is dependent upon the
difference in chain length between surfactant dkdree, which affects the degree of
stabilisation of a solid mixed monolayer. Sloutskinal®=" have studied surface
freezing at the air-melt interface of binary alkamixtures. Distinct behaviours were
found for mixtures with large (10 GHunits) and small (2 — 3 GHunits) chain
length differences between the component alkameshd case of a small chain
length difference the alkanes co-crystallise toxfar uniform surface frozen phase
with a composition-dependent transition temperabatsveen that of the component
alkanes. This situation is analogous to that foimthe bulk, where alkanes with
chain length differences of up to about 6 QHits will co-crystallisé? For a larger
chain length difference the nature of the frozeasghvaried with composition as
phase separation occurred at the interface. Suakepbleparation cannot occur in
mixed monolayers of surfactant and alkane at thavaier interface and so it is
simply not possible to form a solid mixed monolayghen the chain length
mismatch is too great; the solid monolayer formexdiM possess a high degree of
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surface roughness, with the portions of alkanerckatending beyond the surfactant
tails experiencing a reduced van der Waals intenacind thus destabilising the

monolayer. This accounts for the appearance ofjh mvalkane chain length limit

for type | behaviour with any given surfactant.

Table 2.3Modelled solid layer thicknesses foy TAB/C,, mixed monolayers

Solid Phase Thickness (lower layer thickness for
type Il systems) / A

n-alkane | n-alkane Iength/A GTAB CisTAB C.sTAB C,sTAB
12 16.1 16.2 17.4

13 17.4 17.7

14 18.7 31.5(13.2) 17.9 194 20.7
15 20.0 31.8(12.2) 33.8(14.819.3

16 21.2 31.1(10.3) 34.5(13.6)9.3 22.2

17 22.5 32.5(10.4) 34.8(12.618.7

18 23.8 33.1(9.7) | 34.1(10.7)36.8(13.4)

19 25.0 34.5(9.9) | 35.5(10.988.6(13.9)

20 26.3 34.7(8.8) | 35.8(9.8) 38.8(12/%9.7(13.8)

The precisen-alkane for which the crossover in behaviour tgdase turns out to be

relatively insensitive to GTAB tailgroup length where m =

14, 16 or 18. The

crossover in behaviour either occurs for a changtle difference om-m=2, i.e.

the alkane chain is longer by 2 ghhits, whenm=16,18 or whenn-m=1 in the

case of G TAB. Type | monolayers are more tolerant of the @pie chain length

difference, i.e. an excess length of surfactamt ésievidenced by the appearance of

type | behaviour in, for example, mixed monolayef<C;sTAB and tetradecane or

C16TAB and undecane. Molecular models have suggestadthe optimum chain

length match is found in mixed monolayers ofsTAB and tetradecane.The
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surfactant headgroup hinders close approach oél#tene to the monolayer-water
interface, and hence alkanes with shorter chainsatocreate the same level of
surface roughness as those with chains longertti@surfactant. With GTAB as
surfactant the potential frozen mixed monolayehisner and therefore less tolerant
of end-chain roughness, hence the lower alkanendeagth crossover to type Il
freezing. The onset of type Il behaviour is, theaysed by a protrusion of roughly 4
alkane CH units above the mixed monolayer, with the endshef alkane chains
tilted away from the surface normal to form a hpgbportion ofgauchedefects. The
greater sensitivity of type | monolayer freezingctwain length difference over the
bulk alkane mixtures shows that the balance of &rergies is very fine in the
mixed monolayers. In a bulk alkane mixture, the&ffof mismatch can be reduced
by sharing excess GHinits between both ends of the molecule, up tiona bf 3
units per chain end, conceptually similar to theetyl crossover point observed in

mixed monolayers.

C12TAB does not form type | frozen monolayers with awfythe n-alkanes used,
whilst alkanes shorter than tetradecane could motdsted due to the subzero
temperatures required. Nevertheless, the facttyipeat Il frozen layers are formed
with all alkanes in the rangei - Gy is not immediately consistent with the current

models for formation of type Il layers, as will Bscussed later.
Transition Temperatures

Figure 2.16 shows the variation in transition terapge withn-alkane for the range
of surfactants studied. Within a given surfactaeties, the surface freezing
temperature], increases witim-alkane chain length due to the increase in atact
Van der Waals forces. For type | systemsncreases with surfactant tail length for
a givenn-alkane series for the same reason, although fiferethices inTs do not
follow the regular pattern that might be expecteok the series of surfactants with
tetradecane, there is a large differencelJrof over 10 °C between ;eTAB and
C16TAB as surfactant, compared to a difference of dné/°C between gTAB and
C1sTAB. A similarly small difference ifls is observed in the hexadecane series. In
addition, a 10 °C difference is also found in mixewbnolayers of ¢&TAB or
C16TAB with dodecane.
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There are two possible explanations for these whsens. The surface excess of
C14TAB in a 1.2 mM solution in the presence of dodecmsnapproximately 2.dmol
m?, whereas the surface excesses @TBB and GgTAB are slightly higher at 3.4
umol m? and 3.3umol m? respectively® *" ?* >The lower surface excess of
C14TAB may, therefore, contribute to an excessively Ib; in these systems. The
effect of surface excess on transition temperafirgdhe air-water interface is
demonstrated by the lovs of 2 °C found by Wilkinsonet al 3 for a mixed
monolayer of GTAB and undecane, where a lower surfactant conatoir (0.3
mM, rather than 0.6 mM) had to be used due to thke Krafft point of GsTAB.
Alternatively, the smaller increase Tq in the GgTAB systems could be due to the
lower percentage increase in total Van der Waalaciiton going from a ¢ chain to

a G chain.

40 -
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Figure 2.16 Variation in transition temperature, With n-alkane chain length.
Monolayers containing GTAB (circles), G4TAB (triangles), GTAB (squares) and
C1sTAB (diamonds). Filled symbols denote type | morets open symbols denote

type 1l monolayers.

Of more interest is the surface freezing rangy&€,=T_—T,, plotted in figure 2.17.

AT decreases with increasing alkane chain lengthndalo approximately zero at
the crossover between type | and type Il behavilbuthe type | regime the same
trends as those described above are observed,langier tail length surfactants
providing a larger surface freezing range. In thgecof type Il freezing with alkanes
wherel6<n< 20, AT falls within the surface freezing range reported ulk n-

alkanes (up to 3 °C). The transition temperatuoegHese alkanes have the samge

78



Chapter 2: Ellipsometric Study of Surface Freezimijlixed Monolayers of CTAB andn-alkane

within experimental precision, irrespective of swathnt tail length, suggesting that
the mixed monolayer takes no part thermodynamidallthe transition. However,

the appearance of type Il freezing for mixed moyeia of pentadecane with
C12TAB or Ci4TAB and tetradecane with;&TAB demonstrates for the first time the
formation of a type Il frozen layer in the presené@n alkane that does not exhibit

surface freezing.

The type Il frozen layers were stable and were @gdiyemaintained at the interface
even if the bulk alkane lens became frozen (althoilngy would not form in the
presence of a frozen lens). Freezing of the lerns avdy observed for tetradecane,
pentadecane and hexadecane, implying a supercoofinignses of the longer
alkanes by several degrees. Supercooling of theestadkanes must have also taken
place to some extent, as any freezing of the less anly observed belows, and
several of theAT values are negative. The only system that prowddetunstable
when the bulk lens froze wag {LAB/tetradecane, reverting to a liquid phase mixed
monolayer. From a thermodynamic viewpoint this $tidoe the expected behaviour
for all type Il frozen monolayers in the presendeaccrystalline bulk lens, as at
sufficiently low temperatures it becomes favourabléransfer molecules from a 2D
surface rotator phase to a 3D bulk crystalline phéisis possible, therefore, that in
the presence of a frozen alkane lens type Il myeotaare only kinetically stabilised

due to slow transport of alkane when both lenssamthce are frozen.

25 ~

He

0 ‘ ‘ : g 2 ‘
10 12 14 16 18 20 22
-5 - n

Figure 2.17 Variation iMT=Ts- Ty, with n-alkane chain length. Monolayers
containing G2TAB (circles), G4TAB (triangles), GTAB (squares) and &TAB
(diamonds). Filled symbols denote type | monolgygpen symbols denote type I
monolayers.
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2.4.5 Comparison with Previous Experiments

Surface Freezing at the Alkane-Solution Interface

Surface freezing has only been observed for trigeceetradecane and pentadecane
at the GeTAB solution-bulk alkane interface,and for hexadecane at thesCAB
solution-bulk alkane interfac&.The scope of phase behaviour in mixed monolayers
of CwTABs and alkane at the liquid-liquid interface aprgemuch reduced compared
to the air-solution interface, although fewer tatgstems have been studied. This
observation can be rationalised in terms of theelosurface freezing range at the
liquid-liquid interface (T is typically 5 °C lower than at the air-solutiantarface)
and the fact that no type Il behaviour is obseraethe liquid-liquid interface. Both
these facts indicate that frozen mixed monolayegstore stable at the air-solution
interface. The new phase transitions reportedisidhapter serve to emphasize this

observation.

The increased stability of surface frozen layershat air-solution interface can be
understood in terms of the relative entropy charigksg place at both interfaces.
Alkane molecules at the alkane-solution interfaeefeee to exchange with those in
the bulk, whereas at the air-solution interfaceythee not. Surface freezing at the
air-solution interface therefore involves the lagsone fewer degree of freedom,
resulting in a more favourable, less negative,agytrchange than at the alkane-

solution interface.
X-ray Reflectivity and Ellipsometry

Sloutskin, Deutsclet al. have performed detailed x-ray reflectivity expegimts to
determine the structure of surface frozen layerthatneat alkane surfate,® as
well as the structure of type | and type lkCAB/n-alkane mixed monolayers at the
air-water interfacé. *! Grazing incidence diffraction of type | monolayémsicated
that in the solid phase chains were upright ancagemnally packed with an area per
molecule of 19.84% and a crystalline coherence length of several techd. The
modelled layer thicknesses were found to increggeoximately linearly withn-
alkane chain length from approximately 1.5 the presence of dodecane to 20.3

in the presence of hexadecane. These measureddbgds are in good agreement
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with previously modelled ellipsometry ddta,® confirming the validity of
comparisons with thicknesses reported in the pted®apter (table 2.1). In the case
of type | freezing, therefore, it appears that ligaid layer thickness is limited by
the ultimate length of the surfactant tail, wher#aes thickness of the solid layer is
controlled by the alkane. The structures obtaingdxiyay reflectivity, and the
ellipsometrically modelled layer thicknesses are arcellent agreement with
structural parameters previously observed for serfieezing at the neat alkane
interface and in small chain length difference mnigs of alkane¥> *®justifying the

assertion that type | monolayers freeze to a 2Btoophase.

Reflectivity experiments on type Il 16TAB/n-alkane mixed monolayers give
equally good agreement with solid layer thicknesseslelled by ellipsometry. For
example, the solid phase of asCAB/n-eicosane mixed monolayer was shown by x-
ray reflectivity to have a layer thickness of 3%4" whilst the ellipsometrically
modelled thickness is 38%6using similar two layer models.

Type Il frozen layers have been proposed to consist liquid-like mixed
monolayer underneath a surface frozen alkane fayeFhis conclusion is supported
by X-ray data, detailed interpretation of which gests that the upper solid leaflet of
the bilayer has a thickness equivalent to surfemzeh alkane (as measured by x-ray
reflectivity®® or calculated using the relatiod =1.27n+ 0. A as described in
section 2.4.3), whilst the lower leaflet consistsaodisordered layer of alkane-
independent thickness. The modelled ellipsometra gaesented in this chapter
broadly agrees with this finding, with good agreambetween the total layer
thicknesses calculated using both techniques. irast to X-ray reflectivity data,
however, a two layer model of ellipsometry dataliesgpa change in thickness of the
lower liquid-like layer upon freezing, and also epdndence upon-alkane chain
length (figures. 2.11 — 2.14). This analysis impli@ lower leaflet thickness of
approximately 13 (for C.¢sTAB monolayers, 18 for C1,TAB, 12 A for C4TAB),
greater than any liquid phase monolayer thicknessiqusly reported using either
X-ray reflectivity or ellipsometry. An increase layer thickness is indicative of a
greater surface excess of alkane in the solid phaser leaflet, a reasonable

conclusion given the bulk alkane-like environmenbtvided by the upper surface
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frozen layer which will serve to reduce the enepgyalty for alkane adsorption to
the interface. It was shown in section 2.4.3, havethat the magnitude of this
implied change in thickness was within the errothef assumed solid layer dielectric
constants. This does nad, posteriorj necessarily mean that such a change in
thickness does not take place. Section 2.4.3 dewexd a high degree of internal
consistency between the modelled layer thickneasdsthe assumed alkane chain
lengths, since the same assumptions about the thyekness were made as by
Rielgeret al.in the original determination of the dielectrimmstants. In addition, the
liquid phase and solid phase lower leaflet thickesscould only be made equal in
the case where the anisotropy of the upper frodleama layer was reduced by at
least 20 %. An increase in anisotropy led to ame@se in the modelled difference.
Since the magnitude of optical anisotropy has tsewn to be similar for several
ordered chain structurés*“*?it seems unlikely that there is a 20% error in the
original anisotropy measured by Rieglet al, although without independent
evidence that is less reliant upon small detailthenmodelling no firm conclusion

can be made.

Then-alkane and surfactant tail length dependent beliayiresented in this chapter
is in full agreement with the existence of only tdistinct types of transition, and

the excellent agreement between the solid layaktigisses and the sum of the
component chain lengths shows that all the tramsstare consistent with either the

type | or type Il behaviour previously observed.
2.4.6 Unexpected Aspects of Type Il Behaviour

Examples were shown earlier following the changellipticity as a function of time
as a freezing transition took place. Figure 2.18wghthe freezing transition as a
mixed monolayer of TAB and eicosane was cooled to form a stable tygelid
phase. Interestingly in this case the transitiopeaps to proceed stepwise with the
appearance of a plateau in the ellipticity. No negsl of the plateau value were ever
obtained from a fully equilibrated monolayer, déspiepeated attempts, and the
plateau was only ever observed transiently as éhgpérature of the sample was

changing. The plateau ellipticity is very similarthat of a type | frozen monolayer,
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suggesting that a type | phase could be metastdaldetemperature just below the

transition temperature for this system.

t/s
0 0 . 200 . 400 . 600

1000

Figure 2.18 Coefficient of ellipticity as a funatiof time as the temperature of a
C1sTAB/Go mixed monolayer was lowered through the transitemperature.

The observation of type Il behaviour in the pregeatalkanes that do not surface
freeze at the neat alkane-air interface is nowelype Il layers were believed to form
via wetting of the interface by surface frozen alkarié.The present data do not
necessarily contradict this model, however, sifee stability of a surface frozen
layer of alkane will be different depending on wieatthe layer is above bulk liquid
alkane or a liquid mixed monolayer at the air-watgerface. In addition to subtle
changes in short-range forces at the interface, lthg-range van der Waals
interaction across the interface will be differdng to the different subphase in both
situations. It is therefore possible that a surf&wzen layer of tetradecane or
pentadecane is more stable above a mixed monotdyire air-solution interface

than at the air-alkane interface.

Although the appearance of type Il behaviour in phesence of tetradecane and
pentadecane can be rationalised within the framlewbthe current model, doubt as
to how alkane is transported into the frozen moyeaemains. Direct spreading of
a frozen layer would require the presence of serfiaozen alkane. The fact that
surface frozen alkane seems not to be a prereguisdérefore suggests a more

complicated mechanism.
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2.4.7 Conclusion

The data presented in this chapter are consistigimtire current structural models of
both type | and type Il frozen monolayers. The na@itm of formation of type I

monolayers is in doubt, however, as shown by thistenxce of several new,
unexpected type Il systems in the presence of ndiace freezing alkanes. Unusual
behaviour during the type Il transition of thegTCAB/C,o system may provide clues
as to the mechanism of type Il frozen monolayemtttion. These findings will be

discussed further in chapter 6 along with additi@igpsometric and spectroscopic

evidence.
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3.1 Introduction

In general, in order for surface freezing to takece in any given surfactant/alkane
system, the alkane must form a mixed monolayeheatair-water interface, i.e. the
alkane must pseudo-partially wet the air/waterrfatee (direct gas-solid transitions
have been observed in monolayers ofT@B in the presence of ). The wetting
state is determined by short- and long-range iotenas within and across the
interfacial film. Short range forces are describgdhe initial spreading constag,

S = Vo= Voo Vou (3.1)

where )2 is the surface tension of the air-solution integfac the absence of oil,

V.. is the air-oil interfacial tension ang,, the oil/water interfacial tension.

Long range forces are dependent on the Hamakettasansf the air/oil/solution

system Awoa The free energy varies with film thickneBs,according to

_ A,
P(D) = —*2 3.2
(D) o (3.2)
The balance between these two forces determineshitieness of the interfacial
film. Pseudo-partial wetting occurs wh&»0, favouring spreading, ané.=>0,
favouring thinning of the film. In this regime a xed monolayer is formed in

equilibrium with a bulk alkane lens.

Mixed monolayers of surfactant and oil have beefll described in the literature,
using a combination of surface tension, ellipsogneind neutron reflectivity data.
Mixed monolayer formation was indicated by a retucin interfacial tension upon
addition of medium chain length alkanes for;TAB? * and GEn* dodecane on
CuEs> and hexadecane on tetramethylammonium dodecyt@pHunequivocal
evidence for the first-order nature of the wettitignsitions was provided by
ellipsometry from GTAB monolayers with hexadecane, dodecane and sujades
well as the identification of a wetting transitiah hexadecane on the anaesthetic
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dibucaine hydrochloridé The mixed layers formed were shown to be of morela
thickness through modelling of both ellipsometry aeutron reflectivity dat4.®

Intermixing of surfactant tails with oil chains wslsown using neutron reflection for
dodecane on FAB, SDS and GE..* * ®The surfactant tails became more extended
on addition of olil, tilting more towards the suanormal. The surface excess of
surfactant remained relatively unchanged. The é&xdenil adsorption was found to
decrease with increasing alkane chain length, andntrease with increasing

surfactant tail length.

a)
\/\/\/\/\/\/\/
OH
§ig

b + _

) H3C(H2C)14 H/\/\/N\/\/\803
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/\/\/\/\/\/\/\/ﬁ\ RO
c) ON\O/ P\o_ /N\
HO H

\\ /O\/\+/
d) V\/\/\/WW\)]\ /\a /P\ AN

Figure 3.1 Structures of surfactants used in thiapter. Gsmal, (a), GaDAPS, (b),
lyso-PPC, (c), and lyso-OPC, (d).
Despite the relatively wide range of surfactantd thave been shown to form mixed
monolayers at the air-water interface in the preseaf oil, investigations into
surface freezing in such mixed monolayers haveasdéen restricted to a small
subset of systems. Freezing transitions have beendfin mixed monolayers of
C,TABs with a range ofi-alkanes at the air/water interficéand, to a lesser extent,
the oil/water interfacé® '* Phase transitions have also been observed in mixed
monolayers of TAB,'® SDS® and octanoic actd with dodecanol. A few other
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solid-liquid phase transitions in mixed monolaykase been observédi?® although

in these cases surfactant/surfactant mixtures wesed so the origins of the
behaviour is likely to be unique to each systenr. &@mple, mixed monolayers of
the catanionic surfactants dodecyltrimethylammoniwtodecyl sulphate and
decyltrimethylammonium decyl sulphate undergo addajuid phase transition as
the overall repulsion between headgroups is redunethe mixed monolayer

compared to the individual surfactaits.

In this chapter results are presented for a ramgencc, non-ionic, zwitterionic and
biological surfactant systems in the presencelara. The effect of addingalkane
mixtures to the surface of6TAB solutions is also investigated to gain a better
understanding of the effects of chain length défexe and headgroup structure on

surface freezing behaviour.
3.2 Experimental Methods and Materials

3.2.1 The Ellipsometer

The coefficient of ellipticity (defined as the imagry part of the ratia /r_ at the

Brewster angle) was measured using a Picometempskitieter (Beaglehole
Instruments, Wellington, NZ). Details of the tedue and of the ellpsometer were

presented in section 2.2.1.
3.2.2 Materials

The surfactant$yso-palmitoylphosphatidylcholinelso-PPC, Avanti Polar Lipids),
lyso-oleylphosphatidylcholinelyfso-OPC, Avanti Polar Lipids), octaethylene glycol
monohexadecyl ether (gEs, Nikko Chemicals), hexaethylene glycol
monohexadecyl ether (gEs, Nikko Chemicals), pentaethylene glycol
monotetradecyl ether (gEs, Sigma Aldrich >99%), n-tetradecyl-beta-D-
maltopyranoside (Gmal, Sigma =99.5%), Triton X-100 (SigmaUltra) and
polysorbate 80 (Tween 80, Sigma) were used asvextel he surfactants hexadecyl
trimethylammmonium bromide (€TAB, Sigma=99.9%), (CisDAPS, Sigma) and

(C12DAPS, Sigma) were recrystallised three times fromaaetone/ethanol mixture
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before being dried under vacuum. The structuresoofie of these surfactants are
shown in figure 3.1.

The n-alkanes tetradecane (Aldricke99%), pentadecane (Aldrich=99%),
hexadecane (Aldricl®99%), octadecane (Aldrict®99%), nonadecane (Aldrich
>99%) and eicosane (Aldricke 99%) were passed though a column of neutral
alumina under a flow of dry nitrogen prior to useOctacosane was provided by
Professor C. D. Bain and was mixed with purifieddree before passing through an

alumina column. The hexane was removed under va@giare use.

All glassware was soaked in alkaline Deconnex detdr(Borer Chemie) and rinsed
copiously in ultra high purity water (Millipore).iDlenses were introduced to the
sample surface using a glass syringe. Alkane mestwere prepared by mixing
known masses of each component to give the desireldcule:molecule ratio.
Experiments were also carried out by adding a kngelome of each alkane to the

surface in succession.

The temperature of samples was varied discontingyowgth a minimum
equilibration time of 40 minutes between each mesamsant. The evolution of the
coefficient of ellipticity was constantly monitoreturing temperature changes, in
order to ensure the surface was fully equilibraléte temperature was recorded to a

precision of 0.1 °C using a thermocouple housei@a tight-fitting glass capillary.

3.3 Results

3.3.1 Surface Freezing Systems

Lyso-PPC/h-alkane Mixed Monolayers

Figure 3.2 shows measurements of the coefficienellyticity as a function of
temperature for mixed monolayers at the surface @# mMIlyso-PPC solution with
added tetradecane, nonadecane and octacosane.ifightde both heating and

cooling cycles.
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Clear discontinuities in the coefficient of elligty occurred at 18.2 °C, 32.8 °C and
62.1 °C in the presence of tetradecane, nonadematienctacosane, respectively.
Two distinct behaviours were observed, characterisechanges in the coefficient

of ellipticity of different magnitudes, with the acosane system dropping by over
four times more than the shorter alkanes. Supaeliijcthese changes iy_v seem to
support the presence of both type | and type B#mgg, although the discontinuities
are larger than in similar LAB/alkane mixed monolayers. The layer thicknesses

all the systems presented in this chapter are nemdél section 3.3.3 in order to

confirm the solid layer structure.
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Figure 3.2 Coefficient of ellipticity as a functioftemperature for mixed
monolayers at the surface of a M lyso-PPC solution in the presence of
tetradecane (squares), nonadecane (diamonds) atad@gane (triangles).

Lyso-OPC/n-alkane Mixed Monolayers

First order freezing transitions were also found nmxed monolayers of the
unsaturated lysolipityso-OPC with pentadecane and nonadecane, as shovwguig f
3.3. In the case of pentadecane the monolayer dndm tcooled approximately 5°
below the transition temperature, as defined byhbating cycle, before freezing

took place.

Transitions occurred at 16.2 °C and 33.2 °C in phesence of pentadecane and
nonadecane, respectively. In both cases the changeefficient of ellipticity is
approximately the same, implying the presence d&f type Il behaviour in these

systems. In this respect surface freezinglyso-OPC monolayers has more in
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common with the shorter chain,TABs, whereadyso-PPC behaves similarly to
longer chain GTABSs.
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Figure 3.3 Coefficient of ellipticity as a functioftemperature for mixed
monolayers at the surface of @M lyso-OPC solutions in the presence of
pentadecane (diamonds) and nonadecane (squaresh &pmbols denote heating
cycles, closed symbols denote cooling cycles.

CieEg/n-alkane Mixed Monolayers

Of all the non-ionic surfactants studied, only nuixeonolayers containing 16Es
showed surface freezing. Freezing transitions wienend in the presence of
tetradecane (19.2 °C), pentadecane (20.0 °C), keraé (21.0 °C) and octadecane

(27.9 °C), examples of which are shown in figurg 3.

In all cases the drop in coefficient of ellipticitypon surface freezing was
approximately -2x107°, indicating the formation of only one type of feoe
monolayer. The change in ellipticity is roughly d& that found in the
corresponding ¢TAB-containing type | monolayers, yet is smallearthwould be

expected from type Il monolayer formation.
C16TAB with Tetradecane:Hexadecane and Hexadecane:Oalacane Mixtures

Binary mixtures of alkané$? and alcohofé ?*surface freeze at the air/oil interface.
Alkane mixtures with a chain length difference @4 than 6 Cunits co-crystallise
in the bulk; chain length differences larger thiais tannot be tolerated in the crystal
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lattice®® It would therefore be expected that mixed monatyermed from binary

mixtures of alkanes should also surface freezkeabir-water interface.
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Figure 3.4 Coefficient of ellipticity as a functiohtemperature for mixed
monolayers at the surface of a 0.1 mMEsg solution in the presence of tetradecane
(circles), pentadecane (squares), hexadecane(tles)@nd octadecane (diamonds).

Figure 3.5 shows the variation in coefficient ofipgicity about surface freezing
transitions in ternary mixed monolayers at thevaater interface of 0.61M C;sTAB
solutions with added tetradecane/hexadecane aratibeane/octadecane. In the case
of the binary mixed monolayers, tetradecane andadesane form type | frozen
layers whilst octadecane forms a type Il frozenetaySimilar behaviour was
observed in the ternary mixed monolayers contairitkgne mixtures, with type |
behaviour observed for the type l/type | tetradedaexadecane mixture and type Il
freezing with the type l/type Il hexadecane/octaaecmixture.

The transition temperatures of the ternary tetradethexadecane mixed monolayers
were found to vary linearly with bulk alkane compios, with excellent agreement
between the measured transition temperature areighted average of the transition
temperatures of the corresponding binary mixed rayeos (see table 3.1, section
3.3.5). The behaviour of the tetradecane/hexadecaméure at the air-solution
interface is therefore directly analogous to thd&aveour of small chain length
difference alkane mixtures at the air-alkane iategf with regular solution behaviour
in the monolayer. The existence of a single trasitemperature in all systems

studied supports this conclusion.
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Figure 3.5 Coefficient of ellipticity as a functiohtemperature for mixed
monolayers at the surface of a 0.6 mMMTAB solution in the presence of
tetradecane:hexadecane (triangles; a 1:1, b 1:3;19 and hexadecane:octadecane
(diamonds; d 1:1) binary alkane mixtures. All ctiare molecule:molecule. Long
dashes, long/short dashes and continuous linesv 3hof mixed GTAB/pure
tetradecane, hexadecane and octadecane monolagspectively.

The transition in the ternary hexadecane/octadeoaired monolayer occurred at
21.7 °C. The close agreement withof the binary GsTAB/hexadecane monolayer
is likely to be purely coincidental. Both hexadee@amd octadecane surface freeze at
the air-alkane interface, and so their mixtures ldcalso be expected to surface
freeze at an intermediate temperature determinetthdypulk composition, with the
mixture behaving ideally. In the case of a 1:1 mmgtsurface freezing would be
expected to occur at approximately 22 °C, in exctlhgreement with the observed
monolayer transition temperature. This finding igirely consistent with previously
observed type Il transitions in the presence ofaser freezing alkane, where the

monolayer transition occurs just below the neatadksurface freezing temperature.
3.3.2 Non-Surface Freezing Systems

Surface freezing behaviour was not observed in dhix@nolayers containing the
zwitterionic surfactants GDAPS or GgDAPS with the alkanes tridecane,
tetradecane, pentadecane, hexadecane, octadecathe n@mdecane. Mixed
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monolayer formation was confirmed by a small, réplele decrease in coefficient of
ellipticity upon addition of alkane which indicatggbeudo-partial wetting. In all
cases the temperature was reduced until the adkkeaedens froze, and the fact that
there were no transitions at higher temperatures exadent from the original
ellipticities of the bare air-solution interface.xdmple experiments with
Ci1sDAPS/tetradecane and DAPS/tridecane mixed monolayers are shown in figure
3.6. There is a slight discontinuity in the ellgity of the Ge¢DAPS/tetradecane
system at 12.3 °C, however no similar discontiesitiere observed in any other
C.DAPSh-alkane combination and so the effect in this casdd have been caused
by a slight drift in calibration of the ellipsometever the extended measurement

time required for the experiment. In addition, tteolid phase” ellipticity of
-3x10° is rather small compared to similar transitionsCigTAB monolayers (a
typical liquid phase ellipticity is—2x10°, similar to that observed in,DAPS

systems, with a drop to arouneB.8x 10° in the solid phase). This anomaly will be

considered further in section 3.3.5 along with othedelled solid phase thicknesses.

Also included in figure 3.6 is the variation in &ogent of ellipticity of a
Cismal/hexadecane mixed monolayer. Again, mixed maomolaformation is
confirmed by a decrease in coefficient of elligyiaipon addition of hexadecane, and
no phase transition was observed over a temperednge which included the bulk
alkane freezing temperature. Similar results wdrtaioed for mixed monolayers of

Cismal with tetradecane, heptadecane and nonadecane.

No surface freezing was observed in ternargT&B/pentadecane/octadecane or
CisTAB/tetradecane/octadecane mixed monolayers. Mixadnolayers were
prepared both by adding a lens of premixed alkanthé¢ surface and by adding
successive drops of each alkane to the surfacesadime result was obtained in all
cases, irrespective of premixing or the order dfitawh of the alkanes. A range of
bulk compositions were tested, between a 5:1 exessk a 1:5 deficiency of
octadecane, with no phase transitions found.
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Figure 3.6 Coeeficient of ellipticity as a functiohtemperature for mixed
monolayers of 0.006 mMM(DAPS with tetradecane and tridecane (filled trisasyl
and squares, respectively) and 0.1 mMMAL with hexadecane (filled diamonds).

Open symbols show the ellipticity of the air-santinterface in the absence of
alkane.

Mixed monolayers of ¢Es, Ci4Es, Tween 80 and Triton X-100 with a range of
alkanes, in addition to /¢Eg with eicosane, all showed anomalous behaviourtha&s

temperature was lowered after initial mixed monetajormation a transition to a
non-uniform thick interfacial layer occurred, resibly, at an alkane-dependent
temperature. The non-uniformity of the layer wasfcmed by the lack of a stable
ellipticity in all cases, and in a few cases by #ppearance of a faint rainbow
interference pattern on the surface. The thickrldgened at low temperatures still
appeared to correspond to a pseudo-partial westiaig, as the interference colour
could be seen to emanate from the position of thkerms. The contact angle of the
lens dropped to almost zero, however, and the slodpine lens became very

irregular. These anomalous effects will be discddater.
3.3.3 Origin of the Absenceof Surface Freezing

Surface freezing in mixed monolayers ofCAB and n-alkanes is thought to occur
as a result of the increased surface density ahshaeated by a wetting transition
into the pseudo-partial wetting regime. The present surfactant chains then
induces a surface freezing transition in thalkane wetting layer, forming a type |
frozen monolayer. Type Il bilayers are formed istamces where an alkane-like
surface is created but the difference in chain tlerigetween surfactant tails and
alkane chains would lead to excessive surface regghin a frozen monolayer.
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From these descriptions it might be thought thatthe absence of kinked or
branched chains, the only prerequisite for a freggmiansition of any type would be
the initial mixed monolayer formation, with the gnlimiting factor being bulk

freezing of the aqueous subphase (i.e. placingvarldéimit on the length of alkane
that can be made to surface freeze). Type Il ti@nsi would be expected to occur

when a surface frozen alkane comes into contattavhixed monolayer.
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Figure 3.7 Coefficient of ellipticity as a functioftemperature for mixed
monolayers of TAB with a 1:1 pentadecane:octadecane mixture.

These expectations are incorrect, however. No liyfseezing is observed for mixed
monolayers containing the surfactantsAPS, GesDAPS or G4mal, nor for mixed
CisTAB/hexadecane and 16TAB/pentadecane monolayers upon the addition of
octadecane (or when the alkanes are added in fiasidg order). The lack of type Il
freezing in these latter two cases is easily undeds as sufficient end-chain
mismatch is required in the liquid phase to provitde correct alkane-like
environment at the air-chain interface. Bulk migiof pentadecane and octadecane
would be expected to surface freeze at the aimalkaterface, as it has been shown
that shorter, non-surface freezing, alkanes candeced to freeze in the presence of
a longer chain to stabilise the structure. In thgecof a mixed monolayer at the air-
water interface, however, type Il formation is digbured as a result of the entropic
penalty of demixing at the surface. Type | freezimgrevented by the presence of

octadecane in the monolayer, due to excess sudaghness.
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In previously reported cases, it has been shownhth®me is no change in surface
excess during a surface freezing transition, afjhotlnis may not generally be the
case. The ability to induce a type | transitiothisrefore dependent upon the capacity
for additional oil uptake into the mixed monolaykrthe case of 0.6M C,;6TAB/Nn-
alkane systems, the area per molecule of surfaistapproximately 48%, compared

to an area of 44 at the CMC?® C14DAPS, G¢DAPS and Gmal were all used at
concentrations above the CMC, with areas per mtgeniu52.4A% 2" 45.5A%2" and
~46 A? (estimated from the values for;g@hal and Gmal, and the relative
insensitivity of molecular area of,@al to tailgroup length), respectively. Since all
these surface excess values are similar to that,§fAB, the area per chain of
surfactant at the interface is not an importantdiacletermining the presence of
surface freezing. This assertion is consistent Withobservation of direct gas-solid
phase transitions by Aratorai al.! The surface excess of surfactant does have an

1,13 who

effect on the transition temperature, however, esahstrated by Le2t a
reported freezing transitions at the tetradeca@AB solution interface with mole

fractions of as little as 0.1. The transition tenaere was found to vary linearly with
surface excess, ranging from approximately 8 —Q@ bver the concentration range

studied.

Thomaset al. have used neutron reflectivity to measure thetjposiof dodecane
chains in mixed monolayers with SDS,,TAB and GEs.?® The difference between
the centres of the dodecane and surfactant tailiiions was 6A in C;,TAB
monolayers, and & with SDS and GEs, showing that the dodecane was further
from the interface when mixed withh£TAB. The presence of dodecane insTAB
monolayers was found to affect the tilt of the o@ecarbons in the surfactant chain,
but not those closer to the interface, showingralar alkane distribution. Thomazt

al. postulated that the alkane resides in the monoksyes to achieve the most oil-
like environment possible, and hence is intricatiéhked to the ability of the
headgroup to shield the alkane from interfacialewaholecules. The less densely
packed the initial surfactant monolayer, the grettie free energy gain of alkane
incorporation in the monolayer. The closer the m¢kaan approach the headgroup
(i.e. the less repulsive the interaction with thenamiayer/water interface) the greater

the van der Waals enthalpic stabilisation througériap with additional CHunits.
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The absence of surface freezing in monolayers oontaG,.DAPS and Gmal must
therefore result from either a low affinity for alke incorporation or unfavourable
interactions preventing them forming part of a elpacked structure. In the case of
Ci4smal, the monolayers have been shown to include nmesgfacial water in the
headgroup region than.E, surfactants with the same tail structfiteThis is
attributed to the rigidity of the maltoside headgyaon comparison with the ethylene
oxide headgroup. An increased water content amhieolayer/solution interface will
result in a more polar, less alkane-like environterhe monolayer and thus alkane
adsorption will be less favourable. VSFS experimmehave also shown @al
surfactants to possess a high degree of order eataitiwater interface when
compared with other surfactants of similar tailgratructure’® Type Il freezing may
therefore be disfavoured in these systems by therede of a fluid-like environment

at the interface over which surface frozen alkaarewet.

The GDAPS headgroup contains two charged species. liti@ado providing an
extremely polar environment at the monolayer-waterface, thus preventing close
approach of alkane, an additional energy penaltlybei incurred as a result of the
inclusion of these charges in an organised lattitdike CsTAB solutions there are
no counterions present to shield some of the @siEtic repulsion between

headgroups and so this penalty becomes more severe.
3.3.4 Modelling the Solid Layer Thickness

In order to assign type | or type Il behaviour b@ tphase transitions reported in
section 3.3.1, an estimate of the solid layer théds is necessary. Type | monolayers
should give thicknesses similar to those found imT&B/n-alkane mixed
monolayers with alkanes between undecane and lezmatae, whereas type |II
monolayers will have thicknesses comparable to riayeos containing octadecane —

eicosane.

The coefficient of ellipticity can be expressed tag summation of individual
contributions from surface roughness,surfactant headgouph, any counterions

presentj, and a mixed layer of surfactant and alkane chajrexccording to eqn. 3.3.
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pexp:pr+ph+pi+pc (33)

Models for each of these individual contributionsre/introduced in section 2.4.1. In

summary the roughness contribution scale§/ , the headgroup and counterion

contributions can be estimated using an effectiediom approximation based upon
an assumed structure (or rather distribution) ef leadgroup layer and the debye
length of the solution, respectively, and the cheamtributions can be calculated
using the Drude equation (egn 3.4), modified tetako account anisotropy in the

case of the solid phase (eqn. 3.5).

—  _TGE*E, | (6.—& ). —€,)
Peia- =3 e. —£W){ £, }dc'"q' G4
Z)c,sol. = i ga - gw |:(£e _ga)(ge_gv\) + (‘90 —£e):| dq sol (35)
Ale,—€,) E,

Here A is the wavelength of the ellipsometer lasey, ¢, £., & and ¢, are the

dielectric constants of air, water, liquid mixedasts and the extraordinary and
ordinary dielectric constants of the uniaxially sotropic solid layer, respectively.

The layer thicknesses are givendyy
lyso-OPC andlyso-PPC

At the transition temperature the roughness camioh of both the solid and liquid
phases is the same, since the surface tensionsb@wsiual. It has been shown that
surface freezing of mixed monolayers is not accongeh by a large change in
surface excess of surfactant® and therefore the counterion contribution in theec
of ionic surfactants can be replaced by a congtaioth phases. The headgroup
structure of GsTAB/n-alkane and ¢Eg/n-alkane mixed monolyers is also thought to
be unchanged upon surface freezing, as shown tgyXeflectivity 3 and sum-
frequency spectroscopy (see chapter 5). Thereibig,reasonable to assume that

only the chain contribution changes during theZneg transition.
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In the case ofysccOPC andlyso-PPC solid layer thickness can then be estimated
from the difference in ellipticity between the sbénd liquid phases without the need
to model individual headgroup contributions for leatirfactant used, which would
involve the estimation of surface tensions andamgrfexcesses from existing often

contradictory data. The solid layer thickness entlgiven by

d — AE A(Ea_gw)_'_ (Ec_ga)(gc_gw) d. / (ge_gg(ge_g\)_k(g _5)
c,sol. expﬂ £a+£w £ c,lig. £ o e

Cc e

(3.6)

The dielectric constant of the liquid chains watsnested as that of a 1:1 mixture of
alkanes corresponding to the surfactant tail leragith alkane used. The anisotropic
dielectric constants of the solid layer were datifeom those of a behenic acid
monolayer at a molecular area of 193*AX-ray reflectivity has shown that the area
per chain in a surface frozen mixed monolayer i8 8, and so corrected values of

&, =2.32 and g, = 2.16 were used. Both these assumptions have been shayiwe

good estimates of both liquid and solid layer thiegses previously, with results
verified by reflectivity studieg.* Only a single additional parameter need then be

estimated in the present case, the thickness diqine layer.

Previous ellipsometry studies have suggested thiag given surfactant, the liquid
layer thickness is relatively insensitive to alkahin lengtH: * *°For G¢TAB with
alkanes between undecane and eicosane the lagkndéss was found to vary from
12 A in the presence of short alkanes to about i e presence of the longer
alkanes. X-ray reflectivity studies on the sameteays suggested a constant layer
thickness of 11 A, independent pfalkane length. In both cases the liquid layer
thickness was found to be limited by the surfactesgd, with a modelled thickness

of just over half the corresponding length of dyfeixtended surfactant tail.

The estimated liquid layer thicknesses used inpitesent models were based on
available reflectivity and AFM data in the literedu This gave a liquid layer
thickness of 13 A folysoPPC monolayer and an estimated 14.5 A feysa-OPC

monolayer® The estimate foltysoOPC is taken from measurements on DOPC
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bilayers, and a thicker liquid layer seems to bstified by the more negative
ellipticities observed ityso-OPC mixed monolayers (figures 3.2 and 3.3).

C1i6TAB/n-alkane Mixtures

The layer thicknesses of the mixed monolayers @angn-alkane mixtures were
calculated exactly as described in section 2.4He Torentz-Lorenz effective
medium approximation was used to estimate the ardeconstant of the alkane
mixtures based on the bulk composition. This val#es then used to estimate the
dielectric constant of the liquid phase mixed magel, assuming both components

of the alkane mixture adsorbed equally to the fate.
Ci6Eg/n-alkane

All transitions observed with {Eg as surfactant exhibited type | behaviour. The
headgroup contribution to the coefficient of elligy can be estimated using the
variation in refractive index with concentration rpesthylene oxide unit
(dn/ dc=0.135cm® g%) and the limiting surface exces8.2x 10°umol m?)3. For

the headgroup layer, the Drude equation can béenrit

— _mye+e, (& —&) (8- )
" A g -¢, £,

d, (3.7)

whereg, is the dielectric constant of the headgroup layahimknessdy, which can

be calculated using egn 3.8.

£=n’ :(rb+c@j2 (3.8)
dc
Here ng is the refractive index of water, which can beimeated at the relevant
temperature using eqgn. 3.9. The concentratipean be estimated using the known
surface excess concentration and assuming a hesdtager thickness of 14 &,
The modelled coefficient of ellipticity is actualiglatively insensitive to the precise

value of thickness chosen.
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£40(T)=3.715¢10° T /CJ- 7.808 10 T /C% 4.996 10T('C+) 1.7
(3.9)

The chain contribution to both the liquid and sgbidases can then be calculated
from the experimental coefficient of ellipticity bgsubtraction of the headgroup
contribution and a roughness contribution (takenthes coefficient of ellipticity
minus the headgroup contribution in the absenceilpfassuming a liquid phase
thickness of 10 A similar to that of;§TAB/alkane mixed monolayers). The solid
layer thicknesses can then be calculated from ejjdsand 3.5 in the same way as
C,TAB/C, mixed monolayers in chapter 2.

3.3.5 Modelled Solid Thicknesses and Transition Tygs

Table 3.1 summarises the transition temperatufgsand solid layer thicknesses
calculated according to eqgn. 3.6 for all the swefreezing systems detailed in the
present chapter. The corresponding transitions VBteiTAB as surfactant are

provided for comparison.

A possible transition was identified inidDAPS/tetradecane monolayers in figure
3.6. The “solid” phase thickness according to e is only 14.9 A. Even
accounting for a gross error in the estimated tiesk of the liquid monolayer, there
would only be a ~ 4 A change in thickness betwéenhigh- and low-temperature
phases, compared to an increase in thickness af ®w& in the corresponding
CisTAB/tetradecane system. It therefore seems likedy the change in ellipticity is

either due to a change in chain tilt or fluctuasiom the original measurement.

There are two distinct magnitudes of solid phadipteity for lysoPPC/alkane
mixed monolayers, highly suggestive of the presesicéoth type | and type I
freezing. The modelled thickness of the monolayawsetaining tetradecane and
nonadecane are slightly greater than in the sammlagers with GTAB. Although
the alkyl tail lengths are the same in both sudais, lysoPPC contains an
additional glycerol unit above the phosphocholimadgroup.LyscPPC therefore
has the potential for a greater extended length @alrAB, and LC monolayers of
DPPC are approximately 2.5 A thicker than the fetkgended length of a;galkyl

chain. It should be noted that the modelled sohdse thicknesses are dependent
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upon the initial choice of liquid layer thicknesgich makes assumptions about the
headgroup contribution to the ellipticity. It isasonable to assume that the
headgroup contribution is constant, since phosgyiatioline headgroup structure
and hydration have been shown to be invariant avemge of molecular areas, tail

lengths and subsurface pH and salifity.

The thickness of the type Il frozen layer formed lygoPPC/octacosane is
approximately equal to the sum of the extendedtlengf an octacosane chain and a

Cy6 alkyl chain. Assuming that the lower layer of tiype Il frozen phase remains
unchangedA,Z yields the upper layer contribution directly, whiican be modelled

according to eqn. 3.5. The modelled upper layaktigss is then 34.5 A, compared
to a fully extended octacosane chain length of 38,5confirming the type II

structure of the solid phase.

LysacOPC was chosen as a test surfactant becauseintogtacis double bond, it is
incapable of forming part of a solid monolayer. fidfere, only type Il transitions
should be possible with this surfactant, and tlEsindeed what is observed.
Unusually, as was the case witihb,TAB and G4TAB, a type Il monolayer is formed
with the non-surface freezing pentadecane. In itis&ance, the freezing transition
occurs over 8.5 °C above the bulk melting poinpefhtadecane, a truly remarkable
result as the range of surface freezing at theaieatkane interface is less thahC3
and all other type Il mixed monolayer transitiomeparted to date have a surface
freezing range of less than°@ (in the majority of cases occurring below thekbu
alkane melting point). The observation of this ridype Il transition reinforces the
data of chapter 2, where it was discovered thapthsence of surface frozen alkane

is not required for type Il solid phase formation.

Given the findings of Thomast al. showing that alkanes penetrate more deeply into
CrEmn monolayers than {TAB monolayers, resulting in a thicker mixed moryalg it

Is not surprising that {gg forms type | monolayers accommodating longer adkan
than is possible with {TAB. The transition temperatures are very simitathose
with C16TAB, as would also be expected from the similanityailgroup length. The
thicker solid layer formed could be a reflectiontbé possibility for the ethylene

oxide units closest to the tailgroup to form pdrtlee extended solid layer, or could
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simply give an indication that the frozen layernh@d is more ordered, with more
upright chains and fewagauchedefects. These observations are explored further
using VSFS in chapter 5.

As would be expected, the thicknesses of the tertagTAB/alkane mixture
monolayers agree almost exactly with those of tiokvidual alkane components for
both type | and type Il solid layers.

Table 3.1 Comparison of transition temeraturess, Bnd modelled solid layer
thicknesses, {dbetween phase transitions reported in this chapiégh Ci;sTAB/G,
mixed monolayers reported previou3ly.

Surfactant C Ts/°C | Terag /°C| ds/ A | deras /A
lysoPPC 14 18.2 18.5 22.2 20.7
19 32.8 32.8 24.1 40.4
28 62.1 53.8
lysoOPC 15 16.2 19.5 36.4 20.5
19 33.4 32.8 40.2 40.4
Ci16Es 14 19.2 18.5 24.8 20.7
15 20.0 19.5 24.7 20.5
16 21.0 21.6 24.8 20.6
18 27.9 27.6 24.2 38.5
CiwTAB | 1:1G4Cys | 202 18.5:21.6| 205| 20.7:20.6
3:1G4Cis | 19.0 185:21.6| 20.6| 20.7:20.6
1:3G4Cis | 210 185:21.6| 205| 20.7:20.6
1:1GeCis | 220 21.6:27.6 | 400 20.6:38.5

3.4 Anomalous Behaviour of Non-ionic Surfactants

Mixed monolayers of the nonionic surfactantgtEg, Ci4Es, Tween 80 and Triton X-
100 with the range oh-alkanes studied did not undergo first order fregzi

transitions. The coefficient of ellipticity did netary linearly as in figures 3.6 and
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3.7, however. Below a critical temperature, the alayers exhibited the fully
reversible formation of a thick layer at the iné&é in equilibrium with a low contact
angle, distorted alkane lens. The same behaviosrolvaerved in mixed monolayers
of Ci6Es and eicosane. The low temperature films formedewsst of uniform
thickness as evidenced by the appearance of aorainbinterference colours at the
interface in most cases. In addition, the measeligicity values became extremely
unstable, making it impossible to record meaningfata. An example of a layer
formed is given in figure 3.8, which shows pictuglsa GgeEg/eicosane mixed
monolayer below and above the critical temperatafe~37 °C. The critical
temperatures in all the systems studied lie betvdeand 37 °C.

It should be noted that the ellipticities measurethe presence of the thick films did
not correspond to the coefficient of ellipticitysAvas explained in section 2.2, the

coefficient of ellipticity refers to the imaginapart of the ratior, /r, at the Brewster

angle. The Brewster angle is determined practidalyensuring that the real part of
this ratio is zero. In the case of the anomalousteEmperature monolayer behaviour
in non-ionic surfactant/alkane mixtures the reghal at the Brewster angle of an air-
water interface changed dramatically, indicatingt tthe laser no longer impinged
upon an air-water interface. It was not possibleneasure the Brewster angle of the
new low temperature surface due to the instabifitypoth the real and imaginary

parts ofr, /r, caused by the highly non-uniform film thickness.

lcm

|
Figure 3.8 Photographs of the low (left) a»a higiglft) temperature surfébes ofa
C16E8/Coo system. Reflection in the high temperature picisiused by the grazing

angle needed to visualise the olil lens.
The low temperature surface layer appeared to bakegh viscosity, particularly
with CigE¢/alkane systems where an almost opaque layer formhdde interface.
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Agitation of this layer caused the reformation oflividual oil lenses which then
spread to reform the viscous layer.

The non-uniformity of the surface film, its visconature and the marked change in
Brewster angle of the interface are suggestive mévarsible temperature induced
wetting transition resulting in the formation ofnaw interface. If the layer were
simply a thick wetting layer of alkane, the film wd be expected to be of uniform
thickness or at least to have an easily measuradéively fluctuation free Brewster
angle. Transitions to a thicker wetting film arengeally observed upon heating
rather than cooling, as with short chain alkanesbdne®**" That the transition
observed here occurs on cooling makes it doublyualu

Binary mixtures of GE,, and water, and ternaryE/oil/water systems are known to
have a rich wetting behaviotft.In the ternary systems, within certain composition
ranges, a middle surfactant-rich phase undergoganaition from nonwetting to
complete wetting behaviour as one of two critieahperatures are approached. The
appearance of this middle surfactant rich phaseirscalong with oil and water
continuous phases within a certain temperatureeramgl is known as a Winsor Il
three phase equilibrium. For typical non-ionic aaténts the temperature range of
the Winsor Il zone is 20 — 35 € ,which coincides with the temperature of thick
layer formation observed here (although the preteisgerature range varies greatly
dependent upon surfactant tailgroup length). linBkely that Winsor Ill formation
occurs in the surfactant/alkane/water systems ia dhapter, however, as the
surfactant concentrations (approximately 0.1 mMddueere far too low; typically at
least 1 wi% of surfactant is needed to form a WinBb system. The local
composition at the interface will be quite differeéa that in the bulk, however, with
a much higher surfactant concentration in the sabghlt is feasible, therefore, that
the system composition close to the interface cbaldithin the composition range

for formation of a surfactant-rich middle phase.
3.5 Conclusions

The results presented in the present chapter hbhwerrs that, although mixed

monolayer formation is a ubiquitous phenomenonfaser freezing of the mixed
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monolayers is neither a universal nor a generah@imenon. In cases where surface
freezing does occur, the solid structures formedlmarationalised in terms of either
type | or type Il freezing as identified from phasansitions in GTAB/n-alkane

mixed monolayers.

No evidence of phase transitions was found forzthigterionic surfactants [DAPS

or the sugar-based surfactany@al. In both cases, the absence of surface freezing
could be explained by unfavourable interactionswben the alkane chain and
surfactant headgroups, resulting in a lower uptakealkane into the mixed
monolayer and the alkane most likely residing ferthrom the interface, reducing
the enthalpic stabilisation afforded by chain oaprl The absence of phase
transitions in mixed monolayers containing mixtucéssurface freezing and non-
surface freezing alkanes was attributed to the aoedbprevention of type | layer
formation by the presence of long chains and thok laf sufficient end chain
mismatch provided by the inclusion of short chdkaaes in the mixed monolayer.

New thin-thick transitions were reported in nonionsurfactant/alkane/water
systems which could be related to phase inversimhtiae formation of Winsor lli
three phase equilibria. The wetting phase was shtmwvhe neither agueous nor
alkane-like in nature, lending support to the sgeg of a third surfactant rich
phase. Further experimentation would be requirefiilty understand the nature of
these transitions, employing spectroscopic tectesda elucidate the composition of

the wetting film and reflectivity to determine filthickness.
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Chapter 4: ER-FTIR Spectroscopy Study of SurfaeeEng at the Air/Water Interface

4.1 Introduction

This chapter introduces the theory and practicEaefrier transform infrared (FTIR)
spectroscopy with particular emphasis on the stoidgondensed matter systems,
before showing how the technique can be appligti@cstudy of interfacial regions.
A brief literature review of FTIR spectroscopy dfet air-water interface (termed
external reflection FTIR spectroscopy in the curresearch) is presented in order to
demonstrate its suitability as a tool for probingnolayer systems. Two-dimensional
correlation analysis, a novel analytical methodt tpaovides insight into the
molecular origins of small changes within a sewésnulti-component spectra, is

discussed and applied to the study of surfaceifige# the air-water interface.

4.2 IR Spectroscopy

4.2.1 The Electromagnetic Spectrum and IR Radiation

Although modern spectroscopy is heavily reliant upgquantum mechanical
descriptions of both matter and radiation, its inggas an analytical tool lie deep
within the classical physics world of Newton. InsHDpticks of 1704, Newton
described experiments he had undertaken to dispatseecombine white light using
prisms and lenses (interestingly, he also remapks bboth the wave- and particle-
like nature of light, although he favoured the sdlexl corpuscular theory).
Newton’s original experiments were later carried with much greater wavelength
resolution by Fraunhofer, who noted that the welbwn rainbow pattern was not
perfectly continuous, but rather contained sevdrsdontinuities which manifested
as black lines superimposed on top of the by nomwiliar pattern. These lines
corresponded to the image of the slit at well-dedinvavelengths, and at the time
were lettered alphabetically from A to H. It was ehuater that Kirchoff proposed
that this absence of light at certain wavelengthithé spectrum of the sun was due to
the absorption of that light by specific chemicglesies present in the solar
atmosphere. Furthermore, Kirchoff proceeded to tiflerthe chemical species
responsible for each of the Fraunhofer lines thnoagombination of the analysis of

flame spectra of common elements and, one presumé@seme patience. It is
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through this remarkable endeavour that the twinogdi®ns at 589.76 nm and
589.16 nm came to be known as the Sodium D limegffect Newton, Fraunhofer
and Kirchoff (amongst others) had carried out timeptest possible spectroscopic
experiment by detecting the variation in intengifya broadband light-source with
frequency after it had passed through a sampleune@n their case space and air).
They had also unwittingly collected perhaps thstfexperimental data to explicitly

require the advent of quantum mechanics in ordeettully understood.
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Figure 4.1 Classification of regions of the eleatragnetic spectrum.

It has already been noted that the spectral lineserwed by Fraunhofer are
superimposed upon an otherwise continuous spectrfunadiation. Since light is
now known to be a transverse waveform, consistihgsillating electric and
magnetic fields we call this the electromangnetigecsrum. Although the
electromagnetic spectrum is a continuum of wavele)gt is generally depicted as
containing several distinct regions (figure 4.1heTclassification of these regions is
based upon the diverse physically observable affecought about by different
wavelengths of radiation. The enerdgy(in J), of a given wavelength, (in m), of

radiation is given by

E=""=tu=hg (4.1)

where h is Planck’s constant¢c is the speed of light and is the reciprocal
wavelength (wavenumber) of the radiation (typicakyported in cil). In practice
the conversion of a measured frequency or wavdber@ft absorption to a
corresponding energy is not carried out, as hisitlyi these quantities can be
measured with greater accuracy than either Plamak'stant or the speed of light

(although the value of the latter has since beenigely defined).
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It is clear from figure 4.1 that visible light onbccounts for a tiny portion of the
electromagnetic spectrum. The existence of radghatidh wavelengths outside the
visible region was demonstrated by Herschel in 188schel dispersed white light
to produce a spectrum and placed thermometereimitidle of each colour, as well
as control thermometers in the dark regions beybaded and violet. In addition to
observing an increase in temperature going frontevito red, there was also a
temperature increase in the thermometer placednoetyee red end of the spectrum.
From this Herschel deduced that light must exisictviis not visible to the human
eye, whilst at the same time discovering infraradiation. The infrared region
(13300 — 1@m?) spans the energy of vibrational transitions ofeunales, with the
mid-IR (4000 — 40@m™) being of particular use as most group stretchibgations
(C=C, C=0, X-H etc.) fall within this range.

4.2.2 Vibrational Potential Wells and the Quantum Gcillator

The Simple Harmonic Oscillator

When a molecule vibrates, the periodic displacen@nthe atoms within that
molecule leaves the centre of mass unchanged (wéthaboratory reference frame,
as displacement of the centre of mass is simphstasion). We can therefore define
a vibrational coordinateg, that describes the vibrational motion of a molean
terms of the displacement of each atom from itslibgum position. For a diatomic
molecule this can be expressed in terms of themtabeous;, and equilibriumye,
bond length (eqn. 4,2).

q=Ar=r—r 4.2

This vibrational coordinate can be used to desdiigepotential energy associated
with any given vibrational motion, by solving thejuation of motion for the
electorns within the molecule with the positionstod nuclei fixed at various points
along the vibrational coordinate (this takes adagetof the Born-Oppenheimer
separation, which states that since elctronic moisoso much faster than nuclear
motion the two can be treated independently). Ashsihe potential well of a

vibration gives us the sum of the kinetic energyhef electrons and the electrostatic
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energy of the nuclei at all points along the vilanadl coordinate. In reality the nuclei
do vibrate as well, but since this motion is muldwer it remains well within the

confines of the calculated potential well.

In the simplest case, the potential well can be@pmated with a parabolic function
of the vibrational coordinate, as in egn. 4.3. Tdosresponds to the classical simple
harmonic oscillator, since the restoring force igseatly proportional to the
vibrational coordinate and the force constant dgependent of the position along the

vibrational coordinate. These properties are demnatesi in eqns. 4.4t 0 4.5.

1. .
U, = Equ (4.3)
dU
F =——tb— g (4.4)
q dq
AU
— = (4.5)
dq

The total energy of the harmonic oscillator inclside kinetic energy contribution

(since the atoms within the molecule are necegsarihotion) and is given by

2
P 1
Em',b,toml = ﬂ + 5 qu (46)
wherep=mv is the instantaneous momentum of the molecule arsdthe reduced
mass. The Schrddinger equation for the simple haienascillator is then a second
order ordinary differential equation (egn. 4.7)ttisareadily solved by inserting a
trial wavefunction of the form shown in eqgn. 4.8 avlving for the prefactad(q)

(further details of this calculation can be foufsteheré 3.

RO, 1
WO Ly By 4.7
2“ 8q2 2 q /lz)’uzb mqu)mb ( )
Lt
/lz)'mib =e€ ‘H(q) (48)
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Since the motion is constrained by the vibratiopaitential well, acceptable

wavefunctions must vanish as the vibrational cowtdi tends to infinity. This

boundary condition leads to the quantization of ¢nergy levels of the harmonic
oscillator. The eigenvalues (energy leavels) offthenmonic oscillator are found to be
evenly spaced, and are given by

E =(w+1/2)hv (4.9)

vib

wherev is the vibrational frequency, given by

1 (k)"
v=—|— (4.10)
2\ p
andyv is the vibrational quantum number
v=0,123..... (4.11)

The general form of the eigenfunctions of the sariprmonic oscillator has already
been set out in eqn. 4.8. All that remains is serhthe precise form of the prefactor
H(g), and to add a normalisation constant to satiséyBlorn interpretation of the
wavefunction (i.e. that the probability of findinige molecule at any point along the
vibrational coordinate is proportional to the seguaf the vibrational wavefunction at
that point. Since the molecule must be somewhbesnbrmalisation constary,, is

required to set the integrébm |%> =1). The resulting eigenfunctions are given by

1
—(kp/B*) ¢

Y, =NHe? (4.12)

where H, is the Hermite polynomial of order. The form of the first few
eigenfunctions are shown in figure 4.2. An impottgnoperty of the Hermite
polynomials centres on the solutions of integrélhe form of eqn. 4.13, which shall
be discussed later with reference to the infraretivity of any given molecular

vibration.
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o0 o 0 v=ruv'
[ HH e de = (4.13)

72l = !

Figure 4.2 The form of the lowest three vibratiomalvefunctions of the harmonic
oscillator.

There are three main features that arise fromaheisn of the Schrédinger equation
of the simple harmonic oscillator, none of whichvéaany parallel in classical
physics. Firstly, it can be seen from eqgn. 4.9 that lowest possible vibrational
energy is non-zero. A consequence of this zerotmiargy is that the molecule can
never relax to the bottom of its potential wellddmence its constituent atoms are in
constant motion. This comes about as a direct cpesee of the Heisenberg
uncertainty principle, which states that it is impibble to know exactly both the
position and momentum of a system. The second poimbhake is that there is a
small but finite probability of finding the vibraiyy molecule outside the classical
bounds of its potential well. Recalling again therminterpretation, it is possible to
find the system in any region where the wavefumci® non-zero. It can be seen
from figure 4.2 that the wavefuntion is, in all easshown, non-zero beyond the
walls of the harmonic potential. This phenomenorcaled quantum mechanical
tunnelling, and is a result of the curvature of wels of the potential well (if the
walls were infinite and vertical, tunnelling woulibt occur) and the extent of
tunnelling depends upon the steepness of the waillglly, for low vibrational
guantum numbers, the probability distribution oé tmolecule within the potential

well is distinctly non-classical. The probabilitisttibution is related to the square of
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the wavefunction. Observation of figure 4.2 shohat tin the case of the quantum
mechanical oscillator the system is most likelyetast close to its equilibrium
configuration — exactly opposite to the classicadec There are also nodes in the
probability distribution of a quantum mechanicalcidator, regionsinside the
classical potential well where the probability afding the system is zero. As the
vibrational quantum number increases, the classaoadl quantum mechanical
distributions become more similar. This is an exkmpf the correspondence
principle, where quantum and classical behavioorertje” at high energies and long

length scales.
Anharmonic Corrections to the Simple Harmonic Oscilator

The harmonic oscillator model only adequately dbser vibrational motion for
small deviations from the equilibrium vibrationabazdinate (i.e. low vibrational
quantum numbers). For more energetic vibrations,pdwabolic harmonic potential
well underestimates the potential at small vibralocoordinates (due to repulsive
forces as atoms get close to each other) and dweatss the potential at large
vibrational coordinates (as atoms become far aplartpther words, anharmonicity
must be taken into account in order to describe vibbeational motion of real
molecules. One way to achieve this is to recaleul#te eigenvalues and
eigenfunctions given in egns. 4.9 and 4.12 usingee realistic form of the potential
well. A common anharmonic potential well is desedlby the Morse potential (egn
4.14).

U, =D (1—¢") (4.14)
The Morse potential implicitly introduces the dissdion energyDe, thus allowing
bonds to break at large vibrational coordinatess@tiation is not allowed by the
harmonic oscillator model). The parametas a constant for a given vibration which
defines the tightness of curvature at the bottonthef potential well. It should be
noted that, for small displacements from equilibrjuthe Morse potential is well
approximated by a parabolic potential. The eigamslof a Morse oscillator are
given by
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E. =hvo(v+1/2)—hvz (v+1/2) (4.15)

vib

where the factoox. describes the anharmonic correction to the enlengls, ande

is generally small. A consequence of this anharmeonrrection is that the spacing
between the vibrational energy levels decreasesiip with increasing vibrational
quantum number, becoming zero (i.e. a continuurnefgy) at the point where the
molecule dissociates. Therefore there are onlyigefnumber of vibrational energy
levels below the dissociation enerdYe. The Morse oscillator, like the harmonic
oscillator, also posses a zero-point energy, andheoactual vibrational energy
required to dissociate the molecul, differs from the dissociation energy defined

by the Morse potential.

Although energy levels derived using the Morse pid are useful for visualising
the main features observed in real molecular systeém practice it is better to
express the energy levels of an anharmonic osmillatterms of a power series in (

+ %), with several empirical correction factors.
4.2.3 Spectral Intensities, Linewidths and SelectioRules

The Magnitude of Absorption

The intensity of a vibrational transition is detémed by the relative probabilites of
the molecules within a sample absorbing or emittiadiation. Einstein derived
expressions for these probabilities by considetimmge possible processes by which
a molecule can gain or lose energy. The most imeuirf these processes is that of
stimulated absorption, whereby a molecular vibratimore correctly an oscillating
transition moment) couples with an oscillating &lemagetic field of the correct
frequency to induce a transition to a higher vioral state. Since the coupling of
vibrational transitions with oscillating electronmegic fields is the same regardless
of whether the molecule exists in the upper or lowérational state, this
mechanism also induces the stimulated emissioradifition. These two processes
are described by the Einstddrcoefficient

=P =P =pv)B (4.16)

transition 12 21
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where the subscripts 1 and 2 refer to the lowerugmer states, respectively, and the
parametep(v) is the radiation density of the stimulating radiat As well as these
two stimulated processes, a molecule can also éoszgy through spontaneous
emission. In this case the molecule relaxes bathedower state through interaction
with the radiation vacuum state as described bynima electrodynamics.
Spontaneous emission is described by the Einstewmeffiecient.

Combining these three processes gives us the bpeodability of both absorption
and emission, and the intensities of the transtiare then given by multiplication
with the population of the upper and lower levels.

= N,hv(A+ Bp(v)) (4.17)

emission

= N,hvBp(v) (4.18)

absorption

It can then be seen that the intensity (and ind#iegttion) of given transition is
determined by the relative populations of the upped lower states. For a large
number of molecules in thermal equilibrium the tieka population densities of the
various energy levels is given by the boltzmantritistion function. In the case of
vibrational transitionskT is much smaller than the typical difference in rgge
between accessible levels (the vast majority ofecues are in the vibrational

ground state) and so a net absorption of radiasiabserved.
Peak Linewidths

The observed wavenumber (or frequency) range o&rssition is referred to as its
linewidth. A number of factors contribute to thaedwidth of a peak, and some of
these cannot be controlled experimentaly, i.e. ey inherent to the sample and
conditions being studied. For example the Heisepbecertainty principle requires
that, in the case of a transition to an exitedestath a finite lifetime, there must be
an associated smearing of the energy levels assdaiath the transition. In fact, the
extent of this smearing increases as the lifetifmih® exited state becomes shorter,
and so the effect of this “uncertainty” broadeniaggreatest for short-lived states.

The process of spontaneous emission introducecereankans that no exited state
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can have an infinite lifetime, and so all spectogsc transitions are subject to a
natural linewidth that sets a lower limit on thesebvable resolution in the absence of
other factors (instrumental resolution, data hamgdlmethods, other interactions
within the sample etc.). In practice, certainly time case of condensed matter
systems, there are other mechanisms that redudéetime of exited states and so
lead to actual linewidths much larger than the rmatdinewidth. Collisional
deactivation and dephasing occur as a result discrs between molecules. Such
collisions can cause a molecule to lose energyutiiranomentum transfer to the
surrounding medium, and if the molecule is in aitegikstate this will result in a
reduction in (for example) the vibrational waven@nbSince collisions are much
more frequent in condensed samples than in dilaseg this mechanism becomes
much more significant for condensed matter studiadlisions can also cause the
molecule to change its rotational state. This cau#sey rotational fine structure to
appear as a broad linewidth in condensed phas#¢rag@ecthe uncertainty broadening

of each line within a spectral branch becomes laogepared to the line spacing.

Another factor to consider for condensed samplemhemogeneous broadening.
Inhomogeneous broadening refers to the instantanposition of all the molecules
within a sample, and arises from the fact thathgtgiven time these molecules will
experience a range of different electronic envirenta due to random fluctuations in
orientation, separation or mixing (in the case afalticomponent system). This
leads directly to an increased linewidth as eatferént orientation of a molecule (or
group of molecules) will have a slightly differeecitation energy, and hence each

spectroscopic transition will be spread over a eamfgvavenumbers.
Selection Rules and “Allowed” Transitions

In order for a molecule to interact with an illuratmng electromagnetic field (and
therefore have an absorption spectrum) the moleuouks posses a dipole oscillating
at the same frequency as at least one componeitabincoming radiation. This

corresponds to the classical idea of a driven lasoil, whereby the driven mass only
responds with any great amplitude when the drivimegjuency lies close to the
natural frequency of the oscillator. Quantum medally this is expressed through

the transition dipole momenty. The transition moment is defined in egn. 4.19,
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where fi is the electric dipole operator ampg and y; refer to the final and initial

states, respectively.

we = {9, ale,) (4.19)
The rate of a transition is proportional to theaguof the transition moment, and by
comparison with the Einstei coefficient in eqn. 4.18 the intensity of a traiosi
shares this proportionality. In order for a traiesitto contribute to the spectrum,
therefore, its transition moment must be non-z&€hwough analysis of the behaviour
of the transition moment it is then possible talfan set of circumstances in which a
transition is allowed. The set of rules formed ligts an analysis are known as the

selection rules.

The gross selection rule for a vibrational transitrequires that there must be a
change in dipole moment during a vibration in orfderit to be infrared active. This
selection rule arises from the Born Oppenheimerasgion. If the total
wavefunctions in egn. 4.20 are separated into dyatoof rotational, vibrational and
electronic wavefunctions we can discard the rotaicomponent from the present
discussion as it can be separated from the electemd vibrational components by
remembering that it only depends upon the rotatiocpardinates of the molucule
and not the molecule-fixed axis system. The dipotenent of a molecule depends
upon both nuclear and electronic distributions, éesv, and so is a function of both
the electronic and vibrational coordinates. It dol that the integral we need to
consider is

(v, A

B,) = 0 (4.20)

where the subscripts andv refer to the electronic and vibrational wavefuocs
respectively (note that the electronic state rem#ie same as electronic transitions
are far more energetic than vibrational transitfjoiite dipole moment operator can
be expressed as a power series in the vibratimmtmate g. If we again consider

the harmonic oscillator, this becomes
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Ok, }gj (4.21)

whereyy is the equilibrium dipole moment amgis again the vibrational coordinate
(here expressed as a sum over all the atoms imttecule). The integral in eqgn.
4.20 can then be re-written;

Ok
dq

o) ([ 0,) + (1

(v, v (lde) =0 @22

The first term in eqn. 4.22 necessarily vanishes wuthe orthogonality of states
with different vibrational quantum numbers. The @&t term then gives us the
previously quoted gross selection rule, since thet®nic component is zero unless
the dipole moment changes along the vibrationatdinate. The second term on the
left-hand side of eqn. 4.22 also leads to the §ipeselection rule for the harmonic
oscillator. Recalling the form of the eigenfuncsogiven in eqn 4.12, and the

standard integral of a Hermite polynomial in eqri34 we can see that in order to
satisfy the condition<¢vf‘q‘¢m> = 0, the vibrational quantum number can only

increase by one unit. The specific selection rsithén
Av = +1 (4.23)

In the case of the anharmonic oscillator this $mlacrule is relaxed, due to the
inclusion of higher powers of the vibrational caoate in egn. 4.21. In practice, this
results in the appearance of weak overtone banmasegponding to any integer
change in vibrational quantum number), whose stredgpends upon the extent of
anharmonicity. The presence of anharmonicity alkmva excitation of more than

one band simultaneously. This can lead to the appea of combination or

difference bands in the spectrum. In a combinatiand a single photon excites two
or more vibrations, increasing multiple vibratiormlantum numbers to leave the
molecule in an exited state unrelated to any fureddat level. A difference band

appears when a molecule in a low-lying vibratioeratited state absorbs a relatively
low energy photon and undergoes a transition texted state of a completely

different vibration. No new levels are created indifference band, and so the
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transitions occur at a wavenumber exactly equahéodifference between the two

fundamentals involved.

The appearance of combination and overtone transitin the spectrum leads to a
third effect for an anharmonic oscillator. If an eotone, for example, has
approximately the same wavenumber as another fuadkahtransition the overtone
can become resonantly enhanced. The resonant emhent is due to coupling
between the overtone and fundamental, meaninghbaitrong fundamental band is
now involved in both transitions. This effect isokm as Fermi resonance. In some
cases Fermi resonance leads to the appearanceodfamds in a spectrum where
only one is expected. This is a common featuréhénspectra of aldehyddsermi
resonance is also relevant to the spectroscoplkahes, as a Fermi resonance of the
CH, symmetric stretch appears as a broad shoulderrngath the antisymmetric

stretch?
4.2.4 The Vibrations of Polyatomic Molecules

Normal Modes of Vibration

Treating each atom within a molecule as a pointsniagan be seen that each mass
requires three coordinates to define its positioth 80 has three degrees of freedom.
The total number of degrees of freedom for a mdéewuth N constituent atoms is,
therefore BN. However, the centre of mass of the moleculese described by three
degrees of freedom and so the molecule poss8dses3non-translational degrees
of freedom. A further number of degrees of freeddescribe rotation of the
molecule. For a non-linear molecule there are thnetually perpendicular axes of
rotation intersecting at the centre of mass, andosational motion is described by
three degrees of freedom (i.e. a distance, azirhathgle and pitch are required to
define the molecule relative to an arbitrary pamspace). For a linear molecule this
number is reduced to two, as rotation about theeoubhr axis does not result in the
displacement of the constituent atoms. A non-limeafecule therefore ha&@N — 6

vibrational degrees of freedom, whereas for a limealecule there are on8N — 5.
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Figure 4.3 Normal modes of vibration for the wateslecule. (A) Antisymmetric
stretch, (B) Symmetric stretch, (C) Bend.

These vibrational degrees of freedom corresponithdcso-called normal modes of
the molecule. The normal modes of vibration of denwale represent synchronous
oscillations of some or all of the atoms within alecule that do not lead to

translation or rotation of the molecule as a whiple. the centre of mass remains
unchanged throughout the course of the vibrati®ogh vibrations can take the form
of either stretches (deformation of bond lengthpemnds (deformation of bond angle)
with stretches generally having the higher ene8jyetches and bends can, in turn,
be categorised as either symmetric or antisymmetrithe case of stretches) or wag,
twist, scissor or rock (in the case of bends). Eplasiof normal modes of vibration

are given in figure 4.3 for a water molecule.
Infrared Activity of Normal Modes

Although the number of normal modes of vibrationmelecule possesses is
determined simply by the number of constituent atothe number of bands in the
IR spectrum is harder to deduce (even ignoringeffect of additional bands due to
overtones, Fermi resonances etc.). For examplegrthss selection rule requires that
the dipole moment of the molecule must change duitie course of a vibration in
order for it to be IR active. This immediately dretes the observation of an IR
spectrum for a homonuclear diatomic molecule. Farrdomplications arise when the
symmetry properties of the transition moment (efjh9) are considered. The value
of the transition moment must be independent ofotfientation of the molecule; or
rather the value of the integral is independerthefcoordinate system being used to

describe it. Since the volume element of the ttamsimoment is necessarily
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invariant with orientation this fact means that fireduct %ﬂ% is required to be

totally symmetric. It is therefore necessary tossdar the symmetry properties of the

normal modes of vibration.

The symmetry of a molecule can be classified adgogrth the symmetry operations
(rotation, reflection, inversion etc.) that leaviee tappearance of the molecule
unchanged, i.e. only identical atoms trade posstiédl such symmetry properties of
a molecule serve to define the molecular point groand the behaviour of the
molecule under each of its symmetry operationsetaittd by the character table of
that point group. The character table containsreg¢vews, each of which represents
a symmetry species of the molecule. These symnsgtegies can be derived by
representing each symmetry operation of the ponoum in matrix form and

reducing any matrices which have block-diagonaimfdo a direct sum of two or

more simpler representations. The simplest set atrim representations (the
irreducible representations of the group) givessyrametry species of the molecule.
Each normal mode of a molecule belongs to oneaxfdalsymmetry species. All point
groups contain at least the totally symmetric in@ble representation, where the

positions of atoms remain unchanged by any symmepmsration. The product

zpf[mpi must transform according to this totally symmetgpresentation in order to

be non-zero, and it follows that the dipole momanit have the same symmetry as
the product of the wavefunctions which describe tthesition. For a fundamental
transition this requirement means that the dipolement must have the same
symmetry as the excited state, as the ground silatational wavefunction is itself
totally symmetric. The dipole moment is a vectard a0 has the same symmetry
properties as thg, y or z coordinate vectors (equivalently the three comptmef
translational motion) and so any normal mode whsbares the same symmetry
species as one of these components will be IRe&chkore rigorously, any normal

mode whose symmetry species is not spanned Yowgr z is Infrared inactive.
Group Frequencies and the Analytical Power of IR Sectroscopy

A polyatomic molecule can be thought of as a systérinked oscillators, where

each oscillator consists of a pair of bonded atdmany such system the oscillators
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are necessarily coupled by Newton’s third law oftiorg as the oscillation of one
pair of atoms exerts a force on all the surrounaisgllators. If pairs of oscillators
are approximated by masses connected by springgxtient of this coupling can be

visualised.

(==
(= = 5

Figure 4.4 The coupling of vibrational motions ep&ndent upon the relative masses
in the molecule. Arrows denote instantaneous dwaadf motion,co represents an
infinite mass/stiff bond.

Figure 4.4 shows a hypothetical series of osciltatepresenting a linear triatomic
molecule. First considering the case of equal faroastants and equal masses
(figure 4.4a) it can be seen that in the case frametric vibration no net force is
exerted on the central atom, whereas for an assigmudbration there is a periodic
net force that causes the central mass to oscélaeat its equilibrium position. If the
central mass were made momentarily infinite ang onle oscillator was driven into
motion, releasing the central mass would lead syrastric stretching behaviour as
the second oscillator was driven by the first. Wthb oscillators were driven
simultaneously and in phase, then symmetric stirgdbehaviour would result. Thus
the two oscillators are coupled as the behaviouroé is determined by the
behaviour of the other. If the system is made umsgirical by introducing an
infinite mass (as in figure 4.4b, or equivalentlgexo force constant would achieve
the same effect) then the resonant frequency ofoso#élator is lowered relative to
the other. In this case both bond lengths distout, the infinite mass remains
stationary. In the other extreme case, the resdnaguiency of one oscillator can be
raised by introducing an infinite force constamgfe 4.4c, or equivalently introduce

a zero mass). Now both masses move, but only oné lemgth distorts. These two
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extreme situations serve to illustrate two apprations relevant to the vibrations of

complex molecules:

1. A high frequency of incident radiation will only uwse vibration of atoms
directly connected to a high transition frequensgilkator in an unequal

oscillator combination.

2. A low frequency of incident radiation will only cs distortion of the bond
length (angle) of a low transition frequency osddr pair in an unequal

oscillator combination.

Clearly, these approximations only hold true far &xtreme cases of infinite mass or
infinite force constant, but it is found that thesonant frequencies of atom pairs
within typical connectivities of atoms (i.e. molées) lie sufficiently far apart that
they can be considered as separate oscillators. difgervation means that the IR
spectra of quite complex molecules can be analysederms of separate
contributions from individual functional groups Wit those molecules, thus greatly
simplifying the use of IR spectroscopy both as maalwical tool and as a means of
identifying unknown molecules. For example, duggsmall mass, vibrations of X-
H bonds are generally mechanically separate franrdbt of the molecule, and tend
to appear within well-defined regions of a spectrdine same is true of double and
triple bonded groups (C=C, C=N, C=0 etc.) when thegy connected to the rest of
the molecule by averagely heavy (from an orgareevpoint) atoms such as carbon.
These typical spectral ranges are known as grogguéncies (technically

incorrectly, as the ranges are generally quotedavenumbers).
4.2.5 Vibrational Spectroscopy oh-Alkanes

The spectral features of polyethylene and the timealkanes are well knowh’
having been used as ideal systems against whitéstdheoretical expressions for
the vibrational dynamics of chain molecules. Asgignts and typical positions of

the bands discussed here are summarised in tdble 4.

Initial studies on polyethylene chains concerneel ¢hlculation of low frequency
skeletal vibration§. These C-C stretching modes appear in the Ramartrapef
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alkyl chain molecules and are useful indicatorsltdin order with distinct patterns
of peaks corresponding toans- andgauche chain segments occurring in the melt,
rotator and crystalline phas&3he position ofjauchedefects within an alkyl chain
can be characterised by the peak wavenumber ofyfeathwagging mode¥.Three
diagnostic peaks appear in the IR spectrum reldbngnd-of-chairgauchedefects,
double gauche defects andgauche-trans-gauchesequences. Methylene rocking
modes are weakly indicative of chain order, appegas a progression of regularly
spaced bands. Each band in the progression coméspo a unique phase difference
between the rocking of adjacent methylene unitdy ©ertain phase differences are
allowed for an alkrans chain, and thus if the bands can be correctly asdigan
indication of the presence or absencgaiichedefects is given. The bands described
so far have been successfully used to probe coltornal order in a variety of alkyl
stationary phase$:*® Application to the monolayer systems discussedthis
chapter, however, are hampered by low-wavenumineitsliof detection and the
presence of water vapour bands. The C-H stretcheggpn is therefore of more

practical use.

The C-H stretching region of-alkanes contains four main bands. Most prominent
are the methylene antisymmetric and symmetric dtest, at approximately
2925cm* and 285@m’, respectively. Less intense are a pair of bandsrex at
2962cmt and 2950cm™, representing the asymmetric vibrations of thenteal
methyl groups. Two bands arise due to orientat@frnthe transition dipole moment
parallel (in-plane) and perpendicular (out-of-plaméth the chain axis. These two
bands become degenerate when the rotation of thyimgroup occurs on a
sufficiently short timescale and the bands becouficgntly broad. Only one band

is observed for the asymmetric methyl stretch ie BTIR spectra of surfactant

monolayers at the air-water interface.
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Table 4.1Typical position of spectral bandsnralkane spectra

Band Descriotion Typical Spectroscopic Effect of
Assignment P Position / cni* Technique Ordering
Change in
relative
v(C-C) trans(C-C) 1060, 1130 Raman intensities of
stretch
transand
gauchebands
Change in
relative
v(C-C) gauche(C-C) 1080 Raman intensities of
stretch
transand
gauchebands
Change in
End-gauche relative
vo(CHy) o V%a - 1341 FTIR intensities of
2 wagging 1341, 1354 and
1368 cni bands
Change in
doublegauche relative
Yo(CHy) CH, waaain 1354 FTIR intensities of
2 wagging 1341, 1354 and
1368 cnt bands
Change in
Gauche-trans- relative
Yo(CHy) gaucheCH, 1368 FTIR intensities of
wagging 1341, 1354 and
1368 cni bands
Position and
CHsz; umbrella i peak splitting
05(CH) deformation 1368-1382 FTIR dependent upon
crystal form
Progression of Band splitting
1(CHy) CH, rockl_ng bands in the FTIR dependent upon
deformation . the presence of
region 700-1000
gauchedefects.
Position and
CHgs rocking peak splitting
1i(CHs) deformation 830 FTIR dependent upon
crystal form
Decrease in
CH, wavenumber
d antisymmetric 2925-2919 FTIR i
indicates a more
stretch .
ordered chain
Decrease in
+ CH, symmetric wavenumber
d 2856-2850 FTIR o
stretch indicates a more
ordered chain
CH;z asymmetric Csoilrl]a?:(ta)zrt]c& a
Ia stretch (in-plang 2962 FTIR 9

of chain)

depending upon
crystal structure
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CHs; asymmetric Csoilrlma?eseb;?j a
M stretch (out-of- 2950 FTIR d ge
) epending upon
plane of chain)
crystal structure
rt CH33i¥2:$etr|c 2880 FTIR Little change
Fermi resonance
interaction of d
d'(FR) with overtones 2900 FTIR Little Change
of CH, bending
modes
Fermi resonance Tvpicall
interaction of t unr)éZOIve)é in
r'(FR) with overtones 2930 FTIR monolaver
of CH; bending Y
modes spectra

Several less intense bands are also observed @+-Hhstretching region af-alkanes
corresponding to the symmetric gktretch at 2886m™, and two Fermi resonance
interactions at 2936m* and 290@m™. Snyderet al.” attributed the 2906m* peak
to an interaction between the symmetric methylemetch and an overtone of a
methylene bending mode, whilst the peak at 2986 formed a Fermi doublet with
the symmetric methyl stretch after interaction wiéh overtone of the methyl
bending modes (the peak at 288fi'was still assigned to the symmetric methyl
stretching mode, however, as it contained mosheffindamental). An alternative
explanation for the band at 296G has been proposed by Jordamtal* based
on the coupling of Fermi doublets (created by thteraction of the antisymmetric
methylene stretching fundamental and a methylemalibg overtone) of adjacent
methylene units to create a quartet of bands adrtreoughly 2855m*, 2900cm?,
2930cm* and 295%m™. For any practical systems these peaks are notesellved,
however, and so the original description of Snyeteal. can be used to adequately

assign peaks in spectra of chain molecules.

Of all the peaks present in the C-H stretching aegithe antisymmetric and
symmetric methylene stretches are most susceptiblehanges in molecular
conformation. The central wavenumber of both batelsreases as the number of
gauchedefects is reduced. The antisymmetric stretchastraffected, with a peak at
2925cm? indicative of a disordered liquid-like environmewhereas a peak at

2920 cm' shows the presence of &i&ns chains. This fact has been used to study
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the freezing of 1- and 2-alcohol monolayers atahevater interface by Alonset
al.” who noted a peak shift of approximatelgrd™ upon freezing of the monolayer.

4.3 External Reflection FTIR Spectroscopy

4.3.1 Applications of ER-FTIRS

From Metal Surfaces to the Air-Water Interface

External reflection Fourier transform spectrosc@pR-FTIRS) has been used since
the 1960s as a method of surface characterisdhert¢chnique has also collected an
impressively large number of acronyms, and is reterto variously as IRAS,
IRRAS, RAIRS, FT-IRRAS and IR-ERS). Initially thedhnique was confined to the
study of organic films on metal substrat&$’a purpose for which it is still routinely
employed®?® Early attempts to study the interactions of molesuwith solid
surfaces involved the deposition of monolayer dmsonolayer films on the surface
of metal particles dispersed within a transpareatrix placed directly in the IR
beampath. In this way spectra could be obtainechgushe more traditional
transmission geometry, although only a limited afesystems could be studiét?®

In particular it was impossible to study Langmuio@gett films in this way, and at
the time there was scant direct experimental ewiedeon the structure of these
otherwise well characterised systems. Moreover,ghanr-Blodgett films were
known to be of great scientific and practical intpoce?” A shift to external
reflection geometry was achieved by placing adddlpcoated, mirrors (or closely
separated pairs of mirrors) in the optical beampatieoretical calculations showed
that maximum signal was achieved at grazing-inaiééh #° In this way spectra
were obtained of various stearates on JOickllulose acetate on silverarachidate
and docosanoic acid monolayers on aluminium to nhatea few. Conformational
information could be derived by comparison of ralevpeak positions with the work
of Snyderet al. described earlier with relation to bulk alkane$a@ used by Hset

al. to follow the crystallisation of amorphous perftaalkane films on Csi*

The initial emphasis on metal substrates largebpoed as a matter of convenience,

since metals have a high reflectivity and their icglt properties were well
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understood. Improvements in instrumentation haabled reflectance spectra to be
extracted from less reflective surfaces such adesisilicon and glasé. *® Such
improvements in detection capability and instruraktiiroughput ultimately led to
the first successful extension of ER-FTIRS to threnater interface by Dluhy and
Cornell in 1985 They identified peaks belonging to both the chaid headgroup
of a Langmuir monolayer of Oleic acid at its eduilum spreading pressure (about
30mNm?), and were able to deduce that the acid remaio®mated in the film. A
quantitative analysis was published, comparing tiemetal and air-water
interfaces” This analysis revealed that at the air-water fater vibrations oriented
both parallel and perpendicular to the interface lba observed (in contrast to the
air-metal interface where only parallel bands cansken) and this was proved by
taking both s- and p-polarised spectra of a DSP@atager in the LC phase. In both
these studies negative absorption peaks were adakeDiluhy attributed this to the
behaviour of the complex refractive index of watdrelczarski further investigated
the effect of the subphase on the interpretatiorefidéctance spectra by considering
the adsorption of cuprous ethyl xanthate to aigtnalte interfaces of copper, copper
sulphide and watéef. It was demonstrated that the behaviour of thetrtetield
components within the adsorbed layer are key iardehing the position, shape and
intensity of observed peaks. In particular, enharerd of the electric field within the
film due to changes in the real part of the refv&cindex of the film as a function of
wavenumber can lead to increased absorption at nuavieers other than those
expected by consideration of the behaviour of theogotion coefficient. Thus, the
position of peaks in the reflectance spectrum diima film is dependent upon both

the molecular order within the film and the optipabperties of the film.

A theoretical treatment of the air/adsorbate/dielecsystem was considered by
Buontempo and Ric¥. They derived expressions for the intensity ofeetéd IR as

a function of optical parameters of the adsorbatk the thickness of the adsorbed
layer, and showed that changes in orientation eapbiserved through changes in the
dichroic ratio. The theoretical analysis was apmplie Langmuir monolayers af-
heneicosanol in which the surface presseure had lalewed to relax to an
equilibrium value® It was found that at low molecular areas the chaiere in a

crystalline phase with atlans chains, and at large molecular areas crystalline
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regions coexisted with a disordered liquid phasee &verage tilt angle did not
change, despite a continuous reductiorgémichedefects®® In these fully relaxed
systems the fatty acid behaves analogously to @tgriguid crystal, supporting a
variety of mesophases and exhibiting no true liqulidse4® Similar behaviour was
observed for monolayers of stearyl alcoffolyhich Hsuet al. found to consist of
untilted chains in contrast to a perfluorinatedastk alcohol that had a chain tilt
angle of about 13°. The dichroic ratio was alsostbered as a measure of molecular
orientation by Finaet al. for monolayers of sodium dodecyl sulfonfteand the
elucidation of molecular orientation was found tietizally to be optimised at angles

of incidence close to the Brewster ante.

One of the major barriers to the application of ERRS to the air-water interface is
the elimination of interference due to absorpti@mds of the water subphase. One
solution to this problem was introduced by Tudetl. who adapted the established
technique of PM-IRRAS for use at the air-water rifstee?* PM-IRRAS eliminates
water bands directly by eliminating isotropic compnots of recorded spectra
through measurement of the difference between d- mpolarised spectra. The
elimination of water bands allowed the observatxdmormal modes of the polar
headgroup of deuterated arachidic acid. From thes®ls it was found that the
headgroups existed in a symmetrical environmenhetinterface. Frequency shifts
of CH, normal modes during compression of araciidand pentadecandftacid
monolayers were found, indicating molecular reoiggion. Changing the pH and
subphase cation concentration was found to affechydrogen bonding network at
the interfac&’ and the degree of dissociation of an arachidateotager?® The effect

of cadmium ions in the subphase has also beendmesi for stearic acidiand its
mixtures with stearyl alcohty] where an alcohol fraction of only 15% was fouad t
reduce cadmium ion adsorption by over half. At ¢antsarea per molecule, the
conformational order of alkanoic acid monolayersré@ases with increasing chain
length, with the effect being particularly pronoadcat high areas per molecule and
less acidic pH* Similar effects were observed in alkanoic acicestonolayers?
with a change in headgroup conformation frnans to gaucheupon compression

with formation of an orthorhombic structure with €Rain tilt. Qualitatively similar
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results were obtained for DSPC monolayers, anddditian it was concluded that
the C-O stretch of the ester group is orientediwig®° of the surface normal.

Since FTIR is a chemically specific technique, aergetailed structural analysis can
be made by selective isotopic substitution. Geriakd Mendelsohn have utilised
this fact to deduce that acid monolayers are saamtly more ordered near the
headgroup than in the tail. A comparison of tait@erdeuterated hexadecanoic acid
and hydrogenated hexadecanoic acid showed a s@gnifred-shift in CH in the

case of the former at all compressiGhsThis methodology was extended to

monolayers of POPC and OPPC with the same conaldbio
Biological Applications — Properties of Lung Surfatant

The significant amount of work focusing on modehgmuir monolayers of simple
surfactants allowed a refinement of the experimaetzhnique of ER-FTIR on well
defined systems whilst at the same time providirsgful chemically specific
information that would have either been inaccessim prohibitively expensive
using other techniques. Since the early 1990s thesdeen a shift towards the study
of biologically relevant systems, particularly teoghich mimic the function of lung

surfactant mixtures.

It has long been known that surface tension playslain the functioning of the
lungs, and that the surface of the alveoli weretambawith a mixture of
phospholipids® Surface pressure isotherms of such mixtures shotat the
efficiency of surface tension reduction was noffisi#int to account for the high
surface pressures capable of being sustainedrhyg fibrmed from lung extracts. As
a result, the role of proteins present in the luwgs investigated and four proteins
were identified which associated with surfactanbggholipids. These were labelled
surfactant proteins A, B, C and D (commonly abkatad SP-X). SP-A and SP-D are
hydrophilic and have been suggested to be impoftarttefence of the lungs against
infection. SP-B and SP-C are hydrophobic and areenmovolved in the dynamic
film behaviour of the alveolar surface. Deficienay certain lung surfactant
components has been associated with various conslitand diseases, notably

respiratory distress syndrome, a common problerwartered in premature infants.
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A better understanding of the function of lung aatdnt mixtures is necessary in
order to formulate more efficient treatments fapieatory diseases.

The most abundant component of lung surfactamegphospholipid DPPC. Dlutst

al. investigated the structural properties of DPPQGagrfilms during the LE/LC
phase transition. They showed a conformational ghaoccurred during the
transition, which was biphasic in natifeBy comparison with films of DSPC (LC at
all surface pressures) and DMPC (LE at all surfa@ssures) the wavenumbers of
CH; stretching bands in the DPPC spectra were shovire texcellent indicators of
chain conformational order as well as monolayerspliand are in agreement with

the results of Snyder for bulk alkyl systefils®

In order to study more directly the molecular lepebcesses occurring within the
lungs it was necessary to study complex mixturdgpmfs and proteins. As a starting
point, a simple binary phospholipid monolayer caomtay equimolar DPPC and
DPPS was uset. Through deuteration of the acyl chains of DPPGememixing
was observed at all surface pressures, and botlpawents were found to interact
with calcium ions. This finding is in contrast tmgle component DPPC monolayers
where calcium ions were found to have little efféatrther investigations into binary
phospholipid monolayers revealed that, at collapsegspholipids with more
disordered acyl chains were more likely to be reedofrom the film (in some cases
reversibly) leaving a largely single-component nmager of the more ordered
component (i.e. the component capable of sustamimigher surface pressure) at the
interface®® These findings seemed to provide tantalizing exigefor the so-called
“squeeze-out” hypothesis whereby high surface press vital to the function of the
alveoli, are achieved by the reversible expulsidn certain lung surfactant
components from the surface at maximum compre$Sidhe logical next step was
to mix SP-B and SP-C with phospholipid monolayersée if the same “squeezing-
out” occurred. In binary monolayers of DPPC and BESEie protein is partially
excluded from the surface (up to about 15%) upanpression, whereas aggregation
behaviour is observed with SP2EIt was therefore suggested that SP-C serves
mainly to facilitate rapid spreading of DPRCvivo. Comparison with earlier work

on synthetic model peptides was used to suggestipp@secondary structures of the
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proteins in both these systeisA more detailed analysis of SP-C function in the
DPPC/SP-C monolayer revealed that the helix tijl@arof SP-C was significantly
increased, whilst the DPPC chain-tilt was decreagethe mixed films, suggesting
that SP-C acted as a “hydrophobic lever” that gitsuthe interactions between
DPPC molecules, facilitating spreading, whilst eddlowing the formation of tightly
packed structures at high surface presstrEstension to ternary surfactant systems
revealed that the addition of a natural mixturé&BEB/SP-C to mixed monolayers of
DPPC/DPPG and DPPC/DOPG resulted in a decreaserder @f the DPPC
component, but an increase in order of the aniphissphoglycerol componefit.
Since both DPPC and DPPG contain saturated acyhs;hidese results indicate a
significant difference in headgroup interactionwlis later showhi that both PC and
PG components were excluded from the surface filhigh surface pressures, and it
was proposed that this surface reorganisation pdmxk through the formation of
local bilayer structures (most likely predominargbntaining the strongly interacting
DPPG/DOPG) which then nucleated the removal of Bshand PC to form larger

scale multilayer structures.

Serum proteins have been identified as decreasiagfunction of surfactants in
biological systems. Their effect on lung surfactaas therefore been considered as a
model for respiratory distress syndrome. Fibrinogatsorption to the air-water
interface was found to result in only small changesurface tension despite large
changes in adsorption densifyAdsorbed fibrinogen contained a large fraction of
water, leading to a very open, non-compact strecthat limited the minimum
achievable surface tension. This provides a meshatior reduction in biological
function, as proper functioning of the alveoli eslion the presence of a very low
interfacial tension. Another serum protein, bovegum albumin, was found to be
stable with respect to denaturation at the air-watierface through comparison of
the wavenumber of the amide-lI band in monolayerprefdenatured and natural
protein®’ The effect of fibrinogen on DPPC monolayers wasnsidered.
Competitive adsorption of bovine serum albumin ddEPC was found to be
dependant upon the method of introduction of DPRI{l) the effect on a spread
DPPC film much lower than when both species wespetised in the subphadn

the latter case, only a very low level of DPPC apison occurred. In contrast,
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surfactants such as DLPCand sodium myristaf® "* were found to expel high
levels of both fibrinogen and bovine serum albufnem the interface, making them
suitable candidates for use in lung surfactanta@ghent treatments. The effect of a
therapeutic agent, (KK, on monolayers of DPPC, DPPG and their mixtures w
probed. The position of the carbonyl and amide basfd(KLs),K suggested that it
caused similar effects as SP-B when inserted ihé ghospholipid monolayers.
Although the secondary structure in these monofayeas found to be slightly
different to SP-B, the position in particular ofsttove lysine residues caused a
similarly preferential interaction with anionic D8P ultimately leading to the

formation of multilayer structures.
Other Biological Systems

The early detection of pathogens is essentialffeceve antimicrobial host-defence.
SP-D is known to selectively bind to lipopolysaatti@s, components commonly
found in bacterial cell walls. The binding is knowmntake place via a carbohydrate
recognition domain of SP-B¥: ® By using a lipopolysaccharide monolayer with a
model protein to mimic the action of the carbohyelraecognition domain,
Mendelsohret al. were able to show that the binding is likely torm-specific in
the absence of calcium ions, but that calcium-nediainding resulted in adsorption
to specific core saccharides within the monold{eThe direct interaction of
Intestinal Fatty Acid Binding Protein (IFABP) witthembranes occurs during the
intracellular uptake and transfer of fatty aciddddition of IFABP to a DMPA
monolayer proceeded via a two step mechanism imglhnitial adsorption of
IFABP to the air-water interface followed by insent into the monolayer. IFAPB
insertion was found to induce an increase in con&tional order in the acyl chains
of DMPA. The significance o#-helical domains in IFABP was demonstrated by
considering a helixless variant, IFABP-HL, whicloguced a much weaker ordering
effect’® Another protein involved in membrane transportcesses is Lecithin
Retinol Acyltransferase (LRAT), which is thoughthie involved in the storage and
mobilisation of vitamin A. A truncated version oRAT was used to follow the
hydrolysis of a DMPC monolayéf. The hydrolysis of organophosphorous

compounds has also been studitds these are of relevance to the hydrolysis of
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pesticides and nerve agents. As well as proteias ftinction to either disrupt or
transport material across membranes, ER-FTIRS &as bsed to study proteins that
form a functional part of membranes. Ras protegssde within the inner leaflet of
membranes and perform signalling functihi. was found that model Ras proteins
desorbed from membranes at only moderately higfaseipressures (~3ANmY)
unless they contained two saturated alkyl chains.

The interaction of DNA with, and transport acrosgmbranes is a key goal in the
search for non-viral transfection agents for dregvery, with particular emphasis
on gene therapy. Using a combination of ER-FTIR&anay diffraction, it has been
found that DNA adsorption to model DMPE membrarsesiediated by magnesium
ions, and that the DNA appears to take up a welexad conformation at the

interface without disturbing the packing of DMPE/lachains®

It has already been alluded to that the positiomrafde bands (amide-I at roughly
1650cm™ and amide-II at roughly 1550n") can be used to give information about
the secondary structure and orientation of protearsd is well reported in the
literature®" ® These amide bands are actually rather broad fegtwgontaining
contributions from various normal modes of peptidasd as such are relatively
featureless when the protein is in a random cordtion. The amide-lI band is
dominated by carbonyl stretches with two modesiqadrly sensitive to coupling
between individual amide-I units. Well resolved keaaround 1600 cth and
1690 cm' are indicative of an aggregated or predominafitbheet structure. The
amide-1 band is of less diagnostic use for othepsdary structures, for exampie
helices, as the splitting between the modes is msitaller and generally
unresolvablé® The amide-Il band is made up of a CN stretchinglenand a NH
bending mode, and is particularly sensitive to @mation of the peptide unit. The
ratio of amide I/amide Il intensities is a usefabdytical tool for quantifying the tilt
or orientation of peptide units. Desledtal. used the position and linewidth of the
amide-1 band to follow the behaviour of valine gieigin® (an ion-channel forming
protein) and rhodopsin(a membrane protein) on compression. The amide lof
valine gramicidin was found to red-shift and sharp@ compression, suggesting a

reorganisation from completely unfolded proteinatdolded s-sheet structure. In
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contrast, rhodopsin was found to undergo veryelithange in orientation upon
compression, with the retention of secondary stinectMorphologies of proteins on

mica have also been studied in this Way.

Amide-1 and Il bands have also been used to proteeactions between proteins and
spread phospholipid films. The membrane translongtrotein penetratin is capable
of transpoting hydrophilic peptides into cells with damaging the cell membrane.
Penetratin introduced disorder into the heagrougiore of DPPC and DPPS
monolayers, taking up a predominanghgheet formation in contrast to the native
helix structure in the bul. In the case of DPPS the monolayer chain structia®
also completely disrupted, behaviour similar ta #een as a result of the interaction
of alkaline phosphatase with DPPC and DEPS.

Protein unfolding at interfaces plays an importanl in the stabilisation of foams,
emulsions, gels and other dispersions and is aitgedevance to the food industry.
By observing changes in intensity and positionrafde bands, Meindemst al. have
shown that the interfacial structure (conformatialegree of unfolding etc.) is
dependent upon the method of formation of the fatéal layer®®°* Adsorption of
egg white ovalbumin at the air-water interface Itssa a partially unfolded structure
with a lower g-sheet fraction than in the bulk.Ovalbumin has a preferential
orientation at the interface, as evidenced by iotett rotational dynamics.
Compression of the surface layer results in locgregation and protein-network
formation at the interface, deduced from the apeze of a shoulder at 1624 ¢rim
the amide-1 band at large compressions (indicaihvanti-parallels-sheet formation)

and a further increase in average rotational caticel time.

Interfacial hydrogen bond network formation ha®dsen observetf.Monolayers
of a triaminotriazine amphiphile showed a broad;Nkissoring absorption centred
at ~163cm™. This mode was completely irradicated from the olayer spectrum
in the presence of barbituric acid, suggestingrictgin of the conformation of the
NH, group by hydrogen bond formation. The rigiditytb& network was confirmed
by the reduction in intensity and number of ringtthing vibrations in the hydrogen
bonded film. Analysis of the orientation of barlituacid in the film shows it lies in

a conformation that optimises hydrogen bond andtgsrfacial hydrogen bonding
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has also been observed through the physicochemteghction of polyamines with a
DPPG monolayet Introduction of polyamine caused a reduction ivermumber of
carbonyl stretching vibrations, indicative of therrhation of hydrogen bonds. The
magnitude of the shift in carbonyl stretching freqay increases with number of
hydrogen bonds formed (i.e. with the length of plodyamine). Analysis of the BO
bands showed that the polyamine disrupted the pga¥ithe DPPG monolayer. The
study of such systems is important, as polyaminegeesent in cells vivo and are

their function is known to be related to the praidtion of cancerous cells.

Langmuir-Blodgett films of alcohol dehydrogenaseDf@) on gold can be used as
biosensors to detect the presence of eth&r@hseliet al. showed that ADH could
be succesfully transferred to a gold substrate,thatt the transfer efficiency was
enhanced when a binary mixed monolayer of ADH aMPB was used. Using PM-
IRRAS it was possible to follow the formation ofzabbs monolayer of ADH at the
air-water interface by observing how the amided amide-Il intensity evolved with
time. The amide-l band showed two distinct peakallaimes, corresponding i@
helices ands-sheets. The ratio of these two peaks remainedtainghroughout
adsorption, suggesting little or no change in dagan occurred. The introduction of
ADH into solution beneath a pre-formed DMPA monelayesults in an increase in
surface pressure due to ADH incorporation into theface layer. The ADH
incorporated into the DMPA monolayer contains aatge fraction ofa-helical
structure than at the neat air-water interfacdioaljh again the structure does not
change as adsorption progresses. The Langmuir-Btbdgxed films on gold were
found to be capable of detecting ethanol with aiserty of better than 10 ppb.

Application to Soluble Surfactant Systems

By following the incorporation of ADH in real tim&aseliet al. were essentially
performing a simple experiment on the adsorptioretcs of the soluble surfactant
ADH to a bare water surface and to a surface dauingith DMPA. The adsorption
kinetics of n-nonyl-D-glucopyranoside were studied in a similar WayBy
following the intensity and peak position of OH a@Hl, bands, Meisteet al. were
able to observe sudden changes in layer thicknedscanformation of surfactant

tails. These sudden structural changes in the hedolayer were claimed to be
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consistent with the formation of surface micellesinlg the adsorption process, a
phenomenon proposed in earlier literatifrinitially, the hydrocarbon tails took up a
preferential horizontal orientation at the intedad&Vhen sufficient molecules had
adsorbed, they could form 2D clusters (or surfacieeles), maintaining the

horizontal chain orientation. At some later poime surface becomes saturated with
these micelles (this is referred to as a granulase elsewhetd, and a sharp

rearrangement takes place to an upright conformafibe central wavenumber of

the CH bands support this conformational analysis.

Kinetic studies such as those described abovesafiluor studying relatively slow
adsorption processes, but suffer from the majowbegks of poor temporal
resolution and ill-defined hydrodynamics. A wayaricumventing these problems is
to study adsorption kinetics under steady-statalitions rather than in real time. In
this way, longer acquisition times can be usedaaflg more detailed information to
be obtained for adsorption at well defined surfages closer t¢ = 0. Using an
Overflowing Cylinder (OFC) to create a continuadlypanding steady-state surface,
Campbellet al. were able to quantify in detail the dynamic addorpbehaviour of
CTAB,® CyEg,”° APFN' and their mixture$* by following changes in CHor CK,
peak intensities with bulk surfactant concentratidBnchemometric method of data
analysis, Target Factor Analysis (TFA), was utdisen order to enhance the
quantification of the dynamic surface excess at fmface coverage (through the
elimination of “noise” components within a spectrdétaset) and to aid the
deconvolution of overlapping features in the s@ec8uch deconvolution was found
to be necessary to separate spectral signals @risom bulk and adsorbed
surfactant® For the mixed surfactant systems, three diffeteelhaviours were
observed. ldeal mixing at the interface occurreceroa wide range of bulk
compositions for mixtures of CTAB/GEs, whereas non-ideal mixing well explained
by regular solution theory was found in mixturesAdtFN/CoEs. No mixing at the
interface was observed for the cationic-anionic BIAPFN mixture when either
component was present in excess. Co-adsorptiooatdr, however, exclusively at
equimolar bulk composition. Due to the oppositdiyarged headgroups CTAB and
APFN interacted strongly in the bulk solution, famgp vesicles. These vesicles

diffused considerably more slowly than either stidat monomer, and so an excess
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of either component prevented vesicle adsorptiaougfh the formation of an
electrostatic barrier at the interface. The dynarmadsorption properties of an
oppositely charged polymer-surfactant mixture diyfsbmdaac)/SDS have also been
investigated using the OFE Here again, bulk complexation was found to afthet
surface properties, which could be explained bydifieision-controlled adsorption
of polymer/surfactant complexes of constant contposfor SDS concentrations up

to charge neutralisation. At higher SDS concertrstiSDS alone adsorbed.

ER-FTIRS has also been used to study equilibriuapgnties of soluble surfactant
systems. The first such study was reported by &irs. who showed that the surface
excess and orientation of sodium dodecyl sulphof@@®@Sn) remained constant
throughout the linear region of the adsorptionhisan®* Similar studies have been
carried out using SDS, although extended to prhbenthole adsorption isothertfr.

In this case it was found that the conformationdeo of the SDS tail increased with
increasing concentration up to abouhBI, after which the SDS monolayer was in a
constant liquid crystalline state, although it ddobe noted that contributions from
bulk surfactant were ignored. At all concentratidhe conformational order of the
SDS monolayer was found to be higher than in momignoe micellar SDS in the
bulk solution. Furthermore, the liquid crystallisiate was maintained at the interface
at all temperatures down to and below the Krafinpalespite the crystallisation of
SDS in the bulk solutiof’® Adsorption from mixtures of SDS and SDSn, at a 1:1
molar ratio, leads to a homogeneous monolayerishatriched in SD$" Similar
synergistic adsorption was observed for mixturesamfium myristate and myristic
acid!%® Kawai et al. reported unusual adsorption behaviour from mixtue SDS
and cetyl pyridinium chloride (CPG}? The composition of the surface layer was
independent of bulk SDS mole fraction, with the lation of a novel multilayer
structure at long times from solutions containingrmediate mole fractions of SDS.

The structure of ethylene glycol monedodecyl ether was probed using a
combination of PM-IRRAS spectra at the air-watetteiface and infrared
transmission and reflectance measurements of &amgsf films of Au. From the
position of CH stretching and bending vibrations it was dedudet the alkyl

chains in the tailgroup adopted an dflans conformation in a crystalline
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environment® Using the complex refractive indices derived fraeflectance

measurements it was suggested that the chainsahidvef 21° to the surface normal
and a chain twist of 56° relative to the water haxe. Water-soluble poly(ethylene
oxide) polymers, end capped with fluorinated halja@ient at the air-water interface
with the fluorinated chains highly ordered and nalrto the interface. This ordering
extends into the poly(ethylene oxide) backbonejlteg in a more ordered surface

layer than with uncapped polymer.

The oriented growth of crystals, common in bioladisystems, led to interest in
template-directed crystallisation beneath surfacliéms. The first ER-FTIRS study
of this phenomenon was carried out by Adtral. who showed reorganisation of the
monolayer on polymerisatioht' Spread monolayers of poly(acrylic acid) and Steari
acid were found to promote the crystallisation ofadparagine monohydrate,
although the films did not nucleate specific growathany single crystal face?
Crystallisation of DL-aspartic acid beneath nylonfiBns has likewise been
studied**® DL-aspartic acid inserted into the nylon 6 filnftjmately comprising half
of the material at the surface. Surface crystalBlofaspartic acid were also formed,

but on a limited scale relative to the overall auegf concentration of the acid.

Since the pioneering work of Dluhy and CorféIER-FTIRS has been applied to the
study of a diverse range of chemical systems, ptimgseveral reviews of the
technique*****Molecular recognition and self assembly of ureiadagh a barbituric
acid monolayet!” changes in the structure of photochromic monokyemder
differing light conditions:*® the study of novel gemini surfactatts and the
formation of hybrid gold-surfactant monolayers e in a range of molecular-
electronic devicég® represent but a few examples of the other systevestigated

using this powerful technique.
4.3.2 Physical Basis of ER-FTIRS

In a traditional transmission IR spectroscopy expent, the transmittancd,, is
related to the molar absorption coefficiefnit,and the absorbancé, by the Beer-
Lambert law?
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logj_i =logT = —ecl=—-A (4.24)
0
Here | andly are the transmitted and incident intensities, eesyely, ¢, is the
concentration of the sample ahd the path length after which the transmittarsce i

measured.

Figure 4.5 An isotropic slab model used to calcaildie reflectivity of a three layer
system comprising air, a monolayer of thicknesadh\aater.

In the case of external reflection FTIR spectrogcdpe measured quantity is the
reflectivity, R, of the surface. The reflectivity can be relatedstthrough the
application of the Fresnel equations, introducedeation 1.3.2. The surface can be

modelled as a system of three homogeneous, isotlayers as illustrated by figure

4.5. If the refractive indices are taken torken, andn, (wheren, = n_+ ik ) and
the monolayer has thickneds= z, — z, = Az, then the overall reflectivity of the

system can be described by

A 2 A~ 2 ~ ~
‘2 _ rlQ,m + 7ﬁ23,m + 27’127mr23,m Cos 25
m

(4.25)

—3>

123,m 23,

A

- A2 2 A oA
147 "1 ~+ 27”127mr237m cos2(

12,m "23,m

where 7, represents the complex amplitude reflection coffit of m polarised

light at theab interface ands = (27r / A)@h cos 92 describes the phase change of a

wave reflected through the layer (i.e. that pagbesugh it twice) and\ is the
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wavelength in vacuo. Eqn. 4.25 therefore relates dhserved reflectivity to the

complex refractive index of the monolayer.

Equation 4.24 can be derived by considering the s@imll waves reaching the
detector after multiple reflections at the intedfador example in the case of s-

polarised light:?*

=, Attt b A+t

12723721 12723 "21721 12723 21 21

1
P, =T, +t,m b (L4mr +1.1° 4. ) (4.26)

12723721 2321 23 21

t.r.t

1223721

1— 13T

Togs =T T

In egn. 4.26ry andty, are the Fresnel coefficients of reflection and sraission,
respectively, for the relevant interface. Substtubf expressions far, andt,, (see
section 1.2.3) into eqn. 4.26 gives the Fresnefficeent of reflection for the three-

layer system.

~ A 2ig,Az
~ 21q,2, 7112,771 + 7123,777,6
r. =e : (4.27)
123,s N A 2ig,Az

1+7, 7. e

12,m " 23,m

In eqn. 4.27,¢ = (27 / M\)n_cos6 , and represents the surface-normal momentum

transfer at each interface within the monolayere Téflectivity of the interface is
given by the square of the Fresnel coefficientidymg the result quoted in egn. 4.25.
An identical expression for p-polarised light canderived in the same way.

The Kramers-Kronig relations link the real and immagy parts of analytical
functions. The calculation of the real part of te&active index from the imaginary

part can be given by;
n(7)—n_ = Epf—k(” ) —d7 (4.28)
14 14

Here n__ is the refractive index in the case where the rratdoes not absorb and

v is the wavenumber. The symb®ldenotes that the Cauchy principal value at the
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pole, i.e. the singularity at = 7', is excluded from the integration. The imaginary

part can be calculated using eqn. 4.29, derivea tiee Beer-Lambert law.

k= isc (4.29)
47T n
Equation 4.25 can be used to calculate model tefigccurves for the air-wateiRp)

and air-monolayer-wateRY) interfaces, which can then be used to derive in6ge
FTIR spectra on a scale of normalised intengity / R , where AR =R — R, .

Values for the complex refractive index of watereveaken from ATR-IR spectra in
the range 4000-1506m™ by Bertieet al.'*? The refractive index of a saturated

monolayer of CTAB was modelled by modifying theraetive index of hexadecane,

n, = 1.41,"with four Lorentzian oscillators using the dispensrelation,**

2

E=(ntikf=e -3 —0 (4.30)

7,00 2 ~2 . ~
m VT =V +awy

wherea is the amplitude of the oscillato, is its central wavenumber angd is the
linewidth. The parameters used in eqn. 4.30 werwetefrom fitting of a subtracted
monolayer spectrum of 1 mM CTAB with a thicknessleoim, and are summarised
in table 4.2.

Table 4.2 Peak fitting parameters used in the modelling effectivity of the air-
monolayer-solution system.

Peak A B C D

5 [ enit 2961 2924 2891 2854
alcm* 46.6 115.6 36.5 74.8

~ [ cmit 12.8 19.3 26.1 12.8

To consider the effect of bulk surfactant, theaefive index of water was modified

using the Lorentz-Lorenz effective medium approxiorataking into account the

volume fractions of watery{ , ) and surfactantsf

surfactant ) )

147



Chapter 4: ER-FTIR Spectroscopy Study of SurfaeeEng at the Air/Water Interface

~ A~ 2 ~ 2

n, —1 n —1 Ty — L

A32 = go'u,rat(%r A~ “”“"WQ + wsurfactant Aél”fac = 2 (431)
n, +2 n + 2 + 2

water surfac tant

Figure 4.6 shows the wavenumber-dependent variatiotme real and imaginary
parts of the oscillator modified refractive indeix@TI'AB. The variation im around a

vibrational band is dispersive-shaped, whilst tagation ink is peak-shaped.

152 0.16 -
c
1.44 =<
0.08 ~

1.36 - J
1.28 0 J

2400 2900 3400 2400 2900 3400
Wavenumber / cm-1 Wavenumber / cm-1

Figure 4.6 Real, left, and imaginary, right, padakthe oscillator modified refractive
index of a model gTAB layer of hm thickness.

Subtracted monolayer spectra sit on highly cunaskbnes in the C-H region due to
the anti-reflection properties of organic thin fdinrhe refractive index of the CTAB
film lies between that of the incident and reflagtiair and water, resulting in a loss
of intensity on multiple reflections within the il For the analysis of real
experimental spectra, therefore, a method of basslibtraction has to be applied as
described in section 4.5.3. The appearance ofoidsgline curvature can be seen in
figure 4.7, along with the effect of increasing bbwurfactant concentration. The
modelled spectra from the surface ofraMl CTAB solution shows that the majority
of the signal results from the variation kn and so absorption bands in ER-FTIR
spectra are predominantly peak shaped. With ingrgasulk surfactant
concentration, however, the contribution from véoiain n can become significant,
as can be seen from the modelled spectrum fronsdhiace of a 10nM CTAB
solution, where significant dispersive contribusdarther complicate the curvature

of the baseline. The contributions of bulk surfattéherefore, are largely dispersive-
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shaped, and in sufficiently severe cases can leagparent peak shifts in recorded
spectra, as demonstrated by the peak at approxjin2&20cni” in figure 4.7.

Wavenumber / crh
2800 2850 2900 2950 3000

-0.0005 +
-0.001 +

~ -0.0015 -

-0.002 +

-0.0025 - L
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Figure 4.7 Modelled subtracted monolayer spectraafsaturated CTAB monolayer,
10 Athickness, above (solid line)iM bulk surfactant and (dashed line)rd® bulk
surfactant.

Mielczarski showed that the maximum values/oR / i, for peaks in a p-polarised

spectrum are obtained close to the Brewster afigiégure 4.8 also shows the
variation in reflectivity for p- and s-polarisegfit (300ccm™) as a function of angle
of incidence, however, where it can be seen tleatdflectivity of p-polarised light is
very low close to Brewster angle. Practically thss been shown to reduce the
signal-to-noise ratio for p-polarised spectra clésethe Brewster angfé® It is
therefore more appropriate to use a lower anglamatience, in the range 30-40°,
where the signal-to-noise ratio for s-polarised cfe is also optimised.
Experimentally, however, the angle of incidencedusedetermined by the optical
layout, resulting in an angle of incidence of 5@y used throughout this chapter

(see section 4.5.2).

Since the peaks in ER-FTIR spectra have theirmsig the variations in the real and
imaginary parts of the refractive index of both thenolayer and solution about a
vibrational band — which modify the Fresnel refiestcoefficients and therefore in

turn the overall reflectivity of the interface -etkechnique is best described as a form
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of spectroscopic reflectometry rather than a tratl absorption spectroscopy. The
following section describes an analytical technjq@ié correlation analysis, which
can be used to further enhance the potential ofFER as a tool for studying

monolayer systems.

0 10 20 70 80 0

30 ) 40 50 60
Incidence angle / °

Figure 4.8 The reflectivity curves for s- (grey)dam (black) polarised light (at 3000
cm) as a function of incidence angle.

4.4 Two-Dimensional Correlation Spectroscopy

The concept of enhancing resolution by obtainingctja as a function of two
independent spectral axes, and therefore spregubaggs over a second spectral
dimension, has been commonplace in the field of Ndfiectroscopy for several
decades?® A 2D NMR spectrum is generated from the doubleriéouransform of a
set of time-domain spectra collected whilst a seoé pulses of radio frequency
radiation are applied to the sample. These pulseasaa periodic and well-defined
external perturbation and the resulting 2D spectgiwes information about the
coupled relaxation of nuclei between pulses. Thectliapplication of such a pulse-
based procedure to the field of optical spectrogomas initially hampered by the
relative timescales of the relaxation processesluad, as the nuclear relaxation
probed by NMR is a much slower process than thetitmal relaxation studied by,
for example, IR spectroscopy. In recent years, ewe improvements to
femtosecond laser systems have allowed such “coioveti’ 2D-IR experiments to
become more commonplat€.Although the analytical technique of 2D correlatio

spectroscopy introduced in this section uses méattyeassame mathematical concepts
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as 2D NMR (indeed the field emerged from a consitlen of the mathematical

background of 2D NMR spectroscopy) the physicaida$ the two techniques is

different. Whilst 2D-NMR experiments generally iistigate intramolecular coupling

between nuclei in order to gain insight into thenrwectivity of a molecule, 2D

correlation IR experiments are concerned with lasgale changes involving groups
of atoms, such as chemical reactions or molecakrangements.

Applied perturbation
(temperature, mechanical stress, etc.)

Incident IR radiation Dynamic spectra

— —

Figure 4.9 Schematic of a 2D-IR experiment.

The fundamental requirement for the production @Dacorrelation spectrum is the
application of an external perturbation (for exampémperature, pressure etc.)
which produces a change in the spectral responeedystem (figure 4.9). Spectra
are then collected as a function of this extermatysbation and a cross-correlation
analysis is applied to the perturbation-domain dagt In the late 1980s a novel
approach was introduced by Noda that allowed madiieal concepts from 2D
NMR to be applied to optical spectroscdpy->° An external perturbation in the
form of a sinusoidally varying strain was applied golymer films containing a
binary mixture of two immiscible polymers, low dégspolyethylene and atactic
polystyrene. It was found that the molecular leegirganisation of the two polymers
was completely uncorrelated, as expected from surcimmiscible (and therefore
phase-separated) blend. These findings represeatesignificant leap in the
application of 2D correlation methodologies to oaki spectroscopy, and indeed
there has been a large body of research that egilihe original sinusoidal
perturbation-based approach as set out by N8da** This approach is only
effectively implemented when the spectral resparasees sinusoidally (i.e. a linear
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spectral response to a perturbation with a sinasaichveform), however, and so a
new, generalised 2D correlation spectroscopy wasldped to allow the effects of a
much wider range of external perturbations (tentpeea pressure, concentration

etc.) of any arbitrary waveform to be studféd.
4.4.1 Generalised 2D Correlation Spectroscopy

A set of spectra obtained according to the gersaiaéme outlined in figure 4.9 can
be converted to a dynamic spectrum, upon which2becorrelation analysis is
performed. The dynamic spectrum of a system, dériirem a set of spectra

collected as a function of external perturbatidmetweenT i, and Tmax IS defined

a§.31

vt)—y(vt) T <t<T
g(v, t) — y< ) y( ) min max (4.32)
0 t<T ,t>T

min? max

where y(v,t) is the perturbation induced variation in spedmgnsity andy(v,t) is
known as the reference spectrum. The form of tHereace spectrum is not
specified, and is largely a matter of convenienepethiding upon the particular
application. The most commonly used reference gpecis the average (static)
spectrum of the system, but could equally well besen as the spectrum observed at
a fixed reference point such as the initial or ffisiate of the system. The reference
spectrum can also be set equal to zero, althoughcém lead to the appearance of
extra peaks that can complicate the appearancheofisynchronous spectra. The

average spectrum is used as reference througheuh#sis.

The 2D correlation concept is then to quantitajivebmpare spectral intensity
variations for all pairs,v, and v,, of spectral variables along the perturbation

coordinate. The 2D correlation spectrum is then formally exgsed as

X(v,,v,) = (§(v, 1) (v, 1)) (4.33)
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Where< > denotes the use of a cross-correlation functiea éqn. 4.35, below). The

correlation intensity, X(v,,v,), is then a measure of the relative similarity or

dissimilarity in the intensity changes at the twedral variables), andwv,.

The specific choice of correlation function, ané tihanipulation of the correlation
intensity, is somewhat arbitrary. It turns out ®hnth simple and convenient to treat
the 2D correlation spectrum as a complex functiér®

X(v,v,) = ®(v,,v,) +i¥(v,,v,) (4.34)

17 72 17 72

In this way, the 2D correlation intensity is sphito two orthogonal components. The

synchronous correlation intensitg(v ,v,), contains information about the overall

similarity or coincidence between changes obsemtedairs of spectral variables,

whereas the asynchronous correlation intensityp ,v,), contains information

about the relative dissimilarity or out-of-phaseuccter of the spectral changes.

The generalised 2D correlation function is defiasd

. 1 0o ~
(b(UNUQ) + Z\II<U17U2) = m o K(CU) YQ(w)dw (435)
where ﬁ(w) is the forward Fourier transform of(v,,t) and wis its Fourier
frequency component of the spectral variation altimg external perturbatioh
Likewise, ?Z(w) is the conjugate Fourier transform g¢fv,,t). Both Yl(w) and

Y,(w) can be expressed in terms of real and imaginanponents of the respective

Fourier transforms, where the real components aea &nctions and the imaginary
components are odd functions. Thiedependence of the Fourier transforms has been

omitted for clarity in the proceeding equations.

Y= [ o, e dt = Y (w) + iV (w) (4.36)

1
—00
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Y, ()= [ o, et dt = Y (w) — i V" (w) (4.37)
All that is required in order to generate the synobus and asynchronous 2D
correlation spectra, therefore, is to perform thprapriate Fourier transforms of the
measured dynamic spectrum as set out by eqn. 4.31.

The terms dynamic, asynchronous and synchronous heen retained from the
origins of 2D correlation in the framework of ssdittal time-series analysis where
the perturbatiort is assumed to be the passage of time. In the seagethat the
nature of this perturbation is not limited to suyatrely chronological forms, the
probe used can originate from any form of specbpggcincluding those from x-ray
and neutron scattering studies and even to othkisfisuch as mass spectrometry or
chromatography. The generalised 2D correlation otkthias also been applied to
NMR spectra® ¥ showing that the technique has grown out of iigins and

become well established in its own right.
4.4.2 Cross Correlation Analysis

Having introduced the central tenets of generali2Bdcorrelation analysis it is
useful to consider some concepts of classicalssitzdl cross-correlation analysis to
reveal the significant crossover between the twonétisms and discover why the

arbitrary choice of correlation function in eqr34 proves to be particularly useful.

The classical cross-correlation function betweestiritt dynamic intensity variations
observed with the progressiontdietweenT i, and Tmaxis given by

Or) = o [ 0,0 0.+ ) (4.38)

. min
max min

where 7 is the correlation time. The cross-correlationction compares the time-
dependence of two functions shifted by a constanthe Fourier transform of such
a convolution integral is given by the product bk tFourier transforms of the

individual functions and so the cross spectruffy) (i.e. the Fourier transform of

eqgn. 4.38), is given by
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=2
£
|
[

¢, (v,0,) =i (v;,0,) (4.39)

The real and negative imaginary components of thescspectrum are referred to as
the cospectrum and the quad-spectrum, respectiwblgre the term spectrum refers
to the Fourier domain representation of the timgedelent intensities. The co- and
quad-spectra can be expressed in terms of thenelaimaginary components of the
Fourier transforms in egn. 4.35.

é,(v v)-%[ﬁ“(w)%“( )+Y"(w) Y, (w)]  (4.40)

1772 2

max min

1 > Im " Re Re Im
U, (0p) = e [ (@) B (@) - T W) V)| (44D)

2

max min

By inspection of eqn. 4.35, it can be seen thastmehronous and asynchronous 2D

correlation spectra are related to the cospectnoimjaad-spectrum, respectively, by

v, f 6 (v,,0,) (4.42)

v,y0,) f Y (v,0,) (4.43)

Thus it can be seen that the cospectrum and quedram are the Fourier
components of the synchronous and asynchronous@Blation spectra. The cross-
correlation function and the 2D correlation intéynsire therefore related, and this
fact can be used to greatly simplify the calculatiof the synchronous and

asynchronous correlation spectra.
Synchronous Correlation Spectrum

The Wiener-Khintchine theorem is used to relate diess-correlation of a pair of

functions and the Fourier transforms of those fimmst as shown in eqn. 4.44, where
Y*(w) and G(w) are Fourier transforms of(¢) and ¢(¢) in a similar fashion to

eqns. 4.35 — 4.37.

155



Chapter 4: ER-FTIR Spectroscopy Study of SurfaeeEng at the Air/Water Interface

f Ft)- g'(t + T)dr = f Y (W) Gw)e“dw  (4.44)

This allows eqgn. 4.38 to be re-written as

1 > iwr
C(T)Z%(T 75 f Y (@) V(@) dw (4.45)

max min

which, for - = 0, reduces to

0(0) = f V' (w)- ¥, (w)dw (4.46)

Hllll

Only the real component of eqn. 4.46 is non-zesatha imaginary component of a

Fourier transform is an odd function. Therefore,

C(0) = e Re { f Y( dw} (4.47)

max TI] lTl

Eqn. 4.47 is identical to the real part of eqn54.8nd is therefore equivalent to the
synchronous correlation spectrum. The synchronouglation spectrum can then be
computed directly from the cross-correlation fuoctwith - = 0, avoiding the use
of Fourier transforms, as given in eqn. 4.48.

1 T -
(I)(UI,UZ) = T—fT y(vl,t)-y(UQ,t)dt (4.48)

max min

Asynchronous Correlation Spectrum

It is also possible to circumvent the use of Foutiansforms in the calculation of
asynchronous correlation spectra, by making ugheoHilbert transform, defined in
eqn. 4.49 for the analytical functiayit) .

) =Lp f < 9(t) 4 (4.49)
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Here P indicates the use of the Cauchy principhlevaf the integral is taken. The
Hilbert transform is similar to the Kramers-Kronrgnsformation introduced eatrlier.

Closer inspection of the Hilbert transform showatth can be considered as the

integral of a convolution of the functiong¢) and1/t. The Fourier transform of

the Hilbert transform is therefore related to theduct of the Fourier transforms of

these two functions by

Hw) = [~ bt “dt = % [ Z%e”‘dt [ gt a (4.50)

In turn, the Fourier transform of the Hilbert tréoren and of the functiong(t)
(denoted as7(w)) are related by the signum function, whose vaueither -1, 0 or

+1 dependent upon whether is greater than, equal to or less than zero.

H(w) =isgn(w)- G(w)
—G"™ (W) +iG"(w) w>0
H(w)= 0 w=20
G™(w)—iG™(w) w<0

(4.51)

The Hilbert transform therefore causes a phased shiimagnitude~ /2 in the

Fourier components of a functiagrit) , and hence the two functions are orthogonal.

This orthogonality can be used to produce a simeplifexpression for the
asynchronous correlation spectrum through the doitbon of an orthogonal

spectrum,z(v,,t) such that

~ 1= §(u,,t)
(v,,t)=—P 2~ ¢ 452
(v)=—P[ == (4.52)

The cross-correlation function between the dynaamd orthogonal spectra is then
given by
1 T
D(7) = ————— [ (v, 1) (v, t + T)dt (4.53)

T .
min

max min
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Eqn. 4.53 can be expressed, as before, in ternteeofourier transforms of the

dynamic and orthogonal spectra, as shown in eg4. 4.

1 o v iwr
D(T):%(T 5 f Y (@) X, (@) dw (4.54)

max min

Setting the correlation time equal to zero and ypgl the relation in eqn. 4.57

recasts eqn. 4.54 in terms of the dynamic specaiome.

DO) = 57 [ sen@)¥, (@) Y, (w)dw wss)
D(0) = %fo;isgn(w)b’(w)dw

Comparison of egns. 4.55, 4.39 and 4.51 then léads direct expression for the

asynchronous correlation function, showing the elByonous correlation intensity to

be thet-average of the product of the dynamic and orthagspectra ab, andv,.
1 Tons -
Y(v,v,) = T—f §(v,,t)- 3(v,,t)dt (4.56)

4.4.3 Computation of 2D Correlation Spectra

The elimination of the need for Fourier transformsthe calculation of both the
synchronous and asynchronous spectra greatly $iespthe practical computation
of 2D correlation spectra. In addition, the intégrquations presented thus far are
converted into discrete summations of cross-caedlpairs to account for a discrete
data set oim points along the perturbation axigluring the measurement interval
(egns. 4.57). As a result, it is instructive tonthiof the dynamic spectrum as a
matrix, where each column gives the dynamic chaaige givenv along the

perturbation axis (egn. 4.58).

B, 0,) = ——35,(6)5,(v,)
: =1 (4.57)
U(v,v,) = EZ.@(UI) -7 (v,)
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gj(vl, t, g](vQ, tl) ..... y(vn, t,
y(v,,t v,t) ... v Lt

v J(v,t,)  G(v,,t,) g(v, 1, (4.58)
g(vl, tm) y(UQ, t ) e y(vw , tm)

The synchronous correlation between intensity changlongt for two spectral

variablesv_ and v, is then given by the product of two dynamic spautmatrix

elements and the whole synchronous correlationtgpacis simply a table of
variance and covariance between vectors in the ndgnapectral matrix, i.e. the
covariance matrix as given by eqgn. 4.59.
I o
d =—VY'Y (4.59)
Yom—1

Likewise, the asynchronous spectrum is obtainednytiplying the dynamic
spectrum matrix (egn. 4.58) with its orthogonal teupart, obtained through the use
of the Hilbert-Noda transformation matriX, as

v =1 y'Ny (4.60)

VU m — 1

whereNY gives the orthogonal spectrum and

0 1 1/2
v -1 0 1 .. 461
Sl-1/2 -1 0 ... (4.61)

By computing the 2D correlation spectra in this memonly elementary calculations
need be performed, avoiding the use of complex muroélculations as are required
by fast Fourier transform algorithms. It has beemdnstrated that this direct Hilbert
transform method gives the most efficient compatatl method for a dynamic

spectrum produced from up to 128 individual data’$&
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Pre-treatment of Data

It has been demonstrated by several autffbt® that various artefacts can be
introduced into 2D correlation spectra by randomctthations in the original data set.
As a result, different methods of spectral prettremt have been used to remove
these artefacts caused by non-specific intensitganges, including baseline

§0 145 normalisationt*® spectral deconvolutidf® and the

correction method
statistical smoothing of data by techniques sucpriipal component analysi&*

In all cases the appearance of the 2D correlap@ctsa were greatly simplified by
the pre-treatment, especially the asynchronous trspeshich are particularly
sensitive to the small uncorrelated fluctuationsoagmted with random noise.
However, the noise levels and background fluctmatiovere, in all cases, much
greater than those encountered in the present stodlyso no extra pre-treatment of

data was employed other than that described imoset5.3.

All 2D correlation spectra presented in this thesese calculated using the program
2D shige, kindly made freely available by Shigedkorita at Kwansei Gakuin
University, Japan.

4.4.4 Properties of 2D Correlation Spectra

Synchronous 2D Correlation Spectrum

The intensity of the synchronous correlation speuotiprovides a measure of the
similarity in the variation of spectral intensity tavo separate points as the external
perturbation is applied. As such, peaks appeariritpe synchronous spectrum arise
from spectral bands whose intensity changes simedtasly or coincidentally

through the course of the measurement.

An example of a synchronous 2D correlation spectisnshown in figure 4.10,

where shaded regions symbolise negative correlati@msity. Synchronous spectra

are always symmetrical with respect to the diagonak v,. The 2D spectrum

shown here is made up from four separate peakatddcat 275@m™, 2850cm’™,

2950cm™ and 3050cm™®. The presence of foumutopeaks(at coordinates [2750,
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2750], [2850, 2850] etc.) located along the diagoranfirms this fact, as the
intensity change of a single peak is necessamhyukaneously correlated with itself.
Since the synchronous correlation intensity has ls®wn to be a measure of the
overall similarity of the spectral intensity changgeany given set of coordinates, it
follows that the magnitude of the autopeaks remtsséhe susceptibility of that
particular spectral region to change under theieggberturbation. Moreover, this
means that autopeaks must always be positive.
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Figure 4.10 Example of a synchronous 2D correlagpectrum made up from four
bands centred at 2750, 2850, 2950 and 3050 mapectively. Shaded areas
indicate regions of negative correlation intensity.

In addition to the presence of diagonal autopealschronous correlation spectra
contain cross-peaks located at off-diagonal coatés Correlation squares, such as
those observable in figure 4.10, can be drawn lkEtweairs of autopeaks and
symmetrically positioned crosspeaks. The preserfcéghese correlation squares
indicates a synchronicity or concurrence in thecspé changes occurring at the
positions of the pair of autopeaks that make upsthere. In the example shown in
figure 4.10, therefore, the spectral bands at 2€s0" and 2850cm™® are
synchronously correlated, as are the bands at @80and 3050 cil. Whilst the
sign of the autopeaks is necessarily positive, lsyomous crosspeaks may be either
positive or negative, with the sign of a pair obsspeaks giving information about

the relative directions of the intensity changeswad bands. In the present example,
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positive crosspeaks indicate that the bands at 285D and 3050cm™ change
intensity in the same direction, whilst negativesspeaks between the bands at 2750
cm? and 2850cm? indicate that one band increases in intensity hes dther
decreases. It should be noted, however, that ikame indication as to the absolute

direction of any intensity change, only the relatdirections between each correlated
pair.

Asynchronous 2D Correlation Spectrum

Peaks in an asynchronous 2D correlation spectruise d@rom sequential or
successive changes in spectral intensity, andftrerasynchronous spectra contain

only crosspeaks as shown in figure 4.11. Asynchuencorrelation spectra are

always antisymmetric with respect to the diagonak= v, . It is again possible to

draw correlation squares between pairs of crosspeakl the positions on the
diagonal corresponding to autopeaks in the syncusrspectrum. In the example
shown, correlation squares indicate asynchronourglation between bands at 2750
cm* and 295@m*, 2750cm™ and 305@m*, 2850cm™ and 295@m” in addition to
2850cm™* and 305@m™.
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Figure 4.11 Example asynchronous correlation spentbased on the same four
bands as in figure 4.10.
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It is apparent from figure 4.11 that asynchronoagetation spectra are typically
much more complicated to analyse than the corre@Bpgnsynchronous spectra,
largely due to the absence of autopeaks. This reawseful, however, as an aid to
identifying highly overlapped bands whose respoisseut of phase under the
influence of an external perturbation since croakpevill be present even for bands
with very similar positions. Such situations ariga, example, in mixtures where
each component contains similar functional gro@i.correlation spectroscopy is
ideally suited, therefore, to the study of mixtumdsalkyl-chain surfactants ana

alkanes.

The sign of crosspeaks in asynchronous correlgp@ctra can be used to deduce the
sequential order of spectral events, using a seigfirical rules, sometimes referred

to as Noda’s rule&®
1. A positive synchronous crosspeak, in conjunctionthwia positive
asynchronous crosspeak at coordinates«() indicates that the intensity

change at, occurs first.

2. A positive synchronous crosspeak in conjunction hwid negative

asynchronous crosspeak at coordinatesd() indicates that the intensity

change atv, occurs first.

3. A negative synchronous crosspeak in conjunctionhwa positive

asynchronous crosspeak at coordinates«() indicates that the intensity

change at, occurs first.

4. A negative synchronous crosspeak in conjunctionhw#é negative

asynchronous crosspeak at coordinatesd() indicates that the intensity

change at, occurs first.

These rules can then be used to assign an ord@retgpectral changes in the
examples shown in figs. 4.10 and 4.11, where we ffiat the changes at 2956
and 3050cm™ occur predominantly after those at 236" and 285@m™. Care
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must be taken when applying Noda’s rules sinceafiymchronous spectra produced
from raw spectra containing even a moderate nurobéighly overlapped peaks

can contain contradictory features that precludehsa simple analysis. These
considerations are discussed in section 4.4.5agadh in section 4.6 in the context

of present results.

4.4.5 Properties of 2D Correlation Spectra Contaimg Features

Other Than Simple Intensity Changes

As has been noted, the application of Noda’'s r@besanalysing 2D correlation
spectra are only reliable if the spectral variagiaare fairly monotonic and are
confined to simple changes in intensity. Exceptianse when more complicated
features are present in the basis data set, supkaksshifts and band broadening
commonly effected when an external perturbatiomgka the physical environment
of the system under study, for example during aseheansition. In such instances
the simple relationship between spectral bandscangklation peaks breaks down
and it becomes necessary to use spectral simwaioavoid the over-interpretation
of multiple correlation peaks. Fortunately, manyha complex patterns observed in
2D correlation spectra are highly characteristic pafrticular changes in the
underlying dynamic spectrum and so provide a rgadentifiable fingerprint that
greatly aids the subsequent analysis of such emiwal spectra. Of particular

relevance are the following four scenarios:
1. Peak shifts caused by a single band of constagmsity changing position.
2. Peak shifts of a single band coupled with a chamgaensity.

3. Peak shifts brought about by the disappearanceneflmnd concurrently

with the appearance of a second band of similaraenavenumber.

4. Broadening or narrowing of a single band.
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Figure 4.12 Lorentzian curves used to simulate @Batation spectra of a single
band shifting (top left), a single band shiftingupted with an increase in intensity
(top right), two bands changing intensity in oppe@slirections (bottom left, note the
lack of isosbestic point. This is due to the reguient that both peaks change
intensity with different waveforms, otherwise nakseappear in the asynchronous
spectrum) and a single band broadening (bottomt)igh

In order to demonstrate the 2D correlation pattereated by these four effects, four
sets of simulated spectra were created (see f@a®) following a similar treatment
to Noda'®* Dluhy et al’*’ and CzarnecKi? amongst others. The corresponding
synchronous and asynchronous correlation spect#ashown in figure 4.13. It
should be noted that all the simulated 2D correfaspectra shown were calculated
with increasing overall intensity. If the calcutati were repeated with decreasing

overall intensity, the signs of peaks in the asyocbus spectra would be reversed.

In the case of a single band undergoing a peak shiracteristic four-fold and two-
fold symmetric patterns are produced in the synobus and asynchronous spectra,
respectively. In the case with an accompanying gkain intensity these
characteristic patterns are elongated along thgodel towards the higher intensity
end of the peak shift. The four-lobed pattern ia slgnchronous spectrum is centred
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approximately at coordinates along the diagonalesmonding to the peak maximum
of the average spectrum. The elongated buttelfly-pattern in the asynchronous
spectrum provides the best indication that theepatis created by a single peak, as
well as the clearest example of why Noda’s sequeuies cannot be directly applied
since the asynchronous cross peaks span bothveoaitd negative regions of the
synchronous spectrum. The pair of crosspeaks dlmsbe diagonal are typically
much more intense than the outlying pair, whichesasily overlooked in real spectra
where other higher intensity peaks may also beeptedntriguingly, the appearance
of both synchronous and asynchronous spectréles ¢cthanged by the magnitude of
the peak shift and so the patterns observed arelypdragnostic and have little
analytical value. The origin of this effect proballles in the normalisation step

preceding calculation of the correlation spectra.

In contrast, the asynchronous spectrum createdwy separate bands changing
intensity in opposite directions contains a singkr of crosspeaks centred at
coordinates that approximately correspond to thekppositions of the two

constituent bands. The synchronous spectrum issiarjar to that of a single band
shifting, demonstrating that the asynchronous specthas far greater diagnostic

value.

The patterns created by a single band broadenaghare complex again than those
related to band shifts. The large autopeak in tixectgonous spectrum often
dominates the less intense outlying peaks, angdaim éhe asynchronous spectrum is
more indicative of broadening. The asynchronousctspen resulting from the
broadening of a band is distinguished from the aboases by the presence of a
rotated four-leaf-clover pattern close to the diegd*® **°Such a four lobed pattern
IS not unique, however, and can be confused with ékistence of multiple
overlapped bands, the effects of which tend to datei the appearance of 2D
correlation spectra. The main indication of thespree of broadening effects,
therefore, is the appearance of pairs of symmétextended peaks parallel with the

spectral axes.
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Single band shifting to higher wavenumber

Synchronous spectra Asynchronous spectra

\4 v

Singlé band shifting to higher wavenumber WiEh inceasing intensity

v v

<
<

Band shift created by two peaks changing inten;it'w opposite directions

v

<

Figure 4.13 Simulated synchronous and asynchro@®usorrelation spectra
derived from the spectra shown in figure 4.12. #sandicate the direction of
increasing wavenumber.

Empirical adaptations of Noda’s rules have beenosgtfor these more complex
cases. In the example of a single band shiftingtipas the direction of the shift can
be deduced from the sign of the elongated crosspsalabove the diagonal. If this
peak is negative, then the shift is to a higheremawnmber. The sequential order of
intensity changes in the case of two separate banalso given by the sign of the
crosspeak above the diagonal in the asyncronoudrape A negative crosspeak

indicates that the intensity change of the highavemumber band occurs largely
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after the change in the lower wavenumber band. &g can be distinguished
from narrowing by considering the sign of the \aatipair of extended peaks in the
asynchronous spectrum. A negative pair of crosspaakindicative of band

broadening. Applying these rules to the exampletspeof figure 4.13 leads to the
correct observations that the single band shifthigher wavenumber, the lower
wavenumber band increases in intensity most ra@dly the single band is indeed

broadening.

The application of these rules to real experimedédh is generally complicated by

the appearance of additional crosspeaks as a ddhie presence of a large number
of bands in the original spectra. In fact, the neamtsf bands need not be that large;
since each individual band can contribute up ta fmoesspeaks, the asynchronous
correlation of just two bands gives a total of apsixteen crosspeaks, giving the 2D
spectra a very complex appearance. It is perhape appropriate to use physically

reasonable spectral simulations, therefore, thaapigy rules based on idealised
situations. A good example was provided by Kitral,**° who demonstrated that the

shifting and broadening of just two bands (typiohthe electronic spectrum of an

organic dye) can lead to a range of increasingmmex and beautiful patterns that
cannot be properly interpreted in terms of the aboNes.

4.4.6 Practical Applications of 2D Correlation Speirtoscopy

In addition to providing much of the mathematicamework for the calculation of
2D correlation spectra Noda, often in collaboratwith Ozaki, has produced a
number of demonstrations of the applicability ofngelised 2D correlation
spectroscopy to a variety of practical systéms>® as well as periodic reviews
detailing advances in the techniddé™*°A particularly elegant and simple example
of the application of Noda’s rules involved the dgition of dissolved polystyrene to
form a film during the evaporation of a volatilehant system containing methyl
ethyl ketone and toluene. Only weak synchronoueetairon was found between the
three components, whilst all three were stronglynaekronously correlated. These
findings implied that the changes in concentratioh each component were
independently controlled by either the volatility the solvent or solubility in the

case of polystyrene. The fact that weak synchromouselation was found, despite
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the essentially uncorrelated behaviour of the systould be due in part to subtly
changing interactions as the composition of thetsm changed with time, but more
likely reflects that even for intensity changeshwiery different rates and waveforms
there will often be some component of the Four@medin frequency common to all
species. This will be reflected by the appearanteweak crosspeaks in the
synchronous spectrum unless other higher intercsitgspeaks are present which
dominate (this is also the origin of the two weakggative regions in figure. 4.10).
Analysis of the signs of crosspeaks in both synobws and asynchronous spectra
revealed that changes in methyl ethyl ketone baadarred largely before changes
in toluene bands (as expected from the relativatiibles of the two components)
and polystyrene was deposited gradually througtioeitcourse of evaporation. An
important point regarding the interpretation of wagtial order information is
highlighted by the evaporation study, as the cotmagan (and therefore spectral
intensity) of each component clearly changes airakts during the measurement. It
is therefore more appropriate to consider the oofleavents as revealed by Noda’s
rules as relating to relative rates of change aeztaover the whole measurement
interval, or in terms of the half-times or halfensities of the spectral changes as
discussed by Jagt al,’®® rather than as sequential stages for most redtwor

applications.

The effects of temperature and pressure on senmadlige polyethylene, known to
have a complex structure consisting of crystallareellae suspended in a liquid-like
amorphous matrix, has been studied using 2D ctigalaspectroscop’ The
appearance of the IR spectrum is determined byrékative proportions of the
crystalline and amorphous phases. 2D correlatioa asiction of temperature and
pressure allowed bands relating to the amorphoaseland distinct axes of the
crystal lamellae to be distinguished and the mgland pre-melting processes to be
studied for both polyethylene and nylon‘£2. *** Asynchronous correlations
between the amorphous band and crystalline banveésilexi pre-melting to occur at
temperatures as much as 90° below the melting poif{process very similar to that
of normal melting. In addition, it was found thaettrue amorphous state does not
appear until well above the reported melting pdimelting could also be induced by

applying pressure, and in this case melting wasvehto be preceded by the
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uncoiling of crystal lamellae. This conclusion wagported by the appearance of
negative crosspeaks in the synchronous spectruwgalieg contrary intensity

changes in bands corresponding to different crystahxes.

Generalised 2D correlation spectroscopy has alsm lapplied to the study of
various other inter- and intramolecular reorgamsaeffects instigated by external
stimuli. Palmer, Chacet al. realised that the reorientation of liquid crystélg
electric fields could be thought of in much the saway as the reorganisation of
polymer structures under mechanical stfé&%* The absence of crosspeaks
correlating the dipolar “head” region, containingffsbiphenyl groups, with the
flexible alkyl “tail” of the model nematic liquid rgstal 5CB showed that the
reorientation occurred in two stages when an etefield was either applied or
withdrawn from the sample. Strong asynchronousspeaks between the alkyl and
biphenyl groups showed that reorganisation of #iewas much slower than the
head when a field was applied to an isotropic samphereas it was the thermal
motion of the alkyl tail that dragged the molecule® a disordered state when the
field was removed. Ozalet al. elucidated sub-molecular level information about
composition-dependent structural changes in eteylemyl acetate copolymers
using 2D Raman correlation spectroscéPyThe supramolecular disordering of the
system with increasing vinyl acetate content wamsdbto be caused by a shortening
of all transmethylene segments which disrupted packing intahlyse lamellae.
This study complemented earlier Raman studies ensdme system where only
phenomenological conclusions could be dra®nThe dissociation of hydrogen
bonds by increasing the temperature of pure lidNt#itethylacetamide was found to
involve the sequential dissociation of clustersletreasing siz&’ The presence of
clusters with distinct size ranges was revealethbypresence of multiple crosspeaks
in the amide | and amide Il regions of the asynobus correlation spectra which
corresponded to distinct but highly overlapped (#metefore unresolved) peaks in
the raw spectra which disappeared at differentsratethe temperature was raised.
This system was also studied using an interestiodification of the 2D correlation
technique, 2D heterospectral correlattdh.
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2D heterospectral correlation differs from the gahsed 2D correlation method
described so far in that two independent dynamexsp are correlated with each
other, rather than a single dynamic spectrum beorgelated with itself. The two
dynamic spectra may be generated from any paiowiptementary spectral probes
under the same external perturbation. In the exanmgdove, 2D IR-Raman
correlation spectroscopy was used to complementotiggnal 2D-IR studies to
further aid band assignments in tRenethylacetamide system and demonstrate the
potential of the modified approach. It should betedothat the mathematical

formalisms and calculation of 2D heterospectraradation spectra are identical to

those described in sections 4.4.1 to 4.4.3, withdimple replacement af(v,,?)

with Z(v,,t), where Z denotes the use of a second spectral index. Tifering

physical origins of spectral bands, however, mdhas all peaks in heterospectral
correlation spectra, even in the synchronous spegtare technically crosspeaks as
autocorrelation cannot take place between distidatasets. In addition to
applications involving traditionally complementargpectral probes, such as
IR/Raman, IR/NIR®® %°and UV-vis/NIR the 2D heterospectral method can be
applied to completely different techniques suctRAESR "° or IR/SAXS"*

Another novel application of the 2D correlation heat, related in some ways to 2D
heterospectral analysis, is the so-called sampigkea correlation spectroscopy

L.1? In contrast to variable-variable correlation

formulated by Ozakiet a
spectroscopies which correlate changes in spdudrads along the perturbation axis,
sample-sample correlation spectroscopy is appbed transposed dataset to reveal
changes in the sample at different extents of gestion along the spectral variable.
This process is most simply understood by considethe matrix approach of
section 4.4.3, where a simple transposition ofgpectral data matri¥ gives the

synchronous spectra as

> = Yy’ (4.62)
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where the suffixss denotes sample-sample, (the number of spectral variables)
replacesnm (the number of perturbations over which the datases obtained) and the

association product is now used rather than thgedison product.

Traditional 2D-NIR spectroscopy was used alongsdenple-sample correlation
spectroscopy to study phase transitions in oleid fiom the liquid crystal structure
to a true isotropic liquid phasé® Wavenumber-wavenumber correlation showed the
breaking of hydrogen bonded dimers with increasitgnperature by the
disappearance of splitting of OH bands, whilst thample-sample spectra
demonstrated unequivocally the existence of twardistransitions at 32C and 55
°C by the appearance of two distinct discontingitia synchronous correlation
intensity at these two temperatures. A similar gtds been carried out on watét,
suggesting that betweerf® and 80 °C two major species are present wittngar
and weaker hydrogen bonds, respectively. The iflsaraple-sample correlation has
recently been extended to take into account maliipllependent perturbations, such
as concentration and temperature, so the effedisminterrelated perturbations can
be correlated with each other on a wavenumber-waweer plot’® In a multiple
perturbation 2D correlation analysis, two externarturbations are applied
simultaneously to the sample and synchronous asréldtion (an approximation of
the asynchronous spectrum) spectra are calculastdcontain the effects of both
perturbations. Additional crosspeaks in the mudtiperturbation correlation spectra
appear at spectral coordinates whose behaviourfinkied under the influence of
both perturbations. This new kind of analysis cquidve particularly useful for the

determination of the effectiveness of industriahfalations.

Two dimensional correlation analysis has been egpio a variety of surface and
interfacial systems, with much of the work to dstenmarised in a review by Dluhy
et al.’® The pressure-dependent behaviour of a DPPC maeroktythe air-water
interface was studied in a series of papers toiddte the nature of the liquid
expanded to liquid condensed phase transifibri’’ Spectral simulations were used
in conjunction with polarised ER-FTIR spectra tsaliminate between a two-phase
model in which a more ordered species (lower wandrer methylene peaks)

appeared at the expense of a less ordered speulesirayle phase model with a
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gradual peak shift. It was found that the wholespoee range studied was not
adequately described by either of these modelsealand that it was instead more
appropriate to consider two separate pressurevalterin the low pressure regime,
incorporating the LE/LC phase boundary, the twosghaodel accounts well for the
experimental 2D spectra indicating that the LE/lt&hsition is indeed biphasic. At
higher pressures, however, an additional peak whai$t found to occur within the LC
phase, attributed to intramolecular reorganisasisrsurface pressure was increased.
In this instance, the data were best represented diggle phase model indicating a
small simple peak shift. These subtle effects vy revealed after normalisation
of the raw spectra to account for changes in sarémnsity, however, and therefore
could be caused by random baseline fluctuations, dfiect of which can be
magnified when genuine intensity changes are recho&esimilar study was carried
out on the gel-to-liquid crystalline phase tramsitof a DPPC bilayeY.® Simulated
spectra indicated that the mechanism of the bilgyase transition was somewhere
between that of the two-phase and single phase Imddethis case, however, the
intensity changes in the two-phase model were fliaed occurred at the same rate
(albeit in opposite directions). Such linear intehghanges are known not to
produce meaningful asynchronous correlation int@sst* casting doubt over the

models used.

Aratono et al. used 2D correlation ER-FTIR spectroscopy to sttity analogous
LE/LC phase transition during the adsorption @fEz. They followed the adsorption
both as a function of time during dynamic evolutiohsurface tension and as a
function of subphase concentration, with both apphes yielding identical spectra,
independent of normalisation. The asynchronousetadion spectra clearly showed
the splitting of the symmetric and antisymmetricimyéene stretching bands into two
components, and therefore that the transition wasteorder, two-phase process.

It has already been noted that Noda’s rules fosdwuential order of spectral events
are better interpreted in terms of relative ratéscloange. Dluhy and Elmore
proposed a modifiegv-correlation approach to account for the relativages of
change semi-quantitatively without relying on sigrfscrosspeaks in the original

correlation spectrd® This new method involved the introduction of a new
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parameter, the effective phase angleagainst which relative phase lags between
real spectral components can be comparegh-@orrelation analysis is carried out by
performing an asynchronous cross-correlation of/@acdhic spectrum with a set of
model sinusoidal functions that differ only in pbasngles, and have the general

form
f(B) = sin(k¢ + B) (4.63)

where ¢ is chosen such that each model function descrdresquarter of a

sinusoidal cycle andt is an integer. The asynchronous correlation is fleemally

described by

U(v,[) = ﬁif(v, n.) i:N].k -sin(k¢ + 0) (4.64)

wherem s the total number of spectrf(v,n.) is the measured spectral dataset and

N, is the Hilbert-Noda transformation matrix. Theeetive phase angl@,, is then

defined as
B =06 +90° (4.65)

This definition ensures that the phase angle afettefe phase angle are the same

when the signal variation has a constant sinusdidgliency.

As an example, modé¢h-correlation spectra were calculated for a setimukated
spectra containing two peaks, centred at 2850 emd 2950 cm, increasing in
intensity with identical waveforms. Figure 4.14 Aosvs thefv-correlation spectrum
of the model system when the phase lag betweetwihgeaks is zero. In this case
the intensity change in both peaks is seen to lla@esame effective phase angle,
approximately -90° taken from the maximum of thesipee correlation peaks,
indicating that the spectral changes occur exactljphase as expected. If the
intensity change in the band at 2956" is delayed relative to the change at 2850
cm® (whilst still retaining the same waveform), a {&ifj appear in the relative phase

angles of the two bands. This effect can be sedigume 4.14 B, where the higher
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wavenumber band now has a reduced effective phrage af approximately -115°.
In the case of the first-order phase transitiom®med in this thesis the increase in
spectral intensity should occur simultaneously &ir components as the system

freezes, and so/-correlation analysis should resemble that showfigirre 4.14 A.

N
100 A @ @ 100 - @ @
< 0 < 0+
-100- @ @ -100+ @ @
3000 2900 2800 3000 2900 2800
Wavenumber / cri Wavenumber / cri

Figure 4.14 Modepv-correlation spectra calculated from two independeeaks
increasing in intensity at the same rate. Left,raes perfectly in phase. Right, with
a phase lag introduced into the higher wavenum!agdb

pv-correlation analysis has been used to analyse rttator transition of
nonadecan&’® the structural dynamics of ideal and nonideal fyinghospholipid
mixtures at the air-water interfd® and the mechanisms of interaction of
phospholipid monolayers with dissolved antibidfitThe concept has recently been
extended to allow the use of any arbitrary triaidion through the use of a global
phase anglé®* ¥ The approach is formally similar to that descrila&dve, only the
form of the trial function can change to incorperaxponential, quadratic, etc.

intensity variations.

Further interfacial applications of 2D correlatiospectroscopy include the
conformation of mixed phospholipid-peptide monotsy&* the adsorption ofs-
lactoglobulirt®® and thermal behaviour of spin-coated copolymendii®®

The advencement of non-linear optical techniquesedban pulsed laser excitations
has allowed ultrafast 2D spectroscopic studieseaubdertaken that are formally
identical to the well established pulse-based aggdres common to 2D NMR. These
techniqgues have allowed the study of various dynaphienomena, such as the
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structures of benzophendfie and liquid formamidé®® water diffusion in
biodegradeable plasti¢® the solvation of water in acetonitrifé and even the

interfacial structure of a dodecanol monolayer.
4.5 Experimental Methods and Materials

4.5.1 The FTIR Spectrometer

The Michelson Interferometer

An interferometer is a device that generates agrfErence pattern from incoming
radiation in a well defined way. In essence thiadkieved by splitting the incoming
light into several sources, with a known (or meable) optical path length
difference between them. A simplistic example of iaterferometer is Young’'s
famous double slit experiment, where two light sesr (i.e. the slits) with a fixed
optical path length difference were allowed to iifgee. In this case the optical path
length difference was determined by the distandevden the slits, resulting in the
familiar interference pattern upon recombinatianotder to gain information from a
wide range of incident frequencies, it is necessaryse an interferometer with an
adjustable optical path length difference. A simptdution to this problem was
provided by Michelson in the late 1800s (who wasrapting to measure changes in
the speed of light in different directions), ane timterferometers used in modern

FTIR spectrometers are based upon his originafydesi

The Michelson interferometer is a dual-beam devita uses a beamsplitter to
divide incoming radiation into two beams which Eer recombined after reflection
from two mutually perpendicular mirrors (figure B)1Upon recombination the two
beams interfere and are partially reflected to dkeector and partially transmitted
back towards the source, with the intensity of thiéected and transmitted beams
dependent upon the optical path length differenetvéen the two arms of the
interferometer. By allowing one mirror to move, shereating a variable optical path
length difference, an oscillating intensity will bebserved at the detector
characteristic of the incident light source. Theiag path length difference is
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commonly called the retardatio®, and a plot of measured intensity as a function of
retardation gives the interferogram of the lighirse.

From Source

1o Sample

A
r

C

Figure 4.15 Schematic of the Michelson interfer@anshowing the beamsplitter (A),
moving mirror (B) and fixed mirror (C).

In the limiting case of a monochromatic light saurthe intensity is simply a
sinusoidal function of retardation, with maxima whé = nA and minima when

6 =(n-+1/2)\. More generally, the intensity as a function dhardation is given

by192

I(6) = 0.51(7)[1 + cos27wd] (4.66)

wherel(7) is the intensity of the source emitting radiatmfrwavenumber . The

dc component of the intensity in unimportant foeposcopic measurements, and
the term interferogram usually refers to only tkecamponent of eqn. 4.65. Various
instrumental parameters can also be accountedsfich as wavelength-dependent
behaviour of the beamsplitter, non-linear resparisietectors and any filters applied
to the signal before detection. In this case, draexavelength-dependent correction

factor, H(v) must be added to account for these effects (e¢6).4The parameter
B(v) describes fully a source of wavenumber after modification by the

components of the spectrometer.

I(6) — 0.51(v) = 0.51(v)H (V) cos 2nvd = B(V) cos 2mvd (4.67)

When a source emits more than one wavenumber o&ti@d the measured
interferogram is the product of interferograms esponding to each wavenumber of

radiation emitted by the source. In the case ofpshae sources the envelope of the
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interferogram repeats at regular intervals, mud&e lihe beats heard when two
musical instruments play slightly out of tune. Tfast was utilised by Michelson to
deduce that the red Balmer line in the spectrurhyofrogen was a doublet, as he
could only resolve the envelope and not the higigdency structuté® of the
interferogram. As the lines broaden the envelopethaf interferogram decays
exponentially rather than repeating infinitely, amill decay very rapidly for a
broadband source since all the sine waves contmgpud the interferogram are in
phase only at the point of zero retardation. In¢hse of a continuous source, the
interferogram in eqn. 4.66 can be represented astegral function of the incident
wavenumber, and likewise the spectrum can be reptes as an integral function of

the interferogram;

16) - 051(7) = [ B(F)cos2ris - dir (4.68)

B = [ :‘ [1(8) — 0.51(%)] cos 2176 - db (4.69)

Here, the interferogram/(6) — 0.51(v)) and the spectrumH(v)) form a cosine

Fourier transform pair, relating the distance (ore) domain measurement dfto

the wavenumber (or frequency) domain of the spattimplicit in eqn. 4.27 is the
fact that, in order to achieve infinitely high spat resolution, the interferogram
must be recorded over an infinite range of retamdat and hence an infinite motion
of the moving mirror. This is clearly impossibleydaso it is instructive to consider
how severely the incomplete acquisition of an iet®gram affects the spectral

resolution.
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Figure 4.16 Superposition of waves A and B to giaee C.

Considering the simple case where a line sourcéseaniloublet of radiation with a
separation ofA7 wavenumbers, the interferogram will consist otipesposition of

two cosine waves as shown in figure 4'1%The two waves are in phase at the point

of zero retardation, become exactly out of phasenvh= 0.5(A7)"', and are back

in phase after a retardation ¢A7)'; the envelope of the interferogram has a

wavelength equal to the separation of the two litfethe interferogram is recorded
over a smaller range of retardations, it is imgassto unambiguously extract both
component waves. This simple analysis servesustilite the correct conclusion that
the spectral resolution is inversely proportiormathe range of retardation measured,
and hence to the distance travelled by the moviirgom If the mirror moves at a
fixed speed then the acquisition time of an intedeam (that is, the time per scan)
iIs proportional to the resolution of the measuremedoth these facts have
implications for the signal-to-noise ratio of reded spectra, as the noise per
spectrum is proportional to the square of bothabguisition time per scan at fixed

resolution, and the resolution for a fixed acquositime.
The Apodization Function

As well as limiting resolution, a consequence of asmging incomplete

interferograms is to introduce unwanted and ursgealifeatures into the resulting

179



Chapter 4: ER-FTIR Spectroscopy Study of SurfaeeEng at the Air/Water Interface

spectra. This is due to the fact that any truncabbd the interferogram must be
reproduced by the Fourier transform, which in pcactintroduces baseline
oscillations around spectral peaks. The appearaintteese unwanted features can be
reduced by applying a smoothing function to therii@rogram that gradually reduces
the intensity to zero at the point of maximum meeduetardation. The process of
smoothing is known as apodization and the smoothingtion is the apodization
function, A(5).

Table 4.3. The effect of common apodization fundion spectral appearance

N . FWHM
Apodization Function increase / % Appearance
B Large sidelobes up to 15%
oxcar of peak intensity
A(5) = Y Y 0 Positive and negative
0 6<—6,,0>06 baseline fluctuation over a
large wavenumber range
Triangular Only positive sidelobes
1— b 5 <85<6. 48 Baseline fluctuations occur
A(6) = e e over a small wavenumber
0 o< =6 6>6 range
Happ-Genzel Sidelobe intensity reduced
to 0.8% of peak intensity
om
Ay =108 T SOS b, o1 Baseline oscillations spread
0o " s< s 556 over a wide wavenumber
max max range

The effect of apodization on the appearance of itlterferogram increases as

6 — ¢__ . Information about rapid changes of intensityhe frequency domain are

contained at large retardations, and so sharp &peear broadened by apodization.
More generally apodization decreases spectral utsol by reducing the

contribution of points in the interferogram farrimghe point of zero retardation, thus
effectively reducing the maximum retardation meadutt is therefore necessary to

weigh up the effective reduction in resolution wilie degree of removal of baseline
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oscillations when choosing an apodization functida.a result there have been a
large number of proposed apodization functions,wahi¢h to use is in many cases a
matter of personal preference. Different functiaze produce subtly different
effects, however, and a comparison of three comapadization functions (boxcar,

triangular and Happ-Genzel) is presented in tat8é%4
Practical Interferometry

The discussion so far has been limited to the ods® coherent collimated light

source. In reality IR radiation is produced by aduaband, incoherent and un-
collimated source (due to the finite size of tharse), which leads to divergence of
the incoming beam as it passes through the interfeter. As a result of this

divergence, light impacts the various optical comgras of the interferometer at a
range of angles and hence the actual retardatmuped by a given position of the
moving mirror is not single-valued but is smeared-by additional interference

effects of the divergent light source. To achievughhspectral resolution it is

therefore necessary to reduce this divergencetipallg accomplished by focusing

the beam through an aperture before it entermtieeferometer.

In order to record an interferogram on a compuber data must be digitised, a
process that involves discretization of the meaburgensities. In any practical
system this also results in finite sampling of thierferogram at discrete values of
the retardation. The continuous Fourier transfannegn. 4.27 is then replaced by a
discrete Fourier transform, sampled at regularrale during movement of the

mirror. If x is the sampling interval (in terms of the positiminthe moving mirror,
such thatkr =6 where k is an integer), and/ (k) is the intensity of the
interferogram at th&" sampling point the discrete Fourier transformNogampled

points can be expressed as;

N-1

Bw)=1(0)+2> I (k)cos2rD kz ¥, =D,,0,,...,U (4.70)

n 27° N-1
k=1

It can be seen, therefore, that a large numberoafpatations are necessary to
calculate a spectrum acquired over any reasonadlenumber range. In order to cut
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down the number of calculations required, and hedwastically increase the
maximum rate of data acquisition, Cooley and Tukieyised the fast Fourier
Transform (FFT) algorithm® The algorithm works by expressing the discrete
Fourier transform of eqn. 4.28 in exponential foasing the Euler relation, then

factorising the resulting matrix (eqn. 4.28 mustpeeformed for each wavenumber

in the spectrum individually) using the symmetrpperties of thee " function.
The FFT algorithm works most efficiently when tlo¢éal number of sampled points,

N, is a power of 2. To ensure this is the case,tatdil data points of zero intensity

can be added to the interferogramdat . These additional points will have no

effect on the appearance of the spectrum sincentbesity of the interferogram has
already been defined to be zero at extremiey the apodization function. It is also
possible to enhance the digital resolution of {hecsrum by doubling the number of

sampled points through the addition of more z€efbss is known as zero-filling.

Figure 4.17 Undersampling (dots) of a cosine waadiq line) to yield a detected
wave of lower frequency (dashed line).

The actual sampling rate employed by the interfetemis determined by the
bandwidth (i.e. wavenumber range) being measurdé. Nlyquist criterion states
that, in order to unambiguously record an oscillatsignal, the sampling rate must
be at least twice that of the highest frequencymament of the signdf® Practical
examples of the effect of this criterion can bensegevideo footage of helicopter
blades or the spokes of car wheels, where as thaccalerates the wheels appear to
rotate backwards, then stand still as the rotatifneguency approaches and then

matches the film capture rate. In most practic&rirrometers, the retardation is
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measured using the well defined interferogram afianochromatic light source as
described earlier (egn. 4.24). A reference 633 neiNd laser beam is passed
through the interferometer, and the intensity af #ignal after the beamsplitter is
measured using a photodiode array. After subtmaatiothe constant dc signal, an

output cosine wave is produced that periodicallg lz&ro intensity; whenever

6=(n+1/4)A, . .Ifthe interferogram is sampled at each of trssealled zero-

crossing points (i.e. with twice the frequency loé tvave, or every.5\, = cm),

the Nyquist limited spectral bandwidth is roughly-@5800 crit. A consequence of
sampling at less than this rate is the aliasingigiier wavenumber (or, equivalently,
frequency) peaks to lower values. Such undersamplira high frequency wave is
illustrated in figure 4.17. The problem of aliasicgn be overcome if any unwanted
frequencies are filtered from the signal beforeedches the detector. A bandpass
filter can be used to restrict the detected fregies or the choice of a detector with
only limited response outside the spectral regibmterest. If a bandpass filter is
employed, restrictions on the sampling frequenay r@axed and the acquisition

time can be reduced by measuring over a smalletrgpdandwidth.
4.5.2 Layout of the Optical Bench

The arrangement of the internal spectrometer coentsndescribed in the previous
section, the external sampling and alignment coraptsnand the sample stage are
shown in figures 4.18 — 4.19. The optical bench méglly designed for the study

of dynamic adsorption at the air-water interfacelsy Richard Campbell in his PhD
thesis at Oxford Universit?> In the present research the optical bench has been
modified to include a new sample alignment procedand to accommodate a

temperature controlled, sealed sample cell (shakematically in figure 4.20).
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Figure 4.18 The otical bench, inluding spectrét/eeMax, alignment laser and
sealed sample cell.

To Internal
Sample Compartment N

Figure 4.19 Schematic diagram of the Bio-rad FT3 4Pectrometer. Adapted with
kind permission from Dr. R. Campb&?.Components in red show the position of
alignment laserAA, and removable mirrorAB, used in the present alignment.
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The IR source (figure 4.1%) produces a diverging, incoherent beam of radiatio
which is focused by mirroiY) through an apertur&j and collimated by a spherical
mirror (F), before entering the Michelson interferometer K, see figure 4.15). The
reference He-Ne laser beaf®)(is introduced via a hole in the centre of mirFoand
passes to the photodiode detector arMy through a similar hole in the centre of
mirror L. The beam is then diverted into the external bedmpy a plane pop-up
mirror (R) and focused to the centre of the sample compattia by a parabolic
mirror (S). Sample compartment] is a commercial specular reflection accessory
(VeeMax ll, Pike Technologies) that focuses themig IR beam onto the sample
surface and is adjustable over a range of incidangges (30° to 80°). The VeeMax
was designed for the study of solid surfaces, leweé lis inverted to cause a single
reflection from the air-water interface. The tengtere controlled sample cell seals
against the baseplate of the VeeMax, and a caldiuaride window isolates the
interior of the cell from the VeeMax chamber. Tladctum fluoride window is tilted
at an angle of approximately 5° to prevent reftawdi from its surface reaching the
detector. A consequence of the inclusion of thecigal fluoride window is a
reduction in the incidence angle range of the VeeNMesulting in a working range
of the optical bench of 30-60°. The sample heigint be adjusted using the vertical
translation stage (Standa, 5 mm travel) as showfigure 4.20. On exiting the
VeeMax the beam is focused onto the detedtéy by an elliptical mirror ). All
the optical components in the external beampatimarented on anodised aluminium
baseplates to maintain constant height of the rbe

4.5.3 Experimental Details

Spectrometer Hardware

All spectra presented in this thesis were recomagidg a Bio-rad FTS 40A FTIR
spectrometer. The choice of source, beamsplittdr detector were guided by the
desire to focus on the C-H and C-D stretching megjicand so were chosen to
optimise performance in the mid-IR. A water-coolegramic source was used,
emitting radiation between 7500 — 75 tnin combination with a KBr beamsplitter
(7500 — 400 cil) coated to provide 50 % transmittance and reffetaand a liquid

185



Chapter 4: ER-FTIR Spectroscopy Study of SurfaeeEng at the Air/Water Interface

nitrogen cooled mercury-cadmium-telluride dete¢&000 — 600 cifl). In practice,
the working range of the spectrometer was limitgdHe calcium fluoride window,
with a low wavenumber cut-off at roughly 850 ¢malthough poor signal-to-noise
limits this to 1100 cm. A combination of aluminium and gold coated misravere
used, ensuring high reflectivity throughout the ¥ehspectral range. In cases where
polarised IR spectra were recorded an automatiarigser (Pike Technologies) was

placed before the VeeMax.

Figure 4.20 Schematic of the temperature controléegled cell used in this
research (note the seal is made against the lowdase of the VeeMax accessory).

Alignment Procedures

Interferometer alignment is achieved in two waygn&mic alignment is performed
continuously during a scan, using piezoelectric meuo adjust the tilt of the fixed
mirror. This ensures that the sinusoidal variationintensity of the He-Ne laser
detected by each of the three photodiodes is look@thase at all times, resulting in
good long-term stability of the interferometer.tAé beginning of each experimental
run, the orientation of the beamsplitter and fixedrror is adjusted by the
spectrometer software in order to maximize theughput of radiation and optimize
interferogram symmetry. An initialization scan &kén automatically before each
measurement to accurately find the point of zetardation. During a scan the
retardation is measured through a process of friog@ting. The maximum intensity
of the He-Ne laser is measured and from this the-zessing intensity is calculated,

effectively calibrating the fringe positions.
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Sample alignment is achieved using an externalnadent He-Ne laser and
removable plane mirrodA andAB in figure 4.19). The mirrorAA) is mounted on
a rail with secure endstops to allow for reprodleciiositioning, and is placed so as
to reflect the alignment laseAAQ) centrally along the external beampath of the
spectrometer during sample alignment. In this weeylaser beam is focused at the
centre of the sample cell. The reflection is theeduto maintain a constant sample
height during an experiment. This is important sinthe throughput of the
spectrometer is sensitive to both the positiorhefdample relative to the focus of the
IR beam and the amount of water vapour presenthén heampath. Matching
throughput is essential in order to record spewtith flat baselines free from

interference effects.
Spectral Parameters and Processing

Spectra were recorded at 4 tmesolution with either 250 (kinetic, approximately
100 s acquisition time) or 2500 (static, approxehat900 s acquisition time) co-

added scans. Triangular apodization was used inagks, with an undersampling
ratio of 2 and no zero-filling. Double-sided inendgrams were collected to reduce

the effects of interferogram asymmetry.

The spectrum of a water surface is dominated bgetissve features arising from
variation in the real part of the refractive indefixwater close to the O-H stretching
and H-O-H bending regions (3600-3100 trand 1650 cm, respectively). As a
result of this, monolayer peaks are completely okest in the raw spectra and must
be extracted by a subtraction process. This inwotkie collection of a spectrometer
background spectrum, a water reflectance backgragpettrum and a sample

reflectance spectrum.

ER-FTIR spectra are typically reported in termsh&f normalised reflectivity of the
surface, AR / R,. The spectrometer background was acquired as lactaice

spectrum from a gold surface. All subsequent spestre normalised to this gold
reference to remove the effect of wavenumber dep@ndesponses from the

spectrometer components (due to non-linear respohgbe detector or material
adsorbed onto the optical components, for example).water background provides
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a reflectance spectrurR,, free from adsorbed species. This can then beaastibtl
from a sample reflectance spectrury, to give the effect of adsorbed surfactant in

the difference spectrum\R = R — R . The spectrometer records these reflectance

spectra in absorbance unifg, and so the reference and sample spectra are lgyven

A =—logR, (4.71)
A = —logR = —log(R, +AR) (4.72)

s

In order to extract the surfactant peaks, the difiee between these two absorbance

spectra is taken

(4.73)

Sincelnz =2.3logz, and AR / R, < 1, egn. 4.31 can be simplified to yield the

subtracted monolayer spectrum in the desired form.

—T - 234 —4A) (4.74)

Ideally the subtraction process would lead diretiilya set of monolayer peaks on a
flat baseline. In practice a significant amountofvature remains in the subtracted
spectra due to the antireflective properties of ienolayer and small changes in
spectrometer throughput caused by either imperfeaithing of sample heights or
changing curvature of the liquid surface betwedrremce and sample spectra. In
order to remove the curvature, a quartic polynonfiiedction was fitted to the
baseline using at least five points in each ofrémeges 3000-3150 ¢hand 2600-
2800 cn* for the C-H stretching region or 2350-2500tand 2000-2100 cthfor
the C-D stretching region.

Materials

Hexadecyl trimethylammonium bromide (CTAB, Sigma9%9 was recrystalized
three times from a mixture of acetone and ethaRally deuterated CTAB d¢
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CTAB) was supplied by Dr. R. K. Thomas and recryzta twice before use. The
alkanes hexadecane (Sigma, 99%) and eicosane (9999 were purified by

passing through a column of activated basic alumina

All glassware was soaked in a dilute solution dfahhe detergent (Borer 15PF,

Borer Chemie) and rinsed copiously before use.
4.6 Results

2D ER-FTIR Spectra of Surface Freezing Transitions

Figures 4.21 and 4.22 show two sets of subtractedofayer spectra obtained as a
function of time upon cooling through the surfaceeking transition of mixed
monolayers of CTAB with hexadecane {CT=21.6 °C) and eicosane {T<= 36.9
°C), type | and type Il transitions, respectivébamples were cooled at a rate of 1.5
°C per hour to ensure equilibrium was maintaineaughout, and a surfactant
concentration of 0.6 mM was used. Both surfactaut @kane were hydrogenated,
and therefore peaks in these spectra contain imftbom about both components of
the mixed monolayer. The spectra were taken usimgplarised IR, and so are

dominated by signal from the s-component.
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Figure 4.21 Subtracted monolayer spectra followtimg surface freezing transition
of a CTAB + Gg mixed monolayer. Unpolarised IR, 250 scans pectspm, 53°
angle of incidence. Cooling rate 1.5 °/hour.

In both systems, the overall intensity increasesnditically through the course of the
measurement, as expected from an increase in sudasity on freezing. Mean
spectra from the liquid and solid phases of bottesys were fitted with multiple

Voigt profiles using fitting software Fityk 0.8.%n example fit of a mean solid
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phase spectrum from the CTAB/ Cmixed monolayer system is shown in figure

4.23.

Wavenumber / cri

Figure 4.22 Subtracted monolayer spectra followtimg surface freezing transition
of a CTAB + Gy mixed monolayer. Unpolarised IR, 250 scans pectspm, 53°
angle of incidence. Cooling rate 1.5 °/hour.
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Figure 4.23 Subtracted monolayer spectrum of a chimenolayer of CTAB and,§£
in the solid phase, fitted using a four peak moHgtlparameters are summarised in
table 4.4.

Four peaks were used to fit the mean spectra, soreling to the antisymmetric and
symmetric CH stretches — at approximately 2920 temd 2851 cm, respectively —
the antisymmetric Ck stretch at about 2960 ¢mand a wider peak centred at
roughly 2900 crit to take into account the broad central featureshef spectra
caused by the symmetric Gltretch and a Fermi resonance involving the symmet
CH; stretch. The peak assignments, peak positionspaaét areas found by the
fitting procedure are given in table 4.4 (the brgmehk at ~2900 crhhas been
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omitted as only the contribution to the total acdathe C-H stretching region is

useful).

For both the type | and type Il transitions, a clead shift in position of the
methylene stretching bands indicates an increaserder of alkyl chains at the
interface and the elimination glauchedefects. The magnitude of the shift for the
symmetric band is smaller than that of the antisgtnim band, as noted in similar
studies on insoluble monolayéfé: Y’ " The liquid state peak positions for
CTAB/C,, mixed monolayers are at higher wavenumbers thanctrresponding
peaks in the CTAB/¢ case, suggesting that the former exhibits a m@erdered
liquid state. This observation is in agreement witray reflectivity;*®
ellipsometry*®® and neutron reflectivify® measurements which show that the extent
of alkane adsorption into the mixed monolayer deses with increasing alkane
chain length, and that alkane inclusion causegstspardering of the surfactant alky
tail at the end nearest the interface. The solasplof the type Il CTAB/& frozen
monolayer also appears slightly less ordered thantype | CTAB/Gs monolayer,
since it contains contributions from a liquid-likewer layer as well as a layer of

surface frozen alkane.

The relative difference in intensity between thikdsand liquid phases can be used to
give an estimate of the composition of the mixedhatayer. Deutschet al. used X-
ray diffraction to show that the area per chaia surface frozen mixed monolayer of
CTAB and Gg is 19.8 &.1%® Surface tension measurements suggest that thecsurf
excess of surfactant does not change upon freé%iagd so from an estimate of the
surface excess of CTAB in the solid phase it issfids to characterise the
composition of the system in both the liquid andidsghases. A reasonable
approximation for the surface excess of CTAB isuse a value of 3.3@molm?
measured by neutron reflection for a 0.6 mM CTARiSon at 25 °C2%? If changes

in orientation are ignored, and the oscillator reftd is assumed to remain constant
upon freezing, the ratio of intensities I(liquid¥blid) can be used to estimate the
surface excess of chains in the liquid phase. Dngposition in both phases can then
be estimated by direct subtraction of the CTAB atefexcess, to give a molar ratio
(surfactant %:alkane %) of 88:12 in the liquid phasd 40:60 in the solid phase for
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the type | CTAB/Gs mixed monolayer, an increase iRg@nole fraction of 48% in
the solid phase. The liquid phase composition igxoellent agreement with that

previously reported by Matsubagaal. (85:15 surfactant;oif§*®

Table 4.4Spectral parameters obtained by fitting in figurz34

Peak Assignment Peak Centre / cth Area (to 3d.p.) / cnmt

Liquid Phase CTAB + ¢ 0.105
Symmetric CH 2853.2 .034
Antisymmetric CH 2923.9 .043
Antisymmetric CH 2960.1 .002
Solid Phase CTAB + & 0.228
Symmetric CH 2851.9 0.063
Antisymmetric CH 2920.0 0.139
Antisymmetric CH 2960.0 0.018
Liquid Phase CTAB + ¢ 0.078
Symmetric CH 2853.8 .025
Antisymmetric CH 2925.5 0.046
Antisymmetric CH 2960.6 0.001
Solid Phase CTAB + £ 0.437
Symmetric CH 2852.6 0.114
Antisymmetric CH 2920.7 0.273
Antisymmetric CH 2960.5 0.015
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The intensity change during type Il freezing isglar than that for type | freezing.
This is in accord with the different structurestioé frozen layers. A type | frozen
layer consists of a frozen mixed monolayer, andcegoires sufficient alkane to bring
the overall area per chain down to 148 On the other hand, type Il freezing
involves bilayer formation, where a fresh close&gled layer is added on top of the
existing mixed monolayer. Enough new material tuneed, therefore, to produce a
complete layer of chains with molecular area #’8The intensity change of the
type Il CTAB/Go system can be rescaled to give a relative intgrtdiange for a
hypothetical “CTAB/Gs¢’ type |l bilayer by considering an intensity changer CH
unit (based on the assumption that the increassmdsorbed amount in the frozen
layer is solely attributable to the alkane). Whéirs tis done, it is found that the
intensity change for type Il freezing is approxistatdouble that for type | freezing.
Above it was shown that the intensity change ftype | transition corresponded to a
48% percent increase ingInole fraction. An intensity change twice as langmuld
correspond to double this effect, i.e. a mole foarcof 96%, which is approximately
a complete surface frozen monolayer. Since the dbon of a complete frozen
monolayer is the requirement for a type 2 transiitocan be seen that the relative
intensity changes reported above are in agreemittiae structures proposed for

type | and type Il frozen layers.

Although it is clear that a peak shift coupled watih overall intensity change takes
place upon surface freezing of type | and typeidad monolayers, the broad nature
of condensed phase peaks prevents resolution ofidodl contributions from the

liquid and solid phases, and therefore any elumdatf the mechanisms of the two

freezing transitions.
Mixed Monolayers of CTAB and Cy

To gain insight into the molecular level processaking place during surface
freezing, the two sets of dynamic spectra showiigures 4.21 and 4.22 were used
to calculate 2D correlation spectra. Figure 4.24owsh synchronous and
asynchronous correlation spectra for the type msiteon of a CTAB/Gs mixed
monolayer as the temperature was lowered fronf@3o 20°C (the transition

temperature for this system is 21°6). Two strong autopeaks appear in the
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synchronous correlation spectrum at 2668 and 2852m*, and these are assigned
to the antisymmetric and symmetric CH2 stretchespectively. The presence of a
third, weak autopeak at 29600 is implied by the appearance of four crosspeaks at
(2960 cm®*, 2918cm?) and (2960cm™, 2852cm?), as well as at the reflected
coordinates, which clearly form correlation squangth the two strong autopeaks.
This third autopeak can be assigned to the antistmerCH; stretch. In addition, the
pair of crosspeaks at (291817, 2852cm™) and (285xm™®, 2918cm?) form a
correlation square between the two main autopeslkshe crosspeaks are positive,
indicating a general synchronous increase in imertirough the course of the
freezing transition, in full agreement with the §pectra in figure 4.21.
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Figure 4.24 2D ER-FTIR correlation analysis of sué freezing for GTAB + G
mixed monolayers. (Left) Synchronous correlatioectium. (Right) Asynchronous
correlation spectrum.

The asynchronous 2D correlation spectrum can beratga into two sets of
crosspeaks. The four positive/negative pairs ofkpeeentred at (291&m’”,
2918 cnt), (2852 cm?, 2852 cm?), (2918 cm®, 2852 cm?) and (2852cm?,
2918 cm') show the existence of some asynchronous cowalabetween the
symmetric and antisymmetric GHstretching regions during the course of the
transition, and are highly suggestive that the bandthe original spectra contain
contributions from two highly overlapped componenihe major remaining
crosspeaks show asynchronous correlation betweemrtisymmetric Cklstretch

and the two main autopeaks from the synchronoustrgpe, i.e. the methyl and
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methylene stretching bands are asynchronously latece In fact, as shown most
clearly by the two asynchronous crosspeaks at (29642918 m™) and (294tm™,
2918cm?), the CH band is resolved into two components in the asymgus
correlation spectrum, corresponding to thantisymmetric stretch (29&4”) and a
Fermi resonance involving thé mode (294tm™). The weaker crosspeaks around
the centre of the asynchronous spectrum show asymobs correlation between
peaks at 2886m™* and 287@&m™” with the methylene bands. It is likely that these
peaks can be assigned to the symmetric methylchtr@870cm™) and a Fermi
resonance interaction between the symmetrig §tketch and an overtone of a low
wavenumber Ch deformation mode (2886mY). The peaks could also originate
from random uncorrelated fluctuations in the bassli Asynchronous correlation
spectra are more susceptible to noise in this maameandom noise is, by its very
nature, generally uncorrelated to any real spee@ahktion. The absence of other
asynchronous peaks in the same region, howeveggestgythat the peak assignment

is sound.
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Figure 4.25 Left, sample-sample correlation platdarface freezing of a{gTAB +

C16 mixed monolayer. Shading denotes planes of equedlation intensity. Right,

slice spectrum along thedT, diagonal, clearly showing a single phase transitio
temperature at 21.7C (dashed line).

Figure 4.25 shows a sample-sample correlationgdltihe type | freezing transition
of a mixed monolayer of gTAB and Ge. There are two main plateaus in correlation
intensity defined by the surface freezing tempeeativloving along the diagonal

defined by T=T,, a sudden change in intensity is reached at tie pe=T,=21.7
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°C, in excellent agreement with the expected ttemsitemperature of 21.9C, as
measured by elipsometry.
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Figure 4.26 Subtracted monolayer spectrum in the &retching region of a d-
CTAB/h-Gs mixed monolayer in the solid phase.

In order to investigate each component of thel BB/C;6 mixed monolayer, spectra
were taken from a mixed monolayer of deuterategdTAB (d-CTAB) and
hydrogenated hexadecanle;s), cooled from 20°C to 17°C. Surface freezing
temperatures have previously been found to be estlbg approximately 3C when
either component is deuteratéd,and indeed ellipsometry showed that18.6°C
for thed-CTAB/h-Cy6 system. Figure 4.26 shows a representative speafuhe C-

D stretching region in the solid phase. The band€088cm® and 2196cm™
correspond to the symmetric and antisymmetrig Gketches, respectively, and the
shoulder at 224Ccm® to the CR antisymmetric stretch. The corresponding
asynchronous correlation spectra in the C-D and €irétching regions are shown in
figure 4.27. Heterospectral correlation between@he and C-H regions contained
no useful information due to the higher levels oise contained in the C-D spectra,
particularly in the liquid phase (the higher levels noise are a result of close
proximity to water bands).
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Figure 4.27 Asynchronous 2D correlation plots foe surface freezing of a
mixed monolayer of d-CTAB and hsCLeft, C-D stretching region
representing CTAB contributions. Right, C-H stré@tgregion representing

Ci6 contributions.

The form of the asynchronous correlation spectma both d-CTAB and h-Cyg
components are very similar to that shown earbertie fully hydrogenated mixed
monolayer, and notably share the same generalrésatuplying that both surfactant
and alkane undergo the same reorientation procespes freezing. The
asynchronous correlation spectrum in the C-D regmmtains long ridges parallel to
the wavenumber axes. These are solely due to sexdaaseline fluctuations in the
C-D region**® which is bounded by a strong atmospheric, @Bsorption and a band
structure due to the water bending mode causingkgoaond matching and
subtraction to be particularly difficult in this gen. Nevertheless, a set of four
positive/negative pairs of crosspeaks centred B8§2m*, 2196cm’Y), (2088cm?,
2088cm?), (2196cm?, 2088cm™) and (208&m?, 2196cm™) form a diagnostic
correlation pattern which suggests that the, Getching modes of the raw spectra
contain contributions from two components. Theserdimates correspond to those
of autopeaks in the synchronous correlation specwéithe C-D stretching region
(not shown), and clearly originate from the symiieg2088cm™) and antisymmetric
(2196cmY) CD, stretches. Asynchronous correlation between tyenatric CQ
stretch and the CDbands is shown by the two positive crosspeak®240cm™,

2196cm™) and (224@m?, 2088cm™) as well as the two negative peaks situated at
the reflected coordinates.
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The asynchronous spectrum in the C-H region, rejathanges in the alkane
component, &, during the transition contains a quartet of pesihegative peaks
centred at (292am*, 2921cm™), (2852cm?, 2852cm?), (2921cm™, 2852cm'Y) and
(2852 cm®, 2921cm?). For clarity they have been circled in figure Z.2ZThe
crosspeaks resulting from asynchronous correlatietween the ‘rand g are
highlighted by rectangles. Additional peaks areagefact caused by the relatively
low surface excess of alkane in the liquid phase €sarlier) which leads to a greater
noise contribution from these spectra. The waverarmbsitions of all peaks are the
same, to within 0.8m™ (i.e. the resolution of the plot), as those foumdhe fully
hydrogenated system in figure 4.24, with the exoeptf the d mode which appears
at a higher wavenumber. This observation impliet the alkane and surfactant

components within the liquid layer might possedtedént levels of order, or have
different bandwidths.

Mixed monolayers of GgTAB and C,
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Figure 4.28 2D ER-FTIR correlation analysis of sué freezing for GTAB + Gy
mixed monolayers. (Left) Synchronous correlatioectium. (Right) Asynchronous
correlation spectrum.

Synchronous and asynchronous 2D correlation spdotra type Il GeTAB/Cyo
mixed monolayer (F£36.9°C) are shown in figure 4.28. The correlation spect
were calculated from a set of dynamic spectra ctdte as the sample was cooled
from 38 °C to 36C. Both components of the monolayer were hydrogehand so

the correlation spectra contain information fronamtpes in both components during
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the transition. Strong autopeaks are located a8 &8t and 2852m'*, with a weak
autopeak implied at 29601 . Positive crosspeaks between each of these ak®pea
demonstrate a general synchronised increase insityeof all bands in the C-H
stretching region as the monolayer freezes. Thadchasgnous correlation spectra
contains weak pairs of positive/negative crosspeasred at 2918m™ and at
2852cm?, as well as two pairs forming the corners of arelation square at
(2918 cm™, 2852cm™) and (2852cm®, 2918cm?). This set of four pairs of
crosspeaks suggests that multiple overlapped coemp®make up the antisymmetric
and symmetric methylene stretching bands of the spectra. The most intense
crosspeaks are those relating to the methyl sesfch and frr, situated at
(2918cmt, 2941cm™), (2918cm™, 2961cm™) and their reflections. These crosspeaks
— along with slightly weaker peaks at (286&*, 2941cm™) and (2852cm™,
2961cm™) — indicate an asynchronous correlation betweeh the methyl stretches
and the antisymmetric and symmetric methylene ddtest Qualitatively similar
results were obtained for a DTAB/mixed monolayer, which also exhibits type Il
freezing with a transition temperature of 16 ®€.The 2D correlation spectra
obtained for a mixed monolayer of DTAB ands@re shown in figure 4.29. Mixed
monolayers of GTAB and deuterated eicosane have been shown to tigoe I

solid phases by ellipsometry (see chapter 5), ahasurface freezing could not be
observed by ER-FTIR.
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Figure 4.29 2D ER-FTIR correlation analysis of suné freezing for DTAB + {g
mixed monolayers. (Left) Synchronous correlatiogcspum. (Right) Asynchronous
correlation spectrum.
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In terms of the patterns and positions of crosspetdile asynchronous correlation
spectra of the type | and type Il systems areyfaimilar. There are differences in
the signs of these peaks, however, with the sifipgaks in the type Il asynchronous
spectra exactly opposite those in the type | asymedus spectra. It is possible that
this points to a difference in the mechanism bychhhe transitions take place. A
combination of spectral simulations and semi-quatitie Sv-correlation analysis

was employed to probe possible differences betleetwo transitions.
Model 2D Correlation Spectra Based on Simulated Spé&a

The concept of using spectral simulations to aid thterpretation of real 2D

correlation spectra was introduced in section 4 4te results of these simulations
should be applied with care, however, as subtleng@bs to the input spectra can
produce marked differences to the calculated speéts an example, figure 4.30
shows simulated 2D correlation spectra recreatech fthe model described by
Elmoreet al.to distinguish between a true two-phase systemaasithple peak shift

during the LE/LC transition of a DPPC monolay&r.The simulated spectra on

which the model is based are shown in figure 4adhough the overlapped peaks
effect has been exaggerated for clarity.
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Figure 4.30 Simulated asynchronous 2D correlatipadra based on model spectra
as decribed by Elmore et i 1""for (left) a peak shifting model and (right) an
overlapped peaks model. Blue and red indicate regaf negative and positive

correlation intensity, respectively.
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Figure 4.31 Model spectra used in the calculatibrtloe 2D correlation plots shown
in figure 4.30. Left, peak shifting model. Rightedapped peaks model.

The difference between the two extreme cases shoigure 4.30 is very clear. A

peak shift results in a complex structure in thgnakronous correlation spectrum,
with distinctive curvature present in crosspeakselto the diagonal. In contrast, the
overlapped peaks model produces a simple pattersisting of doublets of opposite
sign and no curvature. The peak positions of a glaitoublets close to the diagonal
approximates to the positions of the two overlappeeks in the original spectra.
This approximation gets worse as the constitueakpget closer together, however,
and the coordinates in the asynchronous spectruvayal overestimate the real

separation.

The presence of pairs of doublets, or the absehpeak curvature, should not be
taken as proof of the existence of two highly cappled bands in the raw spectra,
however. In the example above, the change in peakign is not only sufficiently

clear in the simulated spectra to be seen withoaitaid of 2D correlation analysis,
the magnitude of the peak shift is great enouglnsure that all the model spectra
are not subsumed under the envelope of the moshgat spectra, i.e. a slight
“shoulder” appears to the naked eye. This situatioas not arise in the spectra
reported in this chapter, where the overall pedftssare sufficiently small that when

the spectra are overlaid the envelope of the nmushse peak contains all other
peaks within it. In this situation, a slightly médd set of patterns are produced in

the 2D correlation spectra of a simulated dataset.
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Figure 4.32 Model asynchronous 2D correlation spebbr (left) a peak shifting
model and (right) an overlapped peaks model inctme of a small overall peak
shift.

The model asynchronous correlation spectra showligure 4.32 were calculated
from simulated spectra containing two peaks witeshapes which were 50%
Gaussian and 50% Lorentzian in character. The bymak shift is approximately 1
cm™ in both cases, although it should be noted thatstme patterns are produced
regardless of peak shift/separation (provided testaint on the envelope of the
most intense peak is satisfied). In fact, the pagtewere retained down to a

separation of 1xIdcmi?, the smallest separation tested.

The model spectra shown in figure 4.32 demonsturaggjuivocally the importance
of modelling when analysing complex 2D correlatgpectra, even in cases which
seem to display well-published peak patterns. Tilg differences, in many cases,
between a system containing two overlapped peatsoaa showing a simple peak
shift are the signs of the peaks in the 2D spebirauch cases the order in which the
spectra are inputted is of paramount importancsigs are also reversed depending
on whether a general increase or decrease in itytessbeing followed. In this
respect, the calculation and modelling of 2D catieh spectra is much like peak
fitting — slightly different absolute results mag bbtained by different researchers

but the same general trends will be observed peavithe analyses are internally
consistent.
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Figure 4.33 shows spectral simulations of the Ctketshing region using an
overlapped peaks model. A “three peak” model wassttacted using overlapped
bands centred at 292m™* and 2924cm’ for the antisymmetric CH stretch,
2855cmt and 2853cm’ for the symmetric CHl stretch and 2968m™ for the
antisymmetric CH stretch. The use of these peaks alone recreagsetk positions
of all major synchronous and asynchronous cormlgbeaks observed for both type
| and type Il freezing, apart from those relatingtie asynchronous correlation of
methyl and methylene stretching bands. In ordemtmlel these effects, two extra
peaks were added at 298%™ and 294tm™ to represent a liquid phase asymmetric
CH;s stretch and a Fermi resonance component whosernmesdss implied by the
experimental 2D correlation spectra. The internsité these peaks were decreased
monotonically throughout the dataset, being reglanea single asymmetric methyl

stretch centred at 296@1” in the solid-phase simulated spectra.

The 2D asynchronous spectra calculated using tbideimare shown in figures 4.34
and 4.35, alongside the asynchronous correlatiectsgp for type | freezing of the
C16TAB/C16 system and type Il freezing of thesCAB/C,y system, respectively.
There is excellent agreement between the simulatetl experimental spectra in
figure 4.34, sufficient to justify a phase-coexmste model for the type | transition.
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Figure 4.33 Simulated spectra based on a “threekpmaerlapped” model used for
the calculation of trial 2D correlation spectra negsenting surface freezing
transitions.
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A purely overlapped peaks model does not accounttype Il freezing of a
Ci6TAB/C,, mixed monolayer, however. As noted earlier, algiouhe peak
positions in the experimental synchronous and dswymous correlation spectra
agree to within the resolution of the plot for bdihsTAB/C1s and GeTAB/Cyo
mixed monolayers, the peak signs in the asynch®spactra are reversed. Based on

the modelling presented here, this finding equtdes different pattern of intensity
changes for each transition.
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Figure 4.34 Left, asynchronous 2D correlation spatt calculated from the
simulated spectra shown in figure 4.33. Right, aByonous correlation spectrum
for type | surface freezing of adTAB/Ge mixed monolayer.
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Figure 4.35 (Left) Asynchronous 2D correlation dgp@m calculated from the
simulated spectra shown in figure 4.33. (Right)n&syonous correlation spectrum
for type Il surface freezing of &§F AB/Go mixed monolayer.
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Figure 4.36 shows an asynchronous correlation spactalculated using a peak
shifting model for the type Il transition. The magde of the peak shift was set as
the difference between the two components in tiginal overlapped peaks model.
The peak shifting model qualitatively recreates thatures of the experimental
spectrum, including peak signs, with the importarteption that the maximum
correlation intensity occurs for the pair of peaentred about the position of the
antisymmetric CH stretching band. In the experimental spectrum rifeximum
correlation intensity relates to the methyl streighbands, and the intensity of the
bands relating solely to methylene stretches alatively weak. It is probable,
therefore, that the majority of the intensity chesmign the original experimental
spectra take place entirely synchronously. A maglptoposed, therefore, in which a
small intensity increase accompanies a peak gbifgwed by a rapid increase in
intensity at constant peak position. The resultstlog “modified peak shift”
simulation are shown in figure 4.37. The modifiezhk shift model accounts well for
both the peak positions and relative intensitiestitd experimental spectrum,

suggesting it could represent a valid descriptibthe type Il transition.
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Figure 4.36 (Left) Modelled asynchronous correlatgpectrum based on a peak
shifting simulation. (Right) Experimental type yyashronous spectrum of a
C16TAB/Gg mixed monolayer.

In order to determine whether the sequential ordemstensity change suggested for
type | and type Il freezing transitions are reasdagsv-correlation analysis was
carried out for both systems. The results of tmalgsis are shown in figure 4.38.

The pe values are all very similar, both within and betwedatasets. These results
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show that intensity increases in the methyl anchgiehe bands occur coincidentally
and with the same phase for all bands during bggpie i and type Il freezing

transitions. Furthermore, the peak positions ingtheorrelation plots correlate to the
more ordered alkyl phase. These findings are ctamisvith a concerted increase in
intensity caused by the appearance of a more ardgrecture, and as such support

(or at least do not rule out) the sequence of sitgnchanges revealed by the
simulated spectra.
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Figure 4.37 (Left) Modelled asynchronous correlatgpectrum based on a
“modified peak shifting” simulation. (Right) Expenental type Il asynchronous
spectrum of a GTAB/G mixed monolayer.
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Figure 4.X3pv-correlation analysis plots for the surface freegof(left) a type |
C16TAB/Gg mixed monolayer and (right) a type 11dLAB/Go mixed monolayer.
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4.7 Summary

In this chapter, a combination of 2D correlatioohi@ques have been used to probe
the structural dynamics of mixed monolayers of attdnt and alkane during surface
freezing. Spectral simulations suggest differerttaveours for type | and type Il
freezing. The implications of this finding will bdiscussed in the context of
ellipsometry evidence from chapters 2 and 3 in twmclusions, chapter 6.
Vibrational sum-frequency spectroscopy (VSFS) hreenbapplied to complement the
ER-FTIR data, and is presented in the next chapter.
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Chapter 5: VSFS Study of Surface Freezing at tmA\ster Interface

5.1 Introduction

Vibrational Sum-Frequency Spectroscopy (VSFS) ismaimsically surface sensitive
technigue and, moreover, the intensity of peakssum-frequency spectra are
indicative of molecular ordering, orientation andsarption density at the surface.
VSFS is thus a useful experimental tool for thelgtof phases and phase transitions
at interfaces. The technique is also inherently glementary to both FTIR and
Raman spectroscopy. Where the intensity of a ban@dn FTIR spectrum, for
example, is dependent upon the absolute humbeoraisopresent which contribute
to that band, the intensity of a band in a sumtfezgy spectrum is determined
largely by symmetry considerations at the interfade particularly useful
consequence for the present study is that VSF rgpext alltrans alkyl chain
molecules are dominated by methyl stretches, wthiksicorresponding FTIR spectra
are dominated by methylene stretches. The originthed observation will be

discussed later.

Bain et al. have used VSFS to study thermal phase transiiiormaonolayers of
medium chain length alcohols on watef It was found that the monolayers
displayed a high degree of order even in the liqahdse but that the proportion of
gauche defects decreased upon monolayer freezing, acauetpeby a sudden
increase in surface density. These findings cdeelaell with PM-IRRAS
experiments carried out by Bergd al. Surface freezing transitions in mixed
monolayers of SDS with dodecanol,T@&B with dodecanol, and {TAB with
tetradecane have also been studied by VVSH8.all cases selective deuteration of
surfactant and oil was used to confirm that botimgonents of the mixed monolayer
become more ordered below the freezing transittomeriments were carried out on
a D,O subphase to eliminate interfacial water bandsciwldould complicate the
appearance of the spectra. To date, VSFS has eely bsed to study type | surface

freezing transitions.

Since VSFS is a chemically specific technique, stracture of different areas of a
molecule can be studied by targeting different speaegions. The headgroup

structure of SDS monolayers as a function of bulkSSoncentration and salinity
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has been studied in this manner, and was foune@rt@in constant irrespective of
ionic strength or molecular area at the interface.

The ordering of interfacial water molecules by bo#tionic and anionic surfactants
has also been observed marked enhancement of background water signtd wi
increasing surfactant concentration was attribtetthe ordering of several layers of
water molecules as the electrostatic field at therface increased. More subtle
hydration behaviour takes place in the case ofamaisurfactant headgroups at the
air-water interface. Many of the characteristic qimaena associated with nonionic
surfactants (such as the existence of a cloud @odttemperature-induced phase
inversions in microemulsion systems, for examplefuo as a result of these
complex, temperature-dependent, interactions. V8&S been used to probe the
hydration state of a variety of nonionic surfactheadgroup&.® Surfactants studied

included those, such as sugar-based maltosideglandsides, whose headgroups
are rigid and form ordered structures at the aiewanterface as well as

poly(ethylene oxide) surfactants whose headgroups fexible and remain

disordered upon adsorption. In all cases, irrespeaif headgroup order, a strong

structuring of interfacial water was effected bgagbtion of nonionic surfactant.

The aim of this chapter is to utilise the uniquatfees of VSFS to address a number
of facets of surface freezing that are not yetyfulinderstood. Recent X-ray
reflectivity data have suggested a possible chamdeadgroup orientation in the
frozen phase of type ;€T AB/n-alkane® which should cause a change in interfacial
water structure. Previous VSFS studies of thestesyshave eliminated water bands
through the use of aJD subphase, and so it has not as yet been possibleserve
directly any change in interfacial water structuree appearance of type | and type
Il freezing transitions has been attributed to ¢hain length difference between
surfactant tailgroups andalkane chains. Current rationalisations of typé&dkzen
bilayer structures describe a liquid-like mixedaaik/surfactant monolayer wet by a
surface frozen alkane monolayer. If this is theegcamly the alkane component

should order during the freezing transition.

In addition to an extension of existing VSFS stadia type | GsTAB/hexadecane

mixed monolayers, data are presented for two nosydtems: a type |l
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Ci6TAB/eicosane mixed monolayer and a type;dEg/octadecane mixed monolayer.
The former system is of interest as to date onhetyfrozen monolayers have been
studied using VSFS, whilst the latter exploresilgriaup/ih-alkane chain combination

that exhibits type Il freezing with,€TAB as surfactant.
5.2 Acknowledgement

All spectra presented in this chapter were obtaiaed produced under the
supervision of Dr. Eric Tyrode at the Royal Ingstuof Technology (KTH),
Stockholm.

5.3 Vibrational Sum Frequency Spectroscopy

VSFS is a non-linear spectroscopic technique, whitlses incident radiation of

comparable magnitude to the internal electric f@&lé molecule. In such situations,
the electronic response of a molecule is not diygubportional to the strength of an
applied field and higher order terms in the expamsif the dipole moment must be

taken into account, hence the term non-linear (&db).

U=, +a.E+BLELE+... (5.1)

Here the dipole in the absence of any field is wilog 14,, a is the polarisability of
the molecule, the hyperpolarisability an& the applied electric field. All these
quantities are tensors, witff a third-rank tensor;3 is represented by a three-

dimensional array.

In condensed phase studies it is usual to consigepolarisation induced per unit

volume of material P, which takes the same form as eqn. 5.1 withand S

replaced by y® and x®?, the first- and second-order susceptibility teasgqn.

5.2).

P=g,(x?+ YV E+xPELE+..) (5.2)
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VSFS uses two pulsed lasers, one fixed in the leigit,.) and the other tuneable in
the IR («, ), overlapped both spatially and temporally atititerface to produce the

non-linear response. As a result of the non-lirggdical response, light is reradiated
by the sample not only at the frequency of thedent radiation but also at additional
frequencies corresponding to the modulation of é&ighrder (in this case second-

order) polarisations. Frequency doubled radiatammresponding to @, and 2« ,
is emitted along with the two linear combinatiofeg,, + w,) and (w,, —,) . Light
reradiated with frequencyw,, + w,) is the sum-frequency signal, detected during a

VSFS experiment, and which gives the techniqueatse.

The angle at which the sum-frequency beam is edhiierelated to the angles of
incidence of the visible and IR beams, and canelelily calculated by considering
the conservation of momentum of radiation paralig¢h the surface (egn. 5.3).

Wy SING = w,; SING |, + W ;SINF (5.3)

The intensity of the generated sum-frequency signploportional to the square of

the (w,, + w,) component of the second-order term in egn. 5.2.

o DY 10 (5.4)

The key factor in determining the intensity of thleserved sum-frequency signal,

therefore, is the form of the second-order susb#ipgi ¥ , which is proportional to
the orientation-averaged molecular hyperpolariﬁabi{,[;’}, and the number density

of moleculesN (eqn.5.5).
x?=p) 1 (5.5)
EO

Here the factorf takes into account the local electric field expeced by each
molecule, which will be different to the overalketric field of the incident radiation
due to the induced dipoles of neighbouring molexul&he presence of the

orientation-averaged hyperpolarisability in eqrb §ives rise to the sensitivity of
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VSFS to the degree of molecular-level order pregemt sample. In the case where
pairs of molecules have the same net orientationtributions to(3) are additive.

Contributions from molecules with opposing oriemias cancel, and therefore a

more ordered sample gives rise to a stronger Sfakig

The intrinsic surface sensitivity of VSFS arisesnfr the symmetry properties of
x'?, which changes sign under the inversion operatiiee majority of bulk
materials are centrosymmetric, with identical prtips irrespective of inversion, and
so the equality in eqn. 5.6 can only be satisfiduenv x{’ =0. Hence, sum-
frequency signal can, in general, only be generfited molecules residing in non-

centrosymmetric environments such as those at ritexface between two bulk

media.
)(iJ(If) = _X—(iz—)j—k (5.6)

Application of perturbation theory leads to a gahexpression for the molecular

hyperpolarisability in the vicinity of a moleculaibration (eqn. 5.7).

h= 2(h/2ﬂ)(:il—a)0 -ir) (5.7)
In eqn. 5.7a is the Raman transition dipole momept,is the IR transition dipole
moment andl” is a parameter describing the linewidth of a wibraof frequency
a, . This relation reveals two important featuresuwhsfrequency spectra. Firstly, in
order for 8, and hence the intensity of the generated sunuémcy signal, to be
non-zero, a vibrational transition must be bothaliti Raman active. Secondly, the
sum-frequency signal reaches a maximum when thdant IR beam is resonant
with a molecular vibration. Scanning the tuneaBlddser through a frequency range

of interest therefore yields a vibrational spectminthe sample.

Four different polarisation combinations can beduse probe elements of the
susceptibility, SSR PPP, SPSand PSS(where the letter® and S refer to p and s

polarisation, respectively, and the order dendtespblarisations of sum-frequency,
visible and IR in order). Spectra taken in theskations give information about
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vibrational modes with preferential orientation radodifferent axes with respect to
the interface, and hence give complementary infatomaBy far the most useful
polarisation combination for this project R which contains information about
the methyl and methylene stretching modes and givesdication of the presence

or absence ajauchedefects. Examples of this are given in sectionl5.3
5.3.1 Vibrational Sum-Frequency Spectra oh-Alkanes

The position and assignment of peaks in the sugquémecy spectra af-alkanes are

identical to those previously discussed in chagt2r5 in relation to the underlying
IR and Raman bands from which the sum-frequencporese is generated. The
relevant mode assignments, along with approximagak pwavenumbers are

summarised in table 5.1.

In the case of IR and Raman spectroscopy, it iscdmral wavenumber of these
peaks that provides structural information. By castt in sum-frequency spectra the
absolute intensity of peaks gives the informatibow ordering and orientation of
the bonds giving rise to that peak. For exampleamd Raman spectra nfalkanes
are dominated by methylene stretches due to tlge laumber of these groups in a
typical alkane. In an alirans chain, however, each C-C unit contains a centre of

inversion and so contributions 8 from methylene units either side of this centre

cancel and no SF signal is generated. This symnetiyoken when chains contain
gauche defects, however, and methylene stretches willeappAs a result, the
relative intensities of dand ¥ modes inSSPspectra give an indication of the
fraction of gauche defects present in alkyl chahsan interfacePPP and SPS
spectra are dominated by the presence or absesiogla strong peak assigned to the
asymmetric methyl stretch, centred at approxima®8§5 cnt. The presence of a
strong band indicates a highly ordered, approxilmatertical orientation of chains
at the interface. These features are demonstratigure 5.1 using spectra obtained
from the surface of liquicdh-hexadecane at 2@. The strongest peak in tI&SP
spectrum is that of the symmetric methylene stredthwith only a relatively weak
symmetric methyl stretch. Coupled with a weakeak in thePPP spectrum this is

indicative of an interfacial layer containing a refgcant proportion ofgauche
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defects, as would be expected from the liquid matfrthen-hexadecane surface at
20 °C.
Table 5.1CH stretching modes ofalkanes

Mode Description Approximate wavenumber /tm
D* CH, symmetric stretch 2850

D'o Terminal CH symmetric stretch 2853

R CHs; symmetric stretch 2870

D'er Fermi resonance involving GH 2890

symmetric stretch

d CH, antisymmetric stretch 2920

R'er Fermi resonance involving GH 2930

symmetric stretch

Mo Out-of-plane component of GH 2950
antisymmetric stretch

ra In-plane  component of GCH 2960

antisymmetric stretch

~
" ]

o
1

S.F. Intensity / a.u.
. .7

N
P T

[=Y
1
i
..

o
-

2700 2800 2900 3000 3100
Wavenumber / cri

Figure 5.1 Sum-frequency spectra of the surfadioid n-hexadecane. Red line
indicates SSP, black line indicates PPP polarigatio
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5.4 Experimental Methods and Materials

5.4.1 The Sum-Frequency Spectrometer

All the spectra presented in this chapter were iaeduusing the sum-frequency
spectrometer at KTH in Stockholm, the details ofickhhave been extensively

described elsewhef&.*?Only a brief summary is presented here.

A Nd:YAG pumping laser (Ekspla, PL2143A/20) is udedoroduce a pulsed laser
beam at 1064m. The pulse length is approximately@with a rate of 2Bz and an
average energy of 40J. The pulsed beam is used to pump an opticalees
generator/amplifier (OPG/OPA, LaserVision) to geterfixed visible (532m) and
tuneable IR (3 — 12m) beams which in turn are used to generate thefseguency
signal. The generated beams are directed towardaihmple such that they overlap
spatially and temporally at the interface at anglé<5° (visible) and 63° (IR),
resulting in the creation of a sum-frequency sigatahpproximately 56° (dependent

upon IR wavelength according to eqn. 5.3).

The sum frequency signal is spatially filtered ts@re there is no interference from
the reflected visible and IR beams and then opyiclltered by a notch filter,

bandpass filter and monochromator before detettyom PMT.

Figure 5.2 shows the geometry of the IR, visibld aom-frequency beams at the
sample surface. Although most of the path lengtbreehe sample is contained in a
dry air purged container, some of the beam nedbsgmsses through the more
humid laboratory atmosphere. In order to accounflé@tuations in IR beam power
due to water vapour absorption, a portion of tluedient IR beam passes through the
sample cell without reflection from the sample aod. The variation in intensity of
this signal with time is then used to normalisaltdR throughput. The intensity of
the visible beam is monitored in a similar way, bsitmuch less affected by

environmental conditions.
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Figure 5.2 Schematic of a VSFS experiment.

The sample is contained in a glass cell sealed evitings and teflon stoppers. The
beams enter and leave the cell through Gafdows, transparent in the IR. The
temperature of the sample is controlled by immersibthe sample cell in a water
bath whose temperature is regulated by a heatifigcapnected to a second water
bath in order to minimise vibrations of the samgleface by water circulation. The
temperature is measured by a thermocouple houstdeim glass capillary and is
recorded as spectra are taken. The sample heightecghanged without removing

the sample, and so experiments at different tenyresmare readily accomodated.

Figure 5.3 Cross-section of the sealed VSFS saogilleThe cell was placed in a
thermostated water bath during measurements.

5.4.2 Materials

The cationic surfactant.gTAB (Sigma, 99.9 %) was recrystallised three tirfrem
a mixture of acetone and ethanol. Deuterate§T AB (d-CTAB) was provided by
Dr. R. K. Thomas and recrystallised twice before frem the same mixture.,£Es
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(99.9%) was purchased from Nikko chemicals Japaa veas used as received. The
oils n-hexadecane (Sigma, 99.5%);dodecane (Sigma, 99.5%) amdeicosane
(Sigma, 99%) were purified by passing through aumw of activated neutral

alumina immediately prior to use.

All glassware was soaked in a dilute solution oté&@mex (Borer Chemicals) for
several hours and rinsed copiously with MilliQ wabefore use.

5.5 Results

5.5.1 GsTAB Monolayers in the Absence oh-alkane

Figure 5.4 shows sum-frequency spectra of artvbC,;sTAB monolayer at the air-
water interface in the absence of oil. The appemraf these spectra is similar to the
n-hexadecane spectra discussed in section 5.2.1.rdlaéve strengths of the
symmetric methylene and methyl bands in #&Pspectrum (in face, the" ds more
intense than the' rband) indicates a high proportion géuchedefects, and this is
supported by the appearance of only a weak asynome#thyl band in th&PSand
PPP spectra. As has been demonstrated previously, @ghAB monolayers appear

highly disordered at the air-water interfdce.

2004 Il M
Z150 i\ﬂ £
2 [T ; *
£ ek S A
c . .’T_ #' e -
R \

- ; 1 L
Ui 50 § )

1 ~ .‘»‘\ '-'W
0 h""‘ J k;‘““

T T T T T T T T T —
2800 3000 3200 3400 3600 3800
Wavenumber / cri

Figure 5.4 SSP (black), SPS (green) and PPP (retfrized sum-frequency spectra
of a 0.6 mM GTAB monolayer at the air-water interface at 20 °C.

The broad spectral features in the OH stretchimgore ~3000 — 3708m™*, give
information about the interfacial water structuetprbed by the presence of TAB
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headgroups in the monolayer. Details of the SFtepet water have been presented
elsewheré? °so only a brief description is given here. Thet@@rwavenumber of
OH stretching modes are sensitive to the hydrogeming network present, with a
red-shift of several hundred wavenumbers betwees pgaase molecules and
tetrahedrally coordinated water molecules foundice In the present case, the
absence of any sharp feature around 3#@% indicates there are no “free” OH
bonds at the interface in the presence fTBB, as is the case for both the bare
water surface and in the presence of some simpfactants. The presence of two
distinct, broad absorbances in tB8Pspectrum can be reconciled with the presence
of hydrogen-bonded water in so-called “ice-like'ddtiquid-like” environments in
the interfacial region, although this interpretatiis not universally accepted. Any
change in headgroup structure will be manifestedabgudden change in the
appearance of this spectral region at the tramsiemperature, and so in this present
work the features in the OH stretching region anely diagnostic.

Similar spectra were recorded at several tempastur the range 10 — 40 °C. A
small (<10 %) decrease in surface excess with asong temperature was implied by
an overall decrease in sum-frequency intensitysTifiin agreement with simple
ellipsometry measurements. No structural differenaere observed either in the
monolayer or interfacial water with changing tengtere, however, and so results
within this temperature range presented here frgstems with different surface

freezing temperatures are fully comparable.
5.5.2 Type | Freezing: G¢TAB in the Presence oh-Hexadecane

Comparison of SSP polarised spectra of :eTAB both with and withoutn-
hexadecane (figs. 5.4 and 5.5) shows that the iadduf oil induces a small but
noticeable decrease in the numbergatichedefects at the interface, even in the
high-temperature liquid phase. This effect is obs#érmore by a change in the
relative intensities of the methylene and methyhs\etric stretching bands than a
direct comparison of intensities, as the arbitiamits are not necessarily comparable
between experiments due to fluctuations in lasergodrom day to day. In the case
of the mixed monolayer the most intense peak i$ tfiathe symmetric methyl

stretch, whereas in the purgesCAB spectrum the methylene peak is most intense.
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As noted previously, the ratio of intensities okegh two peaks gives a good
indication of the proportion ojauchedefects present in the chains, and hence the
mixed monolayer contains fewgauchedefects and therefore a higher degree of
order. ThePPP polarised spectra support this conclusion; thesamimetric methyl
stretch is relatively more intense than the symimeatrethyl stretch in the mixed
monolayer spectrum than in the purg TAB spectrum.

704

o] 1
I

50 j‘

o]

\
_ J _c
30- Ak
1 il# Fr
20 ‘;-:s;f:. o N
1 | F Rem
10- R \_

T T T T T T T T T T —
2800 3000 3200 3400 3600 3800
Wavenumbe/ cnr?

S.F. Intensity / a.u.

S.F. Intensity / a.u.

2800 3000 3200 3400 3600 3800
Wavenumbe/ cnr1
Figure 5.5 Sum-frequency spectra of a mixed moeolaly0.6 mM GTAB and n-
hexadecane at the air water interface in the s@igdl, 20 °C) and liquid (black, 23.4
°C). Top, SSP polarisation. Bottom, PPP polarisatio
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Figure 5.6 PPP polarised spectrum of 0.6 mMT&AB (black, 20 °C), 0.6 mM
C16TAB with n-dodecane in the liquid phase (red, 12&d solid phase (green, 5.9
°C). Right, Expanded view of the 2800 — 3000 cegion.

Below the surface freezing temperature the ordesinghains at the interface is even
more evident, with a roughly twofold increase inteimsity of the ¥ mode
accompanied by a marked decrease in intensityeotitimode in theSSPspectrum.

In addition, the intensity of the asymmetric methiretch (1) in the PPP spectrum
increases by almost three times upon surface figeBoth these findings indicate
the formation of a highly ordered solid phase vaiitrans chains, in agreement with
previous VSF& and X-ray reflectivity’ studies on type | TAB/n-alkane mixed
monolayers. The X-ray reflectivity data of Sloutskt al® implied that a small but
significant change in the electron density profifehe headgroup layer accompanied
surface freezing of type | systems, in turn sugggst change in water structure at
the interface. Although the OH stretching regionthod solid and liquid phaseSP
spectra in figure 5.5 are not identical, the ddfezes are small and within the error of
the measurement. In cases where interfacial watactsre has been shown to
change, the intensities of the component water Haady by at least an order of
magnitude’® It is reasonable, therefore, to suggest thatpafih the surface excess
of surfactant may change slightly, no change ihegitwater or headgroup layer
structure takes place during surface freezing. Tuoisclusion is consistent with
surface tension experiments showing there is namgdawithin error, in surface

excess of surfactant upon surface freezfnty.

Experiments were also carried out on a mixed mgeolaf GgTAB andn-dodecane

to assess potential differences in structure betviyee | frozen monolayers where
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the n-alkane chain length varies relative to that of @eTAB. Figure 5.6 shows
PPP spectra of this system in both the liquid anddsplases, and is indicative that

similar solid phase structures are formed regasddés-alkane chain length.

5.5.3 Type Il Freezing: G¢TAB in the Presence oh-Eicosane
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Figure 5.7 Sum-frequency spectra of a mixed moweolaly0.6 mM GTAB and n-
eicosane in the liquid (red, 39.5 °C) and solidg@n, 36.5 °C) phases. Left, SSP
polarisation. Right, PPP polarisation. Black dateedrom a 0.6nM CsTAB
monolayer in the absence of oil for comparison.

Spectra of the liquid and solid phases of type IkT@B/n-eicosane mixed
monolayers are shown in fig. 5.7. The spectra ithbphases are similar in
appearance to the type hdCAB/n-hexadecane spectra in section 5.4.2. A sharp
increase in intensity of the band in the surface frozen layer accompanied by a
decrease in intensity of thé Hand in theSSPspectra, as well as the appearance of a
sharp r band in the solid phadePP spectrum confirms the presence of a highly
ordered solid phase. The liquid phase containgghehifraction ofgauchedefects
compared to the type | mixed monolayers, as evielgrxry a roughly 1:1 ratio of
r':d" intensities, although the monolayers are still enordered than those of pure
C16TAB. A possible explanation for this lies in vargats in the extent of adsorption
of different chain lengths of-alkane at the air-solution interface. The moleticn

of n-alkane in the mixed monolayer decreases with asing alkane chain length,
limiting the ability of the longen-alkanes to affect the surfactant tailgroup strectu

at the interface.
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Figure 5.8 Sum-frequency spectra of a mixed moeolafy0.6 mM d-CTAB and n-

eicosane in the liquid (red and blue, 39.9 and £@hand solid (green, 36.8 °C)

phases. Left, SSP polarisation. Right, PPP polaiosa Black data are from a 0.6
mM d-CTAB monolayer in the absence of oil for camnspa.

Up to this point, the presented spectra have imcudontributions from both
surfactant and alkane, since both components hega hydrogenated. In order to
isolate structural changes occurring in theicosane component, the experiment was
repeated replacing hydrogenatedsT&B with fully deuteratedd-CTAB. The
resulting spectra are shown in fig. 5.8. The pauaitalkane adsorption in the liquid
phase monolayer can be readily appreciated fromattremely low signal level from
C-H stretches, also consistent with the view thHe tlkane has no preferred
orientation in the liquid monolayer. In the solilgse, a very strond band in the
SSPspectrum suggests an ans arrangement of the-eicosane chain, and in fact
no methylene modes are present in the spectra. IAtraas alkane chain is
centrosymmetric, however, and so no sum-frequengpak is expected. This

12 in sum-

apparent inconsistency has been observed previduslgefleret a
frequency spectra of the neat eicosane surfacevbtdsurface freezing temperature.
The presence of a sum-frequency response despmteprébsence of a centre of
symmetry has been proposed to result from the ipbete cancellation of signals
from the opposing methyl groupsihe rationale behind this explanation stems from
the different local electric fields at the air/mdémger and monolayer/water interfaces
which causes the electric dipole approximationremk down. The appearance of the

solid phase spectra are very similar to those tdkam the n-eicosandi-C,sTAB
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system, supporting the bilayer model introducedhapter 1. Experiments were also
carried out usindi-C16TAB/d-eicosane. No change in spectra were observed upon
cooling, implying that GTAB does not become ordered during the transifidns

will be discussed further in section 5.5.
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Figure 5.9Sum-frequency spectra of a mixed monolayer of 1G4 and n-
octadecane in the liquid (green,32.2 °C) and s@iadl, 29.4 °C) phases. Above left,
SSP polarisation. Above right, SSP polarisatiopaeded in the range2800 — 3000
cm*. Bottom, PPP polarisation. Black data are from M G¢Eg monolayer in the
absence of oil for comparison.

5.5.4 Type | Freezing: G¢Es in the Presence oh-Octadecane

In contrast to mixed monolayers with,dCAB, ellipsometry data suggest-
octadecane forms a type | surface frozen monolatethe air/GgEs solution
interface. Figure 5.9 shows sum-frequency spedtbmih the solid and liquid phases
of CieEg/n-octadecane mixed monolayers. Thamode in theSSPspectra increases
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fivefold through the freezing transition, with thd mode becoming virtually
unobservable. Similarly in th®PP and SPS spectra, the rmode increases in
intensity dramatically in the solid phase. The éalature of the low temperature
phase is confirmed by these findings, and moredber miniscule &r* ratio
indicates that the frozen layer contains fegauchedefects than corresponding type
| frozen monolayers formed fromy T AB/alkane mixtures. The OH stretching bands
are much weaker in the presence of non-ionigE£than in the presence of ionic
surfactants. This is due to the greater abilityaotharged headgroup to induce a
preferred orientation in interfacial water moleajland also the disordered nature of

the oxyethylene headgroup.
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Figure 5.10 Top left, fitted solid phase SSP spmetof d-CTAB/n-eicosane
monolayer, with expanded view of C-H region tofntigdottom left, liquid phase
SSP spectrum of h:§T AB/n-eicosane monolayer, with expanded view oCtie

region bottom right. Points represent experimestactra, modelled spectra shown
by solid lines.
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5.6 Comparison with Previous Results

5.6.1 Type Il Freezing

Based on ellipsometry and X-ray reflectivity dagpd 11 monolayers are thought to
exhibit a bilayer structure in which a surface &onzayer of altrans alkane chains

wet the air-monolayer interface above a liquid rdixeonolayer containing both
surfactant and alkane. It should be possible, thexeto reproduce accurately the
solid phaseSSPspectrum of the fully hydrogenated¢CAB/n-eicosane system in
figure 5.7 from a combination of the correspondiiogiid phase spectrum and the
solid phase spectrum in the presence of deute@tdd\B (fig. 5.8).

Figures 5.10 and 5.11 show the fitted solid andiidigphase spectra and their
summation, respectively. Peaks were fitted withelobzian line shapes according to
egn. 5.8. It was necessary to fit tHeband of the solid phasCTAB/n-eicosane
spectrum with two peaks of opposite phase sepatateabproximately 1@m™ to
account for contributions from methyl groups at délivefrozen layer and frozen layer-
liquid layer interfaces, with the air-layer grougving the higher frequency. Such a
fitted separation is consistent with the findingsirid by Daviet al.in Langmuir-
Blodgett multilayers on gold for methyl groups poig towards air and alkane
environments, although the separation is smallertieir case’® The fully
hydrogenated solid phagSPspectrum modelled in this way correlates extremely
well with the experimentally measured spectrumlyfaupporting the bilayer model

structure of type Il frozen layers (figure 5.11).

) =t T (5.8)
The sum-frequency data is also fully consistenhwlite ER-FTIR data presented in
chapter 4. In the case of ER-FTIR it was shown tiatincrease in surface excess of
chains during a type Il freezing transition wasagee than the increase in surface
excess during a type | transition, and further th& increase in surface excess is
fully accounted for by the formation of a completlid alkane monolayer. Both

spectroscopic techniques, therefore, show that ivelyalkane component is involved
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structurally in a type Il transition and that tlosver leaflet of the solid phase bilayer

remains liquid-like.
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Figure 5.11 Modelled fully hydrogenated solid ph&S&P spectrum of a§TAB/n-
eicosane mixed monolayer, solid line, compareth¢oetxperimentally measured
spectrum, points.

5.6.2 Chain Length Dependence of Surface Freezing

Detailed ellipsometry studiz$® have revealed that the occurrence of type | ce typ
surface freezing is dependent on the chain lendtérence between the surfactant
tailgroup and then-alkane chain. In the case of the series of catisnirfactants,
C.TAB, the crossover from type | to type Il behaviasirgenerally found to occur
when then-alkane chain is two methylene units longer thantghigroup (see chapter
2). This behaviour can be explained by the unfaaiolgr van der Waals attractions
that would exist if the difference in length of teetended, altrans chains were too
great in the solid phase. Superficially, then, @gEs/n-octadecane system might be
expected to form a type Il solid phase. The faat thtype | transition is found for
this system suggests that some mechanism exiseltwe the end-chain mismatch
between surfactant and alkane. Two possibilitiesaqparent; either the octadecane
artificially shortens itself by the introduction ektra kinks in the alkyl chain or the
alkane more closely approaches the headgroup regitre mixed monolayer. The
first of these possibilities can be discounted idately as the sum-frequency
spectra in figure 5.9 indicate that the chain$a @ sEg/n-octadecane solid phase are

in fact more ordered and contain fewer defects these in type | solid phases
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formed with GTAB surfactants. If the alkane were to reside p#ytiin the
headgroup region then some ordering of the heaggnmuld be expected to take
place during the freezing transition. There is midence of a change in water
structure in theSSPspectra, however, which would accompany any ondeaf
headgroup ethylene units. The most likely explamafor the appearance of type |
behaviour, therefore, is that a weak net attraceaists between ethylene glycol
fragments in the headgroup layer and the octadeeareasonable assumption given
the solubility of PEG-based surfactants in oil, @hcounteracts the imiscibility of
alkane and water. The terminal methyl group cohé&htsit closer to the monolayer-
solution interface, and hence interact more fulithwhe surfactant tail in the solid
phase resulting in a greater degree of chain ofides. explanation is consistent with

the neutron data of Thomas al**

which showed that the mean separation between
surfactant tailgroups and alkane chains was loweniked monolayers of dodecane
and G:Es than in the corresponding monolayers with,T&B, although no
information was obtained regarding the structurethef G,.Es headgroup in the

mixed monolayers.

5.7 Conclusion

This chapter has shown how a combination of spgotq@ic techniques can be used
to confirm directly interfacial structures inferrécbm other techniques. The first
sum-frequency spectra of type Il monolayers havenl@esented, and shown to be
fully consistent with the proposed bilayer struetuSpectra on the novehdEs/n-
octadecane system have confirmed the existence wttiea solid phase that is
somewhat more ordered than thgsTAB counterparts, and demonstrated the
importance of the nature of the surfactant headgiaudetermining the extent of

overlap between sufactant and alkane chains.
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Chapter 6: Discussion and Conclusions

6.1 Introduction

In the preceding chapters, a range of ellipsometnd spectroscopic data have been
presented which give insight into the phenomenckgand structural characteristics of
surface freezing transitions in mixed monolayeribfand surfactant at the air-water
interface. In particular, new transitions have beeported which are not entirely

consistent with the current theories proposed loytSkinet al,

as type Il behaviour
has now been observed in the presence of alkaaegdmot exhibit surface freezing at
the neat air-alkane interface. In addition, botlipgbmetry and 2D-FTIR simulations
suggest that type Il freezing occwis a two-step mechanism. These findings will be
discussed further in section 6.3. Section 6.2 ctmnsiexisting data on type | freezing
systems and discusses the effect of surfactanya Ktype Il crossover. The main

conclusions of this thesis are then brought togethsection 6.4.
6.2 Type | Behaviour

Table 6.1 summarises the transition temperatufgsand solid layer thicknessed,,
observed. Type | transitions are indicated by ligiey shading. In all cases, the solid
thickness is similar to the length of the fully extied surfactant tail and the variation in
layer thickness witin-alkane chain length is relatively weak. These ifigd reinforce
previous ellipsometfyand X-ray reflectivity studies where it was notedt the solid
layer thickness is dominated by the surfactant eaompt of the mixed monolayer,

suggesting little extension of the alkane abovestitéactant tails.

The FTIR data for TAB/Cy6 type | monolayers presented in chapter 4 were sHow
be consistent with earlier estimates of the comjmwsiof solid and liquid mixed
monolayers, and the magnitude of peak shifts upeezing were similar to those
observed previously in neat alcohol monolayerdatdir-water interface by Alonsst
al.> A 2D-FTIR analysis of spectra recorded as a fmctif temperature was consistent

with a “phase coexistence” model as expected fosorder phase transition.
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Chapter 6: Discussion and Conclusions

Although the VSFS spectra presented in chapterggesi that the headgroup structure
remains unchanged by surface freezing, the abilitthe headgroup to interact with
alkane does have an effect on the chain lengtleréifice required to cause a crossover
from type | to type Il behaviour. The surfactantgT@B, CisEs andlyso-PPC all have
16 carbon tailgroups, but the crossover to typeehaviour does not occur at the same
alkane chain length (or indeed at all in the cas€igEg, as discussed in chapter 3). In
the presence of octadecangsfAB monolayers form a type Il solid phase whereas
Ci6Es andlyso-PPC monolayers remain as type | systems in th&epoe on octadecane
and nonadecane, respectively. BothHg andlysoPPC headgroups contain chain-like
structural elements that could stabilise a longéare chain in a type | frozen
monolayer by allowing end chain mismatch to be ethat both the air-chain and chain-
headgroup interfaces, thereby maximising favouralde® der Waals interactions
between the chains. In contrast, end-chain mismatahixed monolayers containing
Ci6TAB is confined to the air-chain interface, sintesiless favourable for the alkane to
penetrate the headgroup region, and hence a smbHéar length difference is required
to destabilise a type | frozen layer, as protrusiball-trans n-alkane segments beyond
the surfactant tails would lead to unfavourable \der Waals interactions. This
observation is similar to the bulk freezing behaviof alkane mixtures, where alkanes
with a chain length difference of six Ginits or less will co-crystallistAgain, in the
bulk end-chain mismatch can be shared between dxads of the chain and so larger

chain length differences can be tolerated.
6.3 Type Il Behaviour

In all the previously reported cases the crosstivéype Il behaviour occurred when the
type | monolayer freezing temperature fell below flurface freezing temperature of the
neat air-alkane interface. It was therefore progdkat type Il freezing involved wetting
of a liquid-like mixed monolayer by surface frozatkane’ ® The effect of end chain
mismatch discussed above is to introduce an inedeaamber ofjauchedefects at the
air-chain interface. The appearance of the airrchderface in the liquid phase will then

be similar to that of the neat alkane interfacéhm liquid state, allowing a solid alkane
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layer to wet a mixed monolayer in contact with aergoir of surface frozen alkane,

leading to a bilayer structure as shown in figufe 6

Figure 6.1 Schematic structure of a type Il fropliase, with a solid upper layer of
frozen alkane on top of a liquid-like mixed monelay

If type Il freezing were driven by a wetting trainsn of surface frozen alkane, the
monolayer and air-alkane transition temperatureghimbe expected to be similar. In
fact, the monolayer transitions are at temperatvoeghly 1 °C below the reported
alkane surface freezing transitions. Even taking iaccount slight variations in the
surface freezing range of alkanes (due to varyawgls of impurity, for example) the
fact that type Il freezing occurs with a negati&& in the case of GTAB/Cis mixed
monolayers (i.e. below the bulk melting point ofxadecane, although the reported
surface freezing temperature of neat hexadecaalsasbelow the bulk melting poirit)
implies that, in some cases at least, phase tiamsitat the two interfaces are not
coincident. This finding demonstrates the imporéanof long-range dispersion
interactions at the interface, which are much fagsurable for a mixed monolayer on a

water subphase than for surface frozen alkanesaitfalkane interface.
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In addition, the transitions found i AB/C;5 Ci2TAB/C14 and G4TAB/Cy5 systems
have shown that type Il freezing can take pladhénpresence of a non-surface freezing
alkane. Therefore, the formation of type Il frodagers must either be more complex
than a simple wetting transition or the presencsuwfactant somehow influences the
surface phase behaviour of the oil lens. Thisdgitessibility is unlikely in the extreme,
as it would involve penetration of the air-alkangerface by charged surfactant
molecules. It is also unlikely that the alkane-fiolu interface plays any part in the
freezing transitions, as phase transitions occumiy a limited number of cases at the
liquid-liquid interface (although fewer systems Baween studied). The type Il freezing
transitions in the GTAB/C,s and thelysoOPC systems are of particular interest, as
they take place above (86 above in the case bfso-OPC) the bulk melting point of
pentadecane and so represent thermodynamicallie $tgde Il phases formed by a non-
surface freezing oil. In contrast, the type Il ®azlayers formed by GTAB in the
presence of tetradecane and pentadecane may bemetdgtable relative to a liquid
monolayer and frozen alkane lens, as evidencechéynegative values AT (very
negative in the case of tetradecane), althoughstiniace frozen layers might be only
marginally unstable at the air/alkane interface smgmall energy terms could provide
sufficient stabilization above a liquid monolay8uch marginal instability of a surface
frozen tetradecane layer was demonstrated byeltel. at the tetradecane/(TAB
solution interface, where it was found that veryairmole fractions of surfactant (less

than 0.1) could facilitate surface freezing.

The bilayer structure shown in figure 6.1 has baeaquivocally demonstrated by a
combination of ellipsometry and X-ray reflectivity* ® The intensity changes observed
in ER-FTIR spectra upon surface freezing, presemechapter 4, are consistent with
this structural model. 2D-FTIR data, however, aseaonsistent with either a first-order
“phase coexistence” model or a simple wetting efltuid mixed monolayer by surface
frozen alkane. Figure 6.2 shows both the experiate@stynchronous 2D-FTIR spectrum
(for the G6TAB/C, mixed monolayer system) and a modelled 2D-FTIRBpa based

upon a two-step mechanism with initial formation afmore ordered intermediate

followed by a first-order phase transition fromsthntermediate state (details of the
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model can be found in section 4.6). Support forhsactransient intermediate was
provided by time-resolved ellipsometry measuremehtbe type 1l GgsTAB/Czo mixed

monolayer, shown in figure 6.3, upon cooling thiodge transition temperature. A clear
plateau can be seen at an intermediate elliptigiith a value close to that expected
from type | frozen layer formation. No such tramsig stable intermediates were
directly observed in any other type Il system, aliljh their existence is strongly
implied by 2D-FTIR of both the {eTAB/C2 and G2TAB/C16 systems shown in chapter

L

Figure 6.2 (Left) Asynchronous 2D correlation spect calculated using a two-step
transition pathway. (Right) Experimental asynchrescorrelation spectrum for type I
surface freezing of a CTAB/E&nixed monolayer.
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Figure 6.3 Coefficient of ellipticity as a functiohtime as the temperature of a
C1sTAB/Go mixed monolayer was lowered through the transitemperature.
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A possible explanation for such a two step mechmamssprovided within the framework

of classical nucleation theory, taking into accotlv@ fundamentally dynamic nature of
the nucleation process. The Ostwald step rulessthtg a phase transition will ocotia

a metastable intermediate if such an intermediatgsewhich is closer in free energy to
the initial state of the system than the thermodynally stable final state. Thus, the
crystal phase that is nucleated first is that whels the lowest free energy barrier of
formation. This observation is in contrast to thasib principle of macroscopic

thermodynamics that the phase formed during aitrangs the one with the lowest free

energy.

Classical nucleation theory treats nuclei as comngptterical objects. The free energy of
a nucleus is then size dependent, with a negatille ¢dontribution determined by the
difference in chemical potential between the twag@s and a positive surface term due
to the creation of an interface between the phasesmall droplet radii the surface term
dominates and the free energy of nucleation isumfeable. Above a critical radius the
volume term becomes dominant and the nuclei graantsmeously into the new bulk
phase. The same concepts can be used for 2D suytfiase transitions by considering
circular nuclei and the associated line tensiore free energy of formation of a nuclei

of radiusr can be described by equation 6.1, whereis the line tensionAu the

difference in chemical potential between the twag@s and\, the area per mole at the
interface.

2

r
AG =27y, —KA,U (6.1)

In order to consider the impact of equation 6.1nosleation in type Il systems, the
nature of a nucleus formed both within (type | eusl) and above (type Il nucleus) the
mixed monolayer must be considered, as shown sdieaihain figure 6.4. Due to the
more alkane-like environment, the line tension ofnacleus formed within the
monolayer will be lower than for a nucleus forméxbe the monolayer. The first term

in equation 6.1 is therefore more favourable fonfation of a nucleus of type | phase.
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The energy barrier for type | nucleus formationl wi lower than for type Il nucleus
formation, and so the phase transition could beebtegl to proceeda a metastable type

| phase. The data in figures 6.2 and 6.3 suppagt #ssertion. In the case of a
C1sTAB/C,, mixed monolayer, a type | phase is stable witlpeesto the liquid phase
and metastable with respect to a type Il phase. 2Z-TIR data suggests that this
could be true for other systems as well, such g AB/C;5 or C4TAB/C,5 and
whether or not a transient type | phase is actudiserved depends upon the nucleation
kinetics of the type Il layer. The nucleation kiostof type Il layer formation will be
largely determined by transport of alkane to theerfiace, and so will be slower for
longer alkanes. In this sense, a precursor tygeas@ could act as a local reservoir for

the excess alkane needed for type Il freezing.

Figure 6.4 Nucleus formation within (left) and abdvight) a mixed monolayer.

6.4 Conclusions

The data presented in this thesis have shown ppthitand type Il surface freezing to
be general, although not universal, phenomena fange of surfactant/alkane systems.
The unusual wetting behaviour exhibited by mixed nolayers containing the
surfactants Triton X-100, {gEs, CigEs and Tween 20 is thought to be caused by the
formation of a Winsor Ill surfactant-rich phase the air-water interface as the
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temperature is lowered, driven by the high localaamtration of the surfactants at the
interface and depletion effects from the bulk.

It was shown that type Il frozen monolayers canfdyened in the absence of surface
frozen alkane, in contrast with existing ideas dliba formation of these phases. In the
case oflyso-OPC/Gs mixed monolayers the resulting type Il phase msakably stable.
2D-FTIR and ellipsometry data showed that the fdiomaof type Il frozen monolayers
could occur in a two-step processa a transient type | phase, in agreement with
classical nucleation theory and Ostwald’s step.rB@mation of a metastable type |
phase could account for the unusual type Il behayias it provides a mechanism of
transport of alkane to the interface.
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