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ABSTRACT

The far-infrared absorption spectra of solutions of tetra-n-alkylammonium
salts have been studied in benzene, chloroform, carbon tetrachloride and
tetrahydrofuran, as a function of concentration, temperature, solute and
solvent. The absorption profile has been computer fitted to the sum of 3
component bands, and the variation of band centre, half-band width, area

and intensity with concentration, temperature, solute and solvent has been
studied. The spectral features, and their variation with the parameters above,
have been shown to be consistent with the absorptions arising from ion-ion
vibrations, ion aggregate 'librational' absorptions and fluctuating electrical
fields, due to 'effective' dfpo]e-induced dipole interactions. The observed
intensities were seen to be reproduced for model geometries and effective
aggregate dipoles, which agreed well with those obtained from dielectric
relaxation measurements. It was concluded that the higher degree of ion-cluster-
ing in the solutions leads to severe restrictions on the movement of both
solute and solvent species., It is proposed that some solvent molecules may

be trapped within the ionic cluster. The absorptions of more polar systems
have been compared with the non-polar systems. Computer programmes have been
developed to compute refractive index data from interferograms obtained with

a Michelson interferometer operated in the dispersive mode. The experimental
and computational procedures have been tested by determining the refractive
index of polytetrafluoroethylene sheets in the far-infrared. Methods for the
computation of intensities from refractive index values have been developed,
and the intensities for the 202 cm'] band of polytetrafuoroethylene obtained
by both dispersive and non-dispersive methods have been compared. A cell has
been designed, constructed and tested, which can be used to measure the
refractive index of liquids and solutions in the far-infrared region. This cell
has been incorporated into a Beckman-RIIC Ltd. FS-720 interferometer, as an

extra (dispersive) module.
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PART A

INSTRUMENTAL AND THEORY

CHAPTER 1

BASIC PRINCIPLES OF FAR-INFRARED INTERFEROMETRIC
SPECTROSCOPY



1.1 Introduction

Spectroscopy in its broadest sense may be defined as the study
of the interactions of electromagnetic radiation with matter. This interac-
tion can be harnessed to provide useful properties of atoms, molecules and
macroscopic bodies, which can then help in formulating relationships between
a substances microstructure and its macroscopic or observable properties. At
present we are far from the ultimate aim of the physical sciences, where a
mathematical formulation of the forces within a molecule and within an
ensemble of molecules, would enable us to caiculate all the physical propert-
ies of a substance, With this goal in mind this thesis describes work
performed in a study of far-infrared opticai properties (particularly in the
liquid phase) determined by the use of a Michelson interferometer.

In the Tiquid phase the far-infrared optical properties are
important because the spectroscopic properties of the molecules depend upon
the interactions of the molecules with each other. In a pure liquid the
interaction can only be with other '1ike! molecules, whereas in a solution
interactions can take place between both 'like' solute molecules or with
surrounding solvent molecules. A1l the physical and chemical properties of
the molecules in the liquid are influenced to some extent by these interact-
ions, but the spectroscopic properties are also determined by the internal
vibrations of the individual molecules themselves. Thus the spectroscopic
properties can be used to study the bulk properties of a 1iquid or solution,
and also to study the individual molecules making up the liquid or solution.
By studying the internal modes of the molecules in the system it is possible
to discover the effects of the environment on the molecule, This enables
deductions to be made concerning the structure of the liquid phase.

Measurements of optical constants are important since it has
been shown (1) that the internal and intermolecular processes can be
distinquished by the different dispersions of refractive index which occur

in the region of maximum absorption. we hoped that such refractivity




functions would give information regarding the processes involved in the
low-frequency absorption of liquids. Absorptions in various liquid systems
have been thought of as arising from three mechanisms. Firstly, as a result
of residual motion of molecules which is known as the Poley-Hi1l resonance
phenomenon (2-4). Secondly, from translation movements of the molecule
producing collision-induced effects (5-7). Thirdly, from Debye dipole
relaxation (ref., 8, pps. 177-187). These mechanisms for absorption will be
discussed further in chapter 7 in the 1light of the experimental observations.

To make the refractive index measurements a cell had to be
constructed to enable the 1liquid sample to be contained in one arm of the
interferometer used for such measurements. The design, construction and
testing of this cell was to be the main objective of the study. However
difficulties were experienced in the construction of such a cell and the
majority of the experimental work on the liquid systems was conducted with
the interferometer in the conventional, symmetric mode,

This chapter introduces the background theory for interferometric
spectroscopy. Firstly, the reasons for using an interferometer, rather than
conventional dispersion systems, is discussed., The interferometer is then
described and the relevent mathematics developed to indicate how the
spectrum can be obtained from the interference pattern,

1.2 Why use interferometers?

To answer this question we need to return to the basics of
spectroscopy. In an absorption experiment the sample under investigation
is placed in a path of radiation, between a suitable source and detector.
A spectrum is a plot of the power absorbed by the sample as a function of
frequency. Radiation is a time-dependent fluctuating electromagnetic field,
which, according to Fourier (9), can be resolved into an infinite number of
pure cosine and sine waves of differing frequencies. Therefore the spectrum,

being the plot of the power of the component waves lying between frequency

v and v + 3v as a function of the frequency, is the Fourier Transform of the




temporal fluctuations of the electromagnetic field,

In the far-infrared region, by convention usually taken as the
region of the spectrum between 3 and 500 cm-] (3333 and 20 um), one is
limited by the available sources being incoherent (black body) sources,
and the only available detectors giving a d.c. output proportional to the
mean power of the total incident radiation. Since the source is broad-band
then the Fourier components of the radiation are all scrambled and have to
be unscrambled before they reach the detector. One technique for unscrambling
the Fourier components is based upon the delay principle (10).

The simplest device utilising the delay principle is the prism,
as was demonstrated by Newton when he observed the splitting of the visible
portion of the suns rays into their spectral components by spatial separation.
If a parallel beam of monochromatic 1ight is incident upon one of the incli-
ned faces of a prism, then the emerging beam can be condensed to a point
image by use of a lens. The emerging beam has been deviated by the prism
from its original path by an angle dependent upon the refractive index of
the prism. The infinite number of rays into which the beam of light is
divided by the inclined faces have all travelled different pathlengths within
the prism. Interference between the beams will be constructive at only one
angle of deviation, and destructive at all other angles. If 1ight containing
two components of different frequencies is incident upon the prism then the
two components will have different deviations, since the refractive index
depends upon the frequency due to dispersion effects, and will form images
at different points on the image plane if the light emerging from the prism
is brought to a focus by use of a lens, so that interference can occur,

Thus a spatial separation of the spectral components has been obtained, and
a detector can be used to obtain a plot of power within a small frequency
increment against the frequency, which is known as the spectrum,

A diffraction grating similarly utilises the delay principle.

When parallel, monochromatic light is incident upon a grating of narrow



strips of perfectly transmitting regions separated by regions which are
totally opaque, then the Tight emerging from the grating at a particular
angle can be focused to a point by a lens. The intensity in the image plane
shows strong maxima and minima dependent upon the angle of the rays
emerging from the grating. A grating produces a large number of maxima when
irradiated with monochromatic 1ight and these maxima are referred to as
orders of the grating. If the grating is irradiated with polychromic light
then for all orders of the grating greater than zero the different frequen-
cies are imaged to different points in the same order. Thus a spectrum is
produced for each order of the grating. The diffraction grating is thus an
interferometer utilising a finite number of beams, whereas the prism is an
interferometer utilising an infinite number of beams,

[f the band-width of radiation incident upon a diffraction grating
is large then the spectra produced from one order will overlap spectra from
another 6rder and much confusion can arise. Decreasing the number of beams
will thus assist in interpretation of the spectral record. If the delay
principle is to be employed then the minimum number of beams possible is twoy
and this is the number found in the Michelson interferometer.

1.3 The Michelson interferometer

In a Michelson interferometer (see fig. 1.1) incoherent radiation
from the source, S falls upon a beam-splitter, B, inclined at 45% to the
beam, where part of the radiation is reflected and part is transmitted. These
two beams travel to the mirrors, M] and M2, which are set at 90° to the
beam, and hence the two beams return along their respective paths and are
recombined at the beam=-splitter and interference occurs. The two beams are
once again divided by the beam-splitter and a beam of Tight is incident on
the detector, D. The intensity of the 1light beam incident on the detector
is determined by the path-difference introduced between the two beams before
interference occurs, The path-difference is introduced by translating one

of the mirrors in a direction parallel to the beam incident upon it. Varying
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degrees of interference are produced for different frequencies depending
upon the optical path-difference between the beams reflected from the two
mirrors. The balanced position)where there is no optical path-difference
between the beams, and where interference for all frequencies is completely
constructive is called the 'Grand Maximum'. The Michelson interference
fringes have cylindrical symmetry and the interference pattern produced at
the detector is thus a series of concentric rings., The system is set up so
that the detector measures only the intensity of the central fringe of the
interference pattern. Fig. 1.2 shows a typical interference function, or
interferogram, for optical path-differences of -0.4 to +0.4 cm for broad-
1

band radiation between 10 and 250 cm '.

1.4 Derivation of the basic integral equation for Fourier Transform

Spectroscopy.

The intensity of the beam reaching the detector is determined
by considering the Fourier components of the recombined Tight beams. For
one Fourier component in a beam of light the electric field vector amplit-
ude E(t) at time t is given by:

E(t)

Ecos(2mvt) 1.1
where v is the frequency (Hz)
E is the electric vector amplitude at time t = 0.
Let us consider one Fourier component for the two recombined beams at time
t, where the second beam has travelled an extra optical path-difference
X. The resultant electric field amplitude, ER(t) is given by:
ER(t) = Ecos(2mvt) + Ecos(2mvt + 2mvux/c) 1.2
where ¢ is the velocity of light.
Egn., 1.2 assumes that when two beams superimpose then the resultant
electric vector is the sum of the electric vectors in the two beams, The
equation further assumes that the two beams have equal amplitudes. This will
be the case for.symmetric Fourier Transform Spectroscopy providing that

the efficiencies of transmission and reflection at the beam-splitter are
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equal,and also that the reflectivities of the two mirrors are equal. The
amplitudes of the two beams will not be equal in the case of Asymmetric
Fourier Transform Spectroscopy,where the sample is placed in one beam
only, and not in the recombined beam as for Symmetric Fourier Transform
Spectroscopy (see chapter 8).

If egn. 1.2 is now expressed in terms of wavenumbers, i.e.
writing v = v/c it becomes:

E,(t) = E{cos(2mvt) + cos(2mvt + 2mux)} 1.3

R
The mean intensity at the image point is given by the time average of the

square of the electric vector amplitudes for each Fourier component:

Ex?(t) = E*{cos(2mvt) + cos(2mvt + 2mvx)}? 1.4
Since cosA + cosB = 2cos{(A+B)/2}.cos{(A-B)/2}
EgZ(t) = 4E?{cos(2mvt + mX) . cos (mux) }2 1.5

The time average of the term cos?(2mvt + mvx) will be a constant and hence
the time average can be written:
E? = (constant) ,E2cos?(mux) 1.6
Equation 1.6 gives the spectral 1ntensity'due to one Fourier component.
If a source emitting light of continuous spectrum from zero to infinite

frequency is considered then all the intensity values 8I for the individual

components have to be summed. Thus we have:

81 = E? = (constant).E2cos?(mvx) 1.7
A B St - P F 2 g5

fo %%.Gv = I(x) = fo ER SV 1.8
I(x) = (constant).fi E2.cos?(mvx).8v 1.9

Where I(x) is the total intensity arriving at the detector for an optical
path-difference x. I(x) is in fact the interferogram function,
The spectral intensity can be related to the square of the electrical
vector amplitude as shown by Strong (ref. 11, paz).

S(v,x) = %ckoE*(G,x).E(G,x) 1.10

where J, E¥(a) = J  E(-a)
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Egn. 1.10 can be rewritten as:
S(V,X) = (constant).E*(Q,x).E(G,x) 1.1
where S(v,x) is the spectral function.
Since the electrical vector amplitude is a real quantity, ER is Hermitian
(ref. 12, p 35) and hence:
ITERS,X) = ST (V)
and S(v,x) = (constant).E%(v,x) 1.12

B%ing-tAYs relationship in eqn. 1.9 gives:

I(x) = (constant).f:S(G).cosz(n5x).65 1.13
now since cos?x = 1(l+cos2x)
I(x) = (constant).%I:S(G).(1+c052n5x).65 1.14

Egn. 1.14 is the autocorrelation function for the radiation incident at
the detector. Now we can write

I'(x) = I(x) = #/75(V).69 1.15
We now have a modified interferogram function I'(x). To understand clearly
the relationship between I'(x) and I(x) it is necessary to consider the
interferogram function I(x) at large optical path-differences, i.e. when
x in eqn 1,14 approaches infinity. The cos(2mvx) term will oscillate very

rapidly and will average zero. Hence for infinite x eqn. 1.14 becomes:

I(w) = (constant).%fiS(G)_aG 1.16
Eqn. 1.15 can thus be rewritten as:
00 = 100 - 1) 117

Thus we are subtracting the constant level of the interferogram at large
path-differences from the interferogram function I(x), leaving only the
modulating interferogram function I'(x). Substituting egn. 1.15 into
egn., 1.14 gives:

I'(x) = (constant)ff:S(G).cos(2ﬂ5x).65 1.18
Thus we have a relationship between the modulating interferogram and the
spectral intensity function S(v). ATl that remains is to discover a

method for retrieving S(v) from eqn. 1.18,



If f(t) represents a quantity that varies with time then f(t) can be
analysed into an integral sum of harmonic oscillations over a continuous

range of frequencies (13). This can be represented by the pair of equations:

Flo) = [oF(t).e 9% st 1.19
£(t) = 1 /(w3 e 1.20
27

from egn, 1.19:

F(w) = S72F(t).(cos(wt) - jsin(wt))st 1.21
now w = 2my = 27V and t = distance/speed = 1/c

Thus 6t = 1/c §t = 61/c

&7
F2muc) = S1o1 £(1){cos(2mv1) - jsin(2m1)}.81 1.22
C C
FO) = 1 JF(1).fcos(2m1) - jsin(2m01).61 1.23
2me? .
now w = 21 Sw = 2mc
o

from eqn. 1,20

1 (1) = 2ncSTIF(2moc) {cos (2m01) + jsin(2m1)} 1.24

c 21

f(1) = 2nc®STOF(9) . {cos(2m1) + jsin(2mvl)} 1.25
The Fourier pair relating wavenumber and distance are thus:

F(3)  =r7F(1) . {cos(2m1) - jsin(2m51)}.81 1.26

£(1) =STF(9).{cos(2m1) - jsin(2mv1)}.sv . 1.27

Clearly a change of integration limits is necessary before comparisons
can be made between egns. 1.18 and 1.27. Using the relation derived by
Bell (ref. 12, p. 36):
% (3).e32% 55 ZI:Ré{b(G).ejZHGX}.65 1.28
thus S275(V).{cos(2mx) - jsin(2mvx)} = 2/7$(V).cos(2m0x).6v
1.29
Therefore egn. 1.18 can be rewritten as:

I'(x) = (constant).ff:S(G).cos(ZNGX).SG 1.30



il

By comparing eqn., 1.30 with egn. 1.27 and using the other half of the
Fourier pair egn. 1.26 it can be seen that the spectral function S(v)
is obtainable by the Fourier Transformation of the modified interfero-
gram function I*(x).
S(v) = (constant).ff:I'(x).cos(2w§x).6x 1.31
To obtain a spectrum it is only necessary to repeat the Fourier Transfor-
mation using eqn. 1.31 for each wavenumber in the frequency range of
interest. To give a spectrum over a usable frequency range the calculat-
ions are far too complex and tedious to carry out by hand, but they are
easily handled by a high speed digital computer. The Michelson interfero-
meter must therefore be coupled to, or be associated with, a computer to
give a useful submillimetre spectrometer. Fig. 1.3 gives a schematic
representation of a complete spectrometer,

Normally the proportionality constant in eqn. 1.31 is omitted.
This is permissibie since ratioed spectra of sample to background are
recorded, the ratioing process aleviating the need to know the value for
the constant. If a non-ratioed spectrum is recorded then the spectrum is
represented on a normalised transmission scale, where normalisation takes
place to peak transmission within the frequency range of interest, making
the proportionality constant of purely academic interest. Eqn. 1.31 is
thus replaced by:

S(V) = STCIY(x).cos(2mox).8x 1.32

or by using egn. 1.17:
S() = SUI(x) - 1()).cos(2mx)}.8x 1.33

Fourier Transform Spectroscopy can thus be seen to be a trouble-
some, indirect method to measure a spectrum, which, nevertheless, has to
be employed in the submillimetre-wave region, where sources do not emit
much radiation, since it is less wasteful of the radiation that is present.

To emphasize the need for optimal use of available radiation in the far-

infrared it is a sobering thought that less than 1 part in 10" of the total
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radiation emitted by a black-body source at 1000%K Ties within the
frequency range 0-100 cm-] (ref. 8, p. 13).

1.5 Beam-splitter operation i

s

The most crucial part of the Michelson interferometer is the
beam-splitter or beam-divider. The purpose of the beam-splitter is to
firstly divide the wave-trains from the source into two separate beams,
so that an optical path-difference can.be introduced into one beam relative
to the other, and secondly to collect the returning wave-trains so that
interference can occur between the recombined beams, The beam-splitter is
thus vital to the operation of the Michelson interferometer.

The beam-spiitter is placed at 45° to the incident beam from
the source and the ideal beamsplitter would be an infinitely thin film
having no absorption and giving 50% reflection and 50% transmission of the
incoming beam, Even using this perfect beam-splitter it should be noted
that 50% of the radiation from the seurce is returned to the source, rather
than being sent to the detector. In the Michelson interferometer 50% of the
radiation in each beam returning to the beam-splitter is once again
reflected and 50% is transmitted. Thus only 50% of the source radiation
reaches the detector, and hence even with a perfect beam-splitter the
Michelson interferometer is only 50% efficient in using the radiation
available from the source,

In the far-infrared,thin dielectric film beam-splitters are
used since they have approximately equal transmissivities and reflectivities.
Multiple beam interference occurs in the beam-splitter itself (this should
not be confused with the interference occuring between the recombined
beams which only occurs when the beams are focused on the detector window
using a Tens) and the resulting white light interference pattern can be
used to align the interferometer,to ensure that the mirrors are normal to the
beams. The fringes are observable,when the interferometer is in the balanced

position, by placing a white card in the recombined beam. The fringe contrast
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is increased by altering mirror tilts to give the best possible alignment.
The intensity at a given point in the image plane in the
recombined beam will vary depending upon the degree of constructive
interference. Thus a bright fringe will be observed when (ref, 14, p. 710)
2nt.cos® = (m+i)A M=0,1200000000 1.34
where n is the refractive index of the film,
t is the thickness of the film
© is the angle at which the refracted rays pass through the film
A is the wavelength of the radiation
Letting smax be the frequency for maximum transmission, i.e. the frequency
for the centre of the bright fringe:

S o= (2mt1)

m=0,],2....... 1035
max

/4nt.cosO
Using n = 1,85, t = 12.5 um and an angle of incidence to the film of 45?

giving an angle of refraction of 22.5° (by Snell's Law sini = n)

/sinr

gives v « = 117, 351, and 585 em ! for m = 0,1 and 2 respectively. Table

ma
1.1 gives the first frequencies of maximum transmission for given thickne-
sses of beam-splitter. The frequencies were calculated using eqn., 1.35 with
a refractive index of 1,85 and an angle of incidence of 450.

The multiple interference in the beam-splitter thus shows
'hooping! as a function of frequency and this Timits the useful range of
the interferometer to regions away from the centres of the dark fringes.

Very little energy reaches the detector for frequencies near v Fig. 1.4

min®
shows a theoretical transmission spectrum for a beam-splitter of 12,5 um
thickness. The experimentally observed characteristics of various beam-spli-
tters will be dealt with in chapter 2, but it can already be seen that
severe difficulties will arise if spectra are required over a few octaves

of frequency, This will be especially troublesome in the low-frequency

region, To scan any reasonable range in the submillimetre region several

different beamsplitters have to be used. It is pertinent to note here that



Table 1.1 Theoretical frequencies of first maximum transmission

for various thicknesses of beamsplitter

Gauge Thickness Max. Trans.
/um Jem !
400 100 15
200 50 29
100 25 59
50 12,5 117
25 6 234
15 3.5 468
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polarising wire grids have been used as beam-splitters in the low-frequency
region (15). There is no internal interference with these wire grids and
hence no ‘hooping' occurs.

1.6 Advantages and disadvantages of Fourier Transform Spectroscopy.

The principle advantage of Fourier Transform Spectroscopy over
convential spectroscopy is its higher signal-to-noise ratio. This is a
consequence of the interferogram containing information about all the
spectral elements within the spectral range being studied. This advantage
is known as the Multiplex advantage, and was first pointed out by Fellget}
(16,17). Using interferometric techniques each spectral element, N or
spectral interval equal to the resolution, is observed for the total time
taken to record the interferogram T. In a grating spectrometer each spectral
element is studied only during the time interval T/N before the dispersive
system moves to the next element. In the submillimetre region the principle
source of noise is the detector, and hence the interferometer system is said
to be detector-noise limited. In such a system the signal-to-noise ratio
will be directly proportional to the incident power, and since the incident
power is proportional to the square-root of the observation time, then the
signal-to-noise ratio is also proportional to the square-root of the
observation time. Thus for an interferometer the signal-to-noise ratio will
be proportional to Té, and for a dispersive instrument it will be proportional
to T%/ N%' Thus the interferometer is superior to the dispersive system in
signal-to-noise ratio by a factor N%. Fellget emphasized that the Multiplex
advantage is a property of the system as a whole. It occurs when all the
spectral elements or channels are observed simultaneously. Thus a photograph-
ic instrument fitted with a photographic plate is a multiplex system (18).

It is important to note here that the interferometer only gains
its full advantage if the system is detector-noise limited., If, in fact,

this is not the case and the system is source-noise limited, then variations

in the source affect the whole spectrum, since the whole mean level is
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affected in a non-dispersive instrument. A dispersive system would suit

the source-limited situation more, since only the particular frequency
being scanned at the time of the fluctuation will be affected by the source
variations,

A second important advantage of interferometers over grating
instruments was described by Jacquinot (19) as the *throughput® or ‘entendu’
advantage. Put simply this states that the effective source area in a
dispersive instrument is the slit area, and so the light flux within the
instrument is limited by the area of the slits. This slit area cannot be
large because the slits need to relatively narrow to give reasonable spectral
resolution, The slits also have a maximum length which is determined by the
size of the prisms which are used to create the dispersion in the instrument.
The light flux in a dispersive instrument is thus small with respect to the
total available from the source. With the interferometer the light flux is
limited only by the size of the mirrors, which are usually over 7 cm in
diameter, giving a 1light flux in the interferometer several orders of
magnitude greater than that in a dispersive instrument,

Fourier Transform Spectroscopy has the major disadvantage that
a computer is necessary to produce the spectrum, and although high speed
digital computers make the computation of the spectrum straight-forward, the
lack of immediate intelligibility of the interferogram is still a drawback.
When an on-line computer is not available significant delays can occur
between running an interferogram and obtaining the spectrum. These disadvan-
tages are slightly offset by the fact that the resulting spectrum can be
easily obtained in digital form, which lends itself to further mathematical
processing of the spectrum e.g. averaging of spectra, intensity calculations
and band-shape or relaxation rate studies.

1.7 Fourier Transform Spectroscopy bibliography

The literature of Fourier Transform Spectroscopy is now extensive

and books by MB1ler and Rothschild (20), Chantry (8) and Bell (12) review



the subject completely. An extensive Fourier Transform Spectroscopy

bibliography is given by Bell (ref. 12, pps. 321-364).
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CHAPTER 2

DESCRIPTION OF INSTRUMENT AND PERIPHERALS
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2.1 The basic interferometer

The interferometer used was of the Michelson type marketed
by Beckman-RIIC Ltd. as the FS-720 Fourier Spectrometer, The instrument
was of modular construction, and is shown schematically in fig. 2.1.

The source module, A contains the mercury vapour lamp source
with collimating optics, a chopper for beam modulation and a magnetic
reed switch to provide the reference signal for the demodulator circuit.
The beam-splitter module contained the beam=-splitter mounting optics and
the fixed mirror, where alignment adjustments could be made, The moving
mirror drive was contained in the module C and the condensing optics in
module D. A sampie chamber, E and detector module, F complete the interfer-
ometer, The fixed and moving mirrors together with the collimating and
condensing mirrors were all front surface aluminised to give maximum
reflectivity.

The electrical supplies to the interferometer, and the output
of the interferogram were made using beckman-RIIC FS-720 electronics, The
interferometer included a continuous driving motor for path-difference
changes and a Moire grating system (activated by movement of the drive) to
control the sampling of the interferogram, The drive system had a maximum
travel of 5 cm  from the Grand Maximum, giving a maximum path-difference of
10 cm, which corresponded to a maximum resolution of 0.1 cm']. (See
chapter 3),

The mains supply to the electronics and source was made through
two voltage stabilisers., The mains supply was firstly passed through an
Ether transistor a.c. voltage regulator model T1000-2S, and then through
a Beckman-RIIC power supply IR-720. These stabilisers helped to decrease
the number of noise spikes (mostly caused by the switching on and off of
apparatus on the same electrical phase network) being picked up from the
mains and being recorded on the interferogram. Very rapid spikes were not

eliminated completely and caused many problems. Long-term voltage drifts
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and irregularities were also partially eliminated by the voltage

stabilisers,

2,2 Sources

The source used was a 315 volts a.c. 90 watt stabilised mercury
arc discharge Tamp (Original Hanau ST75). The mercury lamp emits broad-
band submillimetre radiation by thermal emission from its quartz envelope
down to approximately 100 can'. Below 100 cm™ | radiation is emitted from
the hot plasma within the envelope. Such emission occurs down to approx-

imately 2 cn”]

. The mercury vapour lamp is thus a good source for far-
infrared studies, since broad-band radiation is emitted between 2 and 1000
cm_]. The source had a water-cooled jacket to maintain the metallic source
mounting at 323 to 333K. This prevented damage to the electrodes. A flow of
about 2 litres per minute from the water mains was found sufficient to
maintain the source at the correct temperature. The source mounting was
fitted with a bimetallic strip to act as a circuit breaker in order to
ext#duish the lampy should its temperature increase due to mains failure

or decrease in pressure,

Some of the early work was conducted using Philips 125 watt
high-pressure mercury vapour lamps, which find more common usage as street
lamps. These lamps were much less stable than the 90 watt lamps, both in
terms of short-term noise and long-term drift. The quartz envelope of these
125 watt lamps was dimpled to prevent channel spectra effects. The 90 watt
lamps were not dimpled,but did not produce any observable interference

effects.

2.3 Golay detector

The detector used for the majority of the work was a Unicam
SP50 Golay infrared radiation detector with a 3mm diamond window. The deta-
ils of the Golay cell are described here for comparison with the Tow-

temperature Indium-Antimonide detector, which has been used to obtain some

of the spectra below 50 cm'], (See section 2,14)
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The Golay pneumatic-cell detector (21,22) is a thermal detector
in that the radiation is detected by its heating effect. A chamber containing
gas of low thermal conductivity is sealed at one end with a radiation
window A (see fig. 2.2) through which radiation reaches a thin absorbing
film B. The other end is sealed with a mirror membrane C. The gas is
usually xenon,and,for the far-infrared spectral region,diamond is used as
the window material. The absorbing fiim B has low thermal capacity and warms
the gas with which it is in contact. This rise in temperature of the gas
produces a corresponding rise in pressure, which in turn causes the mirror
membrane C to be distorted. The absorption film B is a 0.01 um thick film
of colloidon, onto which a thin layer of aluminium has been deposited, The
reflection film is similar but has a thicker aluminium layer., Movements of
the reflection film are sensed by an optical relay, where light from an
exciter source E, which is a stabilised 4 volt, 3 watt Tamp (which is
underrun to ensure long life) is focused with two condenser lenses F through
a line grid G onto the mirror membrane C with a meniscus lens H, From the
mirror membrane the light is reflected through the lower half of the grid
and then onto the photocell K, by reflection at the mirror L. In the null
position of the flexible mirror the Tines of the lower half of the grid are
imaged between the lines of the upper part, and no light passes from bulb
to phototube. When radiation falls on the detector head the resulting
movement of the flexible mirror causes a displacement of images of the Tower
part of the grid on the upper part, and light from the bulb then reaches
the phototube, where the signal is recorded electrically. The small amount
of heat developed by the incoming radiation is soon dissipated, and the cell
returns to its equilibrium position. The time constant for these changes is
about 1072 seconds.

To prevent changes in room temperature from affecting the detector
a fine leak D connects the detector to a large ballasting reservoir of gas,

on the other side of the mirror membrane, which is insensitive to rapid
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pressure variations. In the absence of a changing radiation signal the
pressures on both sides of the mirror membrane are equal, The detector is
thus an a.c, device, and the incident radiation must, therefore, be
modulated. The modulation frequency with the FS-720 was 12,5 Hz. This was
provided by chopping the beam with a rotating sectored wheel in the source
module, The Golay detector is a frequency-independent far-infrared
detector, with the frequency response being only dependent on the window
material. By using a diamond window, radiation from the visible through the
submillimetre-wave region can be detected)since the diamond has no 1n2§red
active lattice modes. The output from the phototube is amplified by use of
a simple thermionic valve amplifier M, and is then passed to the Golay
amplifier in the FS-720 electronics.

2.4 Moiré system

A Moiré’grating system (attached to the moving-mirror drive)
provides the signal for the sampling of the interferogram. The Moiré’system
consists of two parallel gratings, one of which is mounted on the moving
mirror drive, whilst the other is mounted on the base of the drive unit,
Light from a small lamp (positioned on the moving mirror drive to one side
of the moving grating) was collimated and shadows of the fringes fell on
the fixed grating. Depending upon the relative position of the two gratings,
Tight fell on the photocell positioned at the far side of the second grating.
The Moiré gratings had a 4 um ruling and hence the signal reaching the
photocell passed from maximum to minimum after 2 pym of mirror movement, and
back again after 4 um of mirror movement. Since the path-difference between
the two beams is twice the mirror movement, then for an 8 uym sampling
interval the analogue to digital converter is triggered every time the
Moire signal passes through a maximum, For a 4 Hm sampling interval the
analogue to digital converter is triggered as the Moirg’signal passes

through both maxima and minima,.

|
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2,5 Golay amplifier and demodulator

The interferometer system gave a high signal-to-noise ratio
by using tuned amplification and phase-sensitive detection techniques.

The output signal from the Golay detector is small and this necessitates
high amplification, The Golay amplifier used had a total gain of up to

90 dB, The signal from the Golay was capacitor-coupled to a pre-amplifier,
which was a low-drift d.c. amplifier circuit tuned to the chopper frequency
(12.5 Hz) by use of a frequency selective network in the feed-back loop.
The pre-amplifier had a continuous gain control from O to 10 dB. The main
amplifier was also a high-gain, low-drift d.c. amplifier with O to 80 dB
gain in steps of 10 dB.

A magnetic reed switch, mounted on the source chopper, and
activated by the passing chopper blades, controlled the demodulator circuit.
The demodulator was necessary since the radiation was modulated so that it
could be detected by the Golay. The demodulator was synchronised in both
frequency and phase with the amplified Golay signal. A filter with 0.5 to
16 seconds time constant also acted as a chopper frequency rejector. A final
d.c. amplifier compensated for the attenuation in the filter stage. This
amplifier had two d.c. outputs. The 'Tow"' (0 - 10 mV) output was used to
drive the pen recorder, and the ‘high' (0 - 10 V) output was used to drive
the analogue to digital converter,

2.6 Analogue to digital converter

The analogue to digital converter was a 12-bit successive
approximation type circuit, A trigger signal from the Moirg amplifier
activates a circuit where the analogue input is cé?ared with the voltage
of a ladder circuit by the comparator. If the analogue input voltage is
less than that on the ladder network, then the bistable remains at zero.
If the input voltage is greater than the ladder voltage then the bistable
flips over to register 1. The voltage of the ladder network successively

halves as the comparator compares the remaining analogue voltage to that on
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the iadder network corresponding to each bistable, This comparison and
halving process continues through the 12 bistables corresponding to the
2]] to 2O bits. On completion of the cycle the output from the ladder will
be within one digit of the anologue input, thus giving a digitisation
accuracy of 1 in 4096. The state of the 12 bistables is stored in buffer
amplifiers and then passed to the paper tape punch to give a record of

the sampled interferogram in pure binary notation.

2.7 Interferogram output

The interferogram signal, from the low terminal of the Golay
amplifier, was recorded on a Smiths Industries Desk Type Servoscribe
Potentiometric Recorder, on the 0 - 10 mV Sca]é. The chart interferogram
was always recorded as this visual observation of the interferogram helped
in trouble-shooting (e.g. for interferogram mean level drift due to cell
leakage). The output from the analogue to digital converter was recorded
on 8-track paper tape using an Addo Ltd. Type 4 Tape Punch,which was capable
of punching 18 characters per second., The tape code used was as shown in
fig. 2.3. Channels 1 and 2 were not used and channel 3 was used as a index
and was always punched, Channel 4 was used as an indicator for the first
row of data. This was necessary since the 12 digits were recorded in 3 rows
of 4 digits in data channels 5 to 8, The simple pure binary code assisted
with manual reading of the tapes for checking purposes.

2.8 Experimental beam-splitter characteristics

The beam-splitters used were thin dielectric films of polyethylene
terephthalate ('melinex' - registered trade name I.C.I Ltd.; ‘mylar® -
registered trade name E1 du Pont de Nemours Ltd.) as marketed by Beckman -
RIIC Ltd, As discussed in chapter 1 the beam-splitter determines the useful
frequency range of the interferometer and table 1,1 showed the theoretical
frequencies at which maximum energy is transmitted for a givenbeam-splitter

thickness, The transmission is not restricted to the first interference

Toop and fig. 2.4 shows the transmission of the first 4 loops of a 200
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gauge (50 um) beam-splitter in the frequency range 0 - 250 cm']

. This non-
ratioed spectrum was recorded using a white polythene field lens and no
additional filtering. 1024 data points were sampled. The gradual decrease
in transmission of the hoops to higher frequency is due to the increased
absorption of the polythene lens optics (see fig, 2.10) and of the beam-
splitter material itself.

Fig. 2.5 shows the normalised transmittance spectrum of the
interferometer using a 25 gauge beam-splitter and a white polythene lens.
1024 points were computed. Absorption bands at 190 and 290 cm”] are from

the 'mylar' beam-splitter and bands at 380 and 435 cm-] are due to absorp-

tions in the polythene. A strong, fairly sharp absorption at 73 cm-1 can
be seen when using a 50 gauge beam-splitter (see fig. 2.10). This band has
been assigned to a polythene lattice mode (23). These absorptions usually
ratioed out quite cleanly in a computed spectrum, but sometimes the 73 cm'1
band gave a small derivative feature. The 73 cm-] band gave particular
trouble because it was the narrowest and most intense of the bands present.
The band has been seen to be temperature dependent (16), as would be
expected for a lattice mode. The band moves to higher frequency as the
temperature is decreased, The band occurs at 79 cm_] at 90K,

The transmittance of the interferometer for a given beam-splitter
is asymmetric about the frequency of maximum transmission for two reasons,
Firstly, as mentioned previously, the lens and beam-splitter materials
begin to absorb more strongly towards higher frequency. Secondly, the output
from the source begins to increase rapidly above 100 cm-].

When running a spectrum it was necessary to carefully select the
correct thickness of beam-splitter to give a maximum of energy in the
region of interest, The energy in this frequency region was then optimised

by the use of filters to remove the unwanted radiation, This is known as

Ydynamic range' optimisation,
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2.9 Filtering

To eliminate the high frequency radiation emitted by the source
a black poythene filter is used. This filter was made by impregnating
polythene with a small amount of carbon black. 50 um thick filters were
also cut from black polythene *garden® bags and these were found to eliminate
the majority of the radiation above 600 cm-]. This high-frequency filtering
was important for computational purposes because of the phenomenon of
aliasing as discussed in chapter 3, Additional pieces of black polythene
were found to shift the frequency of apparent maximum transmission to
gradually lower frequencies.

A Yoshinaga filter (supplied by Beckman-RIIC Ltd,) was also used
to eliminate high-frequency radiation. These filters utilise the strong
absorptions of the alkali halides (due to lattice modes) and similar
compounds to remove unwanted radiation, Yamada (24) developed a technique
for suspending small amounts of crystalline powders in polythene to yield
a filter with the desired transmission characteristics.

For low-frequency work crystalline quartz transmission filters
were used to eliminate unwanted radiation. This low-frequency pass filter
has a sharp absorption band at 126 cm-1. A 3 mm thick crystalline quartz
filter has a sharp high-frequency cut-off at 120 cm—]. A 1T mm thick quartz

1

filter has a cut-off abt 200 to 220 cm ', but shows the sharp band at 126

cm_t and this sometimes causes ratioing problems.

For work below 100 cm_] grooved polypropylene transmission filter
gratings have also been used (25,26). The spacing of the grooves in the
grating determines the high-frequency cut-off of the filters. Fig. 2.6 shows
the performance of 3 such filters supplied by Beckman-RIIC Ltd. All 4
instrument backgrounds were recorded using a 100 gauge beam-splitter with a

white polythene lens and black polythene filter. A summary of useful

beam-splitter and filter combinations is given in table 2.2.
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2.10 Reproducibility of the non-ratioed spectra

Fig. 2.7 exhibits the reproducibility of non-ratioed spectra
which were recorded at intervals over a period of less than one day. The
3 instrument backgrounds shown were recorded within a 2 hour period using
a 50 gauge beam-splitter with a white polythene lens and a black polythene
filter. The fringe effect is due to interference in this black polythene
filter. The precision is seen to be high as the maximum transmission
difference was only approximately 3%, and all 3 curves can be seen to usually
lie within 1% transmission. The differences between the backgrounds are
exaggerated by the normalisation to peak noise rather than mean noise at
maximum transmission, This is discussed in chapter 3. The normalisation
constants employed to produce these transmission spectra show the high
preéision of the spectra. For the 3 backgrounds shown the normalisation
constants were 0.332, 0.341 and 0.343. This gavea maximum difference of
0.01, which corresponds to a precision of 1%,

Fig. 2.8 shows the reproducibility of the single beam spectra
over a much longer period. These 4 spectra were recorded at intervals over
a period of 2 years. A 50 gauge beam-splitter and a black polythene filter
were used, The maximum transmittance discrepance for these backgrounds was
approximately 8%, and the backgrounds were seen to be usually within 2%
transmission. The normalisation constants were 0.176, 0,183, 0,176 and 0.181
and showed the precision of the backgrounds to be about 1% transmission,
The reproducibility of non-ra-tioed instrument backgrounds was thus seen
to be very high, even over a considerable time period.

2,17 Vacuum system

Because the far-infrared absorption of atmospheric water vapour
is very strong, the optical path of the radiation within the interferometer
must be free from water vapour, Attempts to ratio out the water vapour

absorptions were doomed to failure because of the sharpness of the vapour

bands. The internal volume of the interferometer was found to be too Targe
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to allow successful purging of the whole instrument. It was thus evacuated
to a pressure of between 0,02 and 0.05 torr, at which pressure no water
vapour absorption was detectable at a resolution of 1 cm—]. A Genevac Type
GRD2 Double Stage Rotary Piston Pump with a displacement of 56 litres per
minute was used to provide the vacuum, Typically a pumping time of 20
minutes was necessary to bring the interferometer down to 0.05 torr from
atmospheric pressure,

2.12 Liquid cells

For standard transmission measurements, with the interferometer
in the symmetric mode, the sample was placed before the detector in the
recombined beam. Liquid samples were contained in semi-permanent cells,
which were mounted in a suitable cell holder placed at the point where the
converging recombined beam came to a focus. With these demountable cells
the sample pathlength was created by sandwiching a spacer G, with a circular
aperture, between two infrared transmitting windows E and F (see fig. 2.9).
This assembly was then clamped between two stainless steel plates A and B.
Two filling ports were mounted on the front plate A. These filling ports
were sealed with polytetrafluoroethylene (teflen) washers and short steel
screws. The screws used had conventional heads so that they could be
tightened to give a very good vacuum seal. A teflon gasket D was placed
between the front plate and the top window E to assist with the sealing
around the entry ports. The upper window had two small holes drilled through
it to enable filling of the sample area in the spacer. The filling ports C
could be fitted with female Luer tapers. This enabled standard Luer syringes
to be used for filling the cell. The two ports enabled easy cleaning of
the assembled cell by flushing with solvent.

Both teflon and lead spacers were used in the demountable cells,
The lead spacers gave a more effective seal at short pathlengths (below

0.01 cm), but were much less chemically inert than the teflon spacers, 3 mm

polythene cell windows were used in all studies except where otherwise stated.
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Thinner polythene windows were found to distort as a result of the high
vacuum surrounding the cell in the instrument. Polythene windows were

used in the frequency range 10 to 625 cm—], but were found to have several

lattice absorptions in this region. The sharp band at 73 cm']

(see fig. 2.10)
was especially prominent. Polythene is inexpensive and, unlike most infrared
transmi tting materials, it is not brittle, Hence it could be clamped tightly
to provide the necessary vacuum-tight seal,

Certain types of polythene were found to become contaminated by
some of the organic solvents used. Benzene caused the surface of the poly-
thene to swell and become spongy (presumably due to some form of occlusion
of the solvent in the polythene lattice). High density polythene (HDPE)
plates were more resistant to swelling and only became contaminated by the
solvent after contact for a considerable time (contamination occurred if the
plates were accidentally left in contact with the benzene overnight). The
swelling was completely prevented by washing the cells with acetone after
use each day. Polythene melts at about 383K and thus could not be used for
high temperature studies.

Poly=-4-methylpentene-1 (TPX) is similar to polythene in that it
is a compressible plastic. It has the advantage that it is transparent in
the visible region and this enabled observation as to whether or not a cell
was completely full, The spectrum of TPX between 20 and 250 cm'] is shown
in fig. 2.11 and it can be seen that the material has a very low overall
absorption, with no major bands occurring in this region. In respect of
transmission properties TPX appeared to be superior to HDPE, but had the
serious disadvantage that occlusion of organic solvents occurred much more
rapidly than for HDPE. When using benzene as solvent the plates of TPX were
found to become spongy after 1 hours contact. Hence these plates were of
1ittle use for such solvents. After contact with benzene the TPX plates

took on the appearance of splintered glass, and never returned to their

original transparency, the surface remaining opaque.
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For very short pathlengths (~ 0.0012 cm) a pair of Beckman-
RIIC wedged silicon metal windows were used. This was found to be necessary
since the plates were not flat enough to give a good seal with such thin
spacers. The silicon windows were very hard and inert, and were found to
have no major absorptions between 40 and 250 c:m-1 (see fig. 2.12). The
transmission of these plates over this region was seen to be low (presumably
mainly due to reflection losses) and spectra recorded using these plates had
very high noise levels due to the high gains necessary. The silicon plates
were wedged to minimise interference effects.

Such demountable cells using 12 um spacers and silicon windows
were not sealable at pressures below atmospheric, This being due to lack
of the necessary cell compression due to fear of breaking the plates. This
necessitated the use of an isolating window between the sample compartment
and the collimating module, This window enabled the sample compartment and
Golay chamber to be flushed with dry nitrogen, whilst the remainder of the
instrument was evacuated. The most successful method of flushing was found
to be using dry nitrogen gas from the line supply. The gas was passed
through two traps surrounded by liquid nitrogen and then into the sample
compartment through the pumping port in the side of the sample chamber.
Inside the pumping port a 'T' piece was fitted. This had one large diameter
tube which lead to a position above the sample holder, and a second small
diameter tube which lead to a syringe needle inserted through the field
lens. This flushed the 1ight pipe between the Golay window and the field
lens, The end of the syringe needle was bent through 900, so that the force
of the nitrogen flow did not fall on the Golay window, but was rather
directed against the walls of the light pipe. If the nitrogen flow was
directed at the window then this caused the Golay window to vibrate and a
noisy spectrum resulted, Typical flushing times for the isolated sample
compartment were 50 minutes to 1 hour. Flushing was always continued

until none of the typical water vapour modulation was noticeable on the



N3

SIIVId NOOIIS Q30d3am ®Pt OMI <¢be Ol

(1-WJ) YIGWNNIASM
2gez 0°0Re 0°3e¢ 0°0%e - ¢'0 o 0021 0°0hi 0021 o..ooﬁ . .u..om ) o..om_ 0°'Ch ¢0

gV}

10S°C

L
fy
—

JONGHUDS Y

e e e

T5¢°¢




“9

interferogram.

2,13 Variable temperature control

Spectra of liquid samples at varii% temperatures were obtained
by using the Beckman-RIIC variable temperature unit VLT-2, which incor-
porates a Eurotherm TEM-1C Automatic Temperature Controller with a range
from 83 to 523K. The temperature was controlled by simply setting the
required temperature on the dial. A coolant was used which boiled at a
slightly lower temperature than that required. The cell was mounted in a
cell holder block (see fig. 2.13), which was topped with a refrigerant
reservoir, Heating to maintain the required temperature was provided by
two electrical coils mounted on the sides of the cell block., A copper /
constantan thermocouple was mounted in a hele in the cell block and this
was connected to the temperature control unit. This thermocouple determined
the amount of electrical heating necessary. A second thermocouple was mounted
in a hole in the Tliquid cell top plate and was used to monitor the actual
temperature of the cell itself. After placing the cell mounting block in
the interferometer the instrument was always evacuated before any refrigerant
was poured into the reservoir., If this was not done then condensation of
water vapour occurred on the walls of the reservoir and also on the trans-
mission windows of the cell itself,

For temperatures above ambient no refrigerant was necessary, and
the temperature was maintained by the electrical heaters, which compensated
for the normal heat losses from the cell to the atmosphere., When a
temperature below ambient was required then a refrigerant was poured into
the reservoir, and incremental heating from the heaters maintained the steady
temperature as the refrigerant was boiled away. When a temperature was req-
uired which was not close to the boiling point of a suitable coolant, then
some method of decreasing the thermal contact between the refrigerant and

the cell holder became necessary. This prevented coolant from being boiled

away at a very high rate, by allowing the cell holder to reach thermal
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equilibrium at a.temperature considerably higher than that of the boiling
point of the refrigerant. This partial thermal barrier was supplied by a
thin layer of polyurethane foam supported on the end of a 'piston-like'
device known as a mushroom (see fig. 2.13). The thickness of the polyureth-
ane foam controlled the amount of thermal insulation. If too thick a layer
of polyurethane was used there was no thermal contact between the cell
block and the refrigerant, and thus thermal equilibrium was never reached
at the temperatures below ambient,

Good thermal contact was necessary between the cell holder block
and the cell itself. This was maintained by a thin layer of silicon grease
smeared around the gdges of the cell. The temperature of the cell itself was
monitored by use of a thermocouple and recorder, and was often found to be
different from that set on the dial by as much as 2K. Most of the temper-
ature studies were conducted above ambient temperaturejand hence no refrig-
erant was necessary, For temperatures between 233 and 303K solid carbon
dioxide in acetone was found to be a very efficient coolant, For lower
temperatures the following refrigerants were useful : liquid air boiling
at 126K, Tiquid oxygen boiling at 90K and liquid nitrogen boiling at 77K,

The refrigerant reservoir was kept well topped-up for the whole
time that the spectrum was being recorded. When using solid carbon dioxide
in acetone it was important to ensure that there was always solid carbon
dioxide present in the reservoir, The best results with this coolant mixture
were achieved by filling the reservoir approximately one-fifth full with
acetone, to obtain a good thermal contact, and by filling the rest of the
reservoir with solid carbon di}ide broken into small pieces of 0,5 to 1 cm
diameter. By ensuring that solid carbon dioxide was always present in the
reservoir then the reservoir could be topped-up with more solid carbon
dioxide during the running of an interferogram,without affecting the

temperature of the cell, Using this technique it was found that the temp-
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erature of the cell could be maintained to within +0.5K for over 2 hours
in the temperature range 243 to 313K.

2.14 Cooled Germanium bolometer

2.14,1 Apparatus description

In an attempt to obtain useful spectra below 50 cm_1 a Germanium
bolometer with preamplifier, as supplied by Queen Mary College Industrial
Research Ltd., has been used. The bolometer was designed to work at liquid
Helium temperatures (4.2K at atmospheric pressure). The cryostatt used for
maintaining the low temperature was the Oxford Instruments Co., Ltd. MD 800
detector cryostatt CA 5176, which was a compact custom built liquid Helium
cryostatt designed principally for cooling infrared detectors. It was
particularly useful for interferometric spectroscopy because of its long
hold times (of the order of 24 hours with one liquid Helium filling). The
bolometer is shown in fig. 2.14 and consisted of an inner Helium can A, to
which the Germanium crystal B was attached. The Helium can was surrounded
by a radiation shield maintained at 77,3K by a can of liquid nitrogen C
which forms the upper part of the radiation shield. The two cans were
surrounded by a vacuum case which supported the necks of the helium and
nitrogen cans, The space between the cans was maintained at a high vacuum
to ensure that there was no thermal contact between the helium can and the
nitrogen can or the surroundings,

The cryostatt had optical access through 20 and 25 mm aperture
windows of TPX in the radiation shield and vacuum case respectively.
Electrical access from the germanium crystal to the amplifier box, which
was mounted on the side of the vacuum case, was made through a BNC socket
and a 4-pin plug, The preamplifier used was originally designed for use in
conjunction with a search coil in a spacebourne magnetometer, and was a
wide-band (1 Hz to 100 kHz) low noise field effect transistor input amplifier
(30a). The output from this amplifier replaced the Golay signal in the

instrumental set-up as described in section 2.5. The detector signal was
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modulated at 12,5 Hz, as for the Golay detector, by use of the chopper in
the source beam.,

It was necessary to filter out much of the high frequency radiation
to prevent 'swamping® of the bolometer by the high energy radiation, A sapphire
quartz filter was used to filter out much of this radiation, since it had
a cut-off at 250 cm . The quartz cuts-on again at about 1000 en', and so
an additional filter of black photographic paper was necessary, The filters
were maintained at Tiquid helium temperature to prevent room temperature
signals reaching the detector from these filters.

Many special precautions proved necessary when using the liquid
helium, The extreme cold caused by the liquid could cause extensive tissue
damage to any exposed skin, similar to that due to a severe burn, All
contact with the liquid thus had to be avoided. The extreme cold could also
cause condensation of atmosperic air onto exposed liquid helium, or gas
cooled surfaces. The nitrogen present in this liquid air would then evaporate
leaving behind an oxygen enriched liquid, which would be potentially
exﬁ]osive. To prevent ignition of grease, 0il or other combustible materials
in contact with air-condensing surfaces, then all exposed surfaces were
kept absolutely clean at all times. As liquid helium has a very low heat
of vapourisation of 20.9 J.g-] (compare liquid nitrogen 198 J.g-]) it was
kept in vacuum insulated containers to minimise evaporation. The storage
vessels contained a radiation shield to intercept heat input due to thermal
radiation from ambient temperature. This radiation shield was a concentric
Tiquid nitrogen vessel., The storage vessels were not sealed, but were
covered to prevent moisture condensing out of the air, The latter could cause
the formation of a blockage known as an *ice-bridge’ in the neck of the
vessel. Such a blockage would cause a serious pressure build-up since the
gas to liquid volume ratio for helium is 700 to 1.

A simple bunsen valve was used to prevent entry of water vapour

into the liquid helium, The bunsen valve acted as a simple one way valve,
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and maintained a small pressure of helium vapour above the liquid and thus
minimised evaporation. Bunsen valves (see fig, 2.15) were made from 4"
lengths of 0.875" internal diameter thick-walled black neoprene tubing. A
diagonal cut approximately 1" deep was made in the tubing wall, so that

the wall was just cut through. This cut acted as the pressure release,
because if the pressure inside the vessel increased, then the wall of the
valve was pressed outwards, thus opening the cut and releasing the pressure.
The top of thevalve was sealed with a close-fitting rubber bung. The valve
fitted closely over the neck of the storage vessel.

The Tiquid helium was transferred from the storage vessel to the
cryostatt by means of a vacuum insulated transfer tube. This consisted of
two concentric stainless steel tubes bent in the form of an inverted 'U’.
The annular space between the tubes was evacuated on a diffusion pump to

1073

torr, This vacuum would cryopump to about 10-6 torr as the liquid
helium began to flow along the central tube, and thus provided adequate
thermal insulation.

The 1iquid helium was driven over into the cryostatt by use of
the pressure of gaseous helium in the storage vessel. A transfer *T-piece’
was machined as shown in fig.2.16. A football bladder was attached to
position A on the 'T-piece® and the transfer tube B was clamped in position
in the liquid helium storage dewar by the screw cap C. To achieve a liquid
helium transfer the tap on the recovery branch was closed, and the pressure
inside the dewar was built up by a few squeezes of the bladder. The helium
gas forced into the dewar from the bladder was relatively warm compared to
the liquid helium, and thus caused vapourisation of further helium, thus
building up the pressure. This pressure gradually began to force liquid
helium up the inner passage of the transfer tube. The first liquid helium
was vapourised because the tube was relatively warm, but gradually the flow

of cold gas cooled down the transfer tube, and eventually liquid helium

began to pass along the tube. Ablue 'plume' (presumably caused by liquid
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oxygen being frozen out of the air) was observed when liquid helium began
to flow. The rate of flow of liquid helium was controlled by use of the
tap in the recovery branch, which when opened decreased the pressure in
the storage vessel and thus decreased the flow,
2.14,2 Operating procedure

The vacuum space of the cryostatt was firstly pumped down to
below 10-] torr using a two-stage rotary vacuum pump (but see end of this
section). The cryostatt was then cooled down to liquid helium temperature,
To minimise the amount of liquid helium used during the cooling, the
cryostatt was firstly pre-cooled with liquid nitrogen. The procedure employed
was to fill the central helium can with nitrogen, by use of a 5 mm diameter
stainless steel tube and funnel. This was placed down the Tiquid helium
transfer tube entry port. The upper nitrogen can was then filled with liquid
nitrogen. The Tiquid nitrogen was left in the helium can for two hours
whilst the cryostatt pre-cooled. The long pre-cooling time was due to the
very high thermal capacity of the cryostatt, which was necessary to produce
the long hold times required for interferometry. The liquid nitrogen was
then removed from the helium can by a pressure of nitrogen gas from the Tine
supply. To achieve this the stainless steel tube was sealed in the neck of
the helium can by use of plasticine, The nitrogen gas was then blown in
through the pumping side-arm on the neck of the helium can. The gas flow
forced out the liquid nitrogen, which was cellected by use of a length of
neoprene tubing. For the longest hold times it was necessary to ensure that
thenitrogen was completely removed from the helium can. Any nitrogen present
when the liquid helium entered would be solidified, and would then cause
the helium to boil away. The stainless steel tube was therefore carefully
placed so as to just touch the bottom of the can. For minimum liquid helium
loss the liquid nitrogen would be forced out by helium gas, but this was
never attempted.

As soon as the liquid nitrogen had been removed the helium
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transfer was begun, (see section 2,14.1) When the helium can was nearly

full with liquid helium, then the flow of escaping gaseous helium from the
pumping side-arm and around the transfer tube was seen to oscillate. This
was subsequently taken as an indication that the helium can was nearly full.
The blue "plume’ from the side-arm indicated that the helium can was full,
and the helium transfer was then immediately discontinued,

At this time the signal level from the detector was monitored
as a check that the cryostatt had taken the Tiquid helium. The noise level
was recorded for a period of about 1 minute, with the bolometer crystal at
4,2K, To gain the maximum sensitivity from the bolometer the temperature
was then decreased further by pumping on the liquid helium. Between its
boiling point (4.2K) and what is known as the lambda point (2.17K), liquid
helium exhibits the characteristics of normal liquids and is known as
Helium-I, Below the lambda point liquid helium exhibits the phenomenon of
superfluidity or zero viscosity, and has an anomalously high thermal
conductivity for an inert gas. Below the Tambda point it is known as Helium-
I1. When the output from the bolometer crystal was monitored whilst the
pumping operation was in progress, then it was noticed that the signal "=
became very noisy when the pressure was just above that required (35 torr)
to produce the temperature of 2.17K. At the lambda point the bolometer
signal suddenly disappeared, and this was assumed to be caused by the
preamplifier being switched off, because of the very noisy nature of the
signal, After about a minute the preamplifier switched on again and the
signal was seen to be free from all observable noise,

A schematic representation of the pumping system employed in
conjunction with the cryostatt is shown in fig., 2.17. A very large capacity
vacuum pump was necessary to obtain the low temperatures between 1.4 and
1.5K, where the bolometer was reaching its maximum efficiency. An Edwards

High Vacuum Single Stage Rotary Pump ES330 with a capacity of 330 litres

per minute was used. 1" internal diameter neoprene tubing was used through-




) NJISAS ONIdWNd 30 DTIVWIHDS  ZL' ¢ OI2
NGV
o ONILN3A
NOITIH |y
NSV
ONITINGA 4V 1
. 710
SIONVD

\EOF OOR\.IOO OLLO_I OWIO

1

N/

L1VISOAYD

/\
IATVA |
NIV giing e /=1 oce




L1

out the main pumping line to ensure maximum possible pumping speed, The
helium gas was recovered by passing the vacuum pump exhaust through an
01l mist filter and then through 3" diameter copper tubing to a 25 m3
neoprene bag.

The pressure above the liquid helium was firstly decreased only
very slowly by having the main pumping valve only partially open, The
pumping operation from 760 torr down to 40 torr took about 1 hour typically,
The pumping speed was then gradually increased, by slowly opening the main
pumping valve, as the lambda point was reached. After the lambda point had
been passed then the main pumping valve was then fully opened. The typical
base pressure was 2 to 3 torr, which corresponded to a temperature of 1.4 to
1.5K.

After the bolometer had been used for a few weeks then considerable
difficulty was experienced in filling the helium can with liquid helium, It
was concluded that this was due to thermal contact between the helium can
and either the nitrogen can or the outer casing. This could have been due
to too high a pressure in the vacuum space. It was concluded that it would
be necessary to use a diffusion pump backed by a rotary pump to obtain a
vacuum below 105 torr in the vacuum space.

2.14.3 Typical results

It very soon became apparent that the cooled bolometer was
producing vastly improved spectra in the 10 to 100 cm_] region, relative
to those obtained when using the Golay detector. Fig. 2.18 shows the
instrument background obtained when using the pumped bolometer at 1.5K
with a 100 gauge beamsplitter and no additional filtering, This spectrum
was compared with fig. 2.6 (spectrum A), which was the instrument background
obtained under identical conditions except that a Golay detector was used.
The spectrum obtained when using the bolometer showed a very low noise
level, which was negligible when compared with that observed in the Golay

background. The spectrum obtained usingthe bolometer was further superior
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in that it showed no polythene band. The bolometer utilises a light-pipe,
rather than a lens, to focus the radiation on the detector window. Hence
there is no polythene in the beam for an instrument background when the
bolometer is used.

Fig. 2.19 shows the instrument backgrqund obtained using the
pumped bolometer at 1.5K and a 200 gauge beam-splitter and a 3 mm black

polythene filter. This spectrum had a high frequency cut-off at about 55 cm-]

which was due to the strong polythene absorption centred at 72 cm-]. Fig.
2.20 shows the first two hoops of the instrument background obtained using
a 400 gauge beam~-splitter and the 3 mm black polythene filter, with the
pumped bolometer at about 1.4K, This spectrum showed that good ratided
spectra should be obtainable down to 7 to 8 cm-] and possibly even lower.

Fig. 2.21 shows the spectrum for a 0.021 cm pathlength of 0.54
mol. dm'3 tetra-n-butylammonium chloride in benzene ratioed against the same
pathlength of pure benzene using the pumped bolometer at 1.5K. The spectrum
was recorded using a polythene windowed demountable cell as described in
section 2,12, The ratioing method used was as detailed in chapter 3. No
additional filtering was used to obtain these spectra and the useful
frequency range was seen to extend from 15 to 100 cm-]. The small blip at
72 cm—] was due to imperfect ratioing of the two single beam spectra,
causing the polythene band from the polythene windows of the cell to be
observed as a derivative feature,

Fig. 2.22 shows the spectrum obtained using a 0,01 cm crystalline
quartz filter and the Golay detector. The crystalline quartz was used to
limit energy to the 10 to 100 cm_] region, so as to, hopefully, improve
the spectrum in this region. The interferometer was run with a drive speed
of 10 pm per second path-difference and time constant of 0.5 seconds. The
spectrum should be compared with that of fig.2.21. The quality of this
ratioed spectrum using the Golay was very low. This was due to the very

small energy in absolute terms in the 10 to 100 cm'] region. The 72 cm']
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band of the polythene window and lens causes the transmission to fall to
zero. At high frequency the absorbance values show the derivative type
spectrum characteristic of lack of energy in the wings of the band. Fig.2.23
shows the ratioed spectrum obtained using a time constant of 8 seconds for
the Golay amplifier and a drive speed of 1 um per second. This spectrum
showed no improvement on the faster recorded spectrum. This was possibly

due to drifting of the source over the four hours necessary to record a
single background or sample spectrum. These spectra serve to emphasize the
significant improvement in the performance of the interferometer in the

10 to 100 cm-] region, when the Golay detector was replaced by the cooled

bolometer,
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Table 2.1 Frequencies ¢f 10% transmission for various ruled

polypropylene filters

groove spacing

Tines / inch

100
60
40
30
20

frequency at 10% transmission

/cm-]

110
60
40
30
20

10
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Table 2.2 Summary of useful beam-splitter and filter combinations

beam-splitter filters® | Tow Timit max. trans. high Timit
gauge (10% trans.) (10% trans.)
Jen”! Jen™] e !
25 WL 140 320 460
25 WL + BF 120 330 430
50 WL + BF 40 150 240
50 BL 30 90 220
50 WL + QF 30 90 125
50 WL+QF+BF 30 80 125
50 WL+YOSH 35 130 250
100 WL + BF 20 60 110
100 WL+BF+100PF 20 50 70
100 WL+BF+60PF 17 35 63
100 WL+BF+40PF 13 25 44
200 WL + BF 16 36 55
200 WL+BF+QF 15 38 55
400 WL + BF 14 20 24
400 WL+QF+BF 12 20 26
@ WL = Beckman-RIIC Ltd. white polythene field lens

BL = Beckman-RIIC Ltd. black polythene field lens
BF = 50 um black polythene filter
QF = 1 mm crystalline quartz filter

YOSH = Beckman-RIIC Ltd. Yoshinaga filter

100PF = 100 lines/inch ruled polypropylene filter
60PF = 60 lines/inch ruled polypropylene filter
40PF = 40 lines/inch ruled polypropylene filter



CHAPTER 3

COMPUTATION OF THE SPECTRUM
AND DATA HANDLING
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3.1 Computation of the spectrum from the interferogram

In this section an attempt will be made to develop the theory
of computation of the spectrum with particular reference to the programme
used in Durham. A1l computer computations were carried out on the Northum-
brian Universities Multiple Access Computer (NUMAC), which at the time of
this work was an IBM 360/67 computer. Spectra were obtained from the
interferograms by use of the Fourier transform programme FTRAN4 (Fourier
TRANsform), which was written in Fortran IV language. This programme was
a modified version of the programme DCH05277 as previously used in this
laboratory (27,28). The modified programme involves a complete autocorrelation
phase-correction with a Cooley-Tukey Fourier Transform routine (29).

The control parameters initially read in determine the type
of computation employed, and the way in which the spectral output data is
to be represented. A short description of the input parameters follows, but
a more detailed explanation, including the necessary formats, is contained
in the programme 1istings and brogramme input data listings in Appendix
Al. The constants N and FSINT control the length of the interferogram to be
transformed, and hence the resolution in the spectrum. N is the number of
interferogram points and FSINT is the sampling interval in um of total
path-difference between the two beams (i.e. twice the actual mirror move-
ment). If the interferogram is recorded from L cm of mirror displacement
before the Grand Maximum to L cm beyond, the resolution R, obtained is
given by (ref. 8, chap. 3):

R=1 cm! 3.1

2L

Thus the resolution obtainable from a Michelson interferometer is the
reciprocal of twice the maximum mirror displacement from the zero-path-diff-
erence position. The maximum number of points that can be transformed

using programme FTRAN4 is 2048 (1024 either side of zero-path-difference),
which, with a sampling interval of 8 um gives a maximum mirror displace-

ment of 0.8192 cm and a corresponding resolution of 0.61 cm” ! in the




T
computed spectrum.

The digitised interferograms for both sample and background are
read into the computer store, with the background first, by use of a tape
read programme DCL99SPY, which employs the PL1 language library subroutine
*PLILIB. The digitised interferograms were stored as card images, usually
in temporary files. A typical interferogram recorded from -0.1 to +0.1 cm
path-difference is shown in fig. 3.1. The array index records the order
of the elements of the sampled interferogram array as they are recorded
from negative path-difference through the Grand Maximum to positive path-
difference. The card data is read into the transform programme, FTRAN4,
by a subroutine TPREAD, which returns to the main programme the total
number of interferogram points as well as the interferogram array itself.

The end of the 1ntefferogram is indicated by a negative number placed at
the end of the card images by the tape read programme DCL99SPY. The sub-
routine SUBDH is next called, where the interferogram array is searched
for its maximum value by a further subroutine AMX. This maximum value is
then taken as the Grand Maximum position, and the required number of points
(N/2) are then taken either side of this.If there are points short on
either side of the Grand Maximum, then the data is padded out by repeating
the first or last member of the interferogram array, to make up to the
required number. A warning signal is printed on the printer output and the
number of inserted points recorded.

The interferogram array (now from 1 to N exactly) is then
summed and the average value computed. This average value is then subtracted
from all the array elements, to remove the non-modulated part of the
interferogram. This averaging process has the advantage over other techniques,
where the last element of the interferogram array is subtracted from the
whole array. In the latter method the noise in the wings of the interferogram
can lead to serious uncertainties in any single element chesen, and hence

to Targe errors in the computation of the modulated interferogram.
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Richards (30) recommends taking the average of the interferogram array for
points near the end of the array, and then to use this long path-difference
level as the mean interferogram level. By averaging over the whole
interferogram we are attempting to remove any effects which drifting of the
source or detector may have on the mean interferogram level. This drifting
could cause inaccuracies in computed intensities from the ratioed spectra.
This procedure normally gave modulated interferograms which fell to within
+20 in the wings (on a scale -2048 to + 2048), showing 1% accuracy in
determination of the mean interferogram ievel.

As already mentioned, the programme uses the Cooley-Tukey fast
Fourier transform procedure, where the spectral distribution is obtained
from a one-sided Fourier cosjne transform. Since only one side of the
interferogram is being transformed it is necessary to correct the interfer-
ogram function for any asymmetry introduced, either by instrument imperfe-
ctions (31,32), or by the sahp]ing process itself (33). Asymmetry in the
interferogram due to sampling is caused by the finite size of the sampling
steps, and hence the high probability that a sample will not be taken at
exactly zero-path-difference. If the starting point of the interferogram
is not at zero-path-difference, then a phase error ¢(5) is introduced,
which makes the interferogram asymmetric about the Grand Maximum, and
produces artificial asymmetry in the computed absorption bands.

A symmetric interferogram function is obtained by an autocorre-
lation procedure, whereby the whole of the asymmetric interferogram is
convoluted with a section of the same interferogram about zero-path-difference
giving an essentially symmetric interferogram. The convolution process
is defined by:

h(x) = F(x)*g(x) = fTF(u).g(x-u).éu 3.2

where the asterisk denotes convolution.
Programme FTRAN4 employs a routine which convolves the whole interferogram

with itself to give a completely symmetric interferogram. Fig. 3.2 shows
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the normalised, autocorrelated interferogram derived from the interferogram
of fig. 3.1. The array index now records the number of interferogram
elements starting from zero-path-difference (array element 1) to the maximum
path-difference (array element 128). The autocorrelated interferogram can

be seen to be symmetric about the maximum path-difference position. It
should be noted that by convolving the interferogram array with itself, the
array elements are in fact being squared, and it is thus necessary to
square-root each of the transformed array elements to give the correct
spectral intensity distribution.

A second method for obtaining a symmetric interferogram function
will be mentioned for completeness, since it is used to obtain refractive
index data from asymmetric interferometry (see chapter 8). The method is
due to Forman et al (34), and involves calculation of the phase error ¢(v)
introduced by the asymmetry in the interferogram. The phase function ¢(5)
is calculated from a small portion of the original interferogram, and a
correction function is obtained as the Fourier transform of exp(jo(v)).
This correction function is apodised (see later in this chapter) and then
convoluted across the original interferogram to produce an essentially
symmetric function about zero-path-difference. This method has the advantage
that the phase errors can be recovered, and is particularly useful in
dispersive interferometry, where the phase values can be used to obtain
dispersion curves.

The alternative to obtaining a totally symmetric interferogram
is to compute the spectrum using a full double-sided power transform (35),
which handles the asymmetry and gives values for the phase errors. The
disadvantage of the full double-sided power transform is that the signal-
to-noise ratio is less than that for the single-sided transform, since
the whole of the interferogram is transformed. The power transform
produces a spectrum with a non-linear signal-to-noise ratio, where the

ratio is poorer to low frequency. This made the power transform unsuitable
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for our purposes, as the majority of our spectra in this study were
recorded below 300 cm-].

The interferogram can only be recorded over a finite path-
difference, whereas the modulation of the sinuseidal functions, which make
up the interferogram is present to infinite path-difference. Hence the
interferogram function is being truncated before the modulation in it
has reached zero amplitude. This truncation is the equivalent of introducing
a noise spike at the end of the interferogram array. Fourier transformation
of these noise spikes gives a sinusoidal ripple throughout the spectrum,
which appears as a very high noise level, and causes sharp lines in the
computed spectrum te be accompanied by subsidiary maxima. The noise spike
introduced by the necessary truncation is effectively removed by a mathem-
atical process known as apodisation. It is arranged that the modulation of
the interferogram is smoothly reduced to zero amplitude at maximum path-
difference. Programme FTRAN4 employs the apodisation function:

APOD(K) = cos’(km/N) 3.3

where k is an integer varying between 1 and the number of points
to be apodised, and N is the total number of points to be transformed.

This apodisation function is illustrated in fig. 3.3, with N = 256, where

it can be seen that the function falls smoothly to zero at array index

128, which corresponds to the maximum path-difference recorded in the
interferogram of fig. 3.1. The results of this mathematical smoothing can

be seen by comparing fig. 3.4 (which shows the normalised apodised interfer-
ogram corresponding to the interferogram of fig. 3.1) with fig. 3.2, which
shows the normalised, non-apodised autocoerrelated interferogram. The
apodisation can be seen to have reduced the amplitude of modulation towards
the maximum path-difference, which occurs in the centre of the figure.

The actual Fourier Transformation of the apodised, autocorrelated

interferogram, to give the spectral data is handled by subroutine SUBTM.

Forman (31) pointed out the tremendous time savings, which could be achieved
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by using the fast Fourier transform algorithm (29). Bingham and Morrow (36)
and Connes (ref. 37, p. 83) have given explanations of the algorithm, and
it has recently been reviewed by Bell (ref. 12, p. 237). In the Cooley-
Tukey algorithm only numbers of points which are powers of 2 can be trans-
formed (i.e. 64, 128, 256, 512, 1024 or 2048 points). In the programme
FTRAN4 the algorithm has been slightly modified so that the transformed
elements come out in the correct order for spectrum plotting as a function of
increasing frequency.

The programme stores the background transformed element array,
and returns to read the sample interferogram, which is reduced, autocorrelated,
apodised and Fourier transformed in a similar manner to the background
interferogram. Before the spectrum is plotted, subroutine SUBPT calculates
the wavenumber corresponding to each element in the transformed array. This
brings us to a discussion of the theory of sampling, and the phenomenon of
aliasing.

The interferogram function is an experimental quantity which
cannot be represented analytically, and hene the integration has to be
performed numerically. The interferogram is not recorded as a continuous
function, since it must be digitised for computer input. The digitisation
occurs when the mirror drive has changed the path-difference between the
beams by some integral multiple of the sampling interval Xo* The interfer-
ogram (as recorded on paper tape) is thus a sampled version containing
2n +1 observations of the intensity I(mxo), where m = -n...... O...... +n.

The subroutine SUBTM actually carries out the Fourier summation:

) « gm=Hn

S(v) « o Zme-n

I'(mxo).cos(2w5mxo) 3.4
whereas, as can be seen from eqn. 1.31, the desired spectral function
is given by:

+oo_ | -
S(v) a JS_ I'(x).cos(2mvx) 3.5

The change in Timits for path-difference, from the whole range to infinity,

to a limited range, results in the spectrum having only limited resolution
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as discussed in chapter 1. The replacement of a continuous function by a
sampled function, and the replacement of the integration by a summation
leads to the phenomenon termed aliasing.

Eqn. 3.4 enables the determination of a number of cosine waves,
whose sum passes through the observed points, and hence satisfies the equation.
If a pure cosine wave of frequency 50 satisfies eqn. 3.4, then the spectral
function S(v) can be recovered. However since the cosine function repeats

every 27 radians then:

cos(2nvomxo) cos(2mv mx, * . n2mwm)

4]

i

cos(2ﬂmx0(\)O + n/xo) 3.6
where n and m are both integers.
Therefore an infinite number of higher frequencies:
Vo = VY t n/x0 n=1,2,3........ 3.7
will also satisfy egqn. 3.4. This equation will only give a true spectrum

for frequencies between 0 and n/xo. Similarly, since the cosine function

reflects about m radians then:

cos(2nvomxo) = cos(mnm * 2nmonvo)
= cos(21rmxo(n/2x0 + Avo)) 3.8
where Avo = mm oty

and n and m are once again both integers.
Thus the sum in eqn. 3.4 is the same for all values of:

Vo © n/2xo * Avo n=1,2,3........ 3.9
and true spectral information is restricted to the range 0 to 1/2x0 radians.
For an interferogram sampled every 8 um of path-difference (x0 = 8 um), the

aliasing or folding frequency is 104/16 = 625 cm-]

. The interferogram

must not contain spectral information for frequencies above the aliasing
frequency, or these will be reflected about the aliasing frequency, and will
appear in the spectrum of the region below the aliasing frequency. This

high-frequency spectral information can be removed by using suitable filters.
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The aliasing problem in interferometry is equivalent to that of stray light
in grating spectroscopy.

The subroutine SUBPT calculates the aliasing frequency, and
h%}e the frequency increment of the Fourier spectral elements, by dividing
by the number of elements. Thus for an 8 um sampling interval (4 um of
mirror movement) a 1024 point double-sided interferogram gives a frequency
increment of 625/512 = 1.22 cm-]. The transformed element data is then
trungated to the required spectral region, by supplying lower and upper
frequency limits. The background transformed element array is then normalised
by dividing through by the largest element intthe array, and the square-
root of each element is taken to provide the spectral intensity. This is
plotted as a function of frequency as the normalised background spectrum.
Subroutine SUBLP sets up the transmission axes, and subroutine SUBGP conducts
the plotting. The normalised sample spectrum is then plotted in a similar
manner. Figs. 3.5 and 3.6 show background and sample transmittance spectra,
the background spectrum being computed from the interferogram of fig. 3.1.
(The resolution is 1/4 that normally achieved during standard runs, since
a 256 point computation has been used rather than the typical 1024).

The subroutine SUBCOR is called to calculate the increase in
gain from the insfrument gain settings, used to record the background and
sample interferograms. With the Beckman-RIIC Ltd. FS200/7 electronics the
gain measurements are made in decibels (dB) as defined (38) by:

dB = 20 1og]o(v1/V2) 3.10

where V] and V, are the amplifier output and input voltages

2
respectively. The ratio V1/V2 is the gain of the amplifier, which can be
calculated by rearrangement of eqn. 3.10 as:

gain = V]/V2 = exp(2.303.dB/20) 3.11
The FS200/7 electronics have both course and fine gain controls. The course

gain determines the amplification produced in the main Golay amplifier,

and is calibrated in decibels. The fine gain controls the Golay pre-
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amplifier, by use of a helipot dial reading from 0 to 999 with a total
gain of 10 dB. The gain produced by the preamplifier is not linear with
respect to the reading of the helipot dial, and must be determined by use of
a fine gain potentiometer calibration curve (39) as shown in fig. 3.7.

The course and fine gains are summed for both background and
sample interferograms, and a gain correction factor calculated as the recip-
rocal of exp(2.303.dB/20). This correction factor is passed to the main
programme, where the transformed elements, as stored before normalisation,
for the sample are divided by those for the background. The square-root
of the resulting elements is then taken to give the ratioed transmittance
array. The elements of this array are then multiplied by the gain correction
factor, to give the transmission spectrum corrected for the gain difference
between the sample and backgound interferograms. Fig. 3.8 shows the ratioed
transmittance spectrum for the background and sample transmittance spectra
of figs. 3.6 and 3.7.

The ratioing of the original, non-normalised, transformed
elements eliminates problems due to the normalisation to peak noise,
encountered with programme DCH05277 (20, 21), in which the normalised trans-
formed elements were ratioed. The ratioing éécedure in the programme DCH05277
made necessary a correction for the different normalisation constants
employed in producing the normalised background and sample transmittance
spectra. If noise was predominant in the spectrum, the use of DCHO05277 for
computation led to serious errors in the values for the ratioed elements
throughout the spectrum, due to inaccuracies in the normalisation constants.
The improvements made to this routine in FTRAN4 are especially important
when the resulting spectra are to be used for intensity measurements, since
it is then important that the highest accuracy possible be achieved in the
levels of the transmittance curves.

The final spectrum can be plotted on the Tline printer as the

transmittance spectrum or as the absorbance spectrum where:
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Absorbance 1oge(1/transmittance)5

]oge(To/T)G 3.12
where T0 is the background transmittance

and T is the sample transmittance.

If the transmittance spectrum is required then the axes are set up by the
subroutine SUBLP, and the spectrum plotted by the subroutine SUBGP. If the
absorbance spectrum is required then the axes are set up by the subroutine
SUBLPL, and the spectrum plotted by the subroutine SUBGPL. If required the
ratioed transmittance spectrum can be outputted to a separate file or
device, and can be copied to *PUNCH* to give a card deck copy of the
frequency/transmittance data, which can be used for further computation.

A graph plotting programme GPLOT3 was used to obtain the spectra
as continuous curves, rather than the dot spectra produced by the Tine
printer with programme FTRAN4. The frequency/transmittance data produced by
the programme FTRAN4 is read in and initially converted to natural Togarithm
absorbance by use of eqn. 3.12. The spectrum is usually plotted as 1oge
absorbance with an increasing wavenumber scale. Various abscissal frequency
scales are available, and the absorbance scale can be plotted with either
2.5 or 1.0 absorbance units full-scale. The units for the absorbance scale
are 'nepers', since absorbance is determined as the ratio of two powers as
a natural logarithm. 1 neper equals 8.686 dB (39). Fig. 3.9 shows the
ratioed absorbance spectrum obtained using programme GPLOT3 for the trans-
mittance spectrum of fig. 3.8.

The absorbance data can also be plotted with a neper cm-]

(or neper m-]) scale with programme GPLOT3, to take into account the effect
of pathlength upon the strength of the absorption occurring.

neper cm” | (m']

)} = absorbance/pathlength 3.13
where the pathlength is in cm (m).
Fig. 3.10 shows the absorbance spectrum of fig. 3.9 represented on such

-1
a neper m scale.
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For solution work, where account needs to be taken of the effect
of concentration on the strength of the absor ptions, the absorption data
can be plotted on a neper m? mol.”! scale:

neper m2 mo].-] = absorbance/pathlength x concentration

3.14

where the concentration has units mol. m_3.

Fig. 3.11 shows the absorbance spectrum of fig. 3.9 represented on such a

2 -1
neper m- mol. ° scale.

3.2 Comparisen of the theoretical and experimental resolution obtained

using the FS-720 interferometer and the programme FTRAN4

In an effort to determine the experimental resolution achieved
with the FS-720 a spectrum of water vapour was recorded. The sample chamber
was partially filled with atmospheric water vapour by admittance of air.

The sample chamber was sealed off from the remainder of the interferometer
with a 3 mm white polythene window. 2048 point interferograms were recorded
at 8 ym sampling interval for both the water vapour sample and the instrument
background. The interferograms were recorded using a 25 gauge beam-splitter,
with a white polythene lens and black polythene filter. Spectra were then
computed over the region 35 to 500 cm'], using programme FTRAN4 with 512,
1024 and 2048 point portions of the tape. These water vapour spectra are
shown in figs. 3.12 to 3.14. Figs. 3.12A, 3.13A and 3.14A show expanded

plots of the relevent absorptions for clarity. The 512 point tape section
represents a maximum mirror displacement of 0.1024 cm, and hence using

egn. 3.1 the theoretical resolution will be 4.88 cm-]. The 1024 point tape
section represents a maximum mirror displacement of 0.2048 cm and hence

will have a theoretical, non-apodised resolution of 2.44 cm-]. The 2048

point tape section represents a maximum mirror displacement of 0.4096 cm,

and a theoretical, non-apodised resolution of 1.22 cm-].

To assist with the determination of the resolution achieved for

the 3 computed spectra, each of the absorptions was indexed with the help
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of a table of water vapour absorption frequencies published in the
literature (ref. 20, p. 317). Table 3.1 shows the frequencies forthe

59 water vapour bands within the spectral region 55 to 305 cm_], with
greater tHan one-tenth the intensity of the 202 cm_] band (which is the
strongest in the region). A1l of the bands observed in the 3 computed
spectra were assigned using these 59 absorptions. Tables 3.2 to 3.4 show
the assignments for the bands observed in the spectra computed for the
512, 1024 and 2048 point interferograms respectively.

The tables and spectra were searched for pairs of bands which
were just being resoived, and also for pairs of bands in which one of the
bands appeared as a shoulder on the side of the other band. The latter
indicating that the two bands were not quite being resolved. From table
3.2 and fig. 3.12 it can be seen that for the 512 point interferogram the
bands indexed 15 and 16 were fully resolved. These bands corresponded to
the 188.184 and 194.37 cm'] bands in table 3.1, and so the resolution could
be seen to be better than 6 cm:]. The two resolved bands are denoted in figs.
3.12 and 3.12A by the letter A. It should be noted that the observed frequen-
cies were taken from the line printer output, which had a 2.44 cm-1 interval
for a 512 point interferogram. The magnitude of this interval causes the
discrepance between observed and literature frequencies. Since it is the
resolution being achieved that was of interest, then the more accurate
literature values for the absorption frequencies were used for the calculation
of the observed resolution. From figs. 3.712 and 3.12A it could also be seen
that for a 512 point interferogram the band indexed 7 appeared as a definite
shoulder on the side of the band 6. These bands correspond to the 104.57

and 100.55 cm” !

1

bands, and hence the resolution being achieved was not as
good as 4 cm '. These two partially resolved bands are denoted by the letter
B in figs. 3.12 and 3.12A.

For the 1024 point interferogram it could be seen from figs. 3.13

and 3.13A together with table 3.3 that the bands indexed 35 and 36 were



1

Table 3.1 Water vapour bands within the region 55 to 305 cm = with
greater than one-tenth the intensity of the 202 cm_] band,
(all cm_])
55,705 121.90 177,534 253.98
57.269 126,997 181.380 254,01
64.029 132,666 188,184 266,24
68.060 138,990 194,37 278,27
73.259 139,76 202.47 278.49
75,523 140,708 202.69 280.35
79.776 149,056 202,909 282,25
82,153 150,519 208.49 289.43
88,079 151,30 213,908 302,93
92,540 153,45 221,72 302.99
99.024 157.63 223.69 303.14
99.14 157,87 226.64
100,55 166,704 227.86
104,570 170,358 231,21
111,129 173.503 245,332
120,084 176,02 253,82




Table 3.2 Water vapour spectrum for 512 computed points

index

M
12
13
14
15
16
17
18
19
20

obs. freq.
Jem™]
56.15
63.48(w)
73.24
78.13(sh)
90,33
100,10
104.98(sh)
122,07
131.84
139.16
151,37
156.23(sh)
170.90
175.78(sh)
187.99
195,31
202,64
209,96
227.05

246,58

assignment
Jem™!
55.705 + 57.269

64.029

73.259

79.776 + 82,153

88.079 + 92,540

100.55 (99.024 & 99.14 as asymmetry)
104,570

120.084 + 121,90 (111.129 asy.)
132.66

138.99 + 139.76 + ]40;708

149,056 + 150.519 + 151,30
153.45 + 157.63 + 157,87

170.358
176.02 + 177.534 + 181,38

188.184
194,37

202.69 + 202.47 + 202,909
208.49

227.86 (221.72 + 223.69 +226.64 asy.)
247,90

N

(continued)



Table 3.2 (continued)

index

21
22
23
24
25
26

obs. freq,
Jen™!
253.91
266.,11(w)
278.32(sh)
280,76
290,53

302.73

assignment
/cm-]
253,82 + 253.98 + 254,01
266,24

278,27 + 278.49

280,35 + 282.25

289.43

302.93 +302.99 +303.14

Observed frequency taken from the line printer spectral output at a

2.44 cm_] interval,

W

weak

sh =

shoulder
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Table 3.3 Water vapour spectrum for 1024 computed points

1O\

index

10
11
12
13
14
15
16
17
18
19
20

obs. freq.
Jem!
56.15
63.48(w)
68.36(w)
73.24
79,35
81.79(sh)
87.89
92.77
100,10
104.98
111.08
122.07
126.95
131.84
140.38
150,15
157.47
166.02(w)
170.90
173.24(w)

assignment
Jem™!
55,705 + 57.269
64,029
68.060
73.259
79.776
82.153
88.079

92,540

104.570
111,129
120.084 + 121,90
126,997
132.666

157,63 + 157,87
166,704
170.358
173,503

100,55 (99.024 + 99.14 asy.)

138.99 + 139.76 + 140,708

149.056 + 150,519 + 151,30 ( 153.45 asy.)

.
\/“,\ UHIVERg
gk wit GF I

12 JAN1978
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(continued)




Table 3.3 (continued)
index obs. freq. assignment
Jem”! Jem !
21 177.00 176.02 + 177.534
22 181.88 181,38
23 187.99 188,184
24 194.09 194,37
25 202,64 202,47 + 202,69 + 202,909
26 208.74 208.49
27 213,62 213,908
28 222,17 221,72
29 227,05 226.264 + 227.86
30 231.93(w) 231.21
31 245.36(sh) 245,332
32 247,80 247,90
33 253.91 253,82 + 253,98 +254,01
34 266.11 266,24
35 278.32 278.49
36 281,98 280.35 + 282,35
37 288,09 289.43
38 302,73 302,93 + 302,99 + 303.14

Observed frequency taken from the 1ine printer spectral output

1.22 cm-1 interval.

w = weak

sh =

shoulder

at a
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compietely resolved, indicating that the resolution was better than 2.8 cm_].

Band 6 appeared as a shoulder on the side of band 5, and so the resolution

was poorer than 2.4 cn”!

. The resolved and unresolved band pairs are denoted
by the letters A and B respectively on figs. 3.13 and 3.13A. The water
vapour spectrum computed from the 2048 point interferogram is depicted in
figs. 3.14 and 3.14A, and table 3.4. Bands 31 and 32 were seen to be fully
resolved, and band 10 appeared as a shoulder on band 9, thus indicating that
the resolution being achieved was better than 1.5 cm_], but not as good as
1.1 cm-]. The resolved and unresolved bands are once again depicted by the
letters A and B respectively on figs. 3.14 and 3.714A.

Taking the resolution as the mean of the values for the resolved
pair of bands and the unresolved pair of bands, gave a resolution of 5 cm']
for the 512 point interferogram, 2.6 cm-] when using 1024 points and 1.3
cm'T when using 2048 points. The linearity of the resolution with the recip-
rocal of interferogram length was as would be expected from eqn. 3.1, and
indicated that the method used for calculating the resolution achieved was
a viable one. This method of searching water vapour spectra between 50 and
300 cm-], for pairs of bands which just have, or have not, been resolved,
depends critically upon the availability in the water vapour spectrum of
a number of bands separated by frequencies comparable to the resolution.
Water vapour was chosen because of its high number of far-infrared absorp-
tions, which enable the resolution to be determined accurately.

The Rayleigh Criterion of resolution (ref. 40, p. 117) states
that two lines of approximately the same intensities can be distinguished
if the illumination between the Tines decreases by 20 to 25% of their peak
value. This somewhat arbitrary condition was developed for diffracted lines,
where the condition holds when the maximum of one diffracted line falls over
the minimum of the other line. The resolution as determined above may well

be for a far less stringent condition than that for the Rayleigh criterion,

because the minimum between the two bands did not occur at all for the
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unresolved bands, and is only about 10% for the fully resolved bands.
Pressure broadening may well be causing some increase in half-band width,
and hence apparent decrease in resolution, but this is likely to be small
for the low pressure of water vapour employed. However, the Rayleigh Crit-
erion deals with bands of equal intensities. It will obviously require
greater resolution to resolve a band of small intensity from the side of a
more intense band, than to resolve two equally intense bands. Taking this
point into account, the resolutions quoted may well be those for a condition
equivalent to that cited by Rayleigh. A1l in all the values determined would
seem to be reasonable indications of the reselution being achieved.

Tables 3.2 to 3.4 show that the wavenumber accuracy achieved
in the computed spectrum was in all cases very high. It was always less
than one-third of the resolution as determined above. Each table was
searched for the maximum frequency discrepancy between the observed frequency
and the literature frequency. The maximum discrepancy for singly assigned
bands for the 512 point interferogram was seen to be 1.5 cm'], occurring
for band 18. For the 1024 point interferogram the maximum discrepancy was
0.7 cm-], also occurring for band 18, and for the 2048 point interferogram
the maximum discrepancy was 0.4 cm_], occurring for band 8. These figures
show the extremely high wavenumber accuracy of the computed spectra.

The resolution obtained for the various tape lengths, all recorded

with an 8 pm sampling interval, are contained in table 3.5.



Table 3.4 Water vapour spectrum for 2048 computed points

index

10
1
12
13
14
15
16
17
18
19
20

obs. freq.
Jem™!
53.71
55,54
57.37(sh)
59.81(w)
62.26(w)
64.09(w)
68.36(w)
72.63
73.24
75.07(sh)
79.35
81.79
87.89
92.16
95,83
100,71
104,98
111.08
117.80

120,24

assignment
e

53.444
55,705
57.269
59.871
62,30
64.029
68.06
72.186
73.259
75.523
79.776
82.153
88.079
92.540

96.187

100,55 (99.024 + 99,14 asy.)

104,570
111.129
117.97

120.084

(continued)

IO)



Table 3.4 (continued)

index obs.freq.

o)
21 122,07
22 126.95
23 132,45
24 139.16
25 150,76
26 153.20
27 158.08
28 166,63
29 170.29
30 173.34
31 176.39
32 177.61
33 181,27
34 187.99
35 194.09
36 202.64
37 208,13
38 214.23
39 221.56
40 224,00

assignment
Jen]

121.90

126.997

132.666

138.99 + 139,76 + 140.708

150,519 + 151.30 (149.056 asy.)

153.45

157.63 + 157,87

166,704

170.354

173,503

176.02

177,534

181,38

188.14

194,37

202.69 + 202,47

208.49

213,908

221.72

223.69

(continued)

o



Table 3.4 (continued)

index obs.freq.
Jem”]
41 226,44
42 227.66
43 245,36
44 247,80
45 253,91
46 266,11
47 278.32
48 280.15
49 281,98
50 - 289,31
51 302,73

assignment
Jon™!

226,264

227.86

245,332

247.90

253.82 + 253.98
266,24

278.27 + 278.49
280.35

282.25

289,43

302,93 + 302.99 + 303.14

Observed frequency taken from the line printer spectral output at a

0.61 cm! interval.

W = weak sh =

shoulder
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PART B

IONIC SOLVATION STUDIES

CHAPTER 4

FAR-INFRARED STUDIES OF TETRA-N-ALKYLAMMONIUM
SALTS IN VARIOUS SOLVENTS

(3
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4.1 Introduction to ionic solvation work

It has been recognised (41-47) for a considerable time that
solvated ions are the predominant ionic species in solutions of ionic salts
in solvents of relatively high permittivity. Ion pairs, triple ions and
higher aggregates exist in solutions of ionic salts in solvents of low
permittivity (48-52). Many of the physical properties determined for elec-
trolyte solutions are bulk properties of the solution as a whole (viscosity,
conductivity and freezing point depression), which gave no real indication
of the microstructure at the ion itself. Far-infrared spectroscopy can yield
information regarding the shortrange forces and solution structure at ion
centres in ionic solutions, and so help in deducing the type of solvation
occurring at the ion centres. Edgell and Watts (ref. 53, p. 85) first used
far-infrared spectroscopy as a usefull means of elucidating ionic solution

structure in 1965. They assigned a band at 190 cm-1

in solutions prepared

by shaking sodium amalgam with dicobaloctacarbonyl (COZ(CO)8) in tetrahydro-
furan (THF), to the motion of the Na® cation in the solvent (43). Similar
bands, assigned to cation motions for Li* and K+,'occurring at 407 and

150 cm”! respectively were discovered for Li+Co(CO)4' and K+C0(C0)4- in THF
solutions (43).

Evans and Lo (48) observed the far-infrared spectra of some
tetra-n-alkylammonium salts in benzene, and attributed the observed bands to
the vibrations of ion pairs or quadrupoles, and possibly even higher aggregates.
A band was observed at 120+3 cm-] for tetra-n-butylammonium chloride, and

1

one at 80+4 cm ' for tetra-n-butylammonium bromide. For tetra-n-pentylammonium

chloride a band was observed at 119+3 cm']

, and for tetra-n-pentylammonium
bromide at 80+4 cm-]. The band thus showed strong anion dependence, and
reduced mass calculations supported the assignments of the bands to the
vibration of ion pairs.

The literature of far-infrared studies on electrolyte solutions

soon expanded as work was conducted in a wide range of solvents of varying
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permittivity, for a large number of electrolytes. Edgell has reviewed the
work in the infrared and Raman studies of ions and ion pairs in organic
solvents prior to 1972 (ref. 47, p. 153). Chapter 7 contains a summary of
previous work in relation to the results obtained in this study.

The bands occurring for the cation 'rattling' in polar solvents,
and for the vibration of ion pairs in relatively non-polar solvents, have
very similar shapes. Both types of band have half-band widths of the order
of 80 cm']. The similarities in the absorption profiles indicated that the
processes giving rise to the absorptions in apparently widely different
systems were in fact of similar origin. A study of the absorption bands of
electrolytes dissolved in both polar and non-polar solvents was undertaken.
It was hoped that this would throw additional light on the nature and origin
of these far-infrared bands. In making more detailed studies than those
previously undertaken for the bands of such systems, it was hoped that a
dynamic model could be constructed from the results obtained, to satisfacto-
rily explain the observed phenomena in terms of the cooperative motions of
the ions and solvent molecules in the liquid phase.

The majority of the far-infrared electrolyte solution studies
in the literature entailed only the measurement of frequencies of maximum
absorption and studies of the effect of a change of cation, anion and solvent
on the frequency of maximum absorption, to assist with the assignment of bands.
Some work related the extinction coefficient at the band centre with the
concentration of the salt species present. In this work the area under the
absorption bands has been used to determine the intensity of the bands, and
this area has been related to the concentration of salts present in the
electrolyte solutions.

The effects on the absorption band of concentration of added
electrolyte, solvent, temperature and phase have been studied. This chapter
contains the results of an extensive study of the far-infrared absorptions

of tetra-n-alkylammonium salts in the solvents benzene, carbon tetrachloride
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and chloroform.

4.2 Tetra-n-butylammonium chloride in benzene

B.D.H. Analar benzene was used as solvent, and was used without
further purification, except that it was stored over molecular sieves for
at least two days prior to use. A Karl-Fischer titration showed less than
0.001% by weight of water in the benzene solvent. The tetra-n-butylammonium
chloride (Bu4N+C1-) was purchased from Eastman-Kodak Ltd. and was stored
over calcium chloride in a dessicator, and then used without further purif-
ication. The solutions of Bu4N+C1_ in benzene were made by weighing out the
required amount of salt in a volumetric flask, and making up to the mark
with dried benzene. (See section 4.2.2 for the effect of water on the spectra
of the solutions.)

Spectra of Bu N"C1™ in benzene were obtained in the conventional

4
transmission mode over the range 20 to 250 cm-], using a 50 gauge beam-
splitter with a white lens and 50 um black polythene filter, as described

in chapter 2. The 1024 point interferograms were computed giving a resolution

of about 2.6 em!

» as described in chapter 3. The spectra illustrated are all
ratioed absorbance spectra of solutions of the sait in benzene against a
pure benzene solvent background. Fig. 4.1 shows the spectrum obtained for

0.70 mol dm™3

Bu4N+C1' in benzene at 290K in a polythene windowed cell of
0.021 cm pathlength. The observed band can be seen to be very broad and to
have a half-band width of about 80 cm-]. Due to the extreme broadness of
these far-infrared bands, it was very difficult to observe the wings of the
bands, since, for frequencies above 220 cm-] and below 30 cm-], the energy
throughput of the interferometer is very low due to the beam-splitter minima,
lack of source intensity and detector sensitivity. The absorption bands
stretch over the whole useful range of the 50 gauge beam-splitter, the use

of which is necessary to maximise the energy in the region of the band

1

maximum around 120 cm '. The broadness of the band causes the discrepancy bet-

ween the observed value of 115%5 cm-], for the frequency of maximum absorption,
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and that of Evans and Lo (48), who measured the band centre as 120+3 cm_].

The measurements of band profile, including computer resolution of overlapping
bands, detailed in chapter 5, indicate that the band centre appears to be
at 115 cn !,

Attempts were made to record the spectrum of Bu4N+C]- in benzene,
using variow beam-splitter and filter combinations, to observe portions of
the band under optimised conditions. The majority of the band, from 50 to

200 cm”]

, was observed easily by the use of a 50 gauge beam-spiitter and a
biack poiythene fiiter as described previously. The high frequency wing,
between 150 and 350 cm'], was observed by using a 25 gauge beam-splitter.
The low frequency wing, below 50 cm-] and down to 30 cm'], was observed by
using a 100 gauge beam-splitter and a crystalline quartz filter. The 100

gauge and 25 gauge spectra cover such a small proportion of the overall band,

that they are of little use when obtained alone. Attempts to join up spectra

recorded with various beam-splitters were unsuccessful, as the absorbance

spectra often disagreed by between 5 and 10% at the overlap frequencies.
These discrepancies suggested that the errors on the absorbance values may
be as high as *5%; whereas the precision of the transmission values for the
backgrounds has already been shown to be *1%. For preliminary results using
a cooled detector see section 2.14.

The attempts to observe the whole band were thus unsuccessful,
and the 50 gauge beam-splitter spectrum was taken as the best spectrum
obtainable using dielectric beam-splitters. The use of a polarising grid
beam-splitter would enable spectra to be recorded over a number of octaves
of frequency in the region 2 to 250 cm'], since these beam-dividers do not
rely upon thin film interference, with its consequent hooping, for their
operation.

4.2.1 Effect of concentration on the spectra

An extensive concentration study of the broad band centred at

115 cm”! was made for Bu4N+C1- in benzene solutions. The primary interest
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of this study was to determine the effect of concentration of the added
salt on the intensity of the absorption. The area under the absorption
spectrum as produced by programme GPLOT3 was measured by the use of a
planimeter. The programme GPLOT3 produces a natural logarithm absorbance
scale with a frequency scale linear in wavenumber, and hence the area under
the absorption curve will be;

Area = fband]n(To/T)G.GG

A (v).6v 4.1

i~ pand®
The constant intensity Bi’ for the ith. band, can be calculated as

(ref. 54, chap. 10);

B,

B;

1]

1/c2.fband1n(To/T)6.6v
Area/cl 4.2

where C; is the concentration of the absorbing species in mol

dm-3

, and £ is the pathlength in cm.

The units of the intensity Bi are thus dm3 mol—] cm—z. See chapter 7 for

a discussion of the validity of intensity calculations in the far-infrared
using egns. 4.1 and 4.2,

The area under the absorption curve was also determined by the
use of a simple integrator programme DCHO512. The programme utilises the
digital transmittance/frequency output from programme FTRAN4, and computes
the area by simple summing of the incremental areas beneath the absorption
curve, bordered by the frequency interval of the input transmittance/freq-
uency data. The two areas calculated for a given band are represented in
the following tables as 'planimeter area' and 'computed area'. The two
areas are averaged and the intensity calculated using eqn. 4.2.

As can be seen from fig. 4.1 the absorption curve does not
drop to zero in the wings of the Bu4N+C1- in benzene band. This is possibly
due to the full wings of the band not being observed, due to the restrictions

of the thin dielectric film beam-splitters as already described. There is

also the further possibility that bands of half-band width even greater than
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80 cm'], 1ie under the observed band. In order to make allowance for such
bands, it was necessary to provide a baseline for the bands, so that the
area could be restricted to that under the band in question. The fixing of

a baseline for these bands was very difficult, due to their extreme broad-
ness. There was the added complication that the wings of the band were
possibly not being observed. This prevented an accurate baseline being
interpolated between the wings. The situation was further complicated, since
the presence of underlying bands will necessitate a curved baseline. The
accurate fixing of the baseline was clearly impossible under the present
circumstances, where the half-band width of the underlying band was as large
as the useful frequency range of the beam-splitter.

Clearly, the situation had to be simplified before any useful
work could be accomplished. This simplification was made by assuming that
the baseline was linear. The programme DCHO512 constructs a straight line
between the absorbance values for the lowest and highest frequency Timits
set by the control parameters. These limits were determined by inspection
of the lineprinter output of the ratioed transmittance spectrum. Termination
of the band was assumed to have occurred when a maximum occurred in the
transmittance values, or when the noise in the wings was predominant,
indicating that no useful areas would ensue. In the intensity work for
Bu4N+C1_ in benzene, both the low frequency and high frequency limits
were determined by the noise level in the wings. When using the planimeter
for measurements of the area under the bands, the baselines were fitted
by comparison between spectra at various concentrations, in an effort to
gain some consistency. A great deal of care was taken in the fixing of the
baseline, and those used were always the 'best' that could be achieved.
Although the inavailability of the full wings of the bands precluded the
calculation of accurate intensity values, the intensity values obtained
should show consistency and reasonable precision, and should therefore

indicate well the relative intensity changes occurring.
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In an effort to test the validity of the baseline fitting

method a precision check was conducted. Five separate solutions of 0.5 mol
dn™3 Bu4N+C1- in benzene were made up, and then four spectra recorded for

each solution, the cell being refilled for each spectrum. A pure solvent
background was recorded for each solution. The spectra were recorded using
0.021 cm pathlength, 3 mm polythene windowed, demountable cells, and a 50
gauge beam-splitter and 50 um black polythene filter. 1024 point, double-
sided interferograms were recorded with a path-difference sampling interval

of 8 um, giving an experimental resolution of about 2.6 cm'l, as described

in chapter 3. The ‘computed' and 'planimeter' areas were measured, as detailed

above, for each of the 20 spectra. These areas are shown in table 4.1,

together with the average of the two areas. The average areas were then

treated statistically to give a mean area, and a root mean square deviation.
No weighting factors were employed in the calculation of the mean, which was

found to be 132.8 cm” !

. The root mean square deviation o was calculated by
the formula (ref. 55, p. 40):
o = (1/(n-1)2_; (x -%) 2} 4.3
where n is the number of observations X and X is the mean value.
Use of eqn. 4.3 gave a standard deviation of 22 cm-], which, when expressed
as a percentage of the mean value, to give the coefficient of variation,
was 17%. The large value for this coefficient of variation was considered
to be a direct consequence of the difficulties experienced with the fitting
of baselines as discussed previously. These precision values were only

strictly true for 0.5 mol dn~3

Bu4N+C1- in benzene solutions in 0.021 cm
pathlength cells. However, since most of the inaccuracies were produced by
the fitting of the baseline, which will presumably cause the same problems
regardless of concentration, a precision of 22 cm—] was used as the possible
error on all area measurements. The error bars on all the concentration/

area graphs indicate the precision of *22 cm-] in the areas. The standard

deviation was chosen as an indication of precision, rather than the coefficient
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Table 4.1 Precision tests for 0.5 mol dn™> Bu4N+C1' in benzene
(L = 0.021 cm, T = 293K)
soln. no. conc. area
"computed' 'planimeter!’ 'average'

/mol dm~ /cm'] /cm'] /cm']

1 0.500 99.9 104.1 102.0
116.2 121.4 118.8

129.5 157.3 143.4

101.1 130.5 115.8

2 0.498 118.1 117.3 117.7
136.3 140.1 138.2

164.9 170.9 167.9

159.8 169.2 164.5

3 0.498 118.0 143.2 130.6
164 .4 140.7 152.6

168.3 125.3 146.8

167.0 142.9 154.9

4 0.498 137.0 150.0 143.5
152.5 151.9 152.2

136.5 138.2 137.4

147.1 150.7 148.9

153.6 141.6 147.6

5 0.506 101.1 95.5 98.3
89.3 91.4 90.3

97.6 118.1 107.9

97.6 120.7 109.1
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of variation, since it was considered that the lack of precision was due

mainly to baseline fitting errors, which are not affected by concentration.
Table 4.2 shows the measured areas and calculated intensities

for 20 solutions of Bu4N+C1_ in benzene for concentrations between 0.2 mol

“3 and the solubility 1imit 1.4 mol dn~>. The spectra were all recorded

dm
using a 0.3 cm polythene windowed demountable cell of 0.021 cm pathiength,
with a 50 gauge beam-splitter and 50 um black polythene filter. 1024 point,
double-sided interferograms were recorded with an 8 um path difference
sampling interval, giving an experimental resolution of 2.6 cm'l. The
temperature was monitored and was found to be 290+2K for all runs. To obtain
the best spectra possible in the minimum time the following procedure was
adopted. Firstly the instrument was pumped down and a background of pure
benzene solvent was recorded. The vacuum was then broken, and the cell
refilled with theBu4N+C1' in benzene solution. Two runs were then performed
on this solution, and then the cell was refilled with solvent and two more
backgrounds recorded. The use of this technique halved the time spent
evacuating the instrument, and yet gave a duplicate run for each concentration
to act as a simple consistency check. Accurate intensities were calculated,
since the sample and background interferograms were recorded one after the
other. One of the spectra for each concentration had the background recorded
first, and the other the sample first. This had no effect on the ratioed
spectrum.

If a number of sample interferograms were recorded, and ratioed
against a single background, then the noise in the computed spectrum tended -
to increase with the elapsed time between the recording of the sample and
background interferograms. Thus, except where otherwise stated, for all the
spectra shown the corresponding background and sample interferograms were
recorded one after the other. However, the recording of a background inter-

ferogram for each sample introduces as much noise into the ratioed spectrum

as does the sample interferogram itself. In fact the noise for the background




Table 4.2 Concentration dependence for the intensity of the 115 cm_

10

1

band for Bu,N'C1™ in benzene

(L = 0.021 cm, T = 290K)

conc.

/mol dm
0.21

.25
.30

o O O

.34

-3

'planimeter’

/cm

53.
54.
74.
46.
49.
108.
66.
76.
75.
62.
55.
160.
166.
154.
153.
191.
220.

-1

area
‘computer’
Jem )
13.4
20.2
50.0
65.5
90.1
46.1
41.
101.
93.7
102.2
104.9
61.9
61.7
148.5
165.9
146.4
146.1
193.6
211.5

‘average'

/cm_]

13.4
20.2
51.5
59.8
82.5
46.3
45.5
104.9
80.2
89.4
90.1
62.1
58.7
154.4
166.4
150.3
149.8
192.6
215.9

a

b
'average'

/cm-]

16.8
51.5
59.8
82.5

45.9

91.2

60.4
154 .4
166.4

150.0
192.6
215.9

intensity
B
/dm3 mo1”]

3850+£5040
9830+4230
9630+3540
11580+3110

6310+3020

11020+2640

6860+2520
160902300
157802070

13870+2030
16810+1920
17210+1760

cm

(continued)




Table 4.2 (continued)
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conc.

0.66

0.80

/mol dm~

3

planimeter'
Jem !
224.8
138.7
119.4
169.2
186.1
197.7
243.3
243.3
209.8

219.6

area
'computer’

Jem”!
213.6
181.1
149.9
206.3
209.7
197.6
232.0
239.3
234.0
240.1
298.9
294.0
347.4

358.6

'average'
Jem™!
219.2
159.9
134.6
187.8
197.9
197.6
237.6
241.3
221.9
229.8

298.

(=]

294.
347.

(=) B~ =,

358.

‘average'’

/cm

175.

197.
237.
241.
221.
229.

296.

353.

-1

intensity

3 1

/dm” mol~

12760+1600

135801580

16110£1490

15430+1410

1330041320

1291041230

13710+£1020

12120+760

cm

a

average area per spectrum.

average area per concentration.
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was sometimes greater than that for the sample, since the interferometer
optics were optimised for the absorption of the sample, rather than that of

the background. For the Bu N*C1™ in benzene spectra the 50 gauge beam-

4
splitter gave an energy maximum at 117 cm-], which was ideal for the band
at 115 cm_]. However, the energy available in the region of the 75 cm']
band for the pure benzene (see chapter 5) solvent background was very low,
and the spectrum in this region was noisy. The ratioed spectrum thus exhibited
the noise from the background, especially at low frequencies.

The best ratioed spectra could presumably be obtained by recording
a single background, using a very long Golay amplifier time constant to
decrease the noise level. This could then be used as a background for all
the sampie tapes, which would be recorded with the usual time constant of
0.5 seconds. Spectra thus recorded would show the effects of drifting of the
source, which is a problem in interferometry. The decrease in noise level
of spectra recorded using the more stable German 'Original Hanau' source
lamps, in preference to the Philips lamps, indicated that the system was in
fact soJEe noise Timited (see chapter 1). This suggested that even the new
sources here relatively unstable, and some experimental evidence supports this
hypothesis. Although source drifting was not noticeable during the running
of a single interferogram, over a full days runs the interferogram signal
gradually decreased for a given sample. This indicated that there may well
have been some Tong-term source drift, the source becoming less intense as
it was run for long periods. Hence it was considered that the most accurate
intensity values would be obtained by running a background and sample inter-
ferogram, one immediately after the other, with the same time constants.
This procedure was employed throughout the concentration studies.

Returning to the Bu4N+Cl- in benzene studies, the solutions for
concentrations near the solubility limit of 1.40 mol dm_3 were very viscous

and difficulty was experienced in forcing the solutions through the narrow

ports of the demountable cell. These concentrated Bu4N+C1- in benzene solutions
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tended to occlude significantly to the polythene windows, even over the

50 minute period necessary for the instrument to be pumped down and the
interferogram recorded. The observed intensity values for the more concen-
trated solutions were therefore possibly less than the real values. No
results suggested that there was significant occlusion below 1.0 mol dm'3
Bu4N+C1_ in benzene. No spectrum of the salt was observeable when the cell
was emptied and the spectrum of the polythene plates recorded.

Fig. 4.2 shows a plot of the area of the 115 cm'] band against
the concentration of added salt for Bu4N+C]_ in benzene using the data of
table 4.2. The average area was plotted with an error bar of +22 cm']. The
values of 'planimeter' and 'computer' areas were fed into the programme
BEERSLAW to determine the 'best' stsraight line through all the data points.
This programme involves a linear least squares analysis, to determine the
slope of the 'best' straight line, and also computes the standard deviation
of the po%ts about this 'best' slope line and the intercept of the line
with the origin. Using this programme, and taking the origin as a valid
point, the data of table 4.2 gave a best straight line of slope = 2727

3 1

dm” mol~ cm-], which is represented in fig. 4.2 by the letter A. On dividing

by the pathlength of 0.021 cm the intensity Bi was calculated as 13000+300

dn® mo1™! cn™2. When the area data was employed without the restriction

3 017! em™! and an

that the origin was a valid point, a slope of 310+16 dm
intensity of 14 900+800 was obtained. The intercept was calculated as -26+31
cm_] which suggested that the best fit for the data would be through the origin.
The higher intensity without the restriction that the origin was a valid

point, suggested that Beers Law was not being obeyed for the system Bu4N+C1-

in benzene at concentrations between 0.2 and 1.4 mol dm-3. A1l the area

values were above the Beers Law linear plot through the origin, and this
suggested that the linear relationship was not being obeyed. To verify this

the intensity values have been calculated for each Bu4N+C1- concentration,

and are shown in table 4.2. Fig. 4.3 shows a plot of intensity Bi against
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concentration of Bu4N+C1-. Note that the intensity values for the 1.04 and
1.40 mol dm:'3 concentrations were suspect because the area under the
absorbance curve was too large for plotting using GPLOT3, and subsequent
measurement with a planimeter. These intensities are labelled ¢ in fig. 4.3
and table 4.2. Similarly the intensity of the 0.21 mol dm_3 concentration
was suspect because the area was too small to be measured by the planimeter.
This intensity is labelled b in fig. 4.3 and table 4.2.

Fig. 4.3 shows that the intensity gradually rises between 0.2
and 0.8 mol dm_3 and gives conclusive evidence that Beers Law does not hold
over this concentration range for Bu4N+C1- in benzene. The error bars were
constructed assuming a constant precision for the measured area as discussed
previously. The precision of the Bi values increased with concentration,
since the Bi value was obtained by dividing the area by the concentration.

Spectra were also obtained for various concentrations of Bu4N+C1-
in benzene using 0.010, 0.0517, 0.1023 and 0.2053 cm pathlengths. The areas
and intensities for the 115 cm-] band were obtained as described previously,
and are shown in table 4.3, The figures show a definite rise in the intensity
with concentration, which is most marked in the low concentration range

3

between 0.05 and 0.3 mol dm ~. Fig. 4.4 shows the intensity values for all

the Bu4N+C1_ concentrations run, at all pathlengths. The intensities for
0.21, 1.04 and 1.40 mol dm-3 concentrations have been omitted for the reasons
previously given. Over the concentration range 0.05 to 1.20 mol dm_3 the
115 cm-] band for Bu4N+C]' in benzene was thus observed not to obey Beers

3 1 _ -2

Law. The intensity Bi changed from approximately 8 000 dm” mol ' cm ~ at

0.05 mol dm™> to approximately 20 000 dn® mo1™! em™? at 1.2 mol dn”°.

The non-adherance to Beers Law, which would be expected to be
valid if the absorbing species remained the same regardiess of the concen-
tration of the species in the solution, leads to some conclusions regarding

the breaking-up of aggregates on dilution. In an ion aggregate each cation

is presumably surrounded by a number of anions, and each anion by a number
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Table 4.3 Intensity values for the 115 cm”! band of Bu,N'C1™ in benzene

using 0.01, 0.0517, 0.1023 and 0.2053 cm pathlengths

(T = 290K)
conc. area average area intensity,B
/mol dm™3 Jem] Jem™! Jdn’ mo1™! em™
0.010 cm pathlength
1.02 256.6
234.6 245.6 24000+2150
1.20 260.8
227.6 244.2 20330+2150
0.0517 cm pathlength
0.10 52.5 52.5 10310+4320
0.15 71.0 71.0 89702780
0.21 94.3 94.3 8880+2070
0.25 128.5 128.5 9870+£1690
0.30 149.0 149.0 9610+1430
0.34 206.6 206.6 1161741240
0.1023 cm pathlength
0.05 31.8
31.3 31.5 6410+4480
0.09 55.9
58.2 57.1 6160+2380
0.10 73.5 73.5 7290+2180
0.20 154.6
153.1 153.8 7520+1080
0.2053 cm pathlength
0.05 120.0
116.5 118.2 120002230
0.09 154.7
145.1 149.9 8070+1180
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of cations. Thus if an absorption is due to vibration of ion pairs, then
the total intensity for an aggregate will be the sum of the absolute
intensities for all of the possible cation-anion vibrations. For a small
aggregate there are fewer possible cation-anion vibrations, than for a
large aggregate, and even though there are more such smaller aggregates
present, the total intensity from all aggregates will be less than that
from the original large aggregate. Consider 4 ion pairs in an aggregate
arranged in the form of a cube (see fig.4.5). For the cube with an ion at
every corner there are 12 cation-anion vibrations, represented by the edges
of the cube. If this aggregate is then split into 2 then 2 ion quadrupoles
exist arranged as squares. Each side of the squares represents a cation-
anion vibration and so there are 4x2 = 8 such vibrations. If each of the
ion quadrupoles then splits up, then 4 ion pairs are present, which have
a total of only 4 cation-anion vibrations. Thus if an aggregate is breaking
up on dilution, then the experimental intensity Bi would be expected to fall.
This is exactly what was seen in practice for Bu4N+C1- in benzene, and so
it may be concluded that the size of the aggregate depends upon the concen-
tration of the Bu4N+C1- salt in the benzene solution.

If the dilution process is continued there will presumably come
a time when only ion pairs are present in the solution, and when further
dilution will have no effect on the intensity of the band, providing that
the species giving rise to the absorption is a non-solvated ion pair. It is
unfortunately impossible to study the 115 en™! band for Bu4N+C1- in benzene
at concentrations below 0.5 mol dm—3, because of the long pathlengths which
become necessary for the observation of the absorption. It should be noted
here that the low-frequency 'collisional' absorption of the benzene solvent
(see chapter 5) has been removed by ratioing against the same pathlength
of pure benzene. The intensity for this 'collisional' band for pure benzene
has been found to be approximately 43 dm3 mo1-] cm_z (see chapter 6), and

hence for a pathlength of 0.2 cm the pure benzene absorption will have an
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integrated area of 97 cm'], assuming the density of benzene to be 877 mol

3 Ve for the aggregate

dn™> (56). Taking an intensity B, of 8 000 dn® mol”
band, which is reasonable according to fig. 4.4, an integrated area of

80 cn! was calculated for a 0.05 mol dm™> solution of Bu4N+C1' in benzene.
Hence the band being ratioed out was more intense than the band under
investigation, and very noisy spectra result. This was especially so to

low frequency, where the interferometer optics were not optimised and there
is subsequently very little energy, as discussed previously. Thus the Tower
concentration 1imit for investigation of the 115 cm--l band for the system
Bu4N+C1- in benzene was 0.05 mol dm > when using the Golay cell for detection
of the radiation. Use of a cooled germanium bolometer as a detector in
conjunction with a polarising beam-divider should enable concentrations
approaching those where only ion pairs exist to be examined. As an indication
of the noise problem encountered for dilute solutions, when using a Golay
detector, fig. 4.6 shows the spectrum of 0.048 mol dm-3 Bu4N+C1- in benzene,
obtained using a 0.3 cm polythene windowed demountable cell of 0.2053 cm
pathlength and a 50 gauge beam-splitter. The resolution is again 2.6 cm_].
The Tow frequency half of the spectrum was seen to be very noisy due to the

ratioing out of the benzene collisional absorption.

4.2.2 Effect of water on the spectra

The large inaccuracies for the intensities of some of the

Bu4N+C1- in benzene solutions prompted a study of the effect of the presence
3 -
Bu4N C1 in

benzene was made up and immediately split into two portions. 4 spectra were

of water in the solutions. Firstly a solution of 0.5 mol dm~

recorded for one of the solutions, and the second solution was kept over
molecular sieves for 2 days, before 4 spectra were likewise recorded. The
average for 'computer' and 'planimeter' areas was determined for each
spectrum, and then an average over the 4 spectra calculated. For the
solution kept over molecular sieves the integrated area was 138.6 cm-], and

for the solution recorded immediately this was 135.7 cm-]. The areas were
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not significantly different, in the light of the precision of the measure-
ments being +22 cm'], and thus it was concluded that there was no water in
the solutions, which could be removed by the use of molecular sieves.
However, it is possible that the molecular sieves would not remove tightly
bound water, which would still affect the absorption characteristics of

the solution.

As the Bu4N+C1_ salt is deliquescent, and no special precautions
were made to exclude water when the solutions were made up, apart from the
making up of the solutions as quickiy as possible, then it is probable
that all the solutions contained a small amount of water. Karl-Fischer
titrations were used to monitor water concentrations in the solutions, and
the amount of water was found to be only 0.1 to 0.2% by weight. The Karl-
Fischer titrations were extremely difficult to perform, presumably because
the solutions were very viscous and had low conductivities, thus making the
electrochemical end-point very difficult to detect.

Further tests were made to discover the effect on the 115 cm-]
band, by adding small quantities of water to a solution of 0.8 mol dm'3
Bu4N+C1' in benzene, and then recording the spectra. Distilled water was
added from a micro-syringe, and so the volume added was approximately known.
The water content of these solutions was monitored by Karl-Fischer titrations,
and the water content measured by this means was found to tie in well with
the volume measured. from the syringe. This tended to indicate that the Karl-
Fischer method was giving fairly accurate values for the water content, and
further suggested that very little water was so tightly bound that it was
not detectable by a Karl-Fischer titration. Two spectra were recorded for
each water concentration, using a 0.021 cm pathlength cell, and the resulting

1 band are shown in table 4.4, The area

integrated areas for the 115 cm”
given is the average for ‘computer' and ‘'planimeter' areas for the two
spectra.at the given concentration. These. results are shown graphically

in fig. 4.7, and illustrate that no significant intensity changes occurred



Table 4.4 Effect of water concentration on the area of the 115 cm"1

band for Bu,N'C1™ in benzene

(T

= 290K, L = 0.021 cm)

volume added
water
/%
0.1
0.2
0.5
1.0

water content
(Karl=Fischer)

/%

0.16

0.38

0.44

0.73

1.19

band area

/cm
210
198
193
197
197

138
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for the 115 cm-] band, even when 1% of water was added. The only noticeable
effect of the water on the spectrum in the 20 to 250 cm-1 region was the
general increase in absorption over the whole frequency range, and the
gradual rise in absorbance above 200 cm-] as was observed for pure liquid
water (see chapter 5). Addition of water to the solutions made Tittle
difference to the intensity of the 115 cm-] band, and hence it was assumed
that the small amounts of water absorbed in the salt as the solutions were
made up had 1ittle effect on the spectra also.

As final proof some samples of the salt were dried by heating
to about 353K, under vacuum to pump the water off. These attempts produced
a fine white powder (similar in physical appearance to tetra-n-butylammonium
perchlorate), which would not dissolve in benzene. It was thus concluded
that the crystal structure or composition had been changed in the drying
process. It is possible that small amounts of water have to be present in the
salt before it will dissolve. However, the above studies have given an
indication that small amounts of water contained in the salt have no effect
on the intensity of the 115 en”! band.

4,2.3 Time dependence of the spectra

It was thought that some of the inaccuracies in the computed
intensity values could have been due to the 115 cm_] band showing a time
dependence, A solution of 0,5 mol dm-3 Bu4N+C1- in benzene was made up, and
a sample quickly inserted into a 0,021 cm demountable cell with polythene
windows. The instrument was quickly pumped down and interferograms were
recorded continuously for a period of 5 hours, In this time 8 double-sided
interferograms were recorded, each with 1024 points at an 8 um path difference
sampling interval, A pure benzene interferogram was then recorded, and used
as a background for the computation of the 8 spectra. The resulting integrated
areas for the 115 cm-] band are shown in table 4.5, the time quoted being

the mean time of recording for the corresponding interferogram. It can be

easily seen that the absorption was constant from after 0.5 hours until 5



Table 4.5 Short-time dependence of the area of the 115 cm_]

band for

+

Bu,N'C1~

—4~

in benzene

(T = 292K, L = 0.021)

time

/hours

1.99
2.66
3.33
3.99

band area
Jem !
152.6
147.6
146.8
148.9
154.9
138.2
143.5

152.2

N



2.

hours after making up the solution,

The solution was then run once a day for 5 days, a benzene
background being recorded for each spectrum, to determine if any changes
in absorption occurred over a longer period. The areas obtained are shown

in table 4.6, and since the precision of the measurements was only +22 cm-]

then these areas indicate that the 115 cm']

band shows no variation with
time outside the precision of the measurements.

4,2.,4 Effect of temperature on the spectra

The effect of temperature was studied using the Beckman-RIIC
Ltd. variable temperature package as described in chapter 2. In this study
the sample tapes were all recorded using one filling of the cell, and the
temperature varied over the whole range of interest, starting at the
lowest temperature and gradually increasing, The backgrounds were then
recorded similarly. This procedure allowed matching of the sample and
background temperatures to within approximately 1K, and since the changes
in intensity produced by this temperature difference are smaller than those
involved in measuring the integrated area, then this method of recording does
not affect the results obtained,

A preliminary temperature study was made with 0.70 mol dm"3
Bu4N+C1- in benzene at 293, 313 and 333K, using a 07021 cm pathlength cell
with polythene windows. The spectra showed very Tittle change over this
temperature range, as can be seen from table 4.7. The 0.70 mol dm“3 solution
was also cooled to 253K and the spectrum of the frozen solution recorded.,
The intensity for the frozen solution band was slightly larger than that for
the liquid solution, but the band was now much sharper. The half-band width

for the liquid was 66 cn™' and for the frozen solution was 32 cm !

(see
section 4,2,5 for a discussion of the solid solution spectra).
A more comprehensive study of the effect of temperature was

undertaken using 0.252 mol ¢m™3 Bu4N+C1- in benzene in a 0.021 cm pathlength

cell, The study was conducted from just above the melting point of the



Table 4.6 Long-time dependence for the area of the 115 cm

1

band

for Bu,N'C1™ in benzene

(T = 292K, L = 0.021 cm)

time
/hours
24
48
72
96
120

band area
Jem”]
138.2
143.4
130.6
160.4

148.7

143
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Table 4.7 Preliminary values for the effect of temperature on the

intensity of the 115 cn”| band for Bu,N"C1” in benzene

(L = 0.021 cm, c

= 0.252 mol dm

%)

temperature

/K

293
313
333
253

band area
Jem™!
100.1
95.8
97.2
109.0

band intensity

/dm® mol”
7150
6850
6900
7800

1

-2

cm

half-band
width

Jem”)
60
64
66

32
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solution at 279K to just below the boiling point at 349K, Fig. 4.8 shows

typical spectra for 0.252 mol dm >

Bu,N"C1™ in benzene at 294, 318, 334

and 349K, using a 0.021 cm pathlength. The resolution in these spectra was

the usual 2.6 cm_]. The results of this temperature study are shown in

table 4.8 and graphically in fig. 4.9. These results showed that the intensity
began to rise fairly steeply as the boiling point of the solution was
approached,

I[f the absorbing species was beginning to break up with increas-
ing temperature, as would be expected from the more rapid movements within
the aggregate lattice, then the intensity would be expected to decrease
in a similar fashion to that observed upon dilution. However this effect
could possibly be masked by a second effect., When the temperature was
increased the amplitude of vibration giving rise to the absorption would
be expected to increase, and hence the. change in dipole moment occurring
during the vibration would increase. The intensity of an absorption is
proportional to the square of the dipole moment change with respect to the
normal coordinate for the associated vibration, and hence the intensity
would be expected to increase with increasing temperature. The invariance
of intensity with temperature between 279 and 328K could indicate that the
dilution effect was decreasing the number of absorbing species, but that
this decrease was being balanced by an increase in the vibrational amplitude
for the vibrations within each absorbing species, Above 328K the increase
in vibrational amplitude presumably became the dominant factor,

4.,2.5 Solid solution spectra

It can be seen from fig. 4.1 that the 115 em™ 1 band was asymm-
etric to low frequency, If the band was split into low- and high-frequency
halves about the band centre, then the high frequency half had a semi-half-
band width of about 30 cm-], and the low frequency half had a semi-~half-band
width of about 50 cm-]. In order to investigate the possibility of there

being two bands in this region it was decided to cool the solution, hoping
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Table 4.8 Effect of temperature on the intensity of the 115 cm ' band

for Bu,N*C1™ in benzene

(concentration = 0,252 mol dan”3, L = 0.021 cm)

temperature areaa 1ntensityb

/K Jem ! JdmS mo1™ em™2
279 47.2 8 920
285 44,3 8 370
289 48.6 9 180
294 43,0 8 130
299 46,2 8 730
304 48.6 9 180
309 42.8 8 090
314 52.4 . 9 830
318 47.5 8 980
323 49.8 | 9 410
328 47.8 . 9 030
334 54,2 ‘ 10 240
339 56.3 10 450
344 64.7 12 660
349 90.8 17 160

3422 o)

b 14 120 dm® mo1™! em?
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that the half-band widths would be reduced, and possibly cause the absorp-
tions to be resolved.
Fig. 4.10 shows the spectrum for the frozen solution of 0.70 mol

dm-3 Bu4N+C1_ in benzene at 253K and 0.021 cm pathlength. The spectrum

was obtained using the variable temperature cell as described in chapter
2, acetone and solid carbon dioxide being used as coolant. 2048 point,

double-sided interferograms were recorded with an 8 um path difference

1

sampling interval, giving a resolution of approximately 1.3 cm . The

increased resolution was used in a further attempt to resolve out a second

band. The band centre could be seen to be at 120 cm-]

, Wwhich indicated
that a slight shift to higher frequency occurred upon freezing., The asymmetry
to lTow frequency could now be positively identified as a second band, although

the bands were still not fully resolved, The half-band width of the 115 cm'1

band had decreased to about 27 cm' in the solid, from about 60 cm | in the
Tiquid solution, This indicated that the amplitude of vibration of the mode
giving rise to the absorption had been decreased by the freezing process,
and that the movements of the absorbing species had been localised in the
solid solution with respect to the Tiquid solution,

Five spectra were recorded for the 0,70 mo dm_3 solution at
253K, and the integrated areas for the whole absorption in the region 20

1

to 250 cm ' were measured and the average found to be 49 an ', This area

-2 1

gave an intensity B, = 3 400:1 500 dm> mo1™) em™2 if a precision of #22 cm
was once again assumed on the area, and if it was further assumed that the
frozen solution had the same pathlength as the liquid solutions. This

3 -1 -2
mol cm

intensity was considerably lower than the 13 580+1 510 dm
obtained for the 0.70 mol dm_3 solution at 293K, and this once again
reflected the localisation of the absorbing species upon cooling. (See
chapter 5 for attempts to resolve the two component bands by computer
fitting methods.)

On computation of these spectra it was further noticed that a



INIZNIYG NI -TO+NrNg «¥P P2 020 0Ly Ol
(1-W3) YIBWNNIABM
0'022  0°C02  0°081  0'081  0'Ohl  0°021  C'00I 0°08 0°09 0°0h 0°02

+Se°0

152’1

3ONHEHO0S8Y

4+G2°1

i | 1 0°2




191

doublet band arose at 403 and 416 cm-] in the ratioed spectrum of the frozen
3 +.
Bu4N Cl

in benzene at 253K, using a 0,021 cm pathlength cell. The resolution in

solution. This doublet is shown in fig. 4.11 for 0.70 mol dm_

the spectrum was 1.3 cm-]. The spectrum was obtained by ratioing the solution
spectrum against crystalline benzene contained in the same cell, The
spectrum of crystalline pure benzene was also recorded at 253K and this

], the resolution being 1.3 en Y,

showed the doublet at 402 and 413 cm
(See fig. 4.12). The spectrum was obtained by ratioing 0,2 cm of crystalline
benzene against 0.1 cm of crystalline benzene. The area under the doublet

was found to be 13.8 cm-] as an average of 4 spectra, which gave an intensity

3 o1 em™?

of 12.3 dm for the doublet, The intensity was calculated with

respect to the benzene concentration. The benzene concentration was taken

as 11,27 mol dm-3 calculated on the assumption that the density of benzene
remains at 877 g dm S, which is the density at 293K (56).

This doublet has been observed at 403 and 418 cm-] in crystalline
benzene by Hollenberg and Dows who assigned the doublet to the vZO(eZU)
benzene vibration, the splitting being due to the 1ifting of the degeneracy
in the crystalline material (57,58). The numbering of the assignments for
the D6h benzene molecule follows that of Herzberg (reff 59, pps. 118, 364
and 365). The Vo band was only observed in crystalline benzene, and not
in glassy benzene nor in the liquid, where it is apparently too weak to
be observed, The band is formally forbidden in the infrared for the isolated
molecule (ref, 59, p. 364), but is allowed by the site symmetry of the
crystal,

The intensity of the doublet in the 0.70 mol dm > BuN'C1™ in
benzene solution was calculated to be 8.9 dm® mol™' cm™% with respect to
the benzene concentration, from an area of 2 cm']. (This assumed that the
benzene concentration was the same in the solution as in pure benzene).

The measured intensity of the doublet in the ratioed solution spectrum was

the increase in intensity of this band relative to that in pure crystalline
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benzene, This increase in intensity was thus 73%, which indicated a severe
perturbation of this benzene mode in the crystalline solution, due to the
presence of the dissolved Bu4N+C1-. The position of the doublet was not
significantly altered by the addition of the dissolved salt., The small
derivative feature occurring to the low frequency side of the 402 cm_] band
in fig. 4.11 showed that the band may be shifted to slightly higher
frequency in the crystalline solution, relative to the pure crystalline benzene,
but the magnitude of the shift was very small, The splitting pattern of
this band was not altered,and hence the nature and symmetry of the benzene
crystal was not being drastically altered by the added salt in the crystalline
solution., The intensity perturbation is an electronic effect caused by
changes in the transition moment for the vibration (see chapter 7 for
discussion).

The intensity of the doublet was found to be very sensitive
as to the mode of preparation of the crystalline sample at the required
temperature. The intensity of the doublet in the ‘crash cooled' crystalline
sample was much Tess than that for a crystalline sample, where the temper-
ature had been decreased slowly. Consequently all the solid solutions were
cooled slowly in an effort to ensure consistent sample crystallinity. The
effects on the far-infrared lattice spectrum produced by differing methods
of sample preparation have previously been observed by Harada and Shimanouchi
for crystalline benzene (60). The slow cooling was achieved by careful use
of the Beckman-RIIC Ltd, temperature controller unit. The cell was filled
with solution at room temperature,and then placed in the mounting block,
and the interferometer evacuated. The reservoir was then partially filled
with acetone, Small pieces of solid carbon dioxide were then added to cool
the cell down, the temperature being monitored continually, and the amount
of solid carbon dioxide added being sufficient to decrease the temperature

of the cell by about 1K per minute. The temperature control unit was set to

253K and the heating coils were switched on when the temperature reached
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254K, Solid carbon dioxide was then added to bring the temperature down to
253K, the amount added being increased to ensure that solid carbon dioxide
was present when the required temperature of 253K was reached. The whole
cooling procedure took about 1 hour for each sample.

This difficulty with non-uniformity of the samples precluded
the study of the effect of the Bu4N+C1- salt concentration in the solid

benzene solutions on the intensity of the v,, doublet, since the doublet

20
intensities were so small. Such a study could have helped in discovering
the method by which the salt perturbs the intensity of the doublet, and

could have indicated the mode of interaction of the salt with the benzene

solvent in the crystalline sample.

4.,2.6 Studies of benzene internal modes

The discovery of the perturbation of the Vo internal benzene

mode by the presence of dissolved Bu4N+C1- in the crystalline solution
prompted a study of the other internal modes, in both liquid and solid
Bu4N+C]_ in benzene solutions. The spectra were recorded using a Grubb
Parsons Ltd. GS2A infrared grating spectrometer. A spectrum for 51 pm of
pure benzene at 293K was recorded over the 3 ranges of the instrument,

which is calibrated in um, 5 ym to 20 um (2000 to 500 cm_1

1

)> 3.5 to 5 um
(2856 to 2000 cm ') and 2.5 to 3.5 um (4000 to 2856 cm-]). Potassium
bromide windows were used as they gave reasonable transmission over the

whole frequency range. The spectrum for 0.70 mol dm'3

Bu4N+C1— in benzene
in the same 51 um cell was also recorded on the same chart paper. The
spectra were superimposable to within 1% transmission over the whole frequ-
ency range, and as the precision obtained for duplicate runs with the pure
benzene background was also about 1%, then it was concluded that no signif-
icant perturbation of any benzene internal modes occurred for Bu4N+C1- in
benzene at a concentration of 0.70 mol dm-3. The spectra for both solvent
and solution were also recorded using 1,20 mol dm-3 Bu4N+C1- in benzene in

a 64 um pathlength cell at 293K, in the hope that the increased concentration
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would make any perturbation observeable. The spectra were once again
superimposable, in this case to within 0.5% transmission.

Spectra of 64 um of 0.86 mol dm-3 crystalline Bu4N+C1- in
benzene and the same pathlength of crystalline benzene were recorded at
253 and 223K to determine if any other benzene internal modes, apart

from the 404 cm'] v,~ band were perturbed in the crystalline solution. The

20
cooling process was carried out very slowly in order to avoid non-uniform-
ity of sample problems, as described in the work on the 404 cm'] doublet.
Slow cooling was especially important for this study, since the oniy useabie
transmitting windows in this region were brittle,and would not have
withstood thermal shock easily. Silver chloride windows were used in prefer-
ence to potassium bromide,since the former are more resistant to thermal
shocks (61). These AgCl plates were also fairly malleable, and could be
worked at Tow temperatures, which helped them withstand the mechanical
shock of the samples freezing. The spectra for the crystalline benzene and
the crysta]]iné solution were traced from the chart paper and superimposed,
and are shown in fig. 4.13, where the solution spectra are represented by
the dotted lines and the solvent spectra by the solid lines. It can be seen
that very Tittle change in either frequency or intensity occurred in going
to the solution. Hollenberg and Dows (58), Yamada and Person (62) and
Szczepaniak and Person (63) have observed the infrared spectrum of crystall-
ine benzene, Szczepaniak and Person also observed the spectrum of a crysta-
11ine benzene/HC1 complex (63). Very little change was observed in the
infrared spectrum even for a HCl:benzene ratio of 13:1, but the changes
observed enabled deductions to be made regarding the interaction of the HCI
with the benzene. It was hoped that this exercise could be repeated for the
crystalline Bu4N+C1- in benzene solution.

Table 4.9 shows the observed frequencies and approximate strengths

for the infrared absorptions for the crystalline benzene,and the crystalline

-3 .
0.86 mol dm Bu4N+C1 in benzene solution at 253K, The literature values
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for crystalline benzene at liquid nitrogen temperature (77K) were taken
from Szczepaniak and Person (63). The numbering of the assignments was
according to Wilson (64), and the assignments according to Herzberg (59)
are shown in parenthesis, and are used in the following discussion,

Of the 10 ungerade modes of benzene (ref. 59, p. 363) only the
one a, and the three e, modes are allowed in the infrared spectrum of
the gaseous phase. However in the crystal the selection rules are relaxed
due to the Ci symmetry, and all the ungerade modes are aHowedf The 10
gerade modes are not allowed in the infrared spectrum of the gas phase
molecule, and were not observed in crystalline benzene. The appearance
of these gerade modes for the Szczepaniak and Person HC1/benzene complex
was attributed to a loss of order in the environment surrounding each
benzene site, which caused a relaxation of the selection rules. The solid
complex was, however, less perturbed from the crystalline benzene than was
the Tiquid benzene where there were no selection rules for the free molecules.
No such appearance of gerade bands was noticed on going from the crystalline
benzene to crystaliine Bu4N+C1_ solution, and so the environment of the benz-
ene crystal was assumed to be changed very little with dissolution of the
Bu4N+C]_ salt, This conclusion was hardly surprising in the light of the
approximately 13-fold excess of benzene over dissolved salt in the 0.86 mol
dn” solution.

The small changes in intensity and splitting of the bands has
been used to determine the mode of interaction of the added salt with the
benzene. The intensity of the 1410 cm-] band of the VortVy doublet was
decreased in the solid solution, indicating that the site symmetry was
possibly decreased and the degeneracy of the mode ohce_again being imposed.
The 1410 cm-1 component was still present because there was a large excess
of benzene, not all of which was influenced by the added salt. The 1558 cm']

band was weaker in the solution than in the crystalline benzene, indicating

that the splitting of the degenerate bands was being reduced because of the
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changes in site symmetry at the benzene crystal.

The v,. band was a doublet in both the crystalline solvent and

10

solution, indicating that the interaction of the Bu N+C1- with the benzene

4
was much less than that of the HC1 with the benzene in the Szczepaniak and
Person HC1/benzene matrix, where splitting of the Y10 benzene mode was not
observed, The 1479 cm-] Vq3 mode was broadened in the solution,as was the

1033 cm-] mode., The presence of the dissolved salt in the solid solution

V14
was seen to be making possible a more rapid vibrational relaxation of
these modes, by some sort of specific interaction with the atoms.

The Vogs V75 Vg Vi3 and Vig modes,which were perturbed in the
crystalline solution,are shown in fig. 4f14f The Vo mode is a C-C-C
perpendicular bending mode and the vy and 2 modes are C-H perpendicular
bending modes. It thus appeared that the salt was interacting with the
benzene in such a way that only the intensity and degeneracy of the ‘out-
of-plane' modes of the molecule are affected. The Vi3 mode is a C-H
parallel bending mode and the Vig band is a C-C stretching mode, and it
is these 'in-plane' modes that are broadened in the crystalline solutions,
A discussion of the form of the interaction of the dissolved salt with

the benzene solvent is given in chapter 7,

4,3 Tetra-n-butylammonium bromide in benzene

The effect of change of the anion on the low frequency absorption

was determined by a study of tetra-n-butylammonium bromide (Bu4N+Br') in

benzene. This salt was found to show a maximum at about 80 cm-], and hence
a 100 gauge beam-splitter was used to obtain the spectra. No additional
filtering was employed to optimise energy in the first beam-splitter hoop

below 120 cm™ !

. Use of a 0.1 cm crystalline quartz filter resulted in very
high gains and subsequently noisy spectra. (See section 2.14),Fig. 4.15
shows the spectrum of 0,44 mol dm'3 Bu4N+Br- in benzene at 290K in a
polythene windowed cell of 0,052 cm pathlength, It can be seen that use of

the 100 gauge beam-splitter enabled good signal-to-noise ratios to be
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achieved for the low frequency half of the band, but that the high frequency

wing of the band was severely curtailed by the beam-splitter cut-off at

]. The band centre for the Bu4N+Br- in benzene system

was seen to be at about 85 cm_], and to have a half-band width of about

70 em™),

approximately 120 cm

44341 Effect of concentration

The so]ﬁbi]ity of Bu4N+Br_ in benzene was found to be about
0.45 mol dm_3. The low frequency absorption was found to be less intense
than that for the chloride, and made it necessary to run the spectra using
a pathlength of 070517 cm, Spectra for 6 concentrations of Bu4N+Br_ in
benzene in the range 0.10 to 0.44 mol dm-3 were recorded, and the results
are shown in table 4,10, Two spectra were recorded for each concentration,
and the areas quoted were calculated from ‘planimeter' and *computed® areas
as described for the chloride. Fig. 4.16 shows a plot of area under the

-1 . . = .
85 c¢cm = absorption versus concentration for Bu,N Br 1in benzene. Beers Law

4
was seen to be obeyed, within the limits of the experimental uncertainty,

in the concentration range 0.1 to 0,4 mol dn™3

. The error bars were consﬁh-
cted by using the standard variation of the area as calculated for the
chloride. The fitting of the baseline was still considered to be the major
source of error in the intensity measurements, In the case of the bromide
these errors were quite probably overestimates of the errors involved, since
the frequency range over which the absorption occurred was less than that

for the chloride, Thus it was relatively easier to fit the baseline. The

BEERSLAW programme was used to calculate the slope of the best straight

3 1

line for the 'computed® and 'planimeter' areas., A slope of 229+5 dm” mol
cm-] was obtained when the origin was taken as a valid point. This is
represented by line A in the figure. The intensity Bi’ derived from this

3

slope was 4 430100 dm mol'] cm_z. Line B represents the best fit to the

data without the restriction of the origin as a valid point. The intercept

for this line was -3.3*4.1 and hence could not be determined. The siope



Table 4.10 Intensities for the 80 cm” | band for Bu,N'Br™ in benzene

(L = 0.052 cm, T = 293K)

167

concentration

/mol dm™>

0.16

0.30

0.36

0.40

0.44

area

/cm

22.2
20.3
32.8
33.4

67.1
83.6
82.3
83.9
102.1
103.3
93.7

average area

33.1

69.1

83.0

93.0

98.5

intensity

/dm3 mol™ cm

4140+4260

39802660

44901420

4520+1180

4520+1060

4390+970

-2
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for this Tine was 240+13 dm3 mo1-1 cm-1, which gave an intensity Bi of
4 640+250 dm® mo1”! cm 2. As the two intensity values thus calculated were
not significantly different, and the standard deviations of the intensities
were small, then Beers Law was assumed to hold for this concentration range,
and the intensity of the 85 ! absorption for Bu4N+Br- in benzene was

3 017! —

taken as 4 430+£100 dm
On calculating the standard deviations for the intensities at

each concentration it was noted that much care was needed in the interpret-

ation of such integrated area/concentration data. Whilst the area values

fitted very well to the straight line, it was noted from fig. 4.17 that the

intensity values could in fact be increasing as was the case for the chloride,

To determine whether or not the intensity was increasing with concentration

it was necessary to cut down the error on the integrated band area measure-

ment. This could be done by increasing the pathlength at which the spectra

were run. However, this was not possible because of the background benzene

aksorption, from the collisional mode at 75 cm']

, which lies under the
absorption at 85 cm-]. Increasing the pathlength resulted in very noisy
spectra with the Golay detector, due to ratioing out problems. Use of a
cooled detector would enable useable spectra to be obtained, and would allow

a more accurate study of the intensity of the 85 cm_] band with the

concentration of the salt.

4,4 Tetra-n-pentylammonium chloride and tetra-n-heptylammonium chloride
in benzene

The effect of change of cation on the far-infrared absorption
was studied by recording the spectra of tetra-n-pentylammonium chloride
(Pe4N+C1_) in benzene., The Pe4N+C1_ salt was purchased from Eastman Kodak
Ltd. and was stored in a dessicator over calcium chloride, and was used

without further purification., The spectra were recorded using a 50 gauge

beam-splitter and a 0.0208 cm pathlength polythene windowed cell. The

1

observed bands had a band centre at approximately 115:t3 cm ', and a half-
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band width of about 75+5 cm-]. The spectrum for 0.7023 mol dm_3 Pe4N+C1-
in benzene can be seen in fig, 4.18. The band was very asymmetric to low
frequency, the asymmetry being especially noticeable for the high concentrat-
ions of salt. The possibility of a low frequency component to the overall
profile of the ion aggregate absorptions is investigated in chapter 5,

Two spectra were recorded for each of 6 concentrations of
Pe4N+C1- in benzene, and the integrated areas and hence the intensities for
the overall absorption band were calculated as detailed previously. These
areas and intensities are detailed in table 4,11, From these results it
was difficult to determine whether or not the intensity was increasing
with concentration, due to the small number of concentrations studied, and
the apparent scatter of the intensities for the higher concentration solutions.
However, the results did suggest that the intensity was rising with increas-
ing concentration? This once again suggested that the Pe4N+C1_ ion aggregates
were breaking up on dilution, as was seen to be the case for Bu4N+C1-f The
intensity for the Pe4N+C1_ in benzene band was less than for Bu4N+C1- in
benzene. At about 0.3 mol dm—3 concentration the intensity for the Pe n*er”

4
3 mo1-] cm'z, whilst that for Bu4N+C1- in benzene at the

3 mo17! cm—z.

salt was 3 500 dm
same concentration was 8 000 dm
The effect of change of cation was further studied by recording
the spectra of 0.774 mol dm-3 tetra-n-heptylammonium chloride (Hp4N+C1_)
in benzene. The salt was once again purchased from Eastman-Kodak Ltd., and
was used without further purification, The same instrumental conditions were
used in recording this spectrum as were used for the Pe4N+C1_ salt. The
spectrum is shown in fig, 4.19, The band centre was measured as 112+3 cm-],
and the half-band width as 80+5 cm_]. The intensity was calculated from the
3 H 1

two ratioed spectra of the 0,774 mol dm~ N*C1™ as 8 400+1 400 dm° mol

P
4
cm-z; the integrated areas being 130.3 and 140.3 cm-]. It thus appeared that
the intensity of the 112 cm-] absorption for the Hp4N+C]_ salt was about the

same as that for the Pe4N+C1' salt in benzene. The asymmetry to low
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Table 4.11 Intensities for the 115 cm” ' band of Pe,N"C1™ and Hp,NC1”

113

in benzene (L = 0.0208 cm, T = 297K)
concentration area average area intensity
/mol dm™3 /cm-] /cm_] /dm3 mol” | cm”2
+ -
Pe4N C1

0.132 11.28
10.71 3900+8000

10.13

0.264 18.34
18.60 3387+4000

18.85

0.528 39.10
40.68 3704+2000

42.25

0.702 128.13
123.29 8443+1500

118.45

1.055 137.84
131.74 6003£1000

125.64

+ -
Hp4N Cl

0.774 130.31
135.29 8403+1400

140.27
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frequency of the band centre was not nearly so pronounced in the Hp4N+C1-
as in the Pe4N+Cl- salt,when the spectra of the 0.7 mol dn~3 salts were
comparedf The Tow frequency component for the Hp4N+C1' salt was thus less
than that for the Pe4N+C1_ salt,

The 'sticking' of the salt solutions to the polythene cell
windows was severe, especially for the Hp4N+C1_ in benzene solutions, and
the cell was therefore rinsed with acetone immediately after each salt
solution interferogram had been run, .The cell plates were changed after one
day of use with either the Pe4N+C1_ or Hp4N+c1' solutions. This 'sticking'
problem was thought to be a possible cause for the variations in the

intensities for the higher Pe4N+C1- concentrations,

4,5 Tetra~n-butylammonium chloride in carbon tetrachloride

The possible effect of solvent on the far-infrared absorption
was investigated by using carbon tetrachloride (CC14) as a solvating medium

for the tetra-alkylammonium salts. The CC1, was Hopkin and Williams *Spectr-

4
osol® grade, and was dried over molecular sieves, but otherwise used without
purification. Karl-Fischer titrations showed less than 0.01% water by

weight in the pure solvent, Bu4N+C1- was found to have a solubility of

approximately 0.8 mol dn~3

in CC14, by making up a saturated solution by
gradual addition of the salt. The solvent was then slowly pumped away from
25 cm3 of this saturated solution under reduced pressure, and the resulting
solid weighed. 5.563 g of salt was recovered, which was the equivalent of
0.803 mol dm'3 solution of the salt. This indicated that no stable solid
solvate of the salt by the solvent was being formedf

Spectra of the Bu4N+C1- salt in CC]4 solution were recorded
using a 50 gauge beam-splitter, and pathlengths of 0.0208 cm for concent-
rations between 0.1 and 0.8 mol dm~3, and 0,152 cm for concentrations
between 0.01 and 0.1 mol dm-3, in polythene windowed cells. Fig. 4.20
shows the spectrum for an 0.0208 cm pathlength of 0.581 mol dm-3 Bu4N+C1-

1

in CC14. The measured band centre was found to be 114+2 c¢cm ', and hence
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no significant shift of band centre was seen to have occurred on changing
the solvent from benzene to CC14. Table 4.12 shows the calculated integrated
areas, and corresponding intensities for the far-infrared absorption. This
table and fig. 4.21, which shows a Beers Law plot for the 0.021 c¢cm pathlen-
gth spectra, indicated.that the absorption obeyed Beers Law in this concen-
tration range. The BEERSLAW best straight 1line programme was used to give
the best values for the intensity of the absorption. Using the origin as a

3 mol-] cm_] was obtained, which gave an

2

valid point, a slope of 2645 dm
intensity Bi of 12 700+230 dm3 mol-] cm ©, If the origin was not taken as
a valid point a slope of 25510 dm3 mol-] cm-2 was obtained with an intercept
of 5.,06+5,28 cm-]. This data indicated that Beers Law was valid in this case.
The Tatter slope gave an intensity B, of 12 3004500 dn° mo1™! em2. The
slopes of these best fits are represented in fig. 4.21, where line A is the
fit through the origin and 1ine B is that without restriction,

To determine whether the absorption species was changing at
lower concentrations, spectra were also recorded for concentrations in the
range 0701 to 0.1 mol dm-3, using a 0.152 cm pathlength cell, These spectra
showed a considerably better signal-to-noise ratio than the spectra for the
Tower concentrations of Bu4N+C1_ in benzene. The Tow frequency collisional
absorption of CC]4 was much less than that for benzene, and so there were no
serious 'ratioing out' problems for the CC]4 so1utions? FigY 4,22 shows the

3

spectrum of 0.152 cm of 0,079 mol dm ° Bu N*C1T in CC]4, and when compared

4
with fig. 4.6 for 0.253 cm of 0.048 mol dm-3 Bu4N+C1- in benzene, showed

the significantly better signal-to-noise ratio below 100 cm_]. The integrated
areas and corresponding intensities for the far-infrared absorption are shown
in table 4.12, The intensity showed no concentration dependence as shown in
fig. 4.23, for the concentration range 0.01 to 0,10 mol dm-3. It was therefore

concluded that the absorbing species was not being affected by dilution, and

hence that the aggregates were not breaking up. This can be seen from fig,

4,24, where the intensity for each concentration has been plotted against
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Table 4,12 Intensities for the 115 cm_] band for Bu4N+C1- in CC]4

(T = 294K, L = 0.021 and 0.152 cm)

concentration area average area intensity
/mol dn™3 e Jem™! /dm® mo1™ ! em?
0.021 cm pathlength

0.098 29.1
25.2 12 380+10790

21.3

0.196 60.4
56.5 13 86015 400

52.6

0.291 76.2
77.3 12 7903 640

78.3

0.392 133.3
123.9 15 190%2 700

114.4

0.524 136.4
127.3 11 6802 020

118.2

0.581 150.2
155.5 12 860%1 820

160.7

0.688 170.2
166.0 11 6101 540

161.8

0.783 219.4
215.3 13 220#1 350

211.1

(continued)



bk

Table 4.12 (continued)
concentration area average area intensity
/mol dm™3 Jem”) /cm-] Jdm® mo1™V em2
0.152 cm pathlength
0.0098 17.7
17.3 11 680+14 850
16.9
0.0185 33.8
31.8 11 340+ 7 840
29.8
0.0399 68.8
71.3 11 770+ 3 630
73.8
0.0790 121.3
119.1 9 930+ 1 830
116.9
0.0980 137.2
140.0 9 410+ 1480

142.8
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the concentration. The error bars were once again calculated on the assump-

tion that the precision on the area was +22 cm'],

The intensity of the absorption band over the whole concentration
range studied (0.01 to 0.8 mol dm-3) was calculated by correcting all the
areas to 0.021 cm pathlength, by assuming Beers Law to be valid as indicated

above, and then using the programme BEERSLAW. For the 12 concentrations of

3 1

mol~
3

0=
Bu4N C1 in CC]4
cm_] for the fit through the origin, with an intensity Bi of 12 700+200 dm

mol_] cm_z. If no restrictions were applied the least squares analysis gave

studied the 52 areas measured gave a slope of 264x4 dm

a slope of 2656 dn® mol™' cm™', which gave an intensity B, of 12 740:300

3

dn® mo1™! en2. The intercept on the area axis for the latter fit was -0,4

2.3 cm_], which indicated that Beers Law was valid for this system.,

Comparison of the ion aggregate band intensities for Bu4N+C1-

in benzene and CC]4 solutions indicated that the solvent had very little

effect on the intehsity. The intensity for the benzene solutions was

3

B, = 13 000+300 dn mol~ ' em 2 and that for CC1, solutions was B, = 12 700

+300 dm3 mol-] cm_z. The intensity for the benzene solutions may well be
an overestimate, because of the non-adherance to Beers Law, and the conseqg-
uent shift of the best fit straight line to greater slope,because of the
higher intensities for the higher concentration salt solutions. However the

agreement for the two solutions indicated that the Bu NTC1™ salt was present

4

in the same state of aggregation for the CC1, solutions as for the higher

4
concentration benzene solutions, which would dominate the Beers Law fit for

the benzene solutions. From this invarience of the intensity with change
of solvent it was concluded that, either the solvent took no part in the
interactions that gave rise to the absorptions for the salt in the solution,

or that the CC14 had exactly the same role in the Bu N+Cl- in CC]4 solutions

4

as did the benzene in the concentrated Bu4N+C]- in benzene solutions,

The spectra of the bromide salt were recorded by using a 100



-
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gauge beam-splitter, which gave maximum energy at the maximum of the absorp-
tion in the salt, but precludes accurate measurements in the high frequency
wing of the band. Only one concentration (0.274 mol dm-3) was recorded, and

spectra were recorded at 0.052 and 0,102 cm pathlengths. The spectrum for
3 o - . '
Bu4N Br in CC]4

centre was measured as 73%3 cm_1, and the half-band width as 50+5 cm

is shown in fig. 4.25. The band
1

0.052 cm of 0,274 mol dm™
. The
band centre had shifted from 80+3 cm-] for the bromide salt in benzene. On
a closer investigation of the spectrum it was noticed that the band was
asymmetric to high frequency, rather than to Tow frequency as had been the
case for the Bu4N+Br_ in benzene. This indicated that for the bromide in

CC]4 the low frequency component of the absorption was now predominant. The

‘computed' and planimeter areas were obtained as detailed previously, and

3 1

the average areas calculated to give an intensity Bi of 6 000+1700 dm” mol~

cm_2 for the two pathlengths, It appeared that the intensities for the Bu4N+Br-

salt were higher in CC]4 than in benzene, where the intensity was calculated

as 4 430100 dm3 mo1—] cm-z. However, the low precision for the intensity
of the salt in CC]4 allowed overlap with the intensity for the benzene
solutions, and the intensity difference was thus not significant.

4,7 .Tetra-n-butylammonium chloride in chloroform

To further study the possible effects of the solvent on the
ion aggregate absorption the Bu4N+C1' and Bu4N+Br- salts were also studied
in chloroform, The solvent used was Hopkin and Williams ‘spectrosol!
chloroform, which was dried over molecular sieves, but then used without
purification. Karl-Fischer titrations showed less than 0.01% water by
N1 in cHel
, and so a series of spectra for

weight in the dried chloroform solvent. The solubility of Bu

was found to be approximately 0,85 mol dm_3

concentrations between 0.1 and 0.8 mol dm-3 were recorded. Fig., 4.26 shows

the spectrum obtained for 0.6 mol dn™3 Bu,N*C1™ in CHC1, at 0.0208 cm

4 3

pathlength, The band centre was measured as 118+3 cm_], and the half-

band width as 5545 cm'], which was considerably narrower than the 80#5
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cm  measured for Bu4N+C1- in benzene and CC14

about the band centre, and showed very little indication that a second

. The band was almost symmetric

component was present in the overall profile.
Table 4.13 shows the integrated areas and corresponding intensies
observed for the band at 118 cm-], which were obtained as detailed for

Bu4N+C1- in benzene. The intensity values showed that there was possibly

3 1

an increase in intensity with concentration, from 7 20010 600 dm” mol~

em™2 at 0.1 mol dm™ to 9 4001 300 dm> mol”! em™2 at 1.2 mol dm-3, but

further showed that the increase was not statistically significant. This
can be seen from fig. 4.27, which shows the plot of intensity against

concentration for Bu4N+C1- in CHC1,. The 32 integrated areas for the 8

3.
Bu4N+C1- in CHC]3 concentrations for which spectra were observed, were used
with the BEERSLAW programme to give a slope of 1932.6 dm> mol™ ' cm !,

and an intensity B, of 9 300+100 dn° mo1”! cm~2

, With the origin taken as a

valid point. Without this restriction the slope was determined as 20116

3 1 =2

dm> mol™! cm-], which gave an intensity B, of 9 700300 dn mo1”} cm

The intercept on the area axis using the unrestricted fit was -4.2¢2.8 cm-],
and as this intercept was statistically significant from the origin, then
this indicated that Beers Law did not hold over the concentration range

0.1 to 0.8 mol dm_3 for Bu4N+C1_ in CHC]3. The unrestricted Beers Law fit
to the area data is denoted by the letter B in fig. 4.28, and the fit
through the origin is denoted by the letter A. The intensity values did not

+oa= .
4N Cl in CHC]3

as for Bu4N+C]- in benzene, where the intensity increased from 3 000 dm3

3 o1l em™? at 1.2

increase with concentration anywhere near as markedly for Bu

mol-] cm ~ at 0.1 mol dm-3 to approximately 20 000 dm
mo1 dm_3. This indicated that the size of the aggregates was only changing
marginally with concentration, and suggested that the chloroform in the
chloroform solutions was not interacting with ithe Bu4N+C1- aggregates as

strongly as did the benzene in the benzene solutions. The intensity values

themselves indicated that the Bu4N+C1- in chloroform was in a similar state
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Table 4.13 Intensities for the 115 cm-] band of Bu4N+C1- in CHCI]

3
(L = 0.0208 cm, T = 293K)

concentration area average area intensity
/mol dm™> /cm-1 /cm-] /dmS mo1”™! em2

0.10 17.3
15.1 7 20010 600

12.9

0.20 39.4
37.2 8 900+ 5 300

35.1

0.30 50.6
53.6 8 600+ 3 500

56.6

0.40 71,1
71.5 8 600+ 2 600

72.0

0.52 107.9
106.0 9 900+ 2 100

104.2

0.60 115.0
112.5 9 000+ 1 800

110.0

0.69 126.4
136.2 9 400 1 500

146.0

0.80 160.2
156.9 9 400+ 1 300

153.7
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of aggregation, throughout the concentration range 0.1 to 0.8 mol dm-3, to
the Bu4N+C1_ in benzene at approximately 0.4 mo] dn™3. The measured inten-
sity further suggested that aggregation in the chloroform solvent was less
extensive than in carbon tetrachloride, where the intensity was measured

3 1 -2

as 12 7004300 dm” mol ' cm

4.8 Tetra-n-butylammonium bremide in chloroform

Spectra of Bu4N+Br- in CHC]3 were recorded using a 100 gauge
beam-splitter and a 0.0517 cm pathlength cell for concentrations between
0:21 and (.64 mol dm-3, and a pathlength of 0.0208 cm pathlength for a
concentration of 0.69 mol dm-3. Fig. 4.29 shows the spectrum observed for
a 0.0517 cm pathlength of 0.345 mol dm_3 Bu4N+Br- in CHC13. The noise in
the high frequency wing of the band was once again caused by the cut off of
the 100 gauge beam-splitter, which was necessary to observe bands centred
near 80 cm-]. The band centre was measured as 79:3 cm-], and the half-
band width as 50+5 cm_]. The band appeared to be asymmetric to low frequency,
and the overall profile suggested the possibility that a second component
band was centred at 50+10 cm-]. The integrated areas and calculated inten-
sities for the far-infrared absorption of solutions of between 0.21 and
0.69 mol dm-3 Bu4N+Br- in CHC]3 are shown in table 4.14. The weighted average
of these intensities was taken as they showed such good agreement, and with
a weighting factor of the reciprocal of the square of the standard deviation
for the intensity at that particular concentration, the average intensity
Bi was 3 900+500 dm3 mol—] cm-z. Beers Law was thus seen to be adhered to
3

4N*Br' in CHC1, between 0.2 and 0.7 mol dm >,
3

The intensity value fitted well with the 4 400 dm

very closely for the system Bu

-1
mo1l cm ~ measured for

Bu4N+Br_ in benzene.

4.9 Tetra-n-butylammonium iodide in chloroform

The effect of the anion on the far-infrared absorptions could
be more extensively studied in chloroform than in either benzene or carbon

tetrachloride, since the iodide, nitrate and perchlorate tetra-n-butyl-
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Table 4,14 Intensities for the 80 cm_1 band for Bu N+Br'

194

4 in CH013
( T =29K, L = 0.0517 and 0.0208 cm)
concentration area average area intensity
/mol dm™S /cm_] /cm-] /dm3 mol™! cm?
0.0517 cm pathlength
0.21 41.3
39.3 600+2 000
37.3
0.25 53.0
57.3 400+1 700
61.6
0.35 74.2
70.1 70.9 90041 200
68.4
0.47 91.3
92.3 800+1 000
93.3
0.56 117.4
112.3 900+ 800
107.2
0.64 122.1
128.6 900+ 700
135.1
0.0208 cm pathlength
0.69 53.4
57.4 000+1 500

61.4




195

ammonium salts were all soluble in chloroform in sufficiently high concen-
trations for the absorptions to be observeable, The tetra-n-butylammonium

iodide (Bu4N+I-) was soluble to approximately 0.6 mol dm-3 in CHC]3,

whereas it was practically insoluble in benzene and CC]4. (Less than 0.01 g
of salt were soluble in 25 cm3 of benzene, and hence the solubility was

less than 0.0014 mol dm-3.) The spectra for Bu NI in CHC]3 were recorded

4
using a 100 gauge beam-splitter, and 0.0517 and 0.021 cm pathlength cells.

3

The spectrum recorded for 0.0517 cm of 0.5112 mol dm~ Bu4N+I_ in CHC1,

is shown in fig. 4.30. The band centre was measured as 61%3 cm_l, and the
half-band width as 50+5 cm-]. The band appeared to be almost symmetrical
about the band centre, and showed very Tittle indication of the presence
of a low frequency component. Table 4.15 shows the measured areas and
corresponding intensities for the 3 concentrations of Bu4N+I’ in CHC]3
for which spectra were recorded. The weighted average intensity Bi was
found to be 3 000500 dm° mo1™! cm™2.

4.10 Tetra-n-butylammonium nitrate in chloroform

Spectra of only one concentration of tetra-n-butylammonium
nitrate (Bu4N+N03-) in chloroform were recorded. The spectra were recorded

for 0.0208 and 0.0517 cm pathlength by use of a 50 gauge beam-splitter.

The spectrum observed for the 0.0517 cm pathiength of 0.324 mol dm-3

solution of Bu4N+N03_ in CHC]3 is shown in fig, 4.31. The band centre was

1

measured as 100+3 cm ', and the half-band width as 655 cm-]. The band

appeared to be symmetric about the band centre. The integrated areas for

the 0.324 mol dm-3 Bu4N+NO3- in CHC]3 solution were measured as 50.9+22 cm

for the 0.0208 cm pathlength, and 112.3%22 cm_] for the 0.0517 cm path-
1

1

length, which gave intensities of 7 500+3 300 and 6 7001 300 dm3 mol~
cm'2 respectively. The weighted average intensity Bi was found to be
6 8001 800 dm° mol | cm 2.

4.11 Tetra-n-butylammonium perchlorate in chloroform

A single spectrum for 0.618 mol dm-3 tetra-n-butylammonium
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Table 4.15 Intensities for the 60 cm_] band of Bu N+I_ in CHCI

4

(T = 293K, L = 0.052 cm)

3

197

concentration

/mo]l dm™3

0.51

0.54

0.59

area

/cm

91.4
57.9
87.6
89.3

average area

/cm']

intensity

/dm3 mol-]

2 900+80

(O]
(@]

3 600+800

3 000+700

cm
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perchlorate (Bu4N+C104') in CHC]3 was recorded using a 100 gauge beam-
splitter, and a 0.0208 cm pathlength. The measured band centre was 85+3

cm-], and the half-band width was 65+5 cm_]. The integrated area was

measured as 95,5x22 cm-1, which gave an intensity Bi of 7 400+1 700 dm3

mol”] cm_z.

4,12 Tetra-n-butylammonium chloride in tetrahydrofuran

Attempts were made to observe the far-infrared absorptions of
Bu4N+C1_ in more polar solvents, in the hope that these systems would
throw more light on the nature of the interaction of the solvent with the
dissolved salt. These studies were hampered by the increasing low frequency
absorption of the solvent itself, as it became more polar. This 'Poley-
Hi11' absorption mechanism involves the 'libration' of the permanent dipole
moment of the polar solvent molecule in the field of the polar solvent
molecules surrounding it. This becomes very intense for highly polar
molecules such as acetone, where the resulting broad absorption was centred
at approximately 75 cm-]. (See chapter 6.) These strong absorptions of the
solvent caused severe 'ratioing out' problems, and made it impossible to
record the far-infrared absorptions for the Bu4N+C]- salt in either acetone
or acetonitrile. The necessary pathlength to obtain approximately 50%
transmission through the acetone was 0.005 cm, at which pathlength the
120 cm-] absorption of the salt was not observable for a salt concentration
of 4.0 mol dm'3 Bu4N+C1- in acetone. Attempts were also made to dilute
the acetone solvent in cyclohexane prior to dissolution of the salt. These
attempts failed because the Bu4N+Cl— salt became almost insoluble in the
acetone/cyclohexane mixture. The maximum concentration of Bu4N+C1_ which
could be dissolved in 1.0 mol dm_3 acetone solution in cyclohexane was
0.03 mol dm'3 with respect to the acetone concentration in the sovent
mixture. The 120 cm-] absorption of the Bu4N+C1- salt was not observable

at this concentration at a pathlength of 0.02 cm, which was the maximum

possible to obtain spectra with reasonable signal-to-noise ratios.
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The lack of solubility of the Bu4N+C]- in the acetone/cyclohexane and
acetone/carbon disulphide mixtures indicated that the possible sites,

in the acetone molecule for the solvation of the interacting species
were being taken up by interactions with the inert solvent. This left
few sites to act in the solvation of the Bu4N+C1- salt and made the salt
almost insoluble in the mixture.

The ratioed spectra of Bu4N+C1- in acetone/cyclohexane against
acetone/cyclohexane obtained in the above study, showed a broad residual
absorption in the 75 cm:] region. This suggested that the Poley-Hill
absorption of the acetone was being intensified in the solution, and was
thus not being completely ratioed out. The work performed in an investigat-
ion of the effect of dissolved salts on the acetone Poley-Hill absorption
is contained in chapter 6. It was concluded that observations of the far-
infared absorptions of the tetra-n-alkylammonium salts in highly polar
solvents was impossible with the present experimental facilities.

Tetrahydrofuran (THF) was chesen as a solvent of medium polarity,
3

Bu4N+C]— in THF was eventually obtained

using a pathlength of 0.0205 c¢cm. The spectrum is shown in fig. 4.32. This

and a spectrum of 1.28 mol dm~

spectrum had a very low signal-to-noise ratio, because of the ratioing out
of the Poley-Hill absorption, which was still much more intense than the
120 cm-] band of the dissolved salt. The band centre was measured as 1105
cm-], and the half-band width as 85+10 cm™ . The integrated areas were

measured by planimeter only, and the average area for the two spectra was

calculated as 183 cm-1, which gave an intensity Bi of 7 140+860 dm3 m01-]

cm-z, if the usual precision of *22 cm-] was assumed., This intensity was

approximately the same as that obtained for 0.05 mol dm_3 Bu4N+C1- in

benzene, and this suggested that the aggregation of the Bu N*C1™ in the

4
THF solvent was low, as would be expected from the solvating nature of the
THF. The band.was once again clearly asymmetric to low frequency, and this

suggested the presence of a low frequency component, possibly centred at
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6010 cm” |

4,13 Indications for the presence of a high frequency component in the

overall absorption profiles

On careful comparison of the observed absorption spectra for
the tetra-n-alkylammonium salts in various solvents it was noticed that,
in addition to some of the spectra exhibiting low frequency components in
the overall profile, some spectra also exhibited a high frequency component.
Bu4N+C1- showed such a component in all 4 selvents studied (benzene,CC14,

CHC]3 and THF). The band was clearly present in the spectrum of Bu4N+C1_ in

benzene as can be seen from fig. 4.1, This spectrum indicated that the

high frequency component would have a band maximum at about 180+10 cm 'L

This high frequency band was seen to be once again present for the CC]4
solutions as can be seen from fig. 4.20, but the band appeared to be centred
at a slightly higher frequency than for the benzene solution, the band
centre now being at about 19010 cn” . For BupN'C1™ in CHC1, the band was
very weak, and there was some doubt as to its presence. However, careful
comparison of the band profile on either side of the major band maximum at
120 cm'] showed that a weak broad band was present, centred at 180 to 190
cm-], as can be seen from fig. 4.26. The concentration of the salt was
approximately the same for all the three spectra compared, and so it was
concluded that it was not the salt concentration which was the deciding
factor for the intensity of the high frequency component. A high frequency
component centred at about 180+10 cm-] was clearly visible in the spectra of
Bu4N+C1- in THF solutions, as can be seen from fig. 4.32.

The spectra of Hp4N+C]- in benzene indicated the presence of a
fairly intense high frequency component in the overall absorption profile,
as can be seen from fig. 4.19, where the frequency of the band centre was
seen to occur at 1805 cm—]. In the spectra of Pe4N+C1_ in benzene the

presence of the high frequency component was by no means obvious, as can

be seen from fig. 4.18. Comparison of the profiles on either side of the
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major band centre for this system was made more difficult,because of the
presence of the strong low frequency component in the overall absorption
profile.

The bromide salts showed no such high frequency component in
any of the 3 solvents studied (benzene, CC14, and CH013). It was necessary
to record some spectra of the bromide salts with a 50 gauge beam-splitter,
so that the high frequency tail of the major absorption at 80 cm-] could be
observed without degrading due to the 100 gauge beam-splitter cut-off,
which would cause very poor signal-to-noise ratios in the region of the

3

tail. The spectrum for 0.1023 cm pathlength of 0.637 mol dm_ Bu4N+Br- in

CHC13, recorded using a 50 gauge beam-splitter, is shown in fig. 4.33.
This spectrum showed that even when the main absorption at 80 cm-] was
greater than 2.5 absorbance units, no higher frequency absorptions were
detectable below 240 cm_]. A similar spectrum, obtained with a 25 gauge

beam-splitter showed a smooth baseline after the high frequency wing of

the 80 cm™! band until the 25 gauge beam-splitter cut-off at 440 an T,

Fig. 4.34 shows the spectrum obtained for 0.0517 cm pathlength

3 Bu4N+I- in CHCT, recorded with a 50 gauge beamsplitter.

This spectrum showed clearly that no high frequency component was making

of 0.564 mol dm~

significant changes to the overall absorption profile for the spectrum of
Bu4N+I- in CHC]B. Similarly fig. 4.35 shows the spectrum obtained using

a 50 gauge beam-splitter for a 0.01 cm pathlength of saturated Bu4NfC104-

in CHC13. This spectrum once again showed a 'clean' wing to the 85 cm']

band, and a smoothly curving wing was likewise observed for Bu4N+N03- in
CHC13, indicating that there was no high frequency component in the spectra
for these two systems.

It was thus concluded that the high frequency component was
present only in the tetra-n-alkylammonium chloride salt solutions. The

solvent was seen not to be the deciding factor whether the high frequency

band occurred.or not. However, the solvent did have a marked effect on the
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intensity of this high frequency component, since the CHC]3 solvent
reduced the band intensity greatly from that in the benzene solvent. The
effect of cation on this band was seen to be small for the Bu4N+ and Hp4N+

salts, but the small intensity for the Pe N osalt (if a high frequency

4
component appeared at all) indicated that the cation was possibly playing
some role in the interactions giving rise to the high frequency absorption.
Chapter 5 contains the results of computer fitting techniques to the overall
absorption profile in attempts to resolve out component bands for these

systems.

4.14 Summary

The intensity of the Tow frequency absorption was found to be

concentration dependent for 3 salts (Bu4N+C1-, Pe4

in benzene but independent of concentration for the remaining tetra-n-

N*C1” and Hp,N*C17)

alkylammonium salts in benzene, and for all the tetra-n-alkylammonium

salts in the 3 other solvents studied (CC14, CHC1, and THF). For the

3
Bu4N+Cl- salt in benzene the maximum intensity was seen to occur at about
0.8 mol dm-3 salt, indicating that at this concentration of the salt the
size of the ion aggregates was at a maximum. Addition of water to the
Bu4N+C1- in benzene system decreased the overall intensity of the low
frequency absorption, indicating that the salt aggregate was being broken
down as interaction of the salt occurred preferentially with the water,
rather than with the benzene. The intensity of the overall low frequency
profile for Bu4N+C1_ in benzene was little affected by increasing temper-
ature, except when the temperature approached the boiling point of the
benzene solution, where a slight increase in absorption intensity occurred.
The values for band centre, half-band width and intensity for
the overall profiles of the low frequency far-infrared profiles of the
tetra-n-alkylammonium salts in the various solvents studied are summarised

in tables 4.16 to 4.18. The suggested presence of low and high frequency

components to the overall profiles is summarised in tables 4.19 and 4.20.
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CHAPTER 5

COMPUTER FITTING TO THE SPECTRAL PROFILES
FOR TETRA-N-ALKYLAMMONIUM
SALTS



Nk

5.1 Band fitting theory

In chapter 4 it was seen that the profiles of the absorption
bands for tetra-n-alkylammonium salts in various solvents indicated the
presence of more than one component. In order to study the interactions
occurring for these systems the concentration dependence of the individual
components has been determined. The resolution process was achieved by
using computer band-fitting techniques, which are described in this chapter.

Two basic mathematical functions can be used to represent
the profile of an absorption band. Tnese are the Cauchy and Gaussian funct-
ions, which in their simplest forms are;

a/ (b2+c 5.1

Cauchy y 2)
a.exp(-bz/cz) 5.2

Gaussian ¥
Strong (65) used both the Cauchy and Gaussian functions, and also a sum
function containing both Cauchy and Gauss components, in his band fitting
studies. These functions were given as (65);

Cauchy  C(3) = a/{b%+(3-0,)%) 5.3

where 50 = wavenumber of band maximum

2b = (AG%C)-]

AG%C = band width of Cauchy component at half peak height

a/b2 peak height

)2} 5.4

Gauss G(v) = a/bz.exp{-an(G-Go/b
where b = 2(]n2)%/A51
3G
AGIG = band width of Gauss component at half peak height
2

Sum function  S(v) = f.G(V) + (1-).C(V) 5.5

where f = fraction Gauss
Pitha and Jones (66) used a product function to represent the band profile,
where;

2,- = \2

P(S) = hoexp{=X,  (3-0.) 71/ {14, % (-5 )%} 5.6

where h = peak height

Xy = Vivye



DYES

2

Xy

Seshadii and Jones (67) represented the Cauchy and Gauss functions by;

. 2, o \2
X145 (9-X,) ) 5.7

: 2,- 2
X].exp{-X4 (v-Xz) } 5.8

= 1n2/(§A51G)
2

1l

Cauchy KC(C)

"

Gauss K (v
g(\’)

where X] = peak height

X2 wavenumber of band maximum

)-] = 0 for pure Gauss

)2

Xy = (b

2
X4
The Cauchy-Gauss product and sum functions were represented as;

. 2= 2 2,m 2
X:]/{1+X3 (V'XZ) .exp{-X4 0)-X2)

Cauchy

= In2/(b = 0 for pure Cauchy

Gauss

Product Kp(G) } 5.9

Sum K (D) = X /014K, 5 (54, H Xgoexp{-X,(5-X,)°) 5.10
For the sum function

X] = peak height of Cauchy component

X5 = peak height of Gauss component
Now egn. 5.3 can be rewritten as;

CE) = arb?1eb(5-5)%) 5.11
Egns. 5.7 and 5.11 can now be compared;

X, = a/b® = peak height 5.12

Xy=b = 2/A5%Cauchy 5.13
Eqns. 5.4 and 5.8 can be compared;

X, = a/b% = peak height 5.14

Xe = (In2)¥/b = 2(1n2)%/A5éGauss - 1.665/8%, 5.15

To demonstrate the difference between the Cauchy and Gauss profiles, these

have been plotted as a function of wavenumber for a peak height of 0.1 units,

band centre 100 cm™} and half-band width 50 cm ', Eqn. 5.7 was used to

5 = 100.0 and X3 = 0.04

(X3 = 2/A51). The Gauss profile was obtained using egn. 5.8 with parameters
2

X] = 1.0, X2 = 100.0 and X

obtain the Cauchy profile with parameters X1 = 1.0, X

4
in table 5.1, and the data was plotted as a function of wavenumber in fig.

0.0333 (X, = 1.665/Av,). The profiles are given
2

5.1. This figure shows clearly the difference between the profiles, and shows



Table 5.1 Cauchy and Gauss profi]es(X] = 1.0, X2 = 100, X3 = 0.04,
Xq = 0.0333).
wavenumber KCauchy KGauss wavenumber
0 0.0588 0.0000 200
5 0.0692 0.0001 195
10 0.0716 0.0001 190
15 0.0797 0.0003 185
20 0.0890 0.0008 180
25 0.1000 0.0020 175
30 0.1131 0.0044 170
35 0.1288 0.0093 165
40 0.1479 0.0183 160
45 0.1712 0.0347 155
50 0.199% 0.0626 150
55 0.2358 0.1059 145
60 0.2808 0.1697 140
65 0.3378 0.2572 135
70 0.4099 0.3690 130
75 0.5000 0.5000 125
80 0.6098 0.6421 120
85 0.7354 0.7788 115
90 0.8620 0.8949 110
95 0.9616 0.9724 105
100 1.0000 1.0000

Pl
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that a larger percentage of the area under the Gauss profile occurs within
the half-band width, than for the Cauchy profile. The Cauchy profile is
more intense in the wings than is the Gauss profile.

The intensity of a band can be calculated from the area
under the absorption curve, and can be determined from the band profile
by integrating the function representing the profile between the wavenumber
limits of the band.
For the Cauchy profile;

R 5.16

area = integral = ffz‘a/{(G-Go)
This integration was performed by complex integration techniques (ref. 68,
chapter 7 and ref. 69, chap. 17). The integral was first written as;
I = ff:a/(5-60+bj)(5-so—bj) 5.17
where j = (-1)%
The integral was then found as I = 2mjZresiduals at the points of singularity.
A point of singularity is obtained when the denominator of the function
tends to zero.
when v = v +bj then a/(6-50+bj)(5-50-bj) tends to infinity
since 5-50-bj =0
Hence v = 50+bj was a point of singularity within the region, which in
this case was a semi-circle in the upper half of the complex plane mounted

on the real axis, and was the only point of singularity in this region for

this function.

Therefore 1 = 2mj(residue for v = 50+b3)
Now residue = _ 1im a(G-Go—bj)/(G-GO-bj)(ﬁ-{%+kj)
v+vo+bj

_ lim o a/ (v-v +bj)

+hi
v+v0 bj

a/(v0+b3-v0+b3)

Therefore residue

a/2bj

I 2nja/2by = ma/b

I = ma/b 5.18

Area
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In the Seshadii and Jones notation (67) this becomes;

Cauchy area = ﬂX]/X3 5.19
For the Gauss profile;

Area = I = /*° a/bz.exp{-1nZ(G-GO/b)Z}.dG 5,20
This can be integrated by substitution;

let x = V-v_ then by differentiation dx/dv = 1 i.e. dx = dv

Therefore 1 = a/b’ ff: exp{-1n2;x2/b2}.dx 5.21

making a further substitution y = (1n2/b2)é.x

therefore y° = 1n2.x%/b%  dy/dx = (1n2/b%)?

dx = dy. (b%/1n2)?
rewritting eqn. 5.21 gives;

I

a/b? 1% expl-y%}. (b%/1n2) . dy 5,22

I = a/b(In2)? /*° expl-y?}.dy 5.23

This is now a standard integral (68,69);
2 1
/

+ -
e u . du = me

-00

1
Therefore 1 = ani/b(1n2)?
1
Area = I = a/b(n/1In2)2 5.24

In the Seshadii and Jones notation (67) this becomes;

1
Area nz.X:]/X4
Area = 1.772X]/X4 5.25

5.2 Preliminary fits and precision tests

The absorbance as a function of wavenumber data obtained
from the DCHO512 programme (27) was analysed using the Pitha and Jones
PC118 Spectral Band Fit Optimisation Programme No. 3 (70). This programme
matches the experimental band profile to the overall profile obtained from
the sum of the component bands. Guessed values for X1 (the peak height),

X

the band centre) and X, (controlling the Cauchy half-band width) or

2 3
X4 (controlling the Gauss half-band width) were fed to the programme after
the experimental absorbance data. The programme generates the absorbance

profile for the component bands and then sums these to give the total fitted
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profile. This is then compared with the experimental profile, and the

mean discrepance calculated. The mean discrepance is the sum of the diff-
erences between experimental and fitted profiles, and thus the 'dis' factor
measures the precision of the fit, An iterative process changes the
inputted variables, and 'dis' is minimised to give the 'best' fit. The
iterative process is controlled by 3 parameters, UP, DOWN and CHANGE, which
determine how the wavenumber, half-band width and peak height for the
various components were varied in the search for the best fit. These
parameters were fixed throughout our study as UP = 1000.0, DOWN = 0.01 and
CHANGE = 0.5. The symmetrical triangular slit function was used throughout,
and a spectral slit width of 2,5 cm-] was used for the parameter SSW, for
the absorption profiles obtained from interferograms with a total of 1024
points (see chapter 3).

The observed far-infrared bands for the tetra-n-alkylammon-
ium salt systems were fitted to pure gauss components, since there appeared
to be no appreciable absorption in the wings of the bands. The fitting of
the absorption profiles to Gauss functions must be considered carefully.

It was possible to obtain a close fit to Gauss functions for a Cauchy profile,
where there had been considerable truncation of the wings of the band.
Truncation of the wings almost certainly occurred for the tetra-n-alkyl-
ammonium salts spectra, due to baseline fitting errors for the very broad
absorptions (see chapter 3). The fits could thus only be used as a means

for gaining band. parameters for comparison with those obtained using the

same procedures for other systems, The fits could not be used to detect the
percentage of a band which was of Cauchy or Gauss profile, and thus could

not be used to assist in the determination of the mode of interactions in
these systems. The fitting procedures were thus used only as a means of
resolving the overlapping bands. The fits were then used to give band centres,
half-band widths and areas, from which intensities were calculated for the
components.

The sum function of eqn. 5.9 was used for a few preliminary
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3 and CC]4. A1l the fitted

profiles had approximately 90% Gauss and 10% Cauchy components. The sum

fits for the systems Bu4N+C1- in benzene, CHCI

function was not further used be cause it involved fixing the ratio of
Cauchy and Gauss component half-band widths, via the parameter CAY. This
restriction seemed to us to be undesirable, and so the sum function was
not used further. The product function proved far too complicated for the
resolution of overlapping bands, and was not used after a few preliminary
trials.

Firstly, the 21 spectra recorded for 0.5 mol dm™> Bu4N+C1- in
benzene (see chapter 4) were fitted to a profile containing 3 pure Gauss
bands. The band centres were inputted as 75, 115 and 180 cm-]. Various sets
of parameters were then fed in with the bands, and the lowest discrepance
value taken as the best fit to the experimental data. The input data was
varied widely for different runs, except that the band centres were fixed
to within 5 cm'] of the above values. The best fits were obtained from
parameters showing a high degree of consistency for the 21 spectra.

Various tests were run to discover the effect of the input
parameters chosen on the final fitted parameters. The following tests were
conducted on a pure Gauss profile generated with band centre 70 cm-], half-
band width 70 cm'1 and peak absorbance 1 unit, overlapped by a second band
of pure Gauss profile with band centre 120 cm-], half-band width 70 cm-] and
peak absorbance 1.0 unit. The inputted band centre was found to determine
the fit more than the half-band width or peak height. The band centre was
found to be returned to the same output value only when the guessed value
was within 15 cm-] for the half-band width of 70 cm-]. The values of guessed
half-band widths could be varied between 20 and 200 cm-] and yet still gave

the same output value of 70 cm”]

. Likewise, the peak height could be varied
between 0.1 and 5 absorbance units and still be returned to the correct
output value of 1 absorbance unit. No further attempts were made to test

how far the input values could deviate from their true value and yet give
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true output values for a multiple band system, since this will vary with

the overlap of the bands and the relative half-band widths and peak heights.
Such tests would thus only be valid for a given concentration of absorbing
species for a given system. Presumably the guessed half-band widths and
peak heights will have to be much closer to their true values than those
indicated in the test for the component bands of a multiple profile. The
tests were conducted on a generated band, and not with an experimental

band, which has associated with it an inherent noise level which will
decrease the range over which the inputted guess will be returned to the
true value,

It was decided that the component band centres must be chosen
to within 5 cm-] of their true values, and the half-band widths to within
20 cm-] and the peak heights to within 0.2 absorbance units of their true
values. These values being chosen for bands in the 50 to 200 cm_] region,
with half-band widths of 50 to 100 cm-] and peak heights between 0.2 and
1.5 absorbance units. Thus,many different input values with band centres
varying in 5 cm_] steps were tried for each absorption profile, and the re-
producibility of the output values was used as a test for their viability.
The half-band widths were varied in 20 cm-] steps.

The data obtained from the best fits for the 21 spectra of

0.5 mol dm™3

Bu4N+C1_ in benzene for the 75, 115 and 180 cm-] components
are shown in tables 5.2, 5.3 and 5.4 respectively. The centre of the compo-
nent was obtained directly as X2, and the half-band width was obtained by

use of eqn. 5.15 from the outputted value of X,. The area under the component

4
band was calculated by use of eqgn. 5.25. It should be noted that the
programme DCH0512 used to obtain the absorbance as a function of wavenumber
produces absorbance on a natural Togarithmn scale, and hence the areas
obtained were all multiplied by 2.303 to give the data for a common logarth-

mic scale. This enabled the areas obtained to be compared with those

obtained in chapter 3.
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Table 5.2 Band fitting precision tests

70 cn”! component Bu,N'C1™ in benzene L = 0.021 cm

solution concentration centre AG% area
number /mol dm”3 /cm-] /cm'] /cm-]
1 0.500 73.4 73.1 54.2
71.4 61.0 48.5

62.1 62.1 58.6

67.7 66.2 53.6

2 0.498 77.2 69.8 58.2
73.2 65.3 59.1

67.7 70.8 69.2

69.9 74.6 100.8

3 0.498 73.8 75.9 56.4
74.2 69.3 73.9

69.8 61.1 61.9

67.5 63.8 61.4

4 0.498 71.1 64.9 56.0
68.6 67.7 63.8

71.0 61.6 57.1

67.3 67.6 67.9

68.0 65.2 64.4

5 0.506 - 70.8 59.1 38.8
70.0 60.9 37.0

73.4 68.1 46.7

71.7 61.9 44.5




Table 5.3 Precision tests

116 cm” ! component Bu4N+C1- in benzene L = 0.021 cm
solution concentration centre AG% area
number Jmol dm”> Jem) Jem™! Jen”!
1 0.500 117.9 53.5 45.9
115.9 53.7 62.1
114.5 58.1 87.2
114.4 52.4 57.5
2 0.500 118.7 50.8 45.6
117.2 52.5 54.8
116.0 58.5 80.6
117.2 54,9 74.2
3 0.498 114.8 55.3 56.5
117.8 50.2 56.5
116.8 51.8 70.2
116.0 55.7 79.5
4 0.498 116.2 55.6 67.8
116.3 58.0 73.7
116.4 54.1 66.5
115.8 53.9 66.6
115.9 53.4 70.9
5 0.506 116.3 51.5 44 .8
115.1 50.8 38.5
117.2 53.0 46.9
115.7 51.9 48,7




Table 5.4 Band fitting precision tests

180 cm-] component Bu

215

4N+C1_ in benzene 0.021 cm
solution concentration centre AG% area
number /mol dm” Jen”) e Jem”!
1 0.500 183.7 81.6 36.2
180.2 77.0 38.9
182.3 74.9 43.4
176.7 90.1 46.1
2 0.498 179.5 75.5 33.4
176.3 80.5 40.7
181.3 58.4 34.6
181.5 68.5 41.4
3 0.498 181.5 73.6 35.6
176.1 89.0 47.3
179.1 80.3 41.1
181.5 68.0 34.6
4 0.498 179.3 81.7 39.8
179.8 78.1 41.7
178.1 79.7 38.5
175.8 94.0 56.9
178.5 77.0 41.0
5 0.506 182.8 81.5 29.9
175.9 105.0 36.3
180.8 83.3 29.0
181.0 88.0 37.4
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The data for centre, half-band width and area all showed a
high degree of reproducibility, which suggested that the fitting method
was a viable one for the systems studied. The data was used to determine
the precision of the band centre, half-band width and area as for the total
band profile parameters, so that concentration and temperature studies
could be attempted. These precisions are shown in table 5.5, where the
mean area and root mean square deviations are also shown. The root mean
square deviations were calculated by use of egn. 4.3, for compatability
with the data of chapter 4.

5.3 3 pure Gauss components fit for Bu4N+C1- in benzene. Effect of concen-

tration.
The absorption profiles, for the spectra of Bu4N+C1- at various
concentrations in benzene obtained with a pathiength of 0.021 cm,were fitted
to a profile which was the sum of 3 pure Gauss components. The low frequency
band was guessed as centre 70 and half-band width 66 cm']. The central
component was positioned at 116 cm-1 with a half-band width of 54 cm-]. The
high frequency tail component was given centre 180 cm_] and half-band
3

.- .
Bu4N Cl in

benzene for the 3 component bands. Tables 5.6 to 5.11 show the data obtained

width 80 cm-]. Fig 5.2 shows a typical fit for 0.70 mol dm

for the best fits for the 33 spectra representing the 20 concentrations of
Bu4N+C1- in benzene between 0.21 and 1.40 mol dm-3. Table 5.6 shows the
fitted centre for each spectrum, together with the average centre for
each concentration. The half-band width and average half-band width are
similarly detailed.

To determine the effect of concentration on the centre of
the low frequency component, the fitted band centre was plotted as a
function of concentration. This graph is shown in fig. 5.3. The error
plotted was *3 cm_1, as calculated in the precision tests and shown in
table 5.5. The error was considered to be constant throughout the concen-

tration range, and the treatment was thus compatable with that for the



Table 5.5 Results of precision tests for computer separated bands

0.5 mol dm-3

+ -
Bu4N C1 in C6H6

L=0.02T cm T = 293K

centre

703

66+5

59+13

116+1

54+2

6213

180+2

80+10

39£16

117
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total profile detailed in chapter 4. The graph showed that the band centre
was independent of concentration, throughout the range studied. The mean

centre was 73 cm” !

, and the root mean square deviation *] can ', The
larger discrepancies in band centre occurred below 0.4 mol dm-3, and were
probably due to the low intensity of this component, which make the
baseline errors more crucial. These values clearly supported the view that
it was the actual error, and not the percentage error, that should be used
in these studies, since the maximum discrepance occurred at low concentration.
Fig. 5.4 shows the graph for the half-band width data of the
73 cm_] component. The band width was seen to remain approximately constant
over the concentration range studied. Once again the greatest deviations
from the mean value of 72+8 cm_] were seen to occur at low concentrations.
Table 5.7 shows the area and intensity data for the low freg-
uency component. Fig 5.5 shows the intensity plotted against concentration,
This graph suggested that the intensity of the component increased with
increasing concentration. The variation of intensity with concentration
was seen to rely critically upon the low concentration data, and so the
result had to be considered carefully. In an effort to clarify the situation
the area under the component was plotted as a function of concentration. If
the intensity was independent of concentration then such a plot would be
linear. Fig. 5.6 shows this plot, which was still rather inconclusive,
but once again indicated that the intensity increased with increasing
concentration, although not markedly so. To obtain a value for the intensity
of this component, for comparison with other systems, the BEERSLAW fitting
programme was used to give the best linear least squares fit for the area/
concentration data. The best straight line, using the origin as a valid

point, is marked with an A in fig. 5.6. The slope was 124.9%6.3 dm3 mol-]

]

cm'], which gave an intensity Bi of 5 22030 dm3 mol~ cm-z. The best

straight Tine,using no restraints,is labelled B in the figure, and had a

slope of 133.0+14.2 dm3 mol-] cm-], giving an intensity B, of 6+390 690 dm3
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mol-] cm-2. This once again suggested that the intensity increased with
concentration, since the unrestrained fit passed below the origin.

Table 5.8 shows the fitted band centre and half-band width of
the central component, and fig. 5.7 shows the effect of concentration on
the band centre. The band centre was seen to be invariant with concentration.
The mean centre was calculated as 11823 cm_]. Fig. 5.8 shows the plot of
half-band width against concentration for the central component. The graph
showed that the half-band width appeared to increase to a maximum at 0.8

mol dm_3. The average half-band width was found to be 53#4 cm_]

Table 5.9 shows the area and intensity data for the 118 cm']
component, Fig. 5.9 shows the intensity as a function of concentration,
and shows clearly that the intensity of this band increases with increas-
ing concentration. To obtain an average value for the intensity the area/
concentration data was used with the BEERSLAW programme. Fig. 5.10 shows
the fit through the origin with a slope of 113.5 dm3 mo1-] cm—], which

3 2

gave an intensity Bi of 4 740250 dm mol-] cm =, This fit is Tabelled A.

The unrestricted fit is denoted by the letter B, and had a slope of 119.7

1 3 mo1-] cm-z.

12 dn° mol” cm-], and an intensity B, of 5 760580 dm
Table 5.10 shows the band centre and half-band width for the
high frequency component. The band centre was plotted as a function of
concentration, and the graph is shown in fig. 5.11. This graph showed that
the frequency of this high frequency component did not depend upon the
Bu4N+C1' concentration. The mean band centre was found to be 1816 cm_],

the lower precision than for the other components being due to the low
intensity of this component. Fig 5.12 shows the half-band width of the 181
cm ' component plotted as a function of concentration. The half-band width
was seen to be invariant with concentration, and the mean value was calcul-
ated as 72+19 cm_]. Once again the low precision was due to the low intensity
of the high frequency tail component.

Table 5.11 shows the area and intensity data for the high freq-
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uency component. Fig. 5.13 shows the intensity as a function of concentrat-
ion. The intensity of this component was seen to be constant over the

concentration range studied. The least squares analysis programme gave a

3 T -1

slope of 65.3t2.4 dm” mol ' cm = for the fit,taking,the origin as a valid

point. This fit is denoted by the letter A in fig. 5.14, and corresponds

1 3 1

to an intensity of 2 730:110 dm> mo1™' cm 2. A slope of 72.1¢5.2 dm> mol”

cm-] was obtained for the unrestricted fit B, and this gave a value for the

3 mo1”! cm-z.

intensity of 3 470+£250 dm

The values for the band centres, half-band widths and intensities
of the 3 components to the absorption profile for Bu4N+Cl- in benzene are
summarised in table 5.29 at the end of this chapter.

5.4 3 pure Gauss component fit for Bu

4N+c1' in CHC1,. Effect of

concentration

+ .-
4N Cl 1in CHC]3

at various concentrations, obtained using a 0.021 cm pathlength, were

The absorption profiles for the spectra of Bu

fitted to a profile which was the sum of 3 pure Gauss components, in an

exactly analogous manner to that for the salt in benzene. The initial input

parameters for the fits were the same as those for the benzene solution

spectra, i.e. bands centred at 70, 116 and 180 cm!

1

, Wwith half-band widths

of 66, 54 and 80 cm ' respectively. Fig. 5.15 shows a typical fit to the 3

3 + .- .
Bu4N Cl in CHC13.
Tables 5.12 to 5.17 show the data obtained for the 3 components for the

components for the spectrum obtained for 0.70 mol dm_

best fit for the 16 spectra at 8 concentrations of Bu

0.1 and 0.8 mol dm >,

+ -,
4N C1 in CHC]3 between

Table 5.12 shows the fitted centre and half-band width for the
low frequency component. The fitted centre is shown as a function of
concentration in fig. 5.16. The errors shown are those calculated in the
precision tests for Bu4N+C]- in benzene. The fitted centre was seen to move

to lower frequency with increasing concentration, the centre occurring

-1 -3 + - -1 -
at 83x3 cm  at 0.1 mol dm Bu4N €1 and at 62+3 cm at 0.8 mol dm 3.
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Table 5.12 70 cm” ' component Bu4N+C1_ in CHC1,. v, and Av,
2
concn. Y av. v Av% av. Av%

Jmol dm”~ /cm-] /cm-] /cm_] /cm-]

0.100 80.8 60.0
82.3 56.6

83.9 52.6

0.200 76.7 47 .1
74.5 49.5

72.2 52.0

0.300 73.0 40.9
73.3 31.7

73.5 22.6

0.400 67.1 41.8
69.8 48.8

72.5 55.9

0.515 68.4 58.6
65.9 50.9

63.4 43.1

0.600 64.9 59.5
64.5 64.3

64.1 69.3

0.693 61.4 54.2
67.1 54.7

72.8 56.2

0.801 62.0 46.2
62.2 46.3

62.5 46.4
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The average band centre was calculated as 70%7 cm-], where the Tow precision
was due to the dependence of band centre on salt concentration. Fig. 5.17
shows the plot of fitted band width against concentration, and showed that
the half-band width was approximately constant, with a mean value of 50+11
en '

Table 5.13 shows the area and intensity data for the Tow freg-
uency component, and fig., 5.18 shows the intensity as a function of concen-
tration. The large uncertainty attached to each intensity value prevents
any concrete conclusions, but it suggested that the intensity of this Tow

frequency component may well have been invarient with concentration. The

intensity was determined for comparison with other systems, and was found

3 3 1 1

to be 1 590+110 dm® mol™! cm™? from a sTope of 33.1#2.3 dm” mol ' cm ', for

the least squares fit with the origin taken as a valid point. This best fit

is shown in fig., 5.19 where it is marked with the letter A. The unrestricted

fit is denoted by the letter B, and had a slope of 37.5+4.8 dm° mol™' cm™',

which gave an intensity of 1 800300 dns mo1™" em2,

Table 5.14 shows the centre and half-band width data for the
4N+c1' in CHC1,. Fig. 5.20 shows
the band centres as a function of concentration, and indicated that the band

central component for the spectra of Bu

centre shifted slightly to lower frequency with increasing concentration.
The band centre occurred at 116:1 cm”' for the 0.1 mol dm > solution, and
at 113#1 cm-] for 0.8 mol dm-3, indicating that the frequency shift was

small but significant. The mean band centre was calculated as 114+] cm-].

Fig. 5.21 shows the fitted half-band width as a function of concentration,

and shows that the half-band width increased with increasing concentration.

1 1

The half-band width was 47+2 cm ' at 0.1 mol dm'3, and increased to 53+2 cm_
at 0.8 mol dm-3. The mean half-band width was calculated as 50+2 cm-].

Table 5.15 shows the areas and intensities calculated for the
central component. Fig. 5.22 shows these intensities as a function of concen-

tration, and indicated that the intensity was not dependent upon the salt
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Table 5.13 70 cm_ | component Bu4N+C]- in CHCl,._area and intensity
(L = 0.021 cm)
concn., area av. area intensity
/mol dm~ /cm-] /cm_] /dm3 mol™ " em™?
0.100 4.0
3.2 1 500+6 100
2.4
0.200 4.8
4.7 1 1003 100
4.6
0.300 6.5
4.1 700+2 000
1.8
0.400 8.9
10.7 1 300x1 500
12.5
0.500 23.4
17.4 1 600+1 200
11.4
0.600 26.9
26.4 2 100+1 000
25.9
0.693 28.0
' 26.5 1 800+900
25.0
0.801 22.4
22.1 1 300+800
21.7
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Table 5.14 114 cn” | component Bu,N'C1™ in CHCI,. 5 and 4%,
2
conen. v av. v AV av. Av
0 0 3 3
Jmol dm~ /cm-] /cm-] /cm_] /cm-1
0.100 115.4 46.9
115.6 47.1
115.7 47.2
0.200 115.5 48.7
115.0 48.2
114 .6 47.6
0.300 114.,2 47.4
114.1 48.3
114.0 49.3
0.400 113.1 50.7
114.0 49,7
114.9 49.3
114.2 49,1
113.4 50.9
112.7 2.7
113.8 50.8
114.3 51.2
114.8 51.6
112.8 53.6
113.6 51.1
114.5 48,7
112.5 52.9
112.7 52.7
113.0 2.5
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Table 5.15 114 cm-1 component Bu4N+C1- in CHC1,. Area and intensity

3
(L = 0.021 cm)
concn., area av. area intensity
/mol dm™3 /cm-] /cm—] /dm3 mol™" em™@
0.100 11.8
1.9 5 700+6 200
12.1
0.200 25.1
25.¢ 5 900+3 100
25.2
0.300 39.4
38.7 6 100+2 100
37.9
0.400 54.8
53.7 6 400+1 500
52.6
0.515 69.7
74.4 6 900x1 200
79.1
0.600 83.1
82.9 6 600+1 000
82.8
0.693 109.3
98.3 6 300+900
87.3
0.801 119.8
117.2 6 900800
114.7
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concentration. Fig. 5.23 shows the area as a function of concentration,
with the resricted fit labelled A and the unrestricted fit B. The slope
of the fit through the origin was 141.4%2.5 dm3 mol_] cm_], giving an
intensity of 6 960120 dm3 mo1-] cm_z, and the unrestricted slope was 150
+5.1 dn° mol”! cm-], giving an intensity of 7 210240 an® mo1™! em 2.

Table 5.16 shows the centres and half-band widths for the
best fits for the high frequency component of the absorption profile in
the spectra of Bu4N+C]- in chloroform. Fig. 5.24 shows the band centre as
a function of concehtration, from which it was deduced that the band centre
was invarient with concentration. The mean band centre was calculated as
1757 cm-], where the low precision was due to the low intensity of this
component. Fig. 5.25 shows the half-band width of the 175 cm-1 component
as a function of concentration, and suggested that the half-band width of
this component was not affected by the concentration. The mean half-band
width was 8416 cm™ .

Table 5.17 shows the areas and intensities calculated for the
N*C1™ in CHC1.. Fig. 5.26 shows the intensity

4 3
as a function of concentration, and showed that the intensity was not

high frequency component for Bu

dependent upon concentration. A good Tlinear relation was obtained for area

against concentration, as shown in fig. 5.27, and the slope of the restrained

£it was 29.8:2.1 dm> mol | cm”', giving an intensity of 1 430£100 dm’ mol™'

3 o1 cm-], which

mol

cm_z. The unrestrained fit gave a slope of 31.7+4.6 dm
3

gave an intensity of 1 520£220 dn° mol™| cm

The values for band centres, half-band widths and intensities
+ - .

4N C1 in CHC]3

system are summarised in table 5.29 at the end of this chapter.

of the 3 components of the absorption profile for the Bu

N*C1™ in cC1,. Effect of

5.5 3 pure Gauss component fit for Bu4 4

concentration

The absorption profiles for the spectra of Bu4N+C]_ in CC]4

at various concentrations, obtained using a 0.021 cm pathlength, were
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Table 5.16 175 cm”! component Bu4N+C1- in CHCI,. 50 and Av,
2

concn. vo av. vo Av% av. Av%
/mol dm™3 /cm-] /cm-] /cm-] /cm-]
0.100 162.7 75.5
175.8 79.9
188.9 84,2
0.200 178.3 58.9
173.9 92.4
169.4 126.0
0,300 166.3 76.2
173.5 74.4
180.6 72.5
0.400 163.9 98.2
171.7 84,2
179.6 70.2
0.515 169.6 104.2
175.4 95.4
181.2 86.5
0.600 174.5 83.3
175.9 83.0
177.3 82.6
0.693 180.1 100.1
177.0 87.3
173.8 74.4
0.801 178.9 77.1
178.3 74.6
177.8 72.1
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Table 5.17 175 cm-] component Bu4N+C1_ in CHC13. Area and intensity
(L = 0.021 cm)
concn, area av. area intensity
/ mol dn”3 /cm_] /cm-] /dm3 mol” ! cm-2
0.100 2.9
3.0 1 400+3 000
3.0
0.200 3.5
4.7 1 10041 400
6.0
0.300 4.8
4.6 800+1 000
4.4
0.400 10.7
9.0 1 100+700
7.4
0.515 25.9
22.7 2 100600
19.6
0.600 19.5
19.2 1 5004500
18.8
0.693 20.6
23.6 1 600+400
26.7
0.801 19.8
19.0 1 100+£400
18.0
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fitted to a profile, which was the sum of 3 pure Gauss components, in an
exactly analogous manner to that used for the spectra in benzene solution.
The initial input parameters for the fits were the same as those used for
the fits to the benzene solution spectra, namely bands centred at 70, 116
and 180 cm-], with half-band widths of 66, 54 and 80 cm-] respectively.

Fig. 5.27A shows a typical fit for the 3 components for the spectrum obtain-

ed for 0.69 mol dm™> Bu4N+c1' in CC1,. Tables 5.18 to 5.23 show the param-
eters obtained for the 3 components for the best fits to the 16 spectra at

8 concentrations of Bu.N'C1~ in CC1, between 0.70 and 0.78 mol dm >,

4 4

Table 5.18 shows the fitted band centre and half-band width for
the low frequency component. The fitted centre was plotted as a function of
BU4N+C1- salt concentration, and the resulting graph is shown as fig., 5.28.
This graph suggested that there was a small decrease in wavenumber of the
band centre with increasing concentration. The centre occurred at 84+3 cm-]
at 0.10 mol dm_3, and fell to 73#3 cm-] at 0.78 mol dm-3. The average band
centre was calculated as 75%6 cm-] for comparison with other systems. Fig,
5.29 shows the half-band width as a function of salt concentration, and
indicated that the half-band width was constant over the concentration
range studied. The mean value of the half-band width was calculated as
6416 cn .

Table 5.19 shows the area and intensity data obtained from the
parameters for the best fits. Fig. 5.30 shows the intensity as a function
of concentration for the low frequency component, and indicated that the
intensity was invarient with concentration. Fig. 5.31 shows the expected
linear plot for area against concentration. The Tetter A indicates the best
fit restrained to pass through the origin, which has a slope of 88.9+4.0
dm3 mol-] cm-l, which gave an intensity of 4 270+190 dm3 mo1-] cm-z. The
unrestricted fit had a slope of 76.0+7.9 dm3 mo1'] cm_], which gave an
intensity of 3 650+380 dm3 mo1_] cm_z,

Table 5.20 shows the centre and half-band widths for the central
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Table 5.18 75 cm”| component Bu4N+C1' in CC1,. 50 and_Av,
2
concn. v av. v AV av. Av
° 1 1 : 1 :
/mol cm Jem Jem Jcm /cm_]
0.098 34.1 71.3
83.7 67.5
83.4 63.7
0.196 83.2 49.7
78.4 58.8
73.6 67.9
0.291 75.5 59.0
78.1 63.4
80.6 67.8
0.392 69.4 59.9
72.0 63.7
74 .6 67.6
0.524 67.9 62.7
71.3 63.4
74.7 64.2
0.581 76.1 64.4
74.3 66.8
72.5 69.3
0.688 69.3 65.8
69.7 63.2
70.1 60.5
0.783 78.5 68.0
72.8 61.4
67.1 54.7
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Table 5.19 75 cm-] component Bu4N+C]- in CC14. Areas and intensities
(L = 0.021 cm)
concn. area av. area intensity
/mo dm~3 /cm-] /cm-] /dm3 mol-] cm-2
0.098 14.7
13.4 6 500+6 300
12.0
0.196 15.4
19.7 4 800+3 200
24.0
0.291 23.2
28.5 4 700+2 100
33.8
0.392 42.5
43.9 5 3001 600
45.2
0.524 44.0
42.9 3 900+1 200
41.7
0.581 50.6
57.7 4 700+1 100
64.7
0.688 54.5
57.2 4 000+900
59.9
0.783 77.8
64.4 3 900+800
51.0
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Table 5.20 116 cn”|_component BuN'C1™ in CC1,._ o and 3,
hd 2
concn. vo av. vo Av% av Av%
Jmol dm~ /cm-] /cm_] /cm_1 /cm-]
0.098 119.6 48,4
119.7 48 .6
119.8 48.8
0.7196 119.5 49,1
117.8 51.3
116.1 53.4
0.291 116.8 48.9
117.4 44 .1
118.0 39.3
0.392 114.0 53.6
114.9 53.5
115.8 53.4
0.524 113.2 53.4
114.8 53.2
116.3 53.0
0.581 116.1 53.1
115.5 53.3
115.0 53.5
0.688 115.1 55.6
114.7 54.3
114.2 53.0
0.783 116.4 52.9
114.4 53.7
112.4 54.6
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+ -
4N Cl in CC14.

Fig. 5.32 shows the band centres as a function of concentration, and

component from the overall profile for the spectra of Bu

indicated that the band centre shifted slightly to lower frequency with
increasing salt concentration. The band centre occurred at 120+] cm-] for
0.10 mol dm-3 solution, and decreased to 1141 cm-] for the 0.78 mol dm-3
solutions. The frequency shift was seen to be small, and to be equivalent
N*C1™ in CHC1, system. The mean band centre

4 3
was calculated as 116%2 cm-]. Fig. 5.33 shows the graph obtained when the

to that occurring in the Bu

fitted half-band widths were plotted as a function of concentration. The
half-band width was seen to be approximately constant, with the possibility

of a slight increase with increasing concentration. The band width was 49+2

em™! at 0.10 mol dm™> and 54+2 cm”' at 0.78 mol dm™> solution, indicating

that the increase was only just significant. The mean half-band width

was calculated as 52+4 cm-].

Table 5.21 shows the areas and intensities calculated for the
NTC1™ in ¢l

best fits to the central component for the Bu system, The

4 4
intensities were plotted as a function of concentration, and the graph is
shown in fig. 5.34, which indicated that the intensity was constant through-
out the concentration range studied. An accurate determination of the

intensity of this component was made by plotting the area against concentr-

3

ation as usual. The unrestricted fit had a slope of 156.7+11.2 dm mo1-]

cm-], which corresponded to an intensity of 7 5402540 dm° mo1”! cm-z, and
is denoted by the letter B in fig., 5.35. The restriction that the best line
must pass through the origin made little difference to the slope, which was

3 o1

now 153.945.1 dm3 mo1_] cm—z, and gave an intensity of 7 400+250 dm
cm_2. The equal slopes of the restricted and unrestricted fits indicated
further that the intensity was constant for this component.

Table 5.22 shows the band centres and half-band widths for the

best fits for the high frequency component of the absorption profile in the

spectra of Bu4N+C1- in CC14. Fig. 5.36 shows the plot of the band centre
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Table 5.21 116 cm-] component Bu4N+C1- in CC14. Area and intensity
(L = 0.021 cm)
concn. area av. area intensity
Jmol dm~ /cm-] /cm-] /dm3 mo1™! cm_2
0.098 11.0
11.6 5 600+6 300
12.3
0.196 32.6
29.4 7 100+3 200
26.2
0.291 54.3
52.9 8 700+2 100
51.5
0.392 83.9
74 .1 9 000x1 600
64.4
0.524 68.7
65.2 5 900+1 200
61.7
0.581 87.2
89.7 7 4001 100
92.2
0.688 108.5
102.2 7 000+900
96.0
0.783 116.0
127.8 7 800+800
139.6
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Table 5.22 184 cm”| component Bu4N+C1' in CC1, 60 and AV,
2
concn. v, av. v &Y, av. av,
/mol dm™3 o™ Jem] /cm Jem”]
0.098 184.9 71.
186.4 72.8
188.0 74.
0.196 182.4 37.
182.8 63.8
183.1 90.
0.291 189.2 69.
186.1 75.9
183.0 82.
0.392 184.5 97.
183.5 85.2
182.4 72.
0.524 176.1 89.
179.3 82.4
182.5 75.
0.581 187.4 81.
183.8 85.0
180.2 89.
0.688 184.2 65.
184.3 82.8
184.3 99.
0.783 182.9 70.
182.4 79.5
181.8 86.
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as a function of concentration, and this indicated that the band centre

shifted slightly to lower frequency with increasing concentration. The band

]

centre was 186%2 cm ' at 0.10 mol dn”3 and fell to 182+2 m ! at 0.78 mol

dm-3, the decrease only just being significant. The mean band centre was

calculated as 184+3 cm-]. The half-band width of the 184 cm-] component
was plotted as a function of concentration, and the resulting graph is
shown in fig. 5.37, which indicated that the half-band width was unaffec-

ted by concentration. The mean half-band width was calculated as 80+15 cm']’

. . . . -1
the Tow precisicn being due to the small intensity of the 184 c¢m

component,
Table 5.23 shows the areas and intensities determined for the
NTc1™ in ce

high frequency component for the Bu system. The intensity

4 4
data was plotted as a function of Bu4N+C]- salt concentration, and the

graph obtained is shown as fig. 5.38, The graph indicated that the intensity
of the 184 cm-1 component was independent of concentration. To determine

the intensity of this component accurately the area was plotted against
concentration as shown in fig. 5.39. The letter A denotes the fit restricted
to go through the origin, and the letter B the unrestricted fit. The slope
of the restricted fit was 54.8+3.,7 dm3 mol-] cm-], which gave an intensity

3 ! cm-z, and the slope of the unrestricted fit was 51.5

-2

of 2 3702180 dm” mol~

18.1 dm3 mo1-] cm_], which gave an intensity of 2470%+390 dm3 mo1-] cm

The values for the band centres, half-band widths and intensi-

ties of the 3 components of the absorption profile for the Bu4N+C]_ in CC]4

system are summarised in table 5,29 at the end of this chapter.

5.6 Effect of temperature on the 3 pure Gauss component fit for Bu4N+C1-
in benzene

To gain a further insight into the nature of the processes
giving rise to the far-infrared absorption of the tetra-n-alkylammonium salts
in benzene system the spectra obtained for Bu4N+C1_ in benzene at various

temperatures (see section 4.2.4) were fitted to a sum profile of 3 pure
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Table 5.23 184 cm ' component Bu4N+C1- in CC14. Areas and intensities

(L = 0.021 cm)
concn, area av. area intensity
/mol dn~3 /cm-] /cm_] /dm3 mol™! cm™2
0.098 5.5
5.2 2 500+2 900
4.8
0.196 2.4
8.7 2 100+1 500
15.0
0.291 14.2
14.8 2 4001 000
15.3
0.392 35.3
26.9 3 300+700
18.4
0.524 43.6
38.1 3 500+500
32.6
0.581 28.5
34.0 2 800500
39.6
0.688 24.1
31.7 2 200£400
39.3
0.783 34.1
38.7 2 400+400
43.2
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Gauss components. Studies were conducted to determine the effect of temp-
* erature on the band centre, half-band width and intensity for the 3
components. The initial input parameters for the fits were the same as
those used for the initial fits to the benzene solution spectra, namely
bands centred at 70, 116 and 180 cm-], with half-band widths of 66, 54
and 80 cm-] respectively. Tables 5.24 to 5.26 show the parameters obtained
for the 3 components for the best fits for the spectra of 0.252 mol dm-3
Bu4N+C1_ in benzene, obtained with a pathlength of 0.021 cm, for 14 temp-
eratures between 285 and 349K. The temperature range being governed by the
freezing and boiling points of the solution,
Table 5.24 shows the band centre, half band width, area and

corresponding intensity for the low frequency component. Fig. 5.40 shows

the band centre plotted as a function of temperature. The graph was incon-

clusive, but suggested that no significant change of band centre was
occurring with increasing temperature. Fig. 5.41 shows the graph obtained
when the half-band width was plotted as a function of temperature. This in-
dicated that the half-band width increased slightly with increasing temper-

1 at 285K to 7125 cm”)

ature, The half-band width increased from 59+5 cm
at 349K. Fig 5.42 shows the component intensity as a function of temperature,
and indicated that the intensity appeared to increase slightly with increa-

sing temperature, although the increase was not significant. The intensity

3 i

at 285K was 2 400+2 100 dm® mo1™} cm 2, which rose to 4 100+2 100 dm° mol~

em™% at 349K.

Table 5.25 shows the band centre, half-band width, area and
corresponding intensity for the central component to the absorption profile.
Fig. 5.43 shows the band centre as a function of temperature, and this
indicated that the band centre was independent of temperature, the centre
not deviating significantly from 116+3 cm-]. The half-band width for the

116 cm_] component was plotted as a function of temperature, and is shown

in fig. 5.44. This was inconclusive, but suggested that the half-band width




Table 5.24 70 cm| component Bu4N+C1- in benzene.

Effect of temperature.

v

o’

(concn. = 0.252 mol dn™>, L = 0.021 cm)

Av,, area and intensity.
2

ulﬁ L+

temp.
/K

71.9
73.4
76.1
78.8
73.8
73.6
70.4
73.0
72.1
81.5
66.6
74.3
75.0
81.3

[Sa]

area

/cm

15.2
14.0
16.3
13.6
14.7
16.2
18.0
16.9
15.7
15.9
21.8
19.4
20.7
25.9

/dm3 mol

intensity
1

2 500
3 500
3 100
3 300
4 100

cm

_2: [
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Table 5.25 116 cm'] component Bu4N+C1_ in benzene.

Effect of temperature. 50, AGL, area and intensity
2

(concn. = 0.252 mol dm™>, L = 0.021 cm)

temp.
/K

/cm

area

/cm

intensity

Jdm®

mo]l

-1

-2
cm

4 900
3 700
3 500
3 000
3 800
3 500
4 200
3 900
4 000
2 600
200
500

Eo I . )

000
5 900




299

ANFdZN3G NI =I10+N7Ng ININOJINOD "*3LL £7G 0Ol

0S¢  Of€E€  OlE 067
 / _
| 2Ll
I9NLYSIdNITL |
_ -
* _ _ ‘ __ WQTf
“ @
~ ; _ _ “ | _ _ =
021
FYNLVYHIINIL \ JELNFID ANVG ,-S\

J41IN3FD




300

SN3ZN39 NI -10+N%Ng INGNOdNOD =g}, ¥7G DI

0Se  0€¢  0LE 062
A/ o
JyNLYH3dINTL _ W
1 S
_ & _ _ _ 0%
|
T s
‘ _ 09




301
was increasing slightly with increasing temperature. The half-band width
was 5642 cm| at 285K and increased to 602 cm | at 349K. The value at
328K appeared to be suspect, here, and in fact throughout the temperature
study. Fig. 5.45 shows the intensity of the central component as a function
of temperature, and this graph indicated that the intensity was increasing

3 1

with increasing temperature, rising from a value of 4 900+2 100 dm” mol~

cn™2 at 285K to 5 900£2 100 dm> mol™! cm 2 at 349K. A smooth curve could
be drawn through the data if the 328K value was neglected, as for the other
parameters.

Table 5.26 shows the band centre, half-band width,area and
corresponding intensity for the high frequency component of the absorption
profile. Fig. 5.46 shows the band centre as a function of temperature, which
indicated that the band centre was independent of temperature, not deviating
from 181+6 cm-]. The half-band width of the high frequency component is
shown as a function of temperature in fig. 5.47. The graph was inconclusive,
but suggested that the half-band width of the high frequency component was
decreasing slightly with increasing temperature. The half-band width at

285K was fitted at 75:10 cm”| which decreased to 5810 cm”!

at 349K, Fig.
5.48 shows the intensity of the 181 cm_] band as a function of temperature,
which indicated that the intensity showed no significant change as a result
of changing temperature, lack of significance being due to the Tow precision

of this data for the high frequency tail, due to its low absorbance.

5.7 2 pure Gauss fit for Bu4N+Br- in benzene

The absorption profiles for the spectra of Bu4N+Br- in benzene,
at 3 concentrations obtained using a 0.052 cm pathlength, were fitted to
a profile which was the sum of 2 pure Gauss components. The initial input
parameters were centres of 60 and 75 cm_], with half-band widths of 80 and
60 cm-] respectively. Fig. 5.49 shows the fit obtained for the spectrum of

3

0.398 mol dm_ Bu4N+Br- in benzene. Tables 5.27 and 5.28 show the parameters

obtained for the 2 components for the best fits for the 6 spectra at 3
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Table 5.26 181 cm ! component Bu4N+C1— in benzene,

Effect of temperature. v , Av

o ,_area and intensity.

Nl

(concn. = 0.252 mol dm™>, L = 0.02] cm)

temp. 50 Av, area intensity
/K Jem™! Jem ) Jen™! Jdn® mo1”! en2
285 186.3 74.8 8.7 1 400
289 180.7 65.8 8.8 1 400
294 182.2 51.2 6.3 1 000
299 181.0 49.5 4.5 700
304 182.2 54 .9 6.5 1 000
309 180.0 52.6 5.3 800
314 182.7 59.2 6.9 1 100
318 180.3 52.8 7.8 1 200
323 179.5 52.0 5.8 900
328 170.4 66.6 8.2 1 300
334 175.6 107.9 24.8 4 000
339 181.6 52.9 5.8 900
344 180.6 57.7 8.0 1 300
349 182.6 57.3 10.7 1 700
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Table 5.27 66 cm_] component Bu4N+Br- in benzene

308

v, and AG%
concn, vo av. Vo Av% av, Av%
/mol dm~3 /cm-] /cm-] /cm_] /cm-]
0.298 71.7 83.8
69.3 80.8
67.0 77.8
| 0.355 66.8 70.6
| 67.9 72.7
68.0 74.7
0.398 60.7 75.3
61.6 73.1
62.5 70.9
Area and intensity (L = 0.052 cm)
concn., area av. area intensity
/mol dm™3 /cm-1 /cm-1 /dm3 mol™ cm 2
0.298 54.9
53.8 3°473+839
52.7
0.355 62.3
63.6 3 443+704
64.8
0.398 63.6
62.3 3 009+628
61.1
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Table 5.28 79 cn”) component Bu4N+Br- in benzene.

vo and v%
concn, Vo av. v, Av% av. Av%
/moT dn 3 /cm-1 /cm-1 /cm-] /cm-]
0.298 75.9 61.3
77.1 59.1
78.2 56.8
0.355 78.5 54.6
55.4
78.0 56.2
0.398 82.2 55.1
53.9
79.3 52.7
Area and intensity
concn. area av. area intensity
/mol dm_ /cm-] /cm-] /dm3 mol™! cm?
0.298 28.1
29.8 1 922+839
31.5
0.355 30.6
31.0 1 682+704
31.5
0.398 43.9
43.2 2 084+628
42.5
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concentrations from 0.298 to 0.398 mol dm-3. No attempts were made to
determine the variation of any of the parameters with concentration. The
mean values for the band centres, half-band widths and intensities for the
2 components were calculated for comparison with other systems.

For the lower frequency component the mean band centre was

1

determined as 66+3 cm ', the half-band width as 76+3 cm-], and the intensity

3 mol-] cm-z. For the higher frequency component the mean

1

as 3 300+500 dm
band centre was calculated as 79#1 cm , the half-band width as 56+2 cm-],
and the intensity as 1 900+500 dm3 mo1=! cm_2. As usual the intensities

were calculated with respect to the Bu4N+Br' concentration. The viabilities
of these fits was questionable, because of the proximity of the band centres
of the two components, but the parameters were considered useful for

comparison purposes.

5.8 Summary

The data in this chapter had to be carefully considered in
the Tight of its statistical significance. This required careful graphical
presentation of the results to determine if the changes obtained for the
parameters as a function of concentration and temperature were in fact
'real’. The smoothness of the majority of the changes indicated that the
methods of component resolution were in fact viable. It was carefully
checked that changes in the centres and half-band widths were not merely
due to changes in the inte=nsity of other corponents. Table 5.29 shows the
best fit parameters for the components to the 4 systems studied in this
chapter. The band centres and half band widths are the mean values for
each of the systems. The intensity values are those determined using the
linear least squares analysis programme without restraint. The intensities
were all calculated with respect to the tetra-n-alkylammonium salt concen-
trations.

The parameters for the central component for the Bu N+C1_ salt

4
system were seen to be remarkably similar in the 3 solvents used. This

indicated that the absorption was due to the vibration of the ion aggregate



Table 5.29 Band parameters for best fit Gauss components for Bu

M

N1~

in benzene, CC]4 and CHC1

4

3
benzene CC]4 CHC]3
T -
Bu nic)
50 /cm-] 73] 7546 7047
T 7218 646 50411
2
intensity /dm mol " em 2| 6 390690 3 650380 | 1 800+230
3, Jem™ ! 118+3 11642 11447
5, Jem™] 5344 5244 50+2
intensity /dm> mol”' em 2| 5 7604580 7 540540 | 7 210+240
3, Jem™! 18116 184+3 1757
85, Jem”! 7219 80+15 84:16
2
intensity /dms mol”! em 2| 3 470+250 2 470390 | 1 520:220
+ -
Bu N Br
5 /em! 6643
0
85, Jem™! 76+3
2
intensity /dm mol™' cm 2| 3 300%500
-]
v, /cm 79+1
a5, Jem”) 5612
P S B
intensity /dm” mol cm 1 9004500
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involving contact ion pair vibrations, since there was very little solvent
dependence. The band centre and half-band width were seen to decrease

slightly through the series of solvents benzene, CC1,, CHC1,, but the

4’ 3’
statistical significance of these shifts was seen to be questionable. The

band centre of the lTow frequency component was seen to be fairly constant

in the 73 cm-] region, but the half-band width decreased from 72 cm-] for

benzene to 64 cm-1 for CC1, and 50 cm-] for CHC13. The intensity for the

3

4
low frequency component also decreased in the same order, from 6 400 dm

- 3 -1 -
mol * cm 2 for benzene to 1 800 dm™ mol ~ c¢m 2 for CHC1 The band centre

3*
of the high frequency component was seen to be constant at 180+5 Cm-], and

the half band width at 80x15 cm“]. The intensity of this component was seen

to decrease from benzene to CC14 to CHC13.

The variation of best fitted parameters with concentration and
temperature for Bu4N+C1- in benzene solutions is shown in table 5.30. The
concentration studies indicated that for the low frequency component the band
centre shifted to lower frequency, except in benzene where the centre was
invariant. The half-band width was seen to be invariant in all 3 solvents.
The intensity apparently increased with concentration in benzene, but was
invariant in CC1, and CHC1,. For the central componenf, in benzene the centre

4 3

was invariant, but shifted to lower frequency for CC]4 and CHC13. The haif-

band width reached a maximum at about 0.8 mol dm-3 salt concentration in
benzene, and was seen to Tikewise increase up to 0.8 mol dm-3 concentration
for the CC]4 and CHC]3 solutions. The intensity reached a maximum in all
3 systems; the maxima occurring at about 0.8 mol dm—3 in benzene, at about

0.4 mol dm_3 in CC]4 and 0.5 mol dm'3 in CHC13. The maxima were not clearly

defined in the latter two cases. For the high frequency band the band centre

passed through a maximum at about 0.8 mol dm"3 in benzene, shifted steadily

to lower frequency in CC14 and was invariant in CHC13. The half-band width

increased in CC14, but was invariant with concentration in both CHC]3 and

benzene. The intensity reached a maximum value at about 0.5 mol dm“3 in
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3k
CC14, but was invariant in both benzene and CHC13.

The temperature studies for Bu4N+C1- in benzene showed that the
band centre for all 3 components was invariant, but that the half-band width
increased for the 73 and 118 cm-] components, and remained constant for
the 181 cm-] component. The intensity was seen to increase with temperature
for all 3 components.

The deductions made from these computer resolution techniques

are contained in the discussion of the ion pair solvation work in chapter
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CHAPTER 6

FURTHER STUDIES OF IONIC SOLVATION
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Chapter six is an amalgam of the remaining work attempted to study the
interaction between solvent and dissoived electrolyte. The intention of the
work was merely to compare the intensities, half-band widths and band
centres for pure solvents, and solutions in more polar solvents, with those
for the relatively non-polar systems discussed in chapter 4.

6.1.1 Pure benzene solvent spectra

The studies of the tetra-n-butylammonium salts in benzene systems
suggested that the Tow frequency 'collisional' band of the benzene solvent
was being intensified, and was giving rise to a low frequency component,
which was observable in the ratioed spectrum. This was especially so for
the Bu4N+C]E in benzene system. To check this assignment for the 73 !
component in the benzene solution spectra, far-infrared spectra of pure
benzene solvent have been recorded. The band centre, half-band width and
intensity have been measured.

The benzene used for these studies was the same as that for
the solution work in benzene. Two pathlengths of benzene were recorded, and
these two single beam spectra were ratioed to give the spectrum. This method
was chosen as the most accurate, rather than the more usual ratioing against
a 'non-absorbing' liquid. The latter method is inaccurate because of the
appreciable absorption of these 'non-absorbing' liquids in the region below
100 cm-]. The following procedure was employed to obtain the best possible
benzene spectra from our recording system. The demountable cell with high
density polythene windows (as detailed in chapter 2) was set up with the
larger of the two pathlength spacers in place. The cell was then filled with
dry benzene and the instrument evacuated. The spectrum for the longer path-
length was then recorded, using a 1024 point, double-sided interferogram, to
give a 3 cm-] resolution after computation. (See chapter 3). The interfer-
ometer was then let back up to atmospheric pressure, and the benzene with-

drawn from the cell, The cell was then dismantled, and the shorter of the

two pathlength spacers inserted, taking care to reproduce the earlier cell



D7
geometry as closely as possible. Two interferograms were then recorded for
this pathlength, and the cell was then once again dismantled, and the larger
pathlength spacer inserted. This procedure of double runs was then repeated
throughout a series of spectra. The time spent in recording the spectra was
thus minimised. This technique gave significantly better ratioed spectra
than others where several interferograms were recorded at one pathlength.
This agreed with the results of chapter 4, where poor spectra were produced
if there was a delay in recording background and sample spectra.

As expected, the band centre was found to occur at about 80 cm_l.
Various beam-splitters were tried, and it was found that the 50 gauge film
gave the best compromise for observing the whole of the band. The band could
be followed into the high frequency wing in the 200 cm-] region, and a
reasonable profile was obtained for the low frequency half of the band down
to about 10 cm-]. Fig. 6.1 shows the spectrum obtained by ratioing 0.2538 cm
of benzene against 0.0517 cm of benzene at 293K. The interferograms were
obtained using a 50 gauge beam-splitter, and the thin black polythene filter.
The resolution obtained was approximately 3 cm_]. The noise Tlevel present
throughout the spectrum was due to the ratioing out of the benzene absorption
from the background. This spectrum was seen to agree well with the spectrum
obtained by Chantry et. al. (71), which has been assigned to 'liquid lattice'
type motions (72).

Ten benzene absorption spectra were recorded at different path-
lengths. The band centre was measured, and the average value was found to be
805 cm_], the large uncertainty being due to the broadness of the band. The
baseline for this band for intensity calculations was drawn parallel to the
wavenumber axis, since the lTow frequency wing could not be determined with
any certainty. Thus the baseline level was determined by the high frequency
wing only. The half-band widths for the 10 bands were measured from the spectra,
and the average was found to be 80+10 cm-]. (See Tater in this section for a

more precise band centre and half-band width measurement using band fitting
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techniques). The areas under the absorption profile were measured for each

of the 10 spectra, using a planimeter, and the results are recorded in table
6.1. The pathlengths quoted were determined by measuring the spacer thickness,
by use of a micrometer‘screw gauge. The thickness was measured 10 times at
various places around the spacer, and these values were then averaged to

give the pathlengths of table 6.1. The areas quoted have associated with them
an uncertainty of +20 cm_], which was calculated as the 'dead spéce' area
below the fitted baseline. The error was thus the maximum discrepance on the
area possible, and was thus different to previous error treatments. The area
under the absorption band was plotted as a function of pathlength, and the
graph is shown as fig. 6.2. The area/pathlength data was used with the
programme BEERSLAW to give the best linear least squares fit to the data.

This enabjed a value for the band intensity to be calculated, The fit resir-
icted to pass through the origin gave a slope of 4941153 cm'z, aﬁd is denoted
by the letter A in the figure. This Qave an intensity Bi of 43.9+13.6 dm3

mol-] cm—z, where the molarity of pure benzene was calculated as 11.26 mol

dm ~ as in section 4.2.5. The unrestricted slope was found to be 521268 cm_z,

and is denoted by the letter B in fig. 6.2. This slope gave an intensity
B, of 46.3:23.8 dm° mo1™! em?. This .intensity was seen to agree well with °
the provisional value of Chantry et. al. (71), where an integrated strength
of 450 cm_] was obtained for liquid benzene at 300K. This value would give
an intensity B, of 40 dm° hol—] em™2. It should be noted here that the compar-
ison of intensities between different systems is very difficult, because of
the problems involved with the fixing of the baseline. Whilst intensity
considerations are viable within a series of measurements for a given system,
since a method of baseline fitting can be developed which suits that system,
extreme care must be taken in comparing different systems.

To determine accurately the band centre.and half-band width for
the benzene low frequency absorptioh the spectra were fitted to a pure Gauss

profile (see section 5.1 for details). The Gauss profile gave a better fit
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Table 6.1 75 cm™! pand pure benzene.
sample background pathlength area
pathlength pathlength

Jcm /cm /cm /cm-]
0.0208 0.0112 0.0096 12.51
0.0517 0.0208 0.0309 8.72
0.0517 0.0112 0.0405 20,30
0.1023 0.0517 0.0506 21.57
0.1023 0.0208 0.0815 25.42
0.1023 0.0112 0.0911 40.65
0.2538 0.1023 0.1515 80.39
0.2538 0.0517 0.2021 109.9
0.2538 0.0208 0.2330 113.6
0.2538 0.0112 0.2426 127.4
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to the absorption profile than the Cauchy, as for the tetra-n-alkylammonium
salts in non-polar solvent systems studied in chapter 5, This was possibly,
once again,due to lack of data in the wings of the band, where the Cauchy
profile dominates. The average band centre was found to be 75%] cm-], and
the average half-band width as 8323 cm']. The errors were the root mean square
deviation of the data set. A typical band fit is shown in fig. 6.3. This

fit was for 0.2538 cm of benzene ratioed against 0.0112 cm of benzene. It
was interesting to note that figs. 6.1 and 6.3 showed the possibility of a
weak band occurring at about 180 cm-l, the frequency at which the high
frequency component of the Bu4N+C1— in benzene system absorbed. This has not
been fé&her investigated here, but merits consideration in any further
studies of these systems.

It has often been stated that fairly concentrated electrolytes
have a pseudo-crystalline lattice (73), and so we decided to have a look at
the spectra of crystalline solid benzene. Fig, 6.4 shows the spectrum obtained
by ratioing 0.2538 cm of crystalline benzene at 253K against 0.1517 cm
crystalline benzene at the same temperature. The spectra were recorded using
the variable temperature cell, as detailed in chapter 2. The cooling agent
used for the reservior was solid carbon dioxide in acetone. 2048 point
interferograms were used to give a resolution of 1.5 cm-1. A 50 gauge beam-
splitter was used. This spectrum clearly showed that the band centre now
occurred at 871 cm-1. Bands of weaker intensity were seen to occur at 64+2
cm_] and 762 cm-]. The spectrum compared favourably with that obtained by
Chantry et. al. (71), who observed the spectrum of crystalline solid benzene,
and determined the main band centre as 97 cm-], with peaks of Tower intensity
at 53, 64 and 72 cm-]. These authors, and others (60, 74-76) noted that the
peak absorption values were dependent upon the temperature. Harada and
Shimanouchi showed further (60) that the far-infrared spectra of benzene
crystals grown under different conditions were quite different. In some cases

the spectra were found to be sensitive to rotation in the beam of radiation
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(60). Harada and Shimanouchi (75) showed that the major absorption peak

] at 80K, and 94 cm-] at 140K, thus showing that the band

occurred at 102 cm”
centre moved to lower frequency with increasing temperature. 3 crystalline
benzene spectra were recorded at 253K. The average band centre was measured

as 388+2 cm-], and the average half-band width as 402 cm-]. The areas under
these absorption curves were measured as 63.6, 61.8 and 57.9 cm_], giving

an average of 61.7+20 cm-], the uncertainty being determined from the

dead space below the baseline as for the benzene liquid spectra. The intensity
was then calculated assuming that the density of the solid benzene remained
unchanged from that in the liquid as 879 g dm-3 (56), With the pathlength

of 0.1023 cm and benzene concentration of 11.27 mol dm_3, the intensity Bi

3 -1 -2
mo1l cm o,

was calculated as 54.8£18 dm
To determine accurately the band centre and half-band width for
the crystalline benzene band the 3 spectra were fitted to a pure Gauss profile. -
A typical band fit is shown in fig. 6.5. The fitted band centres obtained
were 87.2, 86.9 and 88.9 cm-], giving an average of 88%1] cm_]. The fitted
half-band widths were 41.8, 43.5 and 43.5 giving an average of 43+] cm-].
Table 6.2 correlates the band parameters obtained for the Tow
frequency absorptions for liquid benzene solvent at 293K, crystalline benzene
solvent at 253K, and for 0.21 and 0.80 mol dm_3 solutions of Bu,N'C1™ in

4
| benzene both at 293K. The intensity of the low frequency component for the

} solutions was calculated with respect to the benzene concentration, and not
the Bu4N+C1- concentration as in chapter 5. The benzene concentration in
these solutions was taken to be the same as that for pure benzene, being
11.26 mol dm-3, calculated from the density and molecular weight. The
intensity values thus calculated were seen to be minimum values, since the
addition of the Bu4N+C1— salt caused the concentration of the solution to be
less than that for pure benzene.. In fact this was seen to be unlikely to

i be the case since a significant increase in volume was noted for the more

r concentrated solutions was noticed when the salt was added.

-
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Table 6.2 Band parameters for liquid, crystalline and solution low

frequency - bands for benzene.

11'qu1'da crystallineb so]utionC so]utiond
l band centre 75+1 88+] 63+3 74+3
/cma]
half-band
width 83+3 43+] 7445 67+5
/cm-]
intensity
/dn mol”V em™? 46224 55+18 27450 387450
& 293K
b 53¢
C -3 + .- .
0.21 mol dm Bu4N Cl in benzene at 293K
d -3 + .- .
0.80 mol dm ~ Bu,N C1 1in benzene at 293K

4
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The band centres and half-band widths were seen to be comparabie
in the 3 Hquid systems. The average centre for the Tow frequency component
for Bu4N+C1- in benzene, from the band fits of table 5.6 was 73%1 cm-],
which agreed well with the band centre of 75+#1 for the pure benzene solvent
absorption. The average half-band width for the Bu4N+C1- in benzene low
frequency component was 72:8 cm-], which was slightly lower than the 83+3 cm_]
for the pure benzene solvent.The intensity of the low frequency band, when
caicu1ated with respect to benzene concentration, was seen to be proportional
to the concentration of the added Bu4N+C1= salt, since the area of the band
was seen to be linearly dependent upon the salt concentration from fig. 5.6.
This proportionality was the case since the calculation of the intensity with
respect to benzene involved division of the area by constant pathlength, and
constant concentration.

The intensity values for the two solutions suggested that the
benzene absorption was being severely intensified by the added electrolyte.
The intensity of the benzene collisional band was doubled by the addition
of about 0.4 mol dm-3 of added Bu4N+C1_. (It should be remembered here , that
the low frequency component absorption was additional to the pure benzene
solvent absorption, which had already been subtracted by ratioing against
pure benzene.) At 0.8 mol dm"3 of added salt the benzene band was seen to
be intensified by approximately 8 times its original value.

This section has indicated that the low frequency component for

the Bu4N+C1- salt in benzene was indeed a perturbed benzene collisional band.

6.1.2 Pure toluene solvent spectra

Spectra of pure toluene were recorded to determine if the band
parameters were changed relative to those for benzene. This was done in the
hope that toluene could be used as a further solvent for the tetra-n-alkyl-
ammonium salts., Fig. 6.6 shows the spectrum obtained by ratioing 0.2538 cm
of toluene against 0.0112 cm of toluene. The interferograms were recorded

using a 50 gauge beam-splitter. 1024 point interferograms were recorded
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to give a resolution of 3 cm-]. The lTow frequency band was seen to occur on
the side of a strong absorption centred above 200 cm-], and this made measu-
rements of the band parameters difficult. This strong band would also make
studies of the spectra of tetra-n-alkylammonium salts in toluene almost
impossible.

The band parameters were determined for use in conjunction with

the spectra of Ag+C104 in toluene (see section 6.6). 4 toluene spectra were

recorded, and the parameters determined are shown in table 6.3. The average

1

band centre was 73*3 cm ', the average half-band width was 67+3 cm_], and

the average integrated intensity A/L was 197 3Dtcm-2. The density of toluene

was taken as 866.5 g dm-3 at 293K (77), and the band intensity Bi was thus

calculated as 21.3%3 dm3 mol_] cm-2. since the molarity of pure toluene was
calculated as 9.23 mol dm >,

6.2 Pure chloroform spectra

Spectra of pure chioroform were recorded for comparison with

the spectra obtained for the solutions of tetra-n-alkylammonium salts dissolved
in chloroform (see sections 4.7 to 4.11)., Fig. 6.7 shows the spectrum obtained
when 0.1023 cm of chloroform was ratioed against 0.0112 cm of chloroform, The
spectra were obtained using a 50 gauge beam-splitter, and 1024 point interferogr-
ams were recorded to give a resolution of 3 cm-]. The band centre was found

to occur at approximately 36 cm'],and, as can be seen from fig. 6.7, the low
frequency half of the band was extremely difficult to observe. At the very

low frequencies necessary the transmittance of the beam-splitter was rapidly
decreasing, as was the efficiency of both the detector and source. Various
beam-splitter and filter combinations were tried in order to obtain the best
possible chloroform spectra in this region. Fig. 6.8 shows the spectrum
obtained by ratioing 0.1023 cm of chloroform against 0,0112 cm of chloroform,
where the interferograms were obtained using a 100 gauge beam-splitter and

the black polythene lens. The resolution was once again 3 cm-1. Fig. 6.8

showed that the profile could be obtained with reasonable accuracy down to
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15 cm_]. The Tow frequency wing was still not visible, and indeed the high
frequency wing around 200 cm-] was now marked by the first beam-splitter.
cut-off of the 100 gauge film. Fig. 6.9 shows the chloroform spectrum obtained
for a ratio of 0.1023 and 0.0112 cm pathlengths, using a 400 gauge beam-
splitter and a 0.1 cm crystalline quartz filter. This spectrum showed that

the profile could be obtained accurately down to 10 cm-], but the spectrum

so obtained had the disadvantage that the beam-splitter minima occurred every
30 cm']. Hence there were 3 regions of noise in the spectrum, due to the low
transmitted intensity through these minima. However the spectrum obtained

in this way was far better than might be thought possible, and could be easily
corrected, as shown by the dotted lines in fig. 6.9, to obtain the accurate
profile between 10 and 100 cm-]. This spectrum was not satisfactory for
observation of the whole lTow frequency band, because the high frequency wing
had been truncated by the crystalline quartz filter, which cuts-in again at
1100m_]. The filter was necessary with the 400 gauge beam-splitter to maximise
the energy in the region below 100 cm-], in order that good spectra could

be obtained at this Tow frequency. The filtering could be seen to be affecting
the band profile, and the intensity of the band using the 400 gauge beam-
splitter was seen to be considerably less than that using the 100 gauge
beam-splitter,

The spectra gained using the 50 gauge beam-splitter were considered
to be the best for obtaining the band parameters for the low frequency
chloroform absorption. With this spectrum the baseline could be fitted by
reference to the high frequency wing. 3 good spectra were analysed, and the
band parameters are detailed in table 6.4. The band centre was found to be
36+1 cm-], and the half-band width 52:2cm™|. The area under the absorption
bands was measured using a planimeter. The integrated strength A/L was
determined by dividing the area by the pathlength, and the average area was
found to be 906 cm_z. The errors on the area values were determined as the

area of the dead space between the fitted baseline and the wavenumber axis.
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This was found to be approximately 10 cm-], as the typical baseline was
fitted at 0.1 Neper. With a molecular weight of 119 g m01_] for chloroform,

3 3

and a density of 1500 g dm ~ (56), which gave a molarity of 12.56 mol dm

for the pure solvent, the intensity Bi was calculated as 72+10 dm3 m01-1 cm
Attempts were made to fit the chloroform spectra to pure Gauss profiles,

to obtain more accurate band parameters. These were unsuccessful, presumably
due to the poor quality of the spectra below the band centre, and the large

asymmetry of the band. Approximately 36 cm-] of the half-band width occurred
for frequencies higher than the band centre, and only 18 cmel below the band
centre. (See chapter 7 for a discussion of the validity of absorbance/wave-

number plots at low wavenumber.)

Table 6.5 correlates the band parameters obtained for the Tow
frequency absorptions for pure chloroform selvent, and for 0.10 and (.80 mol
dm-3 solutions of Bu4N+C1- in chloroform, all at 293K. The intensities were
calculated with respect to the chloroform concentration, which was calculated
as 12.56 mol dm_3 for pure chloroform. The half-band widths for the absorptions
in the two systems, being 52+2 cm-] for the pure solvent and 50+11 cm-] as
an average for the solutions were seen to be comparable. The band centre in
the solutions was seen to be higher than that for the pure solvent. In the
solutions the average band centre was 70+7 cm'], and the pure solvent 36%]
cm-]. The intensities for the low frequency component for the solution were
seen to be of the same order of magnitude as the chloroform absorption. The
addition of the Bu4N+C]' salt appeared to have less of an effect on the
intensity than in the benzene solution. For the 0.8 mol dm-3 solution the
intensity of the 70 cm-] component was only just equivalent to that of pure
chloroform, whereas for benzene at the same concentration the intensification
was 8-fold.

It appeared that the chloroform solutions gave spectra that produced

slightly different absorptions to those in benzene solution. The Poley-Hill

absorption of the polar chloroform molecules appeared to be unaffected by




Table 6.5 Band parameters for pure liquid and solution low

frequency bands for chloroform

3R

band centre

/cm']

half-band width

/cm_]

intensity

/dm3 mo1™ ! em™2

liquid

52+2

72£10

so]utiona

1250

solution

46+5

8450

b

a 0.10 mol dm~

0.80 mol dm~

3

3

Bu4N+C1- in chloroform

Bu4N+C1- in chloroform
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the addition of the Bu4N+C1- salt. We propose that the new band occurring in
the solutions of Bu4N+C1- in chloroform was due to a collision-induced
absorption caused by collisions of ions and ion pairs with the polarisable
chloroform molecules (see chapter 7).

6.3 Carbon tetrachloride spectra

Spectra of pure carbon tetrachloride were recorded for comparison
with the spectra obtained for the solutions of tetra-n-alkylammonium salts
dissolved in carbon tetrachloride (see sections 4.5 and 4.6). Fig. 6.10
shows the spectrum obtained by ratioing 0.5116 cm against 0.2504 cm of carbon
tetrachloride using a 100 gauge beam-splitter. 1024 point interferograms
were recorded, which gave a resolution of 3 cm-]. The band parameters
obtained for spectra at 8 pathlengths are shown in table 6.6. The average
band centre was found to be 43+2 cm_], and the average half-band width as
58+3 cm™'. The error on the area was found to be +20 cm-], from the dead
space measurements,as for the chloroform spectra. The integrated strength

(area/pathlength) was calculated and the average value computed as 84+40 cm-z.

The density of carbon tetrachloride was found to be 1 595 g dm-3 at 293K
(78), and with a molecular weight of 154 the mo]arity of pure carbon tetra-
chloride was calculated as 10.4 mol dm-3. Thus the intensity of the low
frequency absorption centred at 43 cm-] was found to be 8.1%4 dm3 mol-] cm-z.
No band fits were attempted for the pure carbon tetrachloride.

Table 6.7 correlates the band parameters for the low frequency
band for pure carbon terachloride, and the low frequency component to the

overall profile for the spectrum of the solutions of Bu NTC1 din chloroform,

4
The figures showed that there was no comparison between the two sets of data,
and thus indicated that the low frequency component for the solution spectra
in carbon tetrachloride was unlikely to be a perturbed solvent Tattice band.

6.4 Lithium perchlorate in tetrahydrofuran

The studies of ionic solvation were enlarged to include solvents

of high polarity. These solvents had a large 'Poley-Hill' (2,4, 79-81)
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Table 5.7 Band parameters for pure 1iquid and solution Tow frequency

bands for carbon tetrachloride

liquid solution®
band centre
-1 43+2 8413
/cm
nalf-band width
-1 58+3 68+5
/cm
intensity
81+4 61+60
/dm3 mo1 1 cm 2

so]utionb

73%3

615

295+60

4

0.098 mol dm™> Bu N'C1™ in carbon tetrachloride

0.783 mol dm™> Bu,N'C17 in carbon tetrachloride
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absorption, and thus made impossible studies of the tetra-n-alkylammonium
salts in this solvent, because of the overlapping of the low frequency bands.

Thus a solvent had to be found which had its characteristic absorptions at

frequencies greater than 200 cm-]. The absorption of L1'+C1O4 in acetone
was noted to occur at 4205 cm-], which agreed well with the value of 425#3
cm-] obtained by Popov et. al. (44). However the spectra in this region were

seen to be much confused by overlap of the acetone 390 cm'] absorption. Thus

we decided to look at the spectra of Li+C104 in tetrahydrofuran, which was
seen to have no absorption bands in the 400 cmw] region,

Fig. 6.11 shows the spectrum obtained for a 0,250 mol dm'3 solution
of Li+C104- in THF, obtained using a 0.0208 cm pathlength cell by ratioing
against the same pathlength of pure THF. The interferograms were recorded
over 1024 points to give a resolution of about 3 cm'l. The 15 gauge beam-
splitter was used. The band centre was observed at 400x5 cm-], and a high

frequency component was clearly visible centred at 47545 cm—]. As far as can

be determined the spectra of L1'+C]O4 in THF have not been recorded previously,

but the salt has been studied in several other solvents. In dimethylsulphoxide

the band centre was 429 cm'] (45,82); 1in dipropylsulphoxide 421 cm-] (45);

1 1

in dibutylsulphoxide 426 cm ' (45); in pyridine 419 cm” (83); in 2-pyrrol-

1

idone 400 cm ' (84); in 1-Me-2-pyrrolidone 398 e (84). Spectra of many

other Tithium salts in THF have been recorded mostly by Edgell et.al.. They

showed that the band centres for the various salts in THF were 413 cm_] for

]

Li*Co(C0),” (42); 387 en”! for LitC1T (42); 378 en”! for LiBr™ (42); 373

for LiT1™ (42); 407 em ) for L1+N03' (42) and 412 (42) and 410 en ! (41) for

Li"8Ph,”. Thus the value obtained for Li'C10,” of 40015 ! fits well into
the series of salt absorptions in THF. Our results were thus in agreement
with the suggestion that in Tower dielectric constant solvents (THF €. = 7.58)
the far-infrared vibrational frequency for the ion cage vibration is anion

dependent. This implied that the anion was a member of the solvent cage, and

thus gained intimate contact with the cation. This cation-anion contact
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3
could be the cause of the high frequency component present in this system.
However, no mention of such a high frequency component to any of the spectra
for the salt/solvent systems listed above, where such cation-anion contact
was thought to occur, was made in the literature. Further studies are
required before any conclusions can be drawn.

The band parameters for 0,100 and 0.250 mol dm-3 L1+C104_ in
THF solutions are shown in table 6.8, where the area measured was that for
the total profile. The band centre was seen to occur at 40045 cm-], and had

-] ) :
a half-band width of 6845 cm . The intensity appeared to be concentration

dependent (although spectra for more concentrations were necessary to be

3 1

sure of this). The average intensity was calculated as 22 000+4 000 dm” mol~

cm—z. The half-band widths and intensities were seen to be of the same order
of magnitude as for the absorptions of the tetra-n-alkylammonium salts in
less polar solvents. There thus appeared to be no apparent overriding difference
between the far-infrared absorptions of polar and non-polar systems.

Band fits were made to the spectra of the 2 concentrations of
L1+C104— in THF. The bands were once again found to give the best fit to the
Gauss profile. The sum function gave a 5% Cauchy contribution to the overall
profile. The band fit to the sum of two Gauss components centred at 398 and
477 cn”' for the 0.25 mol dm™> solution of L1+C104- in THF 1is shown in fig,
6.12. The band parameters obtained for the best fits are shown in table 6.9.
These fits indicated that the intensity of the main band was concentration
dependent, but that the intensity of the high frequency component was invariant
with concentration. This had been found for the tetra-n-alkylammonium salts
in the non-polar solvents. The intensity of the high frequency component was
fixed as 1 300100 dm> mol”! cm-z, with a band centre of 477+1 cm ™! and a
half-band width of 53+3 cm™'.

6.5.1 Sodium iodide in acetone spectra

To continue the studies of electrolytes dissolved in polar solvents,

and to compare the absorption bands arising with those obtained from non-



Table 6.8 Band parameters for the 400 e

34t

total absorption profile

for Litc10,” in THF.

4
concentration 50 AC% area intensity
/mel dm™3 /cm-] /cm-] /cm_] /dm3 mol ! em %
0.100 400 65 31
395 66 34
18 100
396 65 42
400 70 37
0.250 402 70 134
403 73 136
26 000
401 72 125
403 70 125
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Table 6.9 Band fit parameters for Li'C10,” in THF
concentration 50 A%l area intensity
2
- -1 - - - -
/mol dm 3 /cm /cm 1 /cm 1 /dm3 mo1 1 cm 2
0.700 398 61 23 11 400
478 55 3 1 400
0.250 399 66 103 20 600
477 50 6 1 200
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polar systems, we decided to look at the spectra of sodium iodide in acetone.
The sodium salt was chosen so that the electrolyte absorption at 192 cm-]
(44) was not masked by the 390 cm-] acetone absorption. Fig. 6.13 shows
the spectrum obtained for a 0.0119 cm pathlength of 0.842 mol dm-3 Na+I-

in acetone ratioed against pure acetone. The band centre was seen to occur

at about 188 cm'], and it could be clearly seen that the low frequency wing

of the band was being severely curtailed by the ratioing out of the acetone
Poley-Hill absorption. The intensity of the low frequency Poley-Hill
absorption appeared to be diminished by the addition of electrolyte, and

hence the absorption from the acetone in solution was Tess than that from

the pure solvent background. This decrease in intensity would be expected

if some of the dissolved ions took the places of solvent molecules in the

cage of solvent molecules surrounding the librating molecule.

In an attempt to gain the band intensity for the NaT1™ in acetone,
absorption spectra were recorded and ratioed against a cyclohexane background.
Fig. 6.14 shows the spectrum obtained for a 0.0119 cm pathlength of 1.0 mol
dm-3 Na+I- in acetone ratioed against cyclohexane. Attempts were then made
to determine the intensity of the Na*1™ band, which now occurred as a shoulder
on the side of the very strong acetone Poley-Hill absorption. A curving
baseline was used to represent the high frequency profile for the acetone
absorption, and the area was then measured by planimeter. The band parameters
for the 180 cm-] band are shown in table 6.10. The two spectra recorded
against acetone showed a higher intensity than those recorded against
cyclohexane. This could have been due to the baseline for the cyclohexane
ratioed spectra being fixed too high. This was probably caused by the low
frequency wing of the band being enveloped in the high frequency wing of
the acetone absorption. The acetone absorption was too strong to allow

calculation of the intensity of an overlapping band of much lower intensity.

[t thus appeared that the best value for the band intensity from the higher

3 2

concentration solutions was 12 00+1 000 dm mo]-] cm ¢, obtained from the
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Table 6.10 Band parameters for the 190 cm-] band for Na'l~ in acetone

concn.,

/mol dm”~

0.052

0.104

0.521

0.824°

0.842%

1.000

190

191

190

190

190

190

188

194

190
196

44

46

80

67

72

72
68

10

27

90.

129.

78.

70,
62.

.69

.85

intensity

Jdm° mo1”!

5 140
5 400
10 900

12 920

7 040

cm

-2

ratioed against cyclohexane

ratioed against acetone
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acetone ratios.

The intensity for the lower concentrations up to about 0.5 mol
dm-3 was seen to be approximately constant with a value of 6 000+1 000 dm3
mo1-] cm-z, and it thus appeared that the intensity of this band was concent-
ration dependent over the whole range of concentration studied. This observation
agreed with that of Popov et. al. (44), where they attributed a clean break in
their peak absorbance/concentration plot to represent the replacement of one
or more acetone molecules in the solvation shell of the Li' cation by the
C104- anion. We would expect the intensity change to be more gradual as the
concentration of the second type of environment gradually increased. Our
studies have indicated that the break in the Popov plot was due to the solub-
ility Timit of the L1+C104_ in acetone being reached. The salt would then
presumably dissolve in the nitromethane, which was used as a dilutant for the
acetone solvent, and this would then give a different slope for the peak
absorbance/concentration plot. Table 6.10 showed, however, that some changes
occurred in the environment of the Na© cation, as the half-band width for
the absorption increased from 44+3 cm-] to 70+3 cm-1 at the higher concentrations.
No significant shift of band centre was observed. Presumably the absorptions
from the two environments overlap, and the increased uncertainty of the band
centre determination may well have been due to the presence of the additional

component to the overall profile.

6.5.2 Sodium iodide in acetone in the mid-infrared

The shifting of the band centre and intensification of the 390 cm-]

internal acetone mode in solutions with dissolved electrolytes prompted a
short study of further acetone internal modes in the mid-infrared region. The
spectra were recorded using a Grubb-Parsons GS-2A Grating Spectrophotometer,
coupled to a Solaratron Data Transfer Unit and Solaratron Digital Voltmeter
and Westrex Teletype for digital recording of the transmission data.

1

Fig. 6.15 shows the spectrum for the 1095 cm Voo band for pure

acetone, represented by the solid line, and for a 0.69 mol dm-3 solution of
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Na+I- in acetone, represented by the dotted line. The spectra were recorded
using a 0.0025 cm pathlength cell with sodium chloride windows. Table 6.11

shows theband parameters obtained for this CH,-rocking mode (85), and it

3
was seen both from the figure and the table, that there was very little differ-
ence in the absorption in this region in the pure solvent or in the solution.
The autocorrelation curves for the two bands shown as fig. 6.16 once again

indicated no significant differences between the CH_-rocking mode in the

3
pure solvent or in solution,

Fig. 6.17 shows the absorption for the 1216 cm_] C-C-C

V17
stretching mode obtained for pure acetone, represented by the solid line,

and for 0.69 mol dm > solution of Na'I™ in acetone. represented by the

dotted line. Once again the spectra were recorded using a 0.0025 cm pathlength
cell, The manual slits of the spectrometer were set at 33.5 divisions

which gave a resolution of about 1 cm-]. Very little change was observable

in band centre, intensity or half-band width., It was interesting to note

that a high frequency component was observable at 1235 cm_] in the spectrum
for the Na'I™ in acetone solution. The autocorrelation function could not

be used for comparison of the 1235 cm-] band in pure acetone, and in the

Na*1™ in acetone solution, since in the latter case the autocorrelation
programme AUTO detected the second peak in the overall absorption profile

and the programme thus failed. The band fitting routines could not be used

to resolve these two components, to enable AUTO to be used on the single
components, since the former required the band shape to be fixed. Further
studies on the system were abandoned, since no significant changes were being

achieved,

6.6 Silver perchlorate in benzene and toluene

Preliminary spectra of silver perchlorate in benzene solution were
recorded to determine whether similar absorptions to those occurring in
tetra-n-alkylammonium salts in benzene were observed. The silver cation is

large, but has no internal vibration modes since only one atom is concerned.
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Table 6,11 Band parameters for the 1095 and 1215 cm-] bands for pure

+_- .
acetone and Na I in acetone solution

v AV area
0 3
/cm-] /cm-] /cm-]
pure acetone 1093 15.0 11.3
11.9
1094 14.0 12.4
0.69 mol dm > | 1093 14.0 12.0
+ - 12.3
Na'I 1in acetone 1094 14.0 12.6
pure acetone 1223 12.5 104.6
105.3
1224 12.5 106.0
0.69 mol dm'3 1224 14.5 106.5
+ - ’ 105.3
Na'I 1in acetone 1224 14.0 104.0
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The silver cation was known to have a strong interaction with the benzene
solvent (86~88), and we wondered what effects this might have on the far-
infrared spectra of these systems.

Fig. 6.18 shows the spectrum obtained for a 0.1023 cm pathlength
3

of 0.116 mol dm~ Ag+C104 in benzene, ratioed against the same pathlength

of pure benzene solvent. The resolution in this spectrum was about 3 cm'],
obtained by recording 1024 point interferograms. The 50 gauge beam-splitter
was used to obtain these spectra. Two band centres were clearly observabie,

although the bands overlapped considerably. The band centres were measured

1

as 70#5 cm = and 14035 cm_1. The area underneath the total absorption profile

3

was measured by planimeter for 2 spectra of the 0.116 mol dm™ Ag+C104- in

benzene recorded at 0.1023 and 0.0517 cm pathlengths. These areas were found
to be 80 and 39 cm—] respectively, and gave total band intensities of 6 700

and 6 600 dm3 mol-] cm-z. The dead space below the baseline was calculated

3

as =20 cm'], which gave an uncertainty of 1 500 dm mo]-] cm_2 on the

intensity. The total band intensity was thus calculated as 6650 1 500 dm3

-1

mol cm_2 for the Ag+C104 in benzene system. This intensity was seen to

be of the same order of magnitude as that obtained for the total absorption
band for the tetra-n-alkylammonium salts in benzene. The intensity for the

latter systems was 6 000 to 15 000 dm° mol™| cm 2 (see section 4.2)

A spectrum of 0.78 mol dm-3 Ag+C104 in toluene was also recorded,
and is shown as fig. 6.19. The spectrum was ratioed against pure toluene. A

50 gauge beam-splitter was used, and the resolution was about 3 cm_1. Two

bands were clearly observable, and the band centres were measured as 70z5 cm“]

and 13515 cm-]. The area underneath the total absorption profile was measured

3 mol-] cm_z. The

uncertainty was calculated assuming an uncertainty in area of %50 cm-], due

as 150 cm_], which gave an intensity B, of 9 1583 000 dm

to baseline fitting. No attempts were made to fit components to the overall

profile for the single spectrum obtained for this system.

Using only the measured band centres for the component bands it
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was seen that the data for Ag+C104 in both benzene and toluene was consistent
with the view that the overall absorption profile contained at least 2
components. The low frequency component once again seemed to be a perturbed
benzene and toluene solvent collisional band. The band centres in benzene

were 75+5 and 140%5 cm-], whilst that of pure benzene was 75z] cm-]. In
toluene the band centres were 70+5 and 135#5 cm-], whilst that of pure toluene
was 73#3 cm-]. These frequencies further suggested that the 'ion aggregate'
absorption of the Ag+C1O4_ was occurring at 13815 cm-]. This preliminary

study has shown that the Ag+0104' in benzene and toluene forms systems

comparable with those of the tetra-n-alkylammonium salts in benzene.

6.7 Summary.

The work described in this chapter has shown that the far-infrared
absorptions for electrolytes dissolved in various solvents of varying relative
permittivities and polarisabilities were in fact very similar. The band
parameters showed surprisingly good agreement for solutions in both polar
and non-polar media. This must cast some doubt upon the widely differing
mechanisms which have been proposed to account for absorption in these systems.
It is possible that some of the absorptions studied here arise from non-
predominant species in the solutions, and since most solutions will contain
a spectrum of environments, then the spectra may well be expected to be very
similar in this case.

The possibility of a high frequency wing to some of these absorp-
tions in more polar solvents, notably for the Na+I_ in acetone and L1+C104-
in THF systems, suggested that similar environments exist in these solutions
as do for Bu4N+C]- in benzene system.

Much more work is necessary on these systems before any concrete
conclusions can be made, but it has been shown that the work so far was

consistent with one component to the overall absorption being due to a

perturbed solvent collisional mode. (See discussion in chapter 7).
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DISCUSSION OF THE IONIC SOLVATION
STUDIES
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7.1 Historical introduction to the theory of solvation

A dictionary definition (89) for solvation is 'the association
or combination of molecules of solvent with solute ions or molecules'. A
solute dissolves in a given solvent because interactions occur between the
solvent and the solute. Statements such as 'Nitrates of highly polarising
cations dissolve in carbon tetrachloride without interaction with the solvent'’
(90) would appear to be incorrect, because the solute would presumably be
insoluble if there were no interaction. It would have been more correct, in
this case, to have said that the infrared spectrum of the nitrates was not
changed upon dissolution in carbon terachloride. Many such instances occur
in the Titerature, and these may well be due to a general Tack of understanding
of the solvation process.

In the dissolution of a salt the crystal lattice is broken down
into smaller units, so that microscopic solvation by the solvent molecules
can occur. Ion pairs and single ions will be the basic units into which the
salt lattice will be broken down, and it is these entities that interact with
solvent molecules, and make the solute soluble. The energy released when a
solute particle interacts with solvent molecules, to form a semi-stable entity,
is known as the solvation energy of the solute particle. It is this energy
gain that overcomes the solute crystal Tattice energy, and enables the lattice
to be broken down. Thus a salt will dissolve if the ion pair solvation (or
the total of anion solvation, cation solvation and the 'jonising power' of
the solvent) exceeds the crystal lattice energy of the salt. The 'dissociating
or ionising power' of the solvent is the ability of the solvent to support
ionisation, and is usually reflected by the relative permittivity.

Ionic salts are usually found to be soluble in dipolar aprotic
solvents. The salts are dissociated in solution, even for poorly solvating
media such as acetonitrile, where there is apparently little solvation of
either anion or cations (91). Anions were also shown to be poorly solvated

in dipolar aprotic solvents (92). Anions were seen to be Tess solvated than
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cations in such solvents (93-95), which contrasted with the studies in
aqueous solution, where anions had much greater solvation energies than
cations of comparable size. (96).

Solvation ranges from one extreme, in which donor and acceptor
properties result in definite stable compounds, through intermediate aggreg-
ates and unstable coordination compounds, to very weak van der Waals inter-
actions. The more definite interactions were the first to be studied.
Specific donor-acceptor interactions were observed for solutions of silver
salts in acetonitrile (97). The silver salt was seen to be more soluble in
acetone than in water. Such specific interactions were used to explain why
copper(Il) iodide was more soluble in acetonitrile than in water (97,98). We
nave attempted to study solvation in less-solvating solvents such as benzene,
carbon tetrachloride, chloroform and acetone. Chloroform is a weak protic
solvent (proton donor), which presumably solvates by a weak hydrogen-bonding
interaction. Acetone is a dipolar aprotic solvent (relative permittivity
greater than 15, and hydrogen atoms present not able to form hydrogen bonds),
for which anions are thought to be solvated by ion-dipole interactions. The
solvation is further enhanced by interaction due to the mutual polarisability
of the anion and the solvent molecule. The latter process becoming increasingly
important as the size of the anion increases.

Benzene and carbon tetrachloride are non-polar solvents (relative
permittivity less than 15). In such solvents there is usually extensive ion
aggregation (99). This was thought to be due to the high forces occurring
between the ions. These forces are much higher than the ion-ion forces
occurring in polar solvents, where the major interaction has been seen to be
between solvent and solute. Geddes and Kraus (100) showed that, in non-polar
solvents such as benzene, electrolytes exist as ionic dipoles only at concen-
trations below about 10_5 mo1 dm-3. The presence of multipoles at higher
concentrations was deduced from the non-lirearity of plots of relative permitt-

ivity increase, and dielectric polarisation decrease, against concentration
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(101). The authors found that multipole formation was minimised for ions
with high electrical asymmetry. Electrolytes having large symmetrical ions,
such as Bu4N+, showed a very marked tendency to build up highly complex
neutral structures or aggregates. The association of ion dipoles was also
governed by the dipole moment of the ion pair (102). Freezing point depression
work (103) indicated that for 0.01 mol dm-3 solutions of tetraisoamylammonium
nitrate in dioxane the apparent molecular weight was 4-times the formula
weight. This indicated that there was association of 4 jon pairs, even at
this relativeiy Tow concentration. Only at a concentration of about 2x10'4
mo1l dm_3 was the apparent molecular weight close to the formula weight. For
the silver perchlorate in benzene system apparent molecular weight determin-
ations (104) have shown that 2 ion pairs predominate at 2x10-4 mol dm-3. For
tetra-n-butylammonium thiocyanate in benzene (102) freezing point depression
has shown that for 0.1 mol dm-3 solution the association number (the ratio
of apparent molecular weight to the formula weight) was about 20. The assoc-
iation number was 30 for 0.2 mol dm_3, with a maximum of 32 for 0.3 mol dm-3,
decreasing to about 20 for 0.8 mol dm-3 salt. Conductivity measﬁrements also
indicated that considerable increase in the number of ions present was
occurring with increasing concentration. The conductivity passed through a
minimum with increasing concentration. No attempt was made in any of these
studies to discuss the nature of the ions produced by such concentration
changes. Strong and Kraus (73) suggested that concentrated benzene solutions
should be considered as solutions of benzene in the fused salt. For solvents
of Tow relative permittivity, the dissociation constant was found to increase
with temperature (105). This indicated that the association decreased with
increasing temperature,.

Szwarc, in his extensive study of ionic solvation (106), suggested
that ion pairs could exist in two distinct forms as loose and tight ion pairs.
He reasoned that an ion surrounded by a tight solvation shell could approach

a counterion without hindrance until its solvation shell contacted the
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partner. Thereafter, the associate either maintained the structure of a
solvent separated, loose ion pair, or the solvent molecules separating the
partners were squeezed out and a tight contact ion pair formed. For solutions
of tetra-n-alkylammonium salts in low relative permittivity solvents, the
permittivity was seen to have very little effect on the calculated dipole
moment of the ion pair (107). Szwarc (106) used this to establish that the
cation and anion in the ijon pair polarised each other at intimate contact,
as envisaged by the model of the contact ion pair. Molecular models for the
tetra-n-alkylammonium ions have been constructed in this laboratory. They
were seen to have an open structure, consisting of a central core and four
alkyl limbs projecting at tetrahedral directions into the solvent. The ion
pair is thought to have the anion sitting on the threefold axis (i.e. in the
cavity formed by the three alkyl 1limbs), so that the centres of charge were
at the distance of closest approach.

Thus the data obtained from conductivity studies and colligative
properties suggested that a complete spectrum of environments exist in
solution., These range from the completely separate solvent surrounded ions
in polar systems, through systems where the counterion enters the solvation
shell of the first ion, to ion pairs and higher aggregates where the solvent
molecule has been expelled from the close proximity of the ions. This leads
to difficulties in understanding the role of the solvent in these systems.

A vast literature of electrochemical studies of ionic solvation has been
built up, both for polar and non-polar solvents (73,100-104,108-133), and
the ideas concerning solvation in very dilute solution are fairly well
understood.

7.2 Previous infrared studies and interpretations

The early work using infrared spectroscopy did not easily lead
to such simple conclusions as the electrochemical studies., In fact much
confusion was generated by the early spectroscopic studies. There was a

general lack of convincing nature of interpretation. The following summary
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abstracts the work which produced conclusions in accord with the bulk of the
infrared work. Many contributions have not been considered. Edgell (106)
summarised the spectroscopic work admirably, The low wavenumber spectra of
alkali metal salts in polar solvents, such as acetone (44) and dialkylsulphates
(45,82,134,135) were seen to be anion independent, and were explained by
assuming that the alkali ion vibrated in solution relative to its cage of
neighbouring molecules. This vibration affected the vibrations and hence the
absorptions of surrounding solvent molecules. In less polar solvents (e.g.
THF (43,136)) the Tow wavenumber infrared absorptions were found to be anion
dependent, and this was explained by assuming that the near-neighbour solution
species (either solvent molecules or anions) may have small displacements

in the vibration, in addition to the displacement of the alkali ion. Thus in
THF solutions the anion was placed in the near-neighbour environment of the
cation. Solvent molecules must also be near neighbours of the alkali ion on
physical grounds, and must make a significant contribution to the force
causing the alkali ion vibration in THF solutions. This suggested a model

for this vibration in THF, in which the alkali ion vibrated in a cage formed
by solvent molecules and anions. The cage elements, as well as the alkali
ion, move in the vibration as was suggested by the frequency variation with
both cation change and cation isotope substitution. For solutions in D.M.S.0.
for instance, which showed no such anion dependence, it appeared that all
cation near neighbours were solvent molecules. Two types of solvent structure
were seen to be capable of giving rise to such a cage. (i) The cation and
anion together with solvent molecules were coupled in a single structural
unit of some stability, with one or more molecules between the two ions. This
was known as a solvent-separated ion pair. (ii) The anion occupied a less
stable structural position in the solvent, which would be at relatively
larger distances from the cation and its solvent near neighbours. The ions
were then free ions. Another type of solution entity predominating in low

relative permittivity solvents were cluster ions as already discussed.
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Popov, by vapour phase osometric measurements (137), showed
that for 1ithium chloride solutions in acetone it was reasonable to assume
that in addition to contact ion pairs, there existed in_sp]ution higher ionic
or molecular aggregates. This result agreed with spectroscopic (44), conduc-
tivity (138) and kinetic isotope exchange measurements (139) on the bromide
and chioride salts.
23Na and 7Li N.M.R. measurements have been used for elucidation
of immediate chemical environment of the ions in different solvents (140-152).
N.M.R. probes have aiso been used to determine preferential solvation in
mixed solvents (144).

Very low frequency (0.01 to 0.3 cm_]) relative permittivity
studies by Lestrade et. al. and others (49-52,153-160) have been used to
study the relatively long time behaviour of dissolved electrolyte solutions.
The complex permittivity studies showed the behaviour of systems in the time
scale 3 000 to 100 ps, whereas the far-infrared region shows the behaviour
in the time scale 3 to 0.1 ps. A large variety of salts, over wide concentrat-
ion ranges, have been studied in both polar and non-polar solvents. Studies
include Li* c1o4', Mgz+(c1o4’)2, Lic1™, Lit1™ and Bu4N+I? in ethanol (153),
and L1+C104- in ethyl acetate (155) and in tetrahydrofuran and benzene mixtures
(49). In the latter study a model was proposed, which involved the Brownian
Tinear motion of the ions between collisions. Tri-butylammonium picrate in
benzene (156), and tetra-n-butylammonium bromide and thiocyanate in benzene
(154) have also been studied, and it was shown that the observed relaxation
processes were more complex in this non-polar solvent, than in more polar
solvents. Lithium chloride has also been studied in ethyl acetate and tetra-
hydrofuran (52). These studies showed that the complex permittivity functions
for electrolyte systems were seen to be very similar in both polar and non-
polar solvents.

Many different techniques have been empleyed in the presentation

of far-infrared spectroscopic data. We have used a transmittance/linear
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wavenumber plot in all our experimental work. We thus decided to study the
applicability of Tinear wavenumber plots and intensity calculations for very
low frequency bands.

Infrared spectra have conventionally been represented by plotting
transmittance or absorbance as a linear function of wavenumber. The Tinear
wavenumber function was applicable in the normal infrared region, where the
absorptions were due to the vibrations of molecules, since the absorption
energy was equal to the band vibration energy, which approximated to that of
an harmonic oscillator (161). Thus the spectrum is a function of absorption
against energy, which has been conventionally represented on a wavenumber
scale. The absorption bands in the infrared were often seen to be symmetrical
when represented as a linear function of wavenumber, and hence the spectra were
represented thus. The bands were symmetrical since the harmonic vibration
potential wells were symmetrical as a function of internuclear distance, the
variation of this causing the dipole moment changes which give rise to the
absorption.

The low frequency bands that we have observed were often far from
1

symmetrical, Indeed for bands occurring at a frequency of about 30 cm”
with a half-band width measured as 80 cm-] it is impossible for the bands to
be symmetrical on a linear wavenumber scale. (since negative frequencies

are impossible) The study of the theory of Tineshapes of absorption bands is
still very much in its infancy, even for simple systems, and Tittle work

has been accomplished for the condensed phase. The broad absorptions of
compressed carbon dioxide gas in the far-infrared have led to a theory of
lineshape for the collisional process (162,163), which led the infrared
spectroscopists to plot absorption bands as linear wavenumber functions.
However similar studies have also produced results represented as a logarithmn
wavenumber plot (164), and so studies of Tineshape have not really assisted in
the problems of representation of spectra.

To determine the effects of different plotting procedures on our
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observed spectra, and indeed to determine if there was any notié?b]e effect
on the presence of the three proposed components to the overall profile,
one of the recorded spectra has been plotted under the various functions
possible, Table 7.1 shows the absorbance data as a function of wavenumber
for a spectrum obtained for a 0.70 mol dn™> solution of Bu4N+C1- in benzene,

which was considered typical for the systems in this work. Logarithmn wave-

number, the wavenumberxabsorbance product, absorbance/wavenumber and logar-

ithmn absorbance are also tabulated. Figs. 7.1 to 7.6 show the various 'spectra'

obtained by different pliotting of this data. Fig. 7.1 shows the absorbance/
wavenumber plot as used for representation of spectra in this work. The
component band centres appeared at 68, 108 and 190 cm'] as indicated by

the arrows. The low frequency wing of these low frequency absorptions can

be minimised by plotting the spectrum as the product wavenumber x absorbance
as a function of wavenumber. The spectrum was plotted in this manner in fig.
1.2, which now clearly showed the presence of the high frequency component.
The component centres were seen to be at 68, 116 and 200 cm'], the lowest
frequency component being only detectable as a small shoulder, The slight
shift to higher frequency for the components in this representation was due
to the multiplication by wavenumber, which emphasised any band towards high
frequency. The low frequency wing of the band was emphasised by plotting
absorbance/wavenumber as a function of wavenumber as shown in fig. 7.3. As
was expected the high frequency component was only visible at 190 cm-] as a
shoulder, and the two other components were shifted to Tower frequency than
that seen in the normal absorbance plot. The lower frequency components were
measured as having band centres at 49 and 88 cm-]. Amplifying the low freq-
uency wing was seen to emphasise the poor signal-to-noise ratio at low
frequency. The common logarithmn absorbance as a function of wavenumber plot
of fig. 7.4 was seen to compress the high frequency absorbance values, and

thus would be beneficial for strongly absorbing systems. This plot showed no

benefit for our systems, but did confirm component bands at 68, 108 and 190
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Table 7.1 Absorbance/Wavenumber data for figs. 7.1 to 7.6
v log v o av /v Tog o
/cm'] /cm-] /neper  |/neper cn”! /neper cm |/neper
9.8 0.990 0.000 0.00 0.0000 -
14.7 1.166 0.110 1.61 0.0075 -0.959
19.5 1.291 0.103 2.01 0.0053 -1.000
24.4 1.388 0.505 12.33 0.0207 -0.692
29.3 1.467 0.624 18.29 0.0213 -0.205
34.2 1.534 0.805 27.50 0.0235 -0.094
39.1 1.592 0.874 34.15 0.0224 -0.059
44.0 1.643 0.968 42.56 0.0220 -0.014
48.9 1.689 1.117 54.52 0.0229 0.048
53.7 1.730 1.206 64.76 0.0225 0.081
58.6 1.768 1.312 76.89 0.0224 0.118
63.5 1.803 1.378 87.50 0.0217 0.139
68.4 1.835 1.487 101.67 0.0218 0.172
73.2 1.865 1.501 109.90 0.0205 0.176
78.1 1.893 1.678 131.12 0.0215 0.225
83.0 1.919 1.780 147.73 0.0214 0.250
87.9 1.944 1.929 169.53 0.0220 0.285
92.8 1.967 2.029 188.21 0.0219 0.307
97.7 1.990 2.106 205.69 0.0216 0.323
102.5 2.01 2.146 220.01 0.0209 0.332
107.4 2.031 2.119 227 .58 0.0197 0.326
112.3 2.050 2.157 242.21 0.0192 0.334
117.2 2.069 2.130 249.65 0.0182 0.328
122.1 2.087 2.013 245.71 0.0165 0.304
127.0 2.120 1.730 228.07 0.0131 0.238
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Table 7.1 (continued)

v log v o av /v log o
/cm—] /cm'] /neper /neper cm-] /neper cm /neper
131.8 2.120 1.730 228.07 0.0131 0.238
136.7 2.136 1.508 206.15 0.0170 0.178
141.6 2.151 1.360 192.60 0.0096 0.134
146.5 2.166 1.170 171.43 0.0080 0.068
151.4 2.180 1.047 158.53 0.0069 0.020
156.3 2.194 0.984 153.73 0.0063 -0.007
161.1 2.207 0.948 152.78 0.0059 -0.023
166.0 2.220 0.920 152.66 0.0055 -0.036
170.9 2.233 0.888 151.74 0.0052 -0.052
175.8 2.245 0.877 154.11 0.0050 -0.057
180.7 2.257 0.858 154.92 0.0047 -0.067
185.6 2.269 0.838 155.51 0.0045 -0.077
190.4 2.280 0.857 163.20 0.0045 -0.067
195.3 2.291 0.832 162.50 0.0043 -0.080
200.2 2.301 0.822 164.46 0.0041 -0.085
205.1 2.312 0.745 152.74 0.0036 -0.128
210.0 2.322 0.709 148.86 0.0034 -0.149
214.8 2.332 0.687 147.51 0.0032 -0.163
219.7 2.342 0.599 131.57 0.0027 -0.223
224.6 2.351 0.573 128.63 0.0026 -0.242
229.5 2.361 0.523 120.00 0.0023 -0.282
234.4 2.370 0.452 105.89 0.0019 -0.345
239.3 2.379 0.492 117.62 0.0021 -0.308
244 .1 2.388 0.464 113.21 0.0019 -0.334
249.0 2.396 10.471 117.44 1} 0.0025 -0.327
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cm—]. Fig. 7.5 shows the plot obtained when absorbance was taken as a
function of logarithmn of wavenumber. The low wavenumber region was expanded
and this was seen to be a useful method for far-infrared spectra representat-
ion below about 100 cm-]. Components were seen at 69, 110 and 190 cm-],
showing no significant shift from those obtained for the normal absorbance
against wavenumber plot. Finally fig. 7.6 shows the spectrum as a logarithmn
absorbance against Tlogarithmn wavenumber plot. This plot expanded both the

low frequency and Tow absorbance regions as expected, and once again showed
component centres at 69, 110 and 190 cm_].

It thus appeared that all the spectra were useful in qualification
of the suspected presence of component bands to an overall profile, with the
possible exceptions of the qu and o/v plots, which were seen to distort the
spectrum and to increase asymmetry. In this work linear absorbance/linear
wavenumber plots have been used throughout for representation of spectra,
and the data was thus presented in the form most common in spectroscopy.

We now turn to the more complicated problem of the applicability
of intensity calculations from these very broad, very low frequency bands.

The intensity has been calculated from egn. 4.2, which is repeated here

for clarity;

B =S e(v).dv 7.1

where ¢(v) is the extinction coefficient calculated as;

e(v) = a(v)/c 7.2
Egqn. 7.1 is valid only when the range of integration is minimal with respect
to the frequency of maximal absorption. This is seen to be the case for
bands in the 3 000 cm-] region with half-band widths of the order of 10 cm-],
where the range of integration is Tikely to be only 50 cm-]. To discover the
reasons behind the limitation of the viability of the intensity calculation
via eqn. 7.1 we need to consider the quantum mechanical approach to the
theory of radiation .absorption.

Einstein developed a theory for absorption of radiation, and
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introduced a coefficient Beis known as Einstein's coefficient of stimulated
absorption (165). Transitions from the initial to final states were seen to
occur with a probability which was proportional to the square of the trans-
ition dipole moment between initial and final states (166);

Bey = |d 7.3

1°
fi
The extinction coefficient obtained by calculation from the transition
probability has been related to the extinction coefficient obtained
experimentally (166);

e(%) = (10%/1n10).Lh3B.., () 7.

where L is Avogadro's number

and h is Planck's constant
Thus the integral over the absorption band, as measured experimentally by
the area under the absorption profile, is given by;

[ e(3).d% = (10%/1n10).Lhs BB, (3).dv 7.5

band bandﬁ
The integral of the right hand side of egn. 7.5 cannot be determined, since
Einstein's coefficient is not known as a function of wavenumber. To enable

the relationship between microscopic and macroscopic parameters to be devel-
oped it has been assumed that both the wavenumber 5, and the Einstein coeffic-
ient Bfi(G) are constant over the region of integration of the band, i.e.

over the total band-width. Clearly this approximation will only be valid when
the band is very narrow or, more precisely, when the total band width over
which the integration takes place is negligible with respect to the wavenumber
of maximum absorption. Thus for very narrow bands at high frequency the
approximation in eqn. 7.6 is valid;

[ e(®).dv  (10%/1n10).LhY,..B

.(5 .) 7.6
band fifi' fi

where Gfi is the wavenumber of maximum absorption, corresponding

to the energy difference between initial and final states.

and B is the Einstein coefficient at the frequency of

£i(vei)

maximum absorption,




322

Thus the absorption bands for our systems will give integrated intensities
which are unlikely to corresnond to intensities calculated from microsconic
properties, since the band width was by no means negligible with respect
to the fregquency of maximum absorption. It is inéiesting to note witn regard
to intensity calculations, that satisfaction of egn. 7.6 relies on the min-
imum integration range, This is opposite to the usual requirement that integ-
ration must be carried out over the whole band. According to theory for
Gauss and especially Cauchy profiles this necessitates integration from +w
to -« (167). Clearly the relating of intensity data tc microscopic properties
is bound to be fraught with difficulty.

Intensity calculations have also been made (164,168) using &
natural logarithmn wavenumber energy axis, the intensity then being given

by (ref. 169, chap. 10};

T'= [ e(1nv).d(Inv) 7.7
band
The relation to the Einstein coefficient now being;
- - 3 - -
S e(Inv).d(Tnv) v (10°/1n10).LhTn(Ve,)Bo (Tnve.) 7.8

band
Where the conditions for close approximation are now that the logarithmn
of the band width in wavenumbers is negligible with respect to the logarithmn
of the wavenumber of the band centre. This condition is more easily satisfied
for low frequency bands, due to the logarithmic scale and the compression
of the higher wavenumber data where the absorption will occur (see fig. 7.5).
This method was not chosen because of the expansion of tne Tow frequency
data, which was of relatively low quality, due to our experimental arrange-
ment (see chapter 3).

7.3 The aims of this work in terms of interpretation

Three questions arise during the interpretation of the far-infrared
spectra for the solutions of salts in relatively non-polar media. The first
aim of this work was the assignment of the bands in the observed spectra.
This involved the assignment of these bands to the various dynamic phenomena

which can occur in this region of the spectrum. This assignment was then tested
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by the study of spectral variations with parameters such as concentration
and temperature. The solvent and ion dependence of the spectra were also
studied to assist in the verification of the assignments.

Secondly various models were to be used for the description
of the interactive and dynamical processes contributing to the far-infrared
spectra. Simple electrostatic (anion-cation vibration) and polarisation
(induced dipole-ion interactions) models have been considered, and are
discussed later in this chapter. A more complicated orientation/translation
model, based on the stochastically medulated oscillator theory of Kubo has
also been considered. This latter model considers the vibratio.al mode to
be a solvent surrounded ion pair (which is unrealistic for anything but a
very dilute solution, but which may be applicable since the spectra vary
1ittle with concentration). The ion pairs are then considered to be in
pseudo-isolation and are treated as though they are quasi-stationary. This
is possible since the far-infrared Studies between 33 cm'] and 330 cm-]
correspond to relaxation times of 1.0 and 0.1 psec. respectively, whereas
Lestrade has shown, by dipolar relaxation measurements, that the elapsed
time between collisions for such systems is of the order 100 to 300 psec.
(49-51,157). The model thus considered involves a stable vibrating ion pair,
in which the lifetime is long compared with the vibrational period, whose
solvation shell of surreunding solvent molecules is cd%iderab1y perturbed
by interactions with the charged species. This model will be considered
elsewhere (170).

The third aim was to correlate the spectral properties with other
data. Electrochemical data such as conductivity measurements, and colligative
properties such as freezing point depressions and osmotic pressure measure-
ments were considered to be especially important.

7.4 Assignment of bands

7.4.1 Introduction

It is appropriate here to consider the nature of the possible
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processes leading to absorption in the far-infrared for the systems under
consideration. These are as follows;

1. Low frequency internal modes or difference bands. In the case of the
tetra-n-butylammonium salts these may arise in either the cation, or in

the case of the perchlorate salt in the anion as well, since the later is

a polyatomic species.

2. Low frequency stretching modes of ion pairs and clusters. There will be

a large number of possibilities for such stretching modes as discussed in
chapter 4.

3. The nigh frequency wing or plateau of the Debye relaxational absorption.
4, The Poley-Hill (2,4,79-81) absorption, which is the short time part of

the Debye process. This involves the libration (torsional oscillation) of

a dipole within a cage of solvent molecules. The surrounding molecules
provide a potential well in which the dipole librates. The Debye absorption
(171) is due to reorientation of a permanent dipole, particularly by
rotational and diffusional processes. Debye absorption is observed principally
in the microwave region, but a plateau extends into the far-infrared region
up to about 100 cn”! (172,173).

5. Collision induced absorption (174-181). The motion of ions and ion pairs
within the solution causes variations in electrical fields. This leads to
production of a transient dipole, which causes absorption of radiation. The
absorption will have frequencies corresponding to the collision rates in the
liquids (i.e. in the 30 to 300 cm-] region.). Such absorptions are known for
simple non-polar liquids (182-186). In our system the interactions will be
expected to be of the dipole-induced dipole type. There will be many different
effects due to the many possible multipoles, and the complexity of the system
will be further increased by the possibility of 'self' and 'cross' polaris-
ation terms between the ions and the solvent.

The low frequency internal modes can be dismissed from our spectra

since they would involve sharp absorptions. The Debye plateau can be ignored
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when the spectra are plotted on an absorbance scale, since the numerical
values would be negligible. Thus there are likely to be three contributions
to our far-infrared spectra, namely the ion cluster stretching modes, the
Poley-Hi1l absorption and the collision induced absorption.

It has been shown in chapter 5 that the overall profile to the
low frequency absorptions for tetra-n-butylammonium salts in relatively
non-polar solvents is composed of at least three bands. There could, of
course, be more than three bands, but three gives a good fit to the observed
spectra, and thus presents the simpiest system for interpretation. Tabie
7.2 shows the fitting parameters for a typical spectrum (0.55 mol dm'3
Bu4N+C1- in benzene). The DIS factor quoted in the table is a measure of the
'goodness' of the fit. It is outputted by the fitting programme, and is
calculated by taking the difference in transmission values between the fitted
and original curves at each frequency interval. This is known as the trans-
mittance residual. The residuals are then squared and the mean value taken over
the frequency range of the inputted data. The DIS parameter is then calculated
as the square root of this mean value. It is thus the root mean square of the
transmittance residuals. Table 7.2 showed that the best fit was obtained
with 3 pure Gauss components. No attempts were made to fit the absorption
profile to more than 3 components. For comparison a DIS parameter of 0.0003
was obtained when a pure Cauchy band was fitted. The sum function gave 99%
Cauchy with a DIS parameter of 0.0003 for the same band, during tests to
optimise the fits to the observed spectra. A better fit was obtained with
pure Gauss components than for pure Cauchy, but this should be treated with
caution, since the baseline probiem (discussed in chapter 6) may well be
changing the shape of the absorption profile.

7.4.2 The 120 cm™! band

The central component to the overall profile at 120 cm—] has

been shown to be both cation and anion dependent, and hence it has been

assumed that the band arises from ion cluster vibrations involving both the
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Table 7.2 DIS parameters for various fits

(0.55 mol dn™3 Bu4N+C1- in benzene)

type of fit pISP
single pure Gauss component 0.174
single pure Cauchy component 0.320
single component with sum function 0.196%
two pure Gauss components 0.019
two pure Cauchy components 0.033
three pure Gauss components 0.013
three pure Cauchy components 0.047

8 909 Gauss fit produced

b DIS = root mean of the sum of the squares of the residuals for

fitted and experimental absorbance data
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anion and the cation. The vibration of the ion cluster would be expected
to be the sum of the ion pair type vibrations.

It has been shown from the extensive fitting data that the band
shape is essentially unchanged with changes of temperature. The band centre
and half-band width remain constant within the experimental error over a
temperature range of 70K. There is very 1little change in either band centre
or half-band width over the concentration range 1.4 to 0.05 mol dm_3. Like-
wise there is little change in the band parameters when the solvent is
changed from benzene to carbon tetrachloride and chioroform, The intensity
of the band was seen to be concentration dependent. The intensity reaches
a maximum at about 0.5 mol dm_3. This has been accounted for by the building
up of the number of ion pairs in the ion clusters as the concentration increas-
es up to 0.5 mol dm-3, and then the slow breaking down of the clusters at
even higher concentration. This has been discussed in chapter 4, and is
entirely in Tine with the conclusions previously drawn from permittivity
(101), conductivity (102), and freezing point measurements (103,104),

Supporting evidence for the assignment of the 120 cm_] band as
an internal mode (or modes) of the ion aggregate is forthcoming through
simple force constant calculations. If the assumption is made that the ion
pair vibrates along a line joining the ion centres, then the diatomic
approximation may be used for this normal mode. This harmonic approximation
gives (ref. 187, p. 160);

Vobs - 1/2mc(K

=

obs/“ ) 7.9

where Kobs is the force constant of the ionic bond
and u' is the reduced mass of the ion pair

For the simple ion pair the reduced mass is given by (ref. 187, p. 37);

o= mAmC/mA+mC 7.10

where mA and mC are the masses of anion and cation.

Eqn. 7.9 shows that the observed band centre is proportional to u'é

3

providing that the force constant is in fact invariant for the systems being
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studied. If the restoring force between the ions is purely coulombic, then
the force constant will be the same for all the salts studied. Table 7.3
shows the observed band centres for the seven tetra-n-alkylammonium salts
studied, together mith the reduced masses for the salts. The solvent change
for the iodide, nitrate and perchlorate was unavoidable, since these salts
were not sufficiently soluble in benzene to allow observation of the low
frequency absorptions. Fig. 7.7 snows that the observed band centre Gobs
is indeed proportional to u'-%, within the experimental uncertainty. To

obtain some measure of the closeness of the model approximation, the calculated
frequencies for the various salts were determined on the assumption that

eqn. 7.9 was valid. The force constant used for the calculation was that
determined for Bu4N+Cl_ in benzene (KObs = 26.7+0.4 Nm'l), which was deter-

mined from the observed band centre of 115+3 cm-] by use of egn. 7.9. The

differences between observed and calculated freqguencies for the band centre

(Vobs ™Vealc 4

Hp4N+C1-: The Bu4N+I_, BuaN+N03— and Bu4N+C104_ salts had larger differences

indicating that the model does not fit so well for these salts. For the

) were seen to be small, especially for the Bu4N+Br_, Pe N+C1-_and

Bu4N+If salt the calculated band centre was seen to be greater than the
observed band centre, indicating that the bonding in this salt is stronger
than would be expected from the purely electrostatic model. For the Bu4N+NO3_
and Bu4N+C104_ salts the calculated band centres were seen to be less than
the observed band cenres, indicating that the bonding is weaker for these
salts than that expected from the coulombic point charge model. This suggested
that the jonic charge may well be delocalised over the polyatomic ion, rather
than being restricted to the central atom.

The model is now further tested by comparing the observed force
constants with that calculated from the purely electrostatic model. The
force between two point charges is given by (ref. 188, p. 10);

F = Q,0,/4ner’ 7.11

where Q] and Q2 are the two charges
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Fig. 7.7 Observed band centres as a function of reciprocal root reduced mass
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Table 7.3 Observed and calculated band centres for the ion pair model

o | |_% - C
salt obs. vo u u calc. vo
- -l -
/cm 1 /a.m.u. /a.m.u. 2 /cm 1
Bu4N+c1' 11532 30.93 0.176 | —cmmme-
Bu4N+Br' 80+3°2 60.11 0.129 82.542.2
BuN'1” 613 83,31 0.110 70.141.8
Bu4N+No3' 10023° 49.38 0.142 91.0+2.4
Bu V10, 85+3° 70..50 0.119 76.2+2.0
Pe4N+c1' 115+3° 31.69 0.178 113.6+3.0
Hp4N+c1' 112:3° 32.64 0.175 111.942.9
a benzene solution
b chloroform solution
¢ calculated assuming v_ Bu,N'C1™ = 115+3 cam ), giving K, =
o 4 o9 9 obs

26.7+0.4 N m ).
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€ is the permittivity of the medium
r is the separation between the charges
Thus for two univalent ionic charges;
2 2
F = e"/4me e rpe 7.12

where e is the electronic charge (1.6 x 10717 C)

e, is the permittivity of free space (8.854 x 10712 ¢y m—2)

€, is the relative permittivity of the medium
The force constant is the restoring force per unit displacement, and can thus
be caicuiated as the derivative of the force with respect to distance;

K1 = dF/dr = -2%/ame ¢ r, 2 7.13

The negative sign indicates that the restoring force acts in opposition to
the movement of the bond from the equilibrium position. Thus the observed
force constant can be compared with a calculated force constant if a value
for the inter ion separation is known. The sum of the ionic radii for the
chloride anion and the tetra-n-butylammonium cation were found to be 0.49 nm
(189,ref 190, chap. 2). Thus taking €. = 2.28 for benzene,Kca]C was
determined as 1.7 N m-], which is an order of magnitude smaller than the
3

+ .-,
b Bu4N Cl in

benzene. This suggested that the ions in solution must be closer than would

observed force constant K of 26.7 N m for 0.5 mol dm”
be expected from their individual ionic radii. The ionic separation necessary
to produce the observed force constant was also calculated using egn. 7.13.
The required inter-ion separation was calculated as 0.17 nm, which is clearly
far smaller than would be expected, but is of the correct order of magnitude.
The values of the calculated inter-ion separations (calculated
from egn. 7.13 using the observed force constant Kobs)’ for various concentra-
tions of the salts, are shown in tables 7.4 and 7.5. Table 7.4 shows the
effect of concentration on the force constant and inter-ion separation for
Bu4N+C1- in benzene, chloroform and carbon tetrachloride. Table 7.5 compares
the values of force constants and inter-ion separation for the various salts

studied in benzene, chloroform, carbon tetrachloride and tetrahydrofuran.

-
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Table 7.4 Calculated force constants and inter-ionic sparation for the

ion pair model

concn. 50 K bs PAC obs
Jmol dm™> Jem”! /! /nm

§y4N+C1' in_benzene

0.21 1121 22.910. 0.206+0.001

0.50 12141 26.7+0. 0.196+0.001

0.80 11941 25.8+0. 0.198+0.001

1.40 1171 25.0+0. 0.200+0.001
Bu,N'C17 in chloroform

g.10 1161 24.6+0, 0.156+0.001

0.50 11421 23.7+0. 0.158+0.001

0.80 11341 23.3+0. 0.159+0.001
§u4N+C1— in carbon tetrachloride

0.10 1201 26.3+0. 0.199+0.001

0.50 115+1 24.1+0. 0.204+0.001

0.80 11447 23.7+0. 0.205+0.001
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Table 7.5 Calculated force constants and inter-ionic separation

for the ion pair model

solvent vo € K rAC
/cm_] /N m! /nm
Bu4N+c1'
Cte 121412 2.28 26.70.4° |  0.196£0.001°
ccl, 115+12 2.24 24.10.4° 0.204+0.001°
CHCY, 114418 4.95 23.7:0.4° 0.158+0.001°
THF 110+5° 7.39 22.1%2.0 0.141%0.002
+ -
Bu4N Br
CeHs 7918 2.28 22.140.6 0.209+0.002
CHC1 79+3P 4.95 22.1%1.7 0.161+0.004
+ -
[
Bu4h I
CHC1, 61+3° 4.95 18.3+1.8 0.172+0.017
+ -
Bu, N0,
CHC1 100+3P 4.95 29.1+1.7 G.147+0.003
W+ -
Bu,N"C10,
CHCT 85+3P 4.95 30.1+2.1 0.1460.004
Pe4N+c1'
CeHg 115+3° 2.28 24.7+1.3 0.2010.004
atag=
Hp4n\ Cl
Cee 112+3° 2.28 24.2+1.3 0.203:0.003

4 from computer best fits

eye-fitted centres

0.5 mol dm_3 salt
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The calculated values for rac Were all seen to be smalier than those estimated
for the charge separation from the measured dipole moments (160,189,ref. 191,
chap. 2), where the separation was measured as 0.4 to 0.5 nm for a series of
tetra-n-butylammonium salts. It should be noted here that the latter studies
were car%ed out in dilute solution where the predominant species is likely
to be the ion pair, rather than the more complex aggregate of our studies.
The small separations calculated from our studies agree, however, with those
determined from dielectric studies (156,157,192-195) on similar complexes.
It has been suggested (195) that formation of the large aggregates leads to
a reduction in the 'effective' charge separation.

As the degree of aggregation changed with concentration, then this
would be expected to be reflected in the observed force constants and inter-
ion separations. Table 7.4 shows that small, but significant, changes occur

in both K0 and r, . as the concentration changes. The observed force constant

bs AC

reaches a maximum at about 0.5 mol dm-3 and then decreases again at higher
concentration. This ties in with our own intensity measurements and also

with the permittivity (101), conductivity (102) and freezing point depression
work (103,104).

Table 7.4 showed that the force constants for tetra-n-butylamm-
onium salts in chloroform were seen to decrease in the order chloride,
bromide, iodide. This was presumably due to the increase in the anion-cation
separation, due to the increase in size of the anion.

The inter-ion separation was seen to be smaller in chloroform
than in either benzene or carbon tetrachloride. This seems rather strange,
and can only be explained by assuming that the Weak]y polar solvent somehow
stabilises the aggregates. This latter conclusion,of course,assumes that no
drastic changes in the system have been caused by the change to the more
polar solvent. The spectra suggest that this is not the case.

It thus seems likely that the ion pair model is a good one for

this system, despite the evidence (101-104) that the average size of the
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ion aggregate is of the order 20-30 ion pairs for solutions of the concen-
tration used in this study.

Having been suZessfu] witn force constant calculations using
the ion pair model, we decided to make some intensity calculations using
the same model. It has already been shown in chapter 5 that the 120 cm—]
band intensity depends upon the concentration of the dissolved salts. The
simplest approximation for the intensity calculation involves the use of
non-polarisable point charges. The intensity can be calculated from (ref.
169, chap. 10);

B = Nu/3c’(1/6Q)° 7.14

23

where N is the Avagadro constant (6.023 x 10 mol'])

¢ is the velocity of Tight (3 x 10% m s™1)
63/60 is the vibrational coordinate
For the simple ion pair;
W=l 7.15
where ac is the inter-ion separation
e is the electronic charge (1.6 x 10717 C)
Now Gﬁlar =e 7.16
Introducing the normal coordinate;
§%/60 = e/m? 7.17
where m is the reduced mass of the ion pair

Thus from eqn. 7.14

B = Nre2/3c%m 7.18

3 o1V em™? for the intensity, which

3

This gives a value of B = 3 140 dm
shows reasonable agreement with the experimental intensity of 5 760 dm
mo1_] cm-z, obtained as the average over the concentration range studied.
It has been pointed out that the dipole moment for polarisable
ions will be significantly lower than that calculated using eqn. 7.15 (ref.
196, chap. 5). The effects of mutual polarisation of the ions must be taken

into account. Williams (160) used the following expressions for the dipole



moment of a pair of polarisable ions;

> _ _ 3
Moff = erAC(] o /4n€ € rAC ) 7.19
where e is the effective ion polarisability.
2, -3
Thus éu/GQ = (e + 2ea ff/4vre € ac ym 7.20

The tetra-n-butylammonium cation polarisability (196) was used as Gy ppo
since this is much higher than the polarisability of the halide ion.
The calculated effective dipole moment and resulting intensity for various

inter-ion separations are shown in table 7.6. The value for r,. necessary

AC
to give agreement with the observed intensity (5 760 dm3 mol_l cm_z) was
seen to be about 0.32 nm. This is once again lower than that for the sum
of the ionic radii, which is 0.49 nm (189), but is greater than the 0.17 nm
necessary to produce the observed force constant from egn. 7.9.
It can thus be seen that the calculated intensity data for a

polarisable ion pair or cluster are semi-quantitatively correct.

7.4.3 The 80 cm” band

The band centred at 80 cm—] showed very little variation in band
position or half-band width on changing either the salt or the solvent. It
has been noted previously (ref. 190, chap. 2,197) that bands occurring in
this low frequency region for solutions containing polar complexes were often
of hybrid character. The two mechanisms likely to produce absorption in this
region are the Poley-Hill (2,4,79-81) and collision induced absorptions (179-
181), which were discussed briefly in section 7.4.1. The Poley-Hill absorption
is assumed to be due to the libration of the ion pair dipole within a cage
of solvent molecules. The collision induced absorption is considered to be
due to induced dipoles in solvent molecules due to collisions with the 'trapp-
ed' ion pair dipole.

It has been shown (ref. 198, p. 71,6) that the Poley-Hill mechanism
will Tead to a rapid decrease in band frequency with increasing temperature,
whereas any absorption arising from modulation of electric fields by collisions

would lead to an increase in band frequency with increasing temperature. It
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Table 7.6 Calculated intensities for the 120 cm” ! band

for the polarisable jon pair model

30»> 30>
% 107w 10" g pr Beatc.
(=erAC) eqn. 7.19
k] -1 -2
/nm /Cm /Cm /dm” mol " cm ©
0.20 32 4.13 33 100
0.25 40 8.40 12 760
0.30 48 10.70 6 760
0.35 56 12.13 4 430
0.40 64 13.04 3 340
0.45 80 14.11 2 410
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was shown 1in chapters 4 and 5 that our low frequency studies indicated that
the band showed no obvious change in frequency with temperature. It seems
possible that both mechanisms contribute to the absorption at 80 cm'l, and
that they both contribute approximately 50% of the band intensity.

The intensity of the Poley-Hill absorption will be proportional
to the number of dipoles in unit volume of the solution, N', whereas the

collisional absorption will have N'2 dependence if a binary collision is

assumed. Thus;

Byotal = 7 a(v)dv
N'Z(A' + A"+ L,

| = N'A

| Poley + 7.21

JeolTision
where A' and A" etc. are the terms for the various possible
collisions.

A' is the term for the binary collisions between ions and
solvent molecules

A" is the term for the binary collisions between ion dipoles
and solvent molecules

The Poley-Hill intensity can be calculated, since the Gordon intensity Sum

rule (199) has been used (198,200-203) to calculate the intensity arising

from the rotation of the rigid dipole. The intensity per molecule can be

calculated from; |
Fog(3).d% = {(n 2+2)%79n dmi, 273ct(1/1, + 1/1.) 7.22

0P © " "TAC X y
where aP(G) is the absorption coefficient as a function of
wavenumber
IX and Iy are the moments of inertia perpendicular to the direction
of the dipole moment ﬁAC
n, 1s the infrared refractive index.
The internal field correction (nm2+2)2/9n°° is difficult to apply, because
the refractive index is not known. This correction was ignored, and the

intensity per mole was calculated by use of;

- 2
Bpotey = Ny /3c2(1/1X + /1) 7.23
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Table 7.7 shows the calculated contribution of the Poley-Hill absorption,

using eqn. 7.23, for cation-anion separations of 0.2, 0.3 and 0.4 nm, and

for effective ion pair dipoles of 10, 20 and 30 x 10'30 Cm. The values being
chosen so as to span the possible values for the system. The observed intensity
for this band was seen to be about 6 390 dm3 mol-] cm-z, and thus the Poley-
Hi11 absorption can account for a maximum of approximately 50% of the total
intensity of the 80 cm'] band. This intensity assumes an effective dipole

30

moment of 33 x 107" Cm, and an average cation-anion separation e of 0.3 nm.

This is a very large effective dipole moment, compared with the dipole
moment of 10 x 10-30 Cm, necessary to give the correct intensity for the 120
cmh] absorption, with the polarisable ion pair model, and suggested that the
Poley~-Hi1l absorption may be providing less than 50% of the total intensity
of the 80 cm™ ! band.

The contribution to the 80 cm-1 band by collision induced processes
can be estimated by use of a simple dipole-induced dipole expression (relating
to the term A" in eqn. 7.21). If the dipole-solvent distance R is assumed to

be Targe compared with the inter ion separation r c then the potential at

A
the solvent molecule can be represented as (204,ref. 205, p.303);
> 2
V = uACCOSB/4ﬂ€oerR 7.24

where 8 is the angle the solvent molecule makes with the axis

of the dipole
The electric field dipole can be found as the first derivative of the electri-
cal potential with respect to distance;

- o 3
E = ZUACCOSG/4ﬂ€o€rR 7.25

For maximum interaction (cosé = 1, 6 = 0) the dipole induced in the solvent

is given by;

- _ o> 3
= asE = ZUACas/4ﬁeoerR 7.26

=¥

ind
where O is the polarisability of the solvent

The intensity can then be calculated by use of eqn. 7.14 since;
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Table 7.7 Calculated Poley-Hi11 intensity contribution for the 89 cm_] band

47 30~

"ac 1071 107 8e Bpotey
/nm /kg m2 /Cm /dm3 mo]—] cm-2
0.3 462.6 33.0 3 036
0.3 462.6 20.0 1 093
0.3 462.6 10.0 273
0.4 822.4 33.0 1 704
0.4 822.4 20.0 615
0.4 822.4 10.0 154
0.5 1285.1 33.0 1 093
0.5 1285.1 20.0 393
0.5 1285.1 10.0 98
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s/6Q = -63Acas/4neoerR4m5 7.27

4,2

- Nﬂ/3c2m(-6ﬁACas/4ﬂeoerR ) 7.28

Beol1isional
Egn. 7.28 has been used to calculate the collisional intensity contribution
by using the value for HAC from eqn. 7.19. Table 7.8 shows the calculated
intensity values for a range of effective dipole moments and dipole-solvent
distances. The polarisability of benzene was taken as 11.48 x 10'40 C m2 V-].
The permittivity used was that of pure benzene (er = 2.28) to parallel the
previous model calculations. The reduced mass m was taken as that of an ion
pair/solvent molecule. The required intensity of about 3 000 dm3 mol—] cm-2
is obtained for a value of the ionic dipole-solvent distance of about 0.25
nm for an effective dipole moment KAC of 33 x 10_30 Cm. The latter value
being chosen to tie in with the Poley-Hill calculation. Once again the value
for the dipole-solvent distance R appears to be very small, especially when
one considers that the free ion pair dipole moment has been used, rather than
the necessarily lower value for a cluster of dipoles.

A further intensity calculation for possible collisional inter-
action (relating to A' in eqn. 7.21) between an ion and a solvent molecule.
The field due to a univalent ion at a distance D from the charge is given
by

E = ejdn’e ¢ D° 7.29
The induced dipole at this point is given by;

'z ok 7.30

S
' ase/4ﬂ2€o€rD2 ' 7.31

=y TV

Calculating the intensity via eqn. 7.14 gives;
>, - 2 3 %
su'/sQ = 2a59/4ﬂ EOErD m 7.32
where m is the reduced mass for the ion-solvent molecule system.
B = Nn/3c” (20 e/dn’e € Do)’ 7.33

The values of calculated intensity for both chloride ion-solvent and tetra-
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Table 7.8 Calculated intensity contribution for the collision induced

absorption through dipole-induced dipole interactions

effective
dipole-solvent

distance

/nm

0.20

0.25

0.30

0.35

0.40

effective

dipole moment

Hea
/Cm

33.0
20.0
10.0
33.0
20.0
10.0
33.0
20.

o

10.

(e}

33.

o

20.0
10.0
33.0
20.0
10.0

intensity

B

/dm3 mol™! em”

19 000
7 170
1 800
3 340
1 210

300
780
280
70
227
81
20
78
28
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n-butylammonium ion-solvent collisional interaction are shown in table 7.9.
The values taken for the parameters were as for the other model calculations.
Values for the ion-solvent distance have been chosen between 0.10 and 0.25

nm, for comparison with the dipole-solvent interaction calculation. The
required intensity of about 3 000 dm3 mol-] cm_2 is obtained with an jon-
solvent distance of about 0.27 nm. It thus appeared that both anion-solvent
and cation-solvent interactions would be contributing to the intensity of

the collisional portion of the low frequency band. Presumably higher multipoles
would have to be considered in a full intensity calculation, but these
calculations would become very difficult, because of the complexity of the
system and the lack of knowledge as to the concentration of the different
multipoles. If both cation- and anion-solvent collisional interactions are
considered to produce equal intensity, then the anion-solvent distance
required is about 0.23 nm, and the cation-solvent distance is about 0.27 nm,

3 017 em? for each portion.

to give the required intensity of 1 500 dm
These small inter-species distances agree well with the measure-
ment of average distance between solution particles made by Lestrade (157,
193,194), with the complex permittivity measurements on tetra-n-butylammon-
ium salts. Lestrade has interpreted these results to indicate that the ions
are restricted to move within the region of space in the interior of the
aggregates. It is thus possible that the relatively small number of benzene
molecules involved in interactions with the ionic dipole are compressed by
the cluster formation. Further, some of the benzene molecules may well be
trapped within the cages formed by the open structure of the alkyl chains.
This is consistent with the assertion of some authors (73), that concentrated
benzene solutions should be regarded as solutions of benzene in the fused

salt.
7.4.4 The 180 cm™' band

In the studies of the tetra-n-alkylammonium salts this band was

only seen to be present for the chlorides. The frequency of the band was seen




Table 7.9 Calculated intensity contribution for collision induced

absorption through ion induced dipole interactions

ion-solvent intensity Bion—so]vent
distance + _
] Bu,N'/CcHe C17/cHe
/nm /dm3 mo1-] cm-2 /dm3 mol-] cm
0.10 134 400 321 400
0.15 11 900 28 200
0.20 2 100 5 000
0.25 551 1 300
0.30 184 442
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to be independent of solvent, but the intensity of the band was seen to
depend upon the solvent. The frequency of the band was not dependent upon
the cation, but the intensity appeared to be cation dependent (see chapter
5). This suggested that solvation of the chloride ion may be occurring in
the solution. Such a band due to anion-solvent vibration has in fact been
observed for the spectra of rubidium, caesium, potassium and tetramethylamm-
onium fluorides in acetic acid (206). The band assigned to the anion-solvent
interaction was seen to occur at about 280 cm-] for the f18uride ion in the
acetic acid solvent. The absorption bands were seen to be very broad even
when compared to those due to the cation-solvent interaction, and thus seem
to be similar to the bands observed for the chloride ion benzene system. The
acetic acid solvent is strongly hydrogen-bonding, and hence a hydrogen-bonding
interaction would be expected for the fluoride anion, which being very small
is very susceptible to hydrogen-bond formation. Such an interaction seems
less 1ikely in benzene and carbon tetrachloride solvents, although it would
be more likely in chloroform and tetrahydrofuran. Studies in more polar

4- in THF have the

possibility of a high frequency component. It thus seems likely that no

solvents have shown that Lit1™ in acetone and LitC10

simple explanation in terms of anion solvation can be given for this high
frequency component to the overall band profile.

Another possibility was that the high frequency band was a
combination band. The frequency of about 180 cm-] is approximately the sum
of the frequencies of the two other bands observed for this system. The ion
vibration band occurs at 120 cm-] and the librational/collisional band occurs
at 80 cm-], giving a sum of 200 cm-]. The occurrence of a high frequency
component for the L1+Ir in acetone and L1+C104- in THF systems suggested that
the latter explanation of the high frequency component band was perhaps a
viable one. For the Li+C104_ in THF the jon librational interaction produces
a band at approximately 425 cm-], and the Poley-Hill absorption for THF has

been measyred to have a band centre of about 55 cm-]. The high frequency
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component at 477 cm-] thus seems likely to be a combination band (55+425=480).
The Na+I_ in acetone system is slightly different, since here it is the

1215 cm-] internal acetone mode that has a high frequency component, rather
than the inter-species mode as for the other systems. The high frequency
component occurred at 1235 cm_], which is a little low since we have measured
the Poley-Hi1l1 frequency to be about 40 cm-]. (1215+40=1255).

It thus seems possible that the high frequency component is a
combination band, but a much more detailed study in a wider range of systems
is required before any concrete conclusions can be drawn. Our stochastically
modulated oscillator model gives added evidence that the high frequency
component is a combination band as a result of the theory for this model
(170).

7.5 Indications as to the structure of the near ion environment

Sections 4.2.5 and 4.2.6 have shown that only the benzene out-
of-plane modes were affected by the addition of the tetra-n-butylammonium
salts to the benzene solvent. The V16 C-C-C out-of-plane rocking mode was
seen to be severely pertubed, and this implied that interaction with the
benzene ring occurred in such a way as to affect only the out-of-plane modes.
This would not appear to be the expected behaviour for a donor-acceptor
interaction of the tetra-n-butylammonium cation-solvent system (207,208).
For the latter type complex perturbation of the totally symmetric benzene
modes would be expected. The perturbation of the out-of-plane modes might
be the expected behaviour for a strong electrostatic interaction by the ions
with the pm-bonding orbitals of the benzene molecule, and one can envisage
a model for the system with the tetra-n-butylammonium imn'sitting' on the
ring of electron charge of the benzene pmn-system.

The perturbation of the benzene internal modes implies a very
strong interaction between the ions and the solvent. This is entirely in
accord with deductions from our intensity measurements and also those from

complex permittivity measurements and freezing point determinations, which have
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already been discussed.



PART C

DISPERSIVE FAR-INFRARED STUDIES

CHAPTER 8

SOLID PHASE REFRACTIVE INDEX MEASUREMENTS
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8.1 Theory for refractive index measurements

Experimental work between 1963 and 1969, by Chamberlain and
Gebbie (209-216) at the National Physics Laboratory, and independently by
Bell and Russell (217-223) at Ohio State University, showed how a Michelson
interferometer could be applied to the determination of refractive index
spectra. The mathematical theory for the ref ractive index work has been
developed by two approaches. A method using impulse response functions (ref.
224, p. 261) was used by Bell, who published the theory of Dispersive Fourier
Transform Spectroscopy in these terms (219,223). Chamberlain (225) presented
the theory by assuming the broad band radiation to be composed of monochromatic
components of varying amplitudes. The properties of the broad band were then
considered as the sum of the properties of the superimposed monochromatic
elements. This approach is parallel to that applied to Non-Dispersive Fourier
Transform Spectroscopy in chapter 1, and will be used in this section to
develop the necessary theory for Dispersive Fourier Transform Spectroscopy.

In Non-Dispersive Fourier Spectrometry the sample is normally
placed before the detector as shown at A in fig. 8.1. For broad band spectral
radiation the intensity reaching the detector, (as a function of the path-
difference, x,between the two beams) shows a pronounced maximum at zero-path
difference, where all wavelengths are in phase. The transmitted power spectrum
is related to the modulating part of the interferogram by a cosine Fourier
integral as shown in chapter 1.

In Dispersive Fourier Transform Spectroscopy an optically thin
specimen of an isotropic dispersive medium is introduced into only one beam
of the interferometer, as shown in position B in fig. 8.1. The symmetry of
the arrangement is now upset, and although there is still a prominent Grand
Maximum, this is now displaced from the zero path-difference position, by an
amount dependent upon the optical thickness of the specimen. The interferogram
is now no Tonger symmetrical about the brightest fringe. The distortion of

the symmetrical interferogram usually only occurs in the region of the bright-
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test fringe. The distortion only occurs to the positive side of zemw path-
difference. Fig. 8.2 shows a symmetrical background interferogram obtained
with no dispersive specimen in the interferometer. An unsymmetrical interfer-
ogram due to the dispersion of 0.0105 cm thickness of teflon (placed at
position B in fig. 8.1) is shown in fig. 8.2b. The displacement of the bright-
est fring from zero patn-difference increases with the thickness of the
dispersive sample.

Chamberlain (225) related the displacement of the brightest
fringe from the zero path-difference position x (measured in path difference
units), to the mean refractive index of the dispersive sample n, by the
definition;

X = 2(n-1)d 8.1

where d is the thickness of the dispersive sample
The path difference A(G) introduced by the sample at frequency v cm-] is;

A(V) = 2{n(v)-1}d 8.2
from egn. 8.1, where n(5) is the refractive index of the sample at frequency
5 en ). Imperfect adjustment of the interferometer, or omission of compen-
sating windows causes a path-difference error 60(5), which is denoted by
a small residual phase difference @0(5), where;

@0(\)) = 21rv60(\)) . - 8.3

The electric vector in the recombined beam can be obtained in a similar
manner to that used in chapter 1, and can be written as the Fourier integral;

o(v) = 2mo{A(v) + 5,(v)} 8.4

Combining equations 8.2 to 8.4 gives;

n(v) = 1+ 1/4nvd{o(v) - ¢, (v) + 2mm} 8.5

where ¢(5) is the principle value of the true phase difference
®(v) given by eqn. 8.4, where -m < ¢(V) < 7.
‘ Calculation of n(v) is difficult unless m = 0 in eqn. 8.5, and this necessita-

tes the restriction that the path difference introduced by the specimen

-
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satisfies the relationship;
|a(v)| < 1/2v
or |2{n(v) - 1}d]| < 1/2v 8.6
for all wavenumbers v in the spectral band studied. Equation 8.5 has been
developed by using the position of zero path-difference as the centre for
Fourier Transformation of the interferogram. If the origin of the interfer-
ogram is now shifted to the displaced Grand Maximum then egqn. 8.4 becomes;
Y(V) = ¢(v) - 2mxv 8.7
and egn. 8.5 becomes;
n(v) = 1+ x/2d + ]/4n5d{w(5)-¢0(6)+2mw} 8.8
where (V) is the principal value of the phase-difference ¥(V),
such that -m < ¢(5)< m. Restrictions to the possible path-differences, such
that m = 0, require satisfaction of the relationships;
|a(v)-x| < 1/2v
or [2{n(v)~- n}d| < 1/2v 8.9
Egqn. 8.9 indicates that the optical thickness n(v)d must not depart from
the mean optical thickness nd by more than 1/4v at any wavenumber v.
The interferogram is expressed as;
G(y) = L7 p(o).cos(¥(V)-2myv).dv 8.10
where p(G) is the transmitted power spectrum
The cosine and sine transforms with respect to the coordinate y having an
origin at x = X are respectively;
P(V) = [:m G(y).cos2mvy.dy
£ p(v).cos(v) 8.11
and Q(Vv)

1Y G(y).sin2mvy .dy
= p(v).siny(v) 8.12
The refractive index is given by;
n(v) = 1 + x/2d - 1/4md{arctan(Q(v)/P(v)) + m} 8.13
assuming ¢0 =0

Hence n(G), the refractive index at frequency v, can be recovered from
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knowledge of x, the displacement of the brightest fringe from zero path-
difference, d the thickness of the dispersing sample and P(v) and Q(G), the
cosine and sine Fourier transforms of the interferogram function.

8.2 Programming to obtain phase and refractive index values

The phase values, as a function of frequency, y(v) were obtained
by use of the programme DCH0690, which utilises a procedure due to Forman
et. al. (31), whereby the phase error introduced by the asymmetry in the
interferogram was calculated. A listing of programme DCH0690, together with
an input data listing, is contained in Appendix Al.2. The procedure was used
to correct for asymmetry in the interferogram due to inadvertant misalignment
of the interferometer, when used in the non-dispersive mode. Only a few
correction points were taken around the zeropath position, and these were
then used to develop a correction function, which was used to make the
interferogram totally symmetric (see chapter 3). We have used the programme
DCHO690 to give phase values for asymmetric interferograms obtained with the
interferometer in the dispersive mode. For a 1024 point iﬁterferogram the
Forman correction function was determined for the whole 1024 points. This
gives 1024 phase values for the asymmetry in the interferogram. Thus when a
1024 point double-sided interferogram was computed, the 1024 phase values had
a frequency increment equal to one half of the resolution calculated assuming
that no apodisation was employed. The phase data was thus usually represented
with a frequency interval which gave two points per resolution, and thus
paralleled the transmission data.

To determine the validity of the use of the Forman correction
function under these circumstances, a number of dispersive interferograms
were recorded for thin samples of polytetrafluoroethylene (teflon). The
refractive index spectrum for teflon had previously been obtained by Chamber-
lain and Gebbie (212), who used the full cosine and sine Fourier Transform
technique and eqn. 8.13. Thin samples of teflon of between 0.0105 and 0.0229

cm thickness were placed in a holder to stretch the films slightly and
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remove any creases. The film holder was then placed in position in the fixed
mirror arm of the interferometer. The film holder had a diameter of only
3 cm, and so a diaphragm was constructed to cut down the diameter of the
interferometer beams, so that all the fixed mirror beam passed through the
sample. The diaphragm was placed at the source port entrance to the beam-
splitter module, and had an internal diameter of 1.9 cm. The 1ight beams of
the interferometer were seen to be divergent, which necessiated the smaller
diameter of the diaphragm relative to the sample holder (for effects of beam
divergence see section 8.3).

The anomolous dispersion of teflon was observed by Chamberlain
(212), and found to be centred at 202 cmnl. A 25 gauge beam-splitter was
thus used to give a maximum energy in this region. 1024 point interferograms
were recorded with a 4um sampling interval. The instrument was carefully
optically aligned prior to insertion of the sample, for normality of the
fixed and moving mirrors, by adjusting the tilt of the fixed mirror via the
caliper adjustments. The mirrors were aligned whilst in a position of zero
path-difference, by observing the maximum constructive interference from the
two interferometer beams. The symmetry of the interferogram about zero path-
difference was then observed over the normal mirror movement (0.2048 cm either
side of zero path-difference). The mirrors were considered normal when the
difference between the fringes, for positions of the moving mirror equidistant
from zero path-difference,was less than 1% of the depth of modulation for
the brightest fringe. This result indicated that the fixed and moving mirror
were normal to each other throughout the path of the moving mirror. The
instrument was aligned at atmo%heric pressure, and hence the many signatures
due to the sharp water vapour absorptions were used for detecting any
asymmetry throughout the moving mirror travel.

The instrument was then evacuated and a series of background
interferograms recorded. The phase values for the backgrounds were almost

constant, since no dispersive sample was present. Table 8.1 and fig. 8.3



Table 8.1 Phase values for symmetric background interferogram
frequency phase frequency phase
/cm-] /radians /cm_] /radians
95.21 -0.13 146.48 -0.18
97.66 -0.12 148.93 -0.19
100.10 -0.1 151.37 -0.20
102.54 -0.12 153.81 -0.16
104.98 -0.12 156.25 -0.19
107.42 -0.09 158.69 -0.20
109.86 -0.14 161.13 -0.19
112.30 -0.14 163.57 -0.20
114.75 -0.12 166.02 -0.23
117.19 -0.14 168.46 -0.21
119.63 ~-0.13 170.90 -0.23
122.07 -0.17 173.34 -0.21
124.51 -0.15 175.78 -0.24
126.95 -0.12 178.22 -0.22
129.39 -0.19 180.66 -0.24
131.84 -0.12 183.11 -0.21
134.28 -0.19 185.55 -0.23
136.72 -0.15 187.99 -0.23
139.16 -0.16 190.43 -0.21
141.60 -0.17 192.87 -0.26
144.04 -0.20 195.31 -0.25

(continued)

H



Table 8.1 (continued)

frequency phase frequency phase
/cm-] /radians /cm'] /radians
197.75 -0.25 249.02 -0.33
200.20 -0.27 251.46 -0.33
202.64 -0.23 253.91 -0.33
205.08 -0.27 256.35 -0.33
207.52 -0.28 258.79 -0.34
209.96 -0.28 261.23 -0.34
212.40 -0.27 263.67 -0.33
214.84 -0.25 266.11 -0.35
217.29 -0.27 268.55 -0.33
219.73 -0.29 271.00 -0.34
222.17 -0.26 273.44 -0.36
224.61 -0.28 275.88 -0.36
227.05 -0.29 278.32 -0.34
229.49 -0.30 280.76 -0.36
231.93 -0.30 283.20 -0.36
234.38 -0.29 285.64 -0.35
236.82 -0.32 288.09 -0.37
239.26 -0.29 290.53 -0.37
241.70 -0.32 292.97 -0.38
244.14 -0.32 295.41 -0.37
246.58 -0.33

1§



AVEOO0HIAdIINT DIHLIWWAS vV 04 ASVHL €8 "Dl

- , Sl ﬁ
s 00¢ 052 002 of 00} 5. e

Teu\\>ugu3©mgu 97~

————T e —————

dSVHJd F0O7E+




k20

show the phase values obtained in the frequency range 100 to 300 cm-], using
the symmetrical background interferogram recorded from -0.2048 to +0.2048

cm of path-difference with a 4um sampling interval. The recorded interfer-
ogram was shown in fig. 8.2a. The full 1024 point interferogram points were
used to develop the correction routine, with programme DCHO690, to give 1024
output phase values. The slight decrease in the phase values with increasing
frequency was considered to be indicative of a small degree of misalignment
still present in the interferometer.

The teflion sample interferograms were recorded without further
alignment of the fixed mirror. This constant optical set-up ensured that the
background phase values could be subtracted from the sample phase values,
to take into aa%unt the maladjustment of the interferometer, and any phase
changes occurring due to the refractive indeces of the background components
such as the beam-splitter. The phase values between 100 and 300 cm-], for a
1024 point interferogram, as shown in fig. 8.2b, with a 4 um sampling interval
and 0.2048 cm maximum path-difference, for a 0.0105 cm teflon sample were
computed using programme DCH0690, and are shown in table 8.2 and fig. 8.4.
1024 correction points were used to give 1024 phase values at an interval of
1.22 cm']. These phase values clearly indicated the presence of an anomolous
dispersion centred at 203#5 cm-] in the teflon sample. The close agreement
between our phase curves, and those published by Chamberlain (212) indicated
that our method of phase calculation was a valid one.

A simple programme, known as DCHO0623, was developed to compute
the refractive index as a function of frequency from the knowledge of the
phase values for sample and background as a function of frequency. A listing
of programme DCHO623 is contained in Appendix Al.3. The programme read in
the phase values for the background and then the sample. The frequency interval
of the phase data was calculated from the inputted number of points and the
sampling interval. The phase values for background and sample were outputted

in spectral form as a function of frequency. Averaging of up to 5 sample



Table 8.2 Phase values for 0.0105 cm teflon

/cm
95
97

100

104

114

122

131

139
141

102.

107.
109.
112.

117.
119.

124.
126.
129.
134,

136.

144.

frequency

-1

21
.66
.10
54
.98
42
86
30
.75
19
63
.07
51
95
39
.81
28
72
.16
.60
04

phase
/radians
-0.21
-0.20
-0.16
-0.13
-0.10
-0.13
-0.12
-0.13
-0.13
-0.21
-0.18
-0.21
-0.24
-0.22
-0.24
-0.22
-0.15
-0.13
-0.10
-0.11
-0.08

frequency

/cm
146.
148.
151
153.
156.
158.
161
163.
166
168.
170.
173.
175.
178.
180.
183.
185.
187.
190.
192
195

1

48
93

.37

81
25
69

A3

57

.02

46
90
34
78
22
66
1
55
99
43

.87
.31

phase
/radians
-0.07
-0.08
-0.14
-0.14
-0.11
-0.09
-0.08
-0.06
0.01
0.03
0.12
14
.18

o O o

.21
.23
.27
.30
42
.56

o o o o o o

.78
1.01

(continued)

421



Table 8.2 (continued)

422

frequency
Jem™)
197.75
200.20
202.64
205.08
207.52
209.96
212.40
214 .84
217.29
219.73
222.17
224.61
227.05
229.49
231.93
'234.38
236.82
239.26
241.70
244 .14
246.58

phase
/radians

1.43

1.85
-1.54
-2.16
-1.84
-1.68
-1.49
-1.34
-1.15
-1.10
-1.04
-1.00
-0.95
-0.91
-0.86
-0.78
-0.73
-0.72
-0.69
-0.69
-0.63

frequency

Jem”!

249.02
251.46
253.91
256.31
258.79
261.23
263.67
266.11
268.55
271.00
273.44
275.88
278.32
280.76
283.20
285.64
288.09
290.53
292.97

295.41

phase
/radians
-0.62
-0.60
-0.59
-0.56
-0.55
-0.54
-0.49
-0.46
-0.41
-0.37
-0.38
-0.51
-0.63
-0.67
-0.67
-0.65
-0.62
-0.57
-0.61
-0.61
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and 5 background phases was possible. The phase difference between sample
and background was then calculated as a function of frequency, and the
refractive index then computed using eqn. 8.8.

n(v) =1+ x/2d + 1/4n5d{¢(6)-¢0(6)+2mn}

where y(v) is the principal value of the sample phase at
frequency v, and ¢0(5) is the principal value of the background phase at
frequency v. To complete the computation it was necessary to know the
displacement of the brightest fringefrom zer path-difference x, and the
thickness of the sample d accurately.

The sample thickness was measured by careful use of a micrometer
screw gauge. Twenty measurements of thickness were made on all the teflon
samples. The medium thickness sample had an average thickness of 0.0134+0.0002
cm, where the quoted error was the standard deviation obtained for the 20
measurements using eqn. 4.3. The recorded thicknesses were 0.0134, 0.0137,
0.0136, 0.0137, 0.0137, 0.0136, 0.0135, 0.0134, 0.0133, 0.0132, 0.0132,
0.0133, 0.0132, 0.0132, 0.0132, 0.0131, 0.0135, 0.0134 0.0135 and 0.0132 cm.
These measurements were taken around the circumference of the sample, and
across its diameter to take into account the non-uniformity of the sample.

The thickness of the specimen was measured whilst in the sample holder to
take into account any stretching of the film which may have occurred during
the mounting. The measurements were made after the dispersive spectra of the
sample had been obtained, since the use of the micrometer caused marking of
the film surface, which may well have affected its dispersive properties.

Systemmatic measurement of the film thickness around the circumfe-
rence of one of the samples showed that it was non-uniform, showing a variation
of 0.0006 cm (5%) from one side of the sample to the other. The precision
of the thickness measurement was found to be *0.0001 cm (1%) when the
thickness was measured 20 times at the same position. The measurements were
0.0135, 0.0135, 0.0135 0.0136, 0.0135, 0.0137, 0.0134, 0.0134, 0.0134, 0.0134,

0.0134, 0.0135, 0.0135, 0.0134, 0.0134, 0.0134, 0.0134, 0.0134, 0.0135 and



W23

0.0135 cm. Hence the majority of the lack of precision involved in measuring
the thickness was due to the non-uniformity of the sample, and not the
precision of the measurement itself.

The displacement of the brightest fringe from zero path-difference,
x of eqn. 8.8, was measured from chart interferograms, which were recorded
for samples which had a small portion of the teflon cutaway so that the
non-dispersed Grand Maximum could be seen superimposed upon the dispersed
interferograms of the teflon sample. Such a chart interferogram is shown in
fig. 8.5, from which X was measured as 117+3 um. The path-difference scale
was determined by marking the chart every time the punch operated. This gave
a path-difference scale with increments of 4 um. This scale was interpolated
to give the fraction of the 4 um interval for the remaining displacement over
the whole number of punch intervals.

The value of x was also calculated from actual distance measureme-
nts on the chart, which was converted to path-difference units by knowledge
of the relative speeds of the moving mirror and the chart recorder. The half-
sample interferogram of fig. 8.5 was recorded with a mirror drive speed of
2.5 um per second (path-difference units) and a chart speed of 30 mm per
minute. The separation of Grand Maximum and dispersed maximum on the chart
was measured as 23.5*0.4 mm. X was thus calculated as 23.5x60x2.5/30 = 117.5
+2.5 um. The 0.4 mm is the standard error obtained for 10 chart recordings
for the separation of Grand and dispersed maxima. The separations recorded
were 23, 23.5, 24, 24.5, 24, 23, 23, 23, 23.5 and 23 mm, giving an average of
23.5 mm and a standard deviation of 0.4 mm (2%).

The measured values for x and d were then read into the refractive
index programme DCH0623, and the arrays of background and sample phases used
to obtain the refractive index as aifunction of frequency. Fig. 8.6 and table
8.3 show the refractive index curve for a 0.0105 cm thick teflon sampie,
whose background and sample phases were shown in figs. 8.3 and 8.4. The

refractive index curves were obtained by assuming that the phase-difference
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Table 8.3 Refractive index values for 0.0105 cm teflon

k28

/cm

95

100
102

114
117
119
122
124
126

131

141
144

97.

104.
107.
109.
12.

129.

134.
136.
139.

frequency

-1

.21
66
.10
.54
98
42
86
30
.75
.19
.63
.07
.51
.95
39
.84
28
72
16
.60
.04

refractive index

1.441
1.407
1.444
1.447
1.449
1.445
1.449
1.448
1.447
1.443
1.444
1.445
1.442
1.442
1.445
1.442
1.450
1.449
1.451
1.451
1.454

frequency refractive index

Jem™!

146.48 1.453
148.93 1.453
151.37 1.451
153.81 1.449
156.25 1.452
158.69 1.453
161.13 1.453
163.57 1.454
166.02 1.459
168.46 1.458
170.90 1.463
173.34 1.463
175.78 1.466
178.22 1.466
180.66 1.467
183.11 1.468
185.55 1.469
187.99 1.474
190.43 1.478
192.87 1.489
195.31 1.497

(continued)




Table 8.3 (continued)

hlﬁ

Jcm
197
200

205
207

224
227

231

236

239
241

202.

209.
212.
214.
217.
219.
222.

229.

234,

244,
246.

frequency

-1

75
.20
64
.08
.52
96
40
84
29
73
17
.61
.05
49
.93
38
.82
.26
.70
14
58

refractive index

1.512
1.528
1.399
1.378
1.391
1.397
1.404
1.409
1.417
1.420
1.421
1.423
1.426
1.428
1.429
1.432
1.435
1.434
1.436
1.436
1.438

frequency

/cm

249,

251

253.
256.
258.

261

263.
266.
268.

27
273
275
278
280
283
285

288.

290
292
295

-1

02
.46
91
35
79
.23
67
11
55
.00
.44
.88
.32
.76
.20
.64
09
.53
.97

.41

refractive index

1.439
1.440
1.440
1.441
1.441
1.442
1.443
1.445
1.445
1.447
1.447
1.444
1.440
1.439
1.439
1.440
1.441
1.442
1.442
1.441
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values ¥(v) of egn. 8.8 can be replaced by the principal value of the phase-
difference Yv).

Table 8.4 shows the phase values for a 0.0134 cm thick sample of
teflon. The value at 200.20 cm-] showed a discontinuity, which resulted
from the actual phase value of 3.34 (=-3.02+27) being calculated as the prin-
cipal phase value -3.02 by the programme DCH0690. Such discontinuities were
easily removed by inspection, and subsequent replotting of the phase and
refractive index spectra. Fig. 8.7 and table 8.5 show the corrected refractive
index curve for the 0.0134 cm thick sample of teflon. Similarly table 8.6
shows the corrected path-difference values for a 0.0229 cm thick teflon sample.
The figures in parenthesis are the values of the phase-difference within the
principal value range. The phase-differences between 197.75 and 212.40 cm-]
have all been corrected by use of the *mm factor of eqn. 8.8. This table
shows that careful consideration of the phase-differences outside the prin-
cipal value range needs to be taken. Fig. 8.8 and table 8.7 show the correc-
ted refractive index values for this 0.0229 cm teflon sample. Prior knowledge
of the shape of the dispersion curves for thinner teflon samples, where the
phase-differences were always within the principal value range, enabled the
correct phase values to be determined.

The discontinuities in the phase values were expected for the
thicker samples as can be seen from egn. 8.9. For phase-differences within
the principal value range then the following inequality must hold;

|2(n(v)-n)d| < 1/2v
However at v = 200.20 cm-1 and n(v) = 1.493 for a teflon sample with d = 0.0229
cm and n = 1.419;

2(n(v)-n)d = 0.00339 cm

and 1/2v = 0.00250 cm
Hence 2(n(v)-n)d| # 1/2v and the phase-difference would be expected to lie
outside the range -3.14<y(v)<+3.14. From table 8.6 the phase value at 200.20

cm_] was found to be 4.55 after correction.



Table 8.4 Phase values for 0.0134 cm teflon

ha1

frequency
Jem™!

95.21

97.66
100.10
102.54
104.98
107.42
109.86
112.30
114.75
117.19
119.63
122.07
124.51
126.95
129.39
131.84
134.28
136.72
139.16
141.60
144.04

phase
/radians
-0.24
-0.29
-0.26
-0.26
-0.24
-0.22
-0.18
-0.17
-0.17
-0.18
-0.21
-0.24
-0.25
-0.27
-0.32
-0.27
-0.22
-0.19
-0.17
-0.12
-0.15

frequency

Jem]

146.48
148.93
151.37
153.81
156.25
158.69
161.13
163.57
166.02
168.46
170.90
173.34
175.78
178.22
180.66
183.11
185.55
187.99
190.43
192.87
195.31

phase
/radians
-0.16
-0.18
-0.18
-0.17
-0.15
-0.06
-0.08
.02
.07
.08
12

o o o o o

.09

o

12
.21

o O

.30
0.37
0.52
0.71
0.87
1.14
1.54

(continued)



Table 8.4 (continued)

ha2

frequency
Jen™!
197.75
200.20
202.64
205.08
207.52
209.96
212.40
214.84
217.29
219.73
222.17
224.61
227.05
229.49
231.93
234.38
236.82
239.26
241.70
244 .14
246.58

phase
/radians
2.22
3.34 (-3.02)
0.41
-2.56
-2.96
-2.60
-2.33
-2.10
-1.82
-1.65
-1.52
-1.44
-1.33
-1.28
-1.25
-1.22
-1.16
-1.10
-1.07
-1.02
-0.98

frequency

Jem”)

249.02
251.46
253.91
256.35
258.79
261.23
263.67
266.11
268.55
271.00
273.44
275.88
278.32
280.76
283.20
285.64
288.09
290.53
292.97
295.41

phase
/radians
-0.98
-0.89
-0.89
-0.86
-0.85
-0.81
-0.77
-0.73
-0.69
-0.69
-0.66
-0.71
-0.85
-0.92
-0.89
-0.86
-0.81
-0.71
-0.76
-0.81
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Table 8.5 Refractive index values for 0.1034 cm teflion

3L

/cm

95

104
107
109

122

126

131

134

141

97.
100.
102.

11e.

114.

117.

119.

124.

129.

136.

139.

144.

frequency

-1

.21
66
10
54
.98
.42
.86
30
75
19
63
.07
51
.95
39
.84
.28
72
16
.60
04

refractive index

1.432
1.428
1.430
1.430
1.432
1.431
1.436
1.437
1.436
1.436
1.434
1.435
1.434
1.431
1.432
1.432
1.437
1.437
1.438
1.441
1.441

frequency

/cm

146

148.

151

153.

156

158.

161

163.

166

168.

170

173.
175.
178.

180

183.

185

187.

190
192
195

-1

.48
93
.37
81
.25
69
13
57
.02
46
.90
34
78
22
.66
1
.55
99
.43
.87
.31

refractive index

1.439
1.439
1.439
1.438
1.440
1.444
1.443
1.446
1.449
1.449
1.45]1
1.449
1.451
1.453
1.456
1.457
1.462
1.468
1.472
1.482
1.493




Table 8.5 (continued)
frequency refractive index frequency refractive index

Jem™] Jen]

197.75 1.513 249.02 1.424
200.20 1.543 251.46 1.425
202.64 1.457 253.91 1.425
205.08 1.372 256.35 1.426
207.52 1.362 258.79 1.427
209.96 1.373 261.23 1.428
212.40 1.381 263.67 1.429
214.84 1.387 266.11 1.430
217.29 1.396 268,55 1.430
219.73 1.402 271.00 1.432
222.17 1.405 273.44 1.432
224.61 1.408 275.88 1.431
227.05 1.411 278.32 1.428
229.49 1.413 280.76 1.427
231.93 1.414 283.20 1.427

-234.38 1.415 285.64 1.428
236.82 1.417 288.09 1.430
239.26 1.418 290.53 1.431
241.70 1.420 292.97 1.431
244 .14 1.421 295.41 1.430
246.58 1.423

L33



Table 8.6 Phase values for 0.0229 cm tefion

H-dlo

frequency phase frequency phase

Jem™! /radians Jem ! /radians
95.21 -0.17 146.58 -0.1
97.66 -0.23 148.93 -0.10
100.10 -0.17 1561.37 -0.08
102.54 -0.27 153.81 -0.04
104.98 -0.27 156.25 0.00
107.42 -0.26 158.69 0.09
109.86 -0.20 161.13 0.12
112.30 -0.19 163.57 0.13
114.75 -0.23 166.02 0.14
117.19 -0.24 168.46 0.21
119.63 -0.23 170.90 0.31
122.07 -0.25 173.34 0.46
124.51 -0.23 175.78 0.50
126.95 -0.20 178.22 0.64
129.39 -0.13 180.66 0.67
131.84 -0.18 183.11 0.87
134.28 -0.24 185.55 1.09
136.72 -0.28 187.99 1.33
139.16 -0.16 190.43 1.58
141.60 -0.18 192.87 1.97
144.04 -0.06 195.31 2.72

(continued)



Table 8.6 (continued)

frequency phase frequency phase
Jen! /radians Jem”] /radians
197.75 3.38 (-2.90) 249.02 -1.25
200.20 4.55 (-1.73) 251.46 -1.14
202.64 3.96 (-2.32) 253.91 -1.06
205.08 3.29 (-2.99) 256.35 -0.98
207.52 -4.21 (2.07) 258.79 -0.96
209.96 -3.74 (2.54) 261.23 -0.90
212.40 -3.30 (2.98) 263.67 -0.84
214.84 -2.94 266.11 -0.81
217.29 -2.56 268.55 -0.75
219.73 -2.35 271.00 -0.65
222.17 -2.20 273.44 -0.72
224.61 -2.04 275.88 -0.85
227.05 -1.85 278.32 -1.05
229.49 -1.77 280.76 -1.16
231.93 -1.68 283.20 -1.20
234.38 -1.59 285.64 -1.10
236.82 -1.49 288.09 -0.98
239.26 -1.48 290.53 -0.86
241.70 -1.43 292.97 -0.93
244 .14 -1.39 295.41 -0.98
246 .58 -1.34

3]
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Table 8.7 Refractive index values for 0.0229 cm teflon

/cm

97

119
122

131

141

95.

100.
102.
104,
107.
109.
112.
14.
117.

124.
126.
129.

134.

136.

139.

144,

frequency

-1

21
.66
10
54
98
42
86
30
75
19
.63
.07
51
95
39
.84
28
72
16
.60
04

refractive index

1.418
1.415
1.417
1.414
1.414
1.414
1.417
1.418
1.416
1.416
1.416
1.417
1.417
1.417
1.421
1.417
1.418
1.416
1.419
1.419
1.422

frequency

/cm

146

148.

151

153.

156

158.

161

163.

166

168.

170

173.

175

178.

180

183.

185
187

190.

192

195.

-1

.48
93
.37
81
.25
69
13
57
.02
46
.90
34
.78
22
.66
1
.55
.99
43
.87
31

refractive index

1.421
1.42]
1.422
1.422
1.423
1.425
1.426
1.426
1.427
1.428
1.430
1.432
1.434
1.436
1.437
1.440
1.444
1.448
1.452
1.459
1.472

(continued)

429
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Table 8.7 (continued)
frequency refractive index frequency refractive index

e Jem™!
197.75 1.474 249.02 1.406
200.20 1.493 251.46 1.408
202.64 1.483 253.91 1.409
205.08 1.470 256.35 1.410
207.52 1.344 258.79 1.411
209.96 1.353 261.23 1.412
212.40 1.361 263.67 1.413
214.84 1.376 266.11 1.414
217.29 1.382 268.55 1.415
219.73 1.386 271.00 1.415
222.17 1.389 273.44 1.414
224.61 1.392 275.88 1.413
227.05 1.395 278.32 1.410
229.49 1.397 280.76 1.409
231.93 1.398 283.20 1.409 |
234.38 1.399 285.64 1.410
236.82 1.400 288.09 1.412
239.26 1.402 290.53 1.413
241.70 1.403 292.97 1.413
244.14 1.404 295.41 1.412
246.58 1.405
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8.3 Reproducibility and precision of refractive index spectra

To determine the reproducibility of the refractive index curves
ten spectra were recorded for the same teflon sample. Ten dispersive inter-
ferograms were recorded for a 0.0083 cm teflon sample, and ten background
interferograms were recorded alternately with the sample tapes. This procedure
required repositioning of the teflon sample for each interferogram. This
ensured that the reproducibility of the refractive index curve was being
calculated taking into account imprecise positioning of the sample in the
beam. When all the dispersive interferograms had been recorded, then the same
sample was used to obtain ten non-dispersive interferograms, so that the
intensities obtained from refractive index and absorption curves could be
compared. When these interferograms were completed the teflon sample was cut
in half across a diameter, and the half-sample technique used to determine
X, the displacement of the brightest fringe. 10 determinations of X were made
and the average was found to be 0.0073+0.0002 cm. The thickness d of the sample
was measured using a micrometer, and was found to be 0.0083+0.0002 cm. The
compound error for the mean refractive index n was calculated as 0.01, which
gave the mean refractive index (1+x/2d in eqn. 8.8) as 1.44+0.01. The 10
refractive index curves were computed using this average value for the mean
refractive index over the full band-width of the incident radiation.

Values for the refractive index at 97.66 cm-] were used to
calculate the precision for the refractive index at any frequency. The 10
refractive index values were 1.448, 1.446, 1.428, 1.400, 1.451, 1.476, 1.371,
1.454, 1.445, and 1.400 which gave an average of 1.440, and a standard
deviation of +0.033. These figures indicated that the phase values themselves
were the major contributory factor to the errors involved in the refractive
index calculation. The errors in mean level for the refractive index are
small when compared with the errors involved in calculating the varying
portion of the refractive index (¢(5)-¢0(5))/4ﬂ5d.

The refractive index curves obtained from the first 5 dispersive




N}

interferograms recorded for the 0.0083 cm teflon sample are shown in fig.

8.9 and table 8.8. These curves indicated that whilst the actual refractive
index values can only be determined to a precision of +0.03, the shapes of

the curves matched very well, and indicated that the differences in refractive
index caused by the absorption will be highly reproducible. (See under
intensity calculation for the quantitative measurement of this refractive
index difference across the dispersion.)

The effect of beam divergence within the interferometer upon the
precision of the refractive index values was also calculated. As already
mentioned a diaphragm of diameter 1.9 cm was used to restrict the cone of
radiation to the size of the dispersive sample. The sample has a diameter of
3.0 cm, and hence the half-angle B of the cone of radiation incident upon the
sample was calculated as tan-](0.55/15.0) giving B = 1.90. The radiation
passing through the sample was presumed to be distributed uniformly over the
whole conical solid angle, and does not pass uniformly through the sample.
Chamberlain and Gebbie (212) replaced the thickness d of the sample in egn.
8.8 by an average thickness d', determined by this maximum half-angle B for
the cone of radiation incident upon the sample. The relationship between d
and d' was given as;

d' = d{1+1/4n(1-sinBcosp/B)} 8.14
For B=1.9O, c0sB=0.9995, sinp=0.0332, B=0.0332 radians. Therefore d' =
1.00009 d for a typical refractive index value of 1.4. Now since;

n(v) = 1+ x/2d + 1/4w5d{¢(6)-¢0(5)}

For the 0.0083 cm teflon sample x=0.0073 cm, therefore n becomes 1.43972, where

it was originally 1.43976, before correction for the beam divergence. The

correction of 0.00004 was not significant with respect to the precision for

the refractive index of x0.03 already calculated, and hence could be ignored.
The effect of beam divergence on the varying part of the refractive

index (¢(5)-¢0(5))/4n5d was also determined. For a refractive index value

. -1
determined at 200 cm , and a typical phase difference, this varying part
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Table 8.8 Reproducibilty of refractive index curves for

by

0.0083 cm teflon

frequency
Jem™!
97.66
100.10
102.54
104.98
107.42
109.86
112.30
114.75
117.19
119.63
122.07
124.51
126.95
129.39
131.84
134.28
136.72
139.16
141.60
144.04
146.48
148.93
151.37
153.81
156.25

158.69

.448
459
441
.450
445
.439
.447
443
Ty,
.449
.440
.448
.451
450
457
.460
.460
.458
450
.461
451
455
.449
.449
456
.450

refractive
1.446 1
1.458 1
1.444 1
1.446 1
1.445 1
1.459 1
1.440 1
1.439 1
1.439 1
1.432 1
1.448 1
1.452 1
1.445 1
1.446 1
1.449 1
1.451] 1
1.451 1
1.449 1
1.457 1
1.452 1
1.451 1
1.446 1
1.453 1
1.451 1
1.451 1
1.447 1

index

.428
.435
433
.431
.429
415
414
.415
427
417
422
.424
.426
427
.433
.426
.429
.428
.429
431
428
.432
.433
426
427
432

.399
.397
.390
.398
.403
.397
.400
.394
.397
.387
.391
.399
.388
.393
. 396
.403
.398
.399
.406
.400
.396
.400
.399
.398
.396
.396

.451
.439
453
431
.439
435
445
431
.436
.439
.432
.435
446
.437
.439
.442
.446
.447
.450
446
.437
445
.444
.442
L4417
449




Table 8.8 (continued)

frequency
o)
161.13
163.57
166.02
168.46
170.90
173.34
175.78
178.22
180.66
183.11
185.55
187.99
190.43
192.87
195.31
197.75
200.20
202.64
205.08
207.52
209.96
212.40
214 .84
217.29
219.73
222.17

.454
454
457
457
.464
.464
.468
468
.466
472
.475
.477
479
.487
.496
511
551
432
.370
.395
.394
.408
410
.418
422
.426

refractive index

.456 1.431 1.398
.452 1.434 1.406
.454 1.427 1.406
.456 1.437 1.409
.462 1.433 1.412
.460 1.442 1.410
.463 1.443 1.412
.470 1.446 1.417
.470 1.447 1.417
.469 1.449 1.420
.473 1.453 1.419
.475 1.450 1.422
.480 1.460 1.432
.483 1.466 1.437
.490 1.472 1.438
.507 1.490 1.451
.534 1.498 1.477
.400 1.479 1.354
.449 1.362 1.348
.389 1.363 1.336
.399 1.379 1.346
.404 1.377 1.350
414 1.388 1.358
417 1.393 1.364
.419 1.393 1.369
.427 1.403 1.371

.440
.443
444
.446
.446
452
455
.457
.465
463
463
.470
.476
.476
.484
.510
.518
.523
.380
.378
.388
.398
.405
.409
.409
.415

(TS



Table 8.8 (continued)

frequency
Jem”]
224 .61
227.05
229.49
231.93
234.38
236.82
239.26
241.70
244 .14
246.58
249.02
251.46
253.91
256.35
258.79
261.23
263.67
266.11
268.55
271.00
273.44
275.88
278.32
280.76
283.20

285.64

.428
.432
435
437
.437
.437
436
.435
.438
.437
.437
441
442
.443
.445
445
.449
.450
448
.449
.448
447
441
441
.44
447

refractive index

.428 1.406 1.372
.432 1.408 1.378
.434 1.410 1.380
.431 1.411 1.380
.435 1.413 1.384
.433 1.414 1.380
.432 1.412 1.382
.438 1.414 1.383
.434 1.414 1.385
.436 1.414 1.386
.437 1.413 1.384
.440 1.416 1.385
.440 1.417 1.388
.441 1.419 1.390
.444 1.421 1.392
.444 1.423 1.391
.446 1.424 1.394
.447 1.425 1.393
.448 1.425 1.395
.448 1.426 1.395
.449 1.426 1.398
.446 1.423 1.390
.440 1.420 1.388
.438 1.419 1.386
.440 1.412 1.388
.439 1.418 1.387

.418
.420
.423
425
426
424
.425
427
426
.424
427
428
.432
.433
.434
.436
.438
.435
440
.439
.439
436
.430
.428
431

.430

bl
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became 0.143802 when beam divergence was taken into account, when it had been
0.143814 originally. This change of 0.00001 was once again not significant
with respect to the precision of the curves already given. Thus the beam
divergence was seen to have no effect upon the precision of the refractive
index values determined.

8.4.1 Theory for intensity calculations

The integrated strength of absorption bands, and their relative
positions determine the refractive index values in any spectral region.
Various expressions have been used which relate the measured refractive index
values to the integrated absorption strengths for associated bands. The use
of these equations will be discussed in the following section.

The absorption coefficient a(G), and the refractive index can
be related (225);

N(V) = n(v) - ja(v)/4m 8.15

where N(v) is the complex refractive index at wavenumber v e

a(v) is the absorption coefficient per cm at wavenumber v cn !

n(v) is the real refractive index at wavenumber v e
The integrated absorption strength Ai of the ith absorption feature centred
at wavenumber ﬁi has already been determined as (eqn. 4.1);

A = a(v).dv
and has been used for calculation of band intensities from photometric
measurements of a(v). (See section 4.2.)

The absorption coefficient per cm can be written as (226);
a(v) = 4mun(v)Kk(V) 8.16
where k(v) is the extinction coefficient at wavenumber v e

Substitution of 8.16 into 8.15 gives;

n(v) - Jn(v)k(v)
n(v) (1-jk(v)) 8.17

= =
— —
< <
~— ~—

1] |

This equation shows that the real and im aginary parts of the refractive

index are dependent, and are related through the extinction coefficient.
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Consideration of particular models for the absorption
processes have enabled explicit relationships between the real and immaginary
parts in eqn. 8.17 to be determined. For a series of classical, damped,
harmonic oscillators immersed in an isotropic medium n(v) and a(v) could be
determined by using Lorentzian type equations (226). The Claussius-Mosotti
approximation (226,227) gave the real part of the refractive index n(v) at
wavenumber v cm_ ! as;

n(S) = ny(9) + £, A /2t (1/(5;5-0)41,%) 8.18

where nv(v) is the extrapolated contribution to the refractive
index at wavenumber v cm-] in the infrared region, which arises from resonances
at wavenumbers higher than those within the infrared region. The postscript
V indicates that resonances affecting the refractive index in the infrared
often occur in the visible spectral region.

Ai is the integrated absorption strength, as already defined,
for the i.th absorption band, which has a maximum absorption coefficient
per cm a(v) at wavenumber 51 en ).

2 - =2,-2-=2
V. -V

Iy = (Avliv) / (v,

2 S50 8.19

AG,i is the total width at half maximum of the absorption
3

coefficient per cm «(v) for the i.th band.

Piz as given by eqgn. 8.19 is a line shape term, which takes

into account the finite widths of the absorption features in egn. 8.18.

Fig. 8.10 shows the variation of refractive index n(5) at wavenumber v cm'l,
through the absorption band. The maximum and minimum of refractive index are
clearly visible in the region of the anomolous dispersion around the band
centre Gi cm-]. The maximum refractive index occurs at 51-%A5%1 cm_], and

the minimum at 5i+%A5%1 em™. The maximum refractive index difference, that is
the difference between maximum and minimum refractive index, in the region

of the absorption is known as the refraction amplitude Ai cm-].

Now A, = n(v,-3Av

i i %1) - n(\-).l+%A\-)1§1) 8.20
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A simple equation for determining the integrated absorption
strength has been obtained by assuming contributions from other infrared bands
are negligible, then the sum over i bands, in eqgn. 8.18, can be replaced by

the integrated intensity for a single band.

(%) = ny(9) + A2l (5,250 Ey .21
Substituting for n(51-§A5%1) and n(51+%A511) from egn. 8.21 into 8.20 gives;
2
= 9. -L1AY - 9. +iAy
Ai nv(vi %Av%i) nv(v1+2Av%i)
£ AL 201 (9. 2 (0,34 ‘2) + AV, (Vs =Av, 5 )}
i Wi TV TRV AR e T
..2 AT
(vi ~(v ZAv%]) )
2.2 = = 2 - 2= - 2
- Ay/2m{(v; -(v1+%Av%1) ) + Av%i (vi+%AV%1) 8 27
-2 = - 42
(vi -(Vi+%Av%1) )

)

= n,, (v, +3AV
nv(\)1 3Av

1i
that is that the extrapolated value for the refractive index in the region of
the infrared absorption, due to absorptions in the visible spectral region,

was constant over the infrared absorption, then eqn. 8.22 can be simplified

to give;

- 2,= = .= 2 - 2, = 2

Ay = Ai/2n (vjAv%i aAv%1 ) + Av%i (v; Av%i)

- - - 2

-1
(viAv%i zAv%i )
- - - .2 - 2,- .= 32
- ]/(_ViAV%i_%Av%i )+ A\)-lz-i (\)]-+A\)%1-) 8.23
(- Avl.-5A512)
21 2

If av,, << 51, that is the band width at half height is very much smaller than
2

the wavenumber of maximum absorption coefficient, thenzﬁgiz is negligible

with respect to 512.

By neglecting Av 2 terms egn. 8.23 becomes;

3
2 - - NN 2L
5 = Ai/Zn (viAVéi + Av%(vi -2viAv%1+%A\%1 )/Vi
) | , o, . 8.
-1/(—v1Av%1 + Av%i(vi +2V1Av§i+%A\%i))/ Vi



i+S

On multiplying up and neglecting AGliz and AV .3 terms this becomes;
2

31

b = A1/2ﬂ2{(5iA5%i+GiAG%i)} ] A1/2ﬂ2{(-51A5%1-51A5%1)} 8.25
o, = A1/2ﬂ2(1/251A5%i +1/29,85,)) 8.26
5, = Ai/2n251AGéi 8.27
A = A12ﬂ251A5%i 8.28

tgn. 8.28 gives the integrated absorption strength Ai in terms of the refraction
amplitude Ai’ the wavenumber of maximum absorption 51 and-the half-band width
AG%i. These 3 quantities can readily be determined from the dispersion curve

to give preliminary intensity measurements. The turning points of the refractive
index curve can easily be determined by inspection, and the refraction

amplitude and half-band width thus calculated. To determine the band centre the
band was assumed to be symmetrical, so that the mean frequency for maximum

and minimum refractive index was taken as the wavenumber of maximum absorption.

8.4.2. Preliminary intensity calculations for 0.0083 cm teflon

Table 8.9 shows the maximum and minimum refractive index
observed for the 10 dispersive spectra of the 0.0083 cm teflon sample recorded
as detailed in section 8.2. The calculated values for Aoéi and Ai were used
in eqn. 8.28 to calculate the absorption strengths for the 10 curves. The
average absorption strength for the 202 cm_] absorption was found to be 3 010
+860 cm-z. The average half-band width was calculated as 4.8+1.4 cm_].

For comparison with the dispersion work 10 ratioed transmission
spectra for the 0.0083 cm teflon sample were recorded and computed. Typical
absorption curves are shown in fig. 8.11. The integrated absorption intensity
for the 202 cm-] teflon absorption was calculated as detailed in chapter 4.
Table 8.10 shows the average of computer and planimeter intensity for each
spectrum. The average intensity for the computer and planimeter intensities

2

for the 10 absorption curves was 4 150£70 cm “. This value suggested that the

preliminary intensity values from the dispersion curves were Tow.
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Table 8.10 Transmission intensities for 0.0083 cm teflon

index

10

intensity
Jem™@
4250
3960
4200
4140
4130
4160
4210
4220
4110

4120

Sk
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8.4.3. More sophisticated fitting techniques for intensity calculations

Eqn. 8.18 related the real refractive index n(v) at wavenumber
v cm-] to the absorption strength Ai cm-2 for the various absorptions in

the infrared region;

(%) = ny (%) + £ A/2n (1,50 8.18
If V' is taken to represent a wavenumber below that of the centre of resonance
51, and V" a wavenumber above 51 then;

n(‘\-)')_n(\-)ll) = n\v,(\-)| )—nv(\-)")"'z_iA_i/z’n'z((\-).iz-:)'z)_*_r.i '2
-2 A /205, 2o )ar,

)

)+F1 ) 8.29
By assuming that the extrapolated contribution to the refractive index from
resonances from wavenumbers outside the infrared region remain constant over

the region of resonance then;

nv(v')= nv(v") 8.30
and when writing n(v')-n(v") = §(v',v")
then 5(5',5") = LA (04,0")/2n 8.31

where g, = 1/((5i2-5‘2)+ﬂi'2) - 1/((5i2—5“2)+ri"2) 8.32

Egn. 8.31 represents the refractive index difference at wavenumbers either
side of a central resonance at wavenumber ;i cm_], and indicates that this
difference is due to the sum of all absorption strengths for resonances
throughout the infrared region. The refractive index in the region of a
resonance is due primarily to the resonance feature itself, but also contains

contributions due to resonances Sj, which have been separated out as below;

NP - T 2
§(v'sVv") = Aigi(v',vt)/2m” + ijlAjgj

The sum term now represents the effect on the refractive index difference

(5',9")/2n°  8.33

due to all infrared resonances, excepting that centred at wavenumber ;i en V.
The effect of resonances outside the infrared have already been considered

in the term nv(v).

In certain circumstances, which are detailed below, the line



hS?
shape term ri2 can be neglected, and eqn. 8.33 simplifies to;

N o1oan 2 Do 2
S(v',v") = Aifi(v V'Y 2+ ZjﬁlAjfj(V ")/ 2m 8.34

2

where fi(ﬁ',Q“) = ]/(512'5'2) - 1/(61 -6"2) 8.35

?2 -

This approximation was made when Aﬁliz << (v, -v'2), which was seen to make
2

1

2 .
Pi approach zero, since;

12 - 2:,2,,-2 -2
L= Av%i /(vi -v'T)

o
This was seen to occur when either (i) the resonance was very narrow i.e.
A5§1 small, or (ii) when the wavenumbers v' and v" were chosen so as to be
far removed from the absorption feature. It was noted that eqn. 8.34 indicated
that the refractive index difference would be expected to tend to infinity
as v tends to 51, since 512—5'2 tends to zero. This limited use of eqn. 8.34
to refractive index differences far removed from the resonance, as detailed
above.

For isolated resonances situated at wavenumber 51 the summation
term in eqn. 8.34 was ignored, giving;

§(v',v") = Aifi(G',G")/sz 8.36
when the line shape factor was ignored, or;
§(v',v") = Aigi(\‘)',\')")/zn2 8.37
when the line shape factor was included. The functions fi(ﬁ',ﬁ") and 91(5',5")
were given in eqns. 8.35 and 8.32 respectively.
8.4.4 Sophisticated fitting techniques for 0.0083 cm teflon

Table 8.11 shows the values of V', n(v'), v, n(V"), 1026(5',5"),

1O4fi(5',5") and 10491(5',5") obtained for one dispersion curve of 0.0083 cm

thick teflon. Fig. 8.12 shows the plot of 1026(5',5“) versus 1O4fi(5',5"),

and 1026(5',5") versus 10491(5',5"). Eqn. 8.36 showed that the gradient of the

best straight line through the points for 104fi(5',5") would give A1/2w2.
Therefore Ai = 2n2 x gradient of the best straight line. The values of

2_,-, - -, - .
1078(v',v") against 1O4fi(v',v") approximated to a straight Tine up to a value

-4 2
of 7x 10 c¢cm for fi’ above which the line shape factor Fiz presumably
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becomes important. The wavenumber values corresponding to this value for fi

were 196.53 and 211.18 cm-]. For this resonance the band centre was calculated

1

as 203.86 cm” ', and the half-band width as 4.88 cm” (see table 8.9). These

figures gave 51-5'= 7.3 cm-], and indicated that the fi function could only
be used when 51-6' > 24V

39

Fig. 8.13 shows an expansion plot for ]02

]04gi(5',5"), for values of g, between 0 and 7 x 107% cm2. The best straight

§(v',V") against

line through the data points had a gradient of 1.68 x ]02 cm-z. Hence the
absorption coefficient Ai for the 202 cm-] absorption was calculated as 3 320
cm_2.

The simple linear least squares analysis programme BEERSLAW
was adapted for use with the &§(v',v") versus gi(G',G") data to obtain the
gradient of the best straight Tine. The values for 10%Sand ]04gi for 40 values
of v' and V" were firstly used to obtain the best straight Tine fit. The
deviation of each data point from the computed best straight line was then
analysed, and any data points, especially at the beginning or end of the array,
which had large deviations were removed. The gradient of the best straight
line for the truncated data set was then redetermined using the BEERSLAW
programme. The truncation procedure was continued until the deviations of the
individual data points from the computed best straight Tine fit became random
throughout the array. By using this procedure it was hoped that the data points
suited to the physical resﬁéints of the model used in determining the relation
between refractive index and integrated intensity would be chosen. The values
for the absorption strengths of the 202 cm-] teflon resonance, for the 10
~dispersion curves, are given in table 8.12. The average value for the 10 curves
was found to be 3 400:200 cm™2.

The half-band widths measured from the dispersion curves were

shown in table 8.9. The values shown were lower than those obtained for the
transmission spectra for the same teflon sample. The average half-band width

1

obtained with the transmission spectra was 9+1 cm ', as compared with the




Table 8.12 Intensities for 0.0083 cm teflon

index intensity

A, = A5é512ﬂ2Ai Ay (Tgiep) A,
Jem™? Jem™

1 2860 3370 = 60 3810
2 3990 3130 + 100 3960
3 3360 3470 = 40 3860
4 2900 3410 £ 50 3830
5 1620 3460 = 70 3760
6 3350 3590 = 60 3770
7 2210 3020 = 90 3940
8 2020 3490 = 50 3850
9 4250 3540 = 40 3660
10 3530 3410 £ 50 3810

i+

I+

1+

i+

1+

I+

I+

1+

1+

1+

for symbols see text.
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dispersion value of 4.8+1.4 cm_]. This value of the half-band width from the
transmission spectra was used to determine Fiz, and eqn. 8.37 used to calculate
the integrated intensity via the gradient of the best straight line for the
1026(5',5") versus 10491(5',5") plot, and the truncation of arrays method as
detailed above. The 10 values for the integrated intensity Ai determined are
shown in table 8.12, and gave an intensity of 3 800+200 cm-z as an average
value. This large increase from the value of Aiqof 3 400+200 cm-z, using the
half-band widths as measured by dispersion, indicated the large effect the
line shape function F12 has on the calculated intensity. Since Fiz was a
function of the half-band width, then the Tatter must be measured accurately.
This was difficult in a dispersive spectrum, where the half-band width was
obtained as the frequency difference between the turning points in the phase
or refractive index curve. If these turning points are not observed on the
phase curve then the feature is not being resolved. The return between turning
points was not observed for many of our refractive index curves (see figs. 8.6
to 8.9), and this made determination of the half-band width difficult. It thus
seems likely that a higher resolution is necessary. The resolution achieved
from the refractive index curves appeared to be approximately one-half that
achieved for the maximum mirror displacement of 0.0208 cm with a transmission
spectrum. No further tests have been undertaken, but it appears that twice
the interferogram length is required in the dispersive mode to obtain equivalent
resolution to that in the non-dispersive mode.

Chamberlain and Gebbie (212) obtained a value of Ai =4 710
cm-2 for the 202 cm_] band of 0.0075 cm teflon. This value 1is larger than the
3 400+200 cm-2 value obtained from our 0.0083 cm samples. The intensities
of the teflon would not be expected to be dependent upon the thickness, but
only on the composition of the sample. The optical quality of the samples is
an important consideration in the far-infrared spectral region. The interfer-
ogram could be significantly modified by effects additional to those of a purely

absorptive or dispersive sample, by such factors as varying sample thickness,
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which has already been seen to occur in section 8.2, and undulating surfaces.
This degradation of the interferogram leads to a phase spectrum not related
in the expected way to the true refractive index spectrum, and hence giving
false intensity values. The effects of this problem on the intensity would be
very difficult to estimate.
The nature of the sample is also an important consideration
for these far-infrared spectra. The important low frequency bands for synthetic
polymers are rarely due to lattice modes as for crystalline materials, but
often arise from internal vibrational modes, particularly those of twisting
and deformation motions. (228). Teflon is a partially crystalline polymer,
where the 202 cm'] band arises from the CF2 rocking mode in the crystalline
regions (212). Thus, if the crystallinity of the various teflon samples varies,
then the intensity of the 202 cm-] absorption would be expected to vary. If
the crystallinity falls then the intensity will fall due to the decreased
crystallinity, but will rise to a smaller extent due to the increase in general
background absorption from the amorphous regions of the sample. The latter
absorptions arise from various conformations of the polymer unit, each of
which have their own absorptions, giving broad and indefinite absorptions.
Teflon has associated with it a further problem if it is to
be used as an intensity standard, as it can exist in more than one crystalline
form (228). The change of crystalline form is accomplished by a change in
pitch of the CF2 helix. The two different crystalline forms correspond to diff-
erent rotational isomers, which will presumably have different spectra. A
further problem is that the film is unlikely to be isotropic, and hence the
absorption intensity will depend upon the direction of propogation of the
radiation in relation to the axes of the specimen. Thus the differences in
intensity for the two different teflon samples are easily accountable.
Chamberlain obtained a 15 cm-] separation of the turning points
of the refractive index curve in the region of the 202 cm-1 absorption, which

corresponded to a half-band width of 15 cm-]. In this work the turning points
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were found to be 9+1 cm-] apart for the 0.0083 cm sample, thus indicating
that the absorptions of the two samples vary greatly presumably due to the
effects detailed above.

The difference in intensities for the dispersive and non-
dispersive modes, obtained in this work, for the same teflon sample is much
more worrying than the differences for our work and that of Chamberlain. At
present no real explanation can be offered for this intensity difference, and
more work is clearly necessary in this area. A value of Ai = 4 200x100 (:m_2
was obtained using the transmission method, and 3 400+200 cm_2 obtained using
the dispersion method. The effects of crystallinity were clearly not responsible
for the intensity differences here as the same sample was used for both sets
of intensity measurements. Intensity differences due to anisotropy of the sample
cannot be eliminated, because no special care was taken in orienting the sample
when it was transferred from the dispersive arm of the interferometer to the
transmission sample position. However these effects would be expected to be
small and not sufficient to give the intensity variation necessary. It thus
appeared that these effects on the intensity were mainly due to the methods
of computation of the intensity, rather than to differences in the sample.

8.5 Advantages and disadvantages of intensity measurements from refractive

index determinations

An alternative to the calculation of intensities from absorp-
tion curves has been sought, because of the difficulties in fitting a baseline

to the absorption profile, as noted in chapter 4. When absorption bands are

either broad, or not clearly resolved from other neighbours, i.e. when the
wings of the band are not clearly observable, then it is difficult to fit a
baseline to the band to enable the area under the baseline to be determined.
The refractive index method for intensity calculation eliminates the necessity
of fitting a baseline.

The dispersive method has the disadvantage that the intensity

is not a simple function of the refractive index. In fact a model has to be
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assumed, where the absorbing species is approximated to a series of classical
oscillators (see section 8.4.1). The relationship between refractive index
and absorption intensity was developed through an empirical equation from

the model of the harmonic oscillarors. Thus the calculation of intensity
depended upon the applicability of the model to the particular situation under
consideration. The intensity of the band is a function of the refractive
index differences in the region of the i.th band, as seen in section 8.4.1.
For overlapping bands all of the refractive index difference in the region of
the i.th band is not due to the i.th band. Hence, if the experimental refractive
index difference is used to calculate the intensity of the i.th band without
taking into account the intensity of other bands in the region, then the
intensity of the i.th band calculated will be too high. The sophisticated
fitting techniques, detailed in section 8.4.3, were designed to overcome this
problem, since only the points about the band centre are taken to give the
intensity. The linearity of the §(v',v") against 91(5',5”) plots was used as
an internal test to show that the neighbouring bands were not contributing
significantly to the refractive index difference under consideration. Thus
the data was used at gradually increasing frequencies from the band centre,
until the effects of neighbouring bands, causing the plot to be non-linear,
were first noticed. The data was then truncated. This truncation technique,
using the linearity of the graph, was sometimes made difficult when the Tine
shape term was.significant, and caused lack of linearity at frequencies near
the band centre. For overlapping bands an iterative process for summation of
contributions to the refractive index difference from individual bands will
have to be developed.

Since the intensities measured by dispersion methods were
smaller than those measured by transmission measurements on the same sample,
then it appears that overestimation of band intensities, due to refractive
indices being affected by neighbouring bands, was not causing significant

problems in the measurement of intensities by the dispersive method.
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The dispersive intensities place serious doubts upon the accuracy of trans-
mission intensities, and suggested that the values for the latter may well
have been too large. This indicated that the baseline drawn for these bands
was, in fact, too low. This could have been caused by the proximity of the
band at 277 cm-]. This once again highlights the difficulty of baseline
positioning for transmission intensity measurements.

Thus it appeared that the dispersive method gave the more
accurate intensity values, as against the transmission method. The inaccuracy
of the transmission method was due to difficulty in the positioning of the
baseline. An initial disadvantage of the dispersive method was that much more
numerical calculation was necessary than for the transmission method, where
calculation of the intensity from the area under the absorption curve was
simple. However once a computer programme had been written to calculate 6(5',6“)
and 91(5',5") functions, then the intensity values were easily determined by
a least squares analysis fit. The truncation technique was tedious and time-
consuming if attempted in batch-mode, but was relatively simple with an
interactive computer terminal.

The uncertainty of the dispersive method (Ai = 3 400+200 cm_z)

was greater than that for the transmission method (Ai = 4 200+100 cm-2) for

the calculation of intensities, presumably mainly due to the greater degree

of numerical manipulation necessary in the former technique. However, this
would be overshadowed by the dispersive method giving a more accurate value

for the 'true' intensity. It should be noted here that these conclusions do

not in any way invalidate the intensity calculations determined using the non-
dispersive mode earlier in this study. This is the case because the intensities
were all carried out using the same methods of baseline fitting, and hence

they are internally consistent, but perhaps are not valid for consideration

with intensities from other systems as has been pointed out earlier (see section

4.2).
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CHAPTER 9

LIQUID PHASE REFRACTIVE INDEX MEASUREMENTS
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This chapter describes the work involved in the design,
construction and development of a cell for measuring the refractive index
spectrum of liguids in the far-infrared region,

9.1 Previous work

Chamberlain, Gibbs and Gebbie (225) developed their modular
interferometer, which was originally designed for absorption measurements,
for the_determination of liquid phase’refractive indices. They maximised the
energy throughput of the modulated term of the interferogram by cutting down
Lie number oi boundary surfaces in the'dispersive arm. in their dispersive
interferometer the 1liquid specimen was not placed between plane-par allel
transparent piates, but was a gravity neld layer on the horizontal surface of
the fixed mirror, The specimen was separated from the remainder of the evacuat-
ed interferometer by a thin vacuum window of 'melinex' or polypropylene.

The FS-720 interferometer used in this laboratory was not
suitable for such modification, especially in that it was considered inadvisable
to turn the instrument through the 90°>necessary to make the dispersive arm
of the interferometer vertical, nhence making the mirror surface in that arm
horizontal. The FS-720 instrument;VW1fh_its heavy metal casing, was designed
for the 4 arms. surrounding the beam-splitter module to be horizontal. The poss-
ibility of using a 450 mirror in the dispersive arm, so that the plane of the
instrument could be Teft horizontal and yet a horizontal fixed mirror was
considered, but after taking into account the further disadvantages of the
free liquid layer, was discounted., =

The gravity neld layer could cause problems due to absorption
from the vapour present in the space between the surface of the Tiquid layer
and the vacuum window. For 11quids with strong vapour absorptions this would
be a serious, problem, especially when the resulting absorption bands were
narrow,. which would cause derivative refractive index changes on top of the
major absorptions, These problems would not, however, be as serious as those

encountered for the ratioed transmission spectra, since for the refractive
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index curves the phase value for sample and background are subtracted, ratner
than being ratioed. Chamberlain and Gebbie (225) filled the space above the
liquid with dry air, which of course became saturated with the vapour of the
Tiquid. They maintained that the latter was not generally troublesome.

A further disadvantage of the liquid layer was that each
Tiquid had a minimum layer thickness, which is determined by the surface
tension and viscosity of the liquid. Thus for strongly absorbing liquids the
capillary layer thickness may we1] cause the phase values to pass outside the
principal value range, with the consequent problems, as given by the conditions
of egn. 8,9. To obtain further indications as to the viability of such a
gravity held liquid surface, an ﬁnfekferometer has been operated in this mode
in this Jlaboratory. Some preliminary refractive index work has been made
using a Chamberlain and Gebbie type cube interferometer on loan from Salford
University/ National Physics Laboratory. A schematic diagram of this inter-
ferometer is shown as fig. 9.1.

For the liquid layer to be plane-parallel it was essential,
for such a system, that the mirror on which the liguid was placed was exactly
horizontal. With the Salford/ N.P.L. modular interferometer this adjustment
was made by altering the tilt of the whole instrument by turning levelling
screws attached to the base of the main beam-splitter cube. This proved to
be a very difficult operation with the coarse pitch screws that are necessary
to support the weight of the whole instrument. The alignment for a horizontal
mirror was obtained as follows. The source module was removed from the top
of the beam-splitter module, and a metal ring with cotton thread cross-wires
was placed in the position formér1y othpied by the lens. A 100 ¥ Tamp was
placed near the cross-wires 50 that they were brightly illuminated. A small
quantity of carbon tetrachloride was then inserted into the cell so that a
thin liquid layer was formed. Carbon tetrachloride was chosen because it is
transparent to visible radiation, has a low viscosity, and is volatile, so

that it can be easily flushed from the.cell module. The tilt of the instrument
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was then adjusted carefully, so that the images of the cross-wires formed at
the mirror and the Tiquid surface, appeared to be coincident, thus indicating
that the liquid layer was plane-parallel. This adjustment was sometimes

found to be difficult because, even with a weakly absorbing liquid, the image
of the cross-wires from the mirror itself was very weak.

Tne optical alignment for mutual normality of the fixed and
moving mirrors was made by making adjustments to the tilt of the moving
mirror module against the beam-splitter module, via an oversize '0O' ring.
Adjustments were possible by means of the bolts retaining the module against
the compression of the '0' ring seal between the two modules. This adjustment
was difficult as the pitch of the retaining bolts was very coarse, and made
fine adjustments to the optical alignment almost impossible, This difficulty
indicated that any system for refractive index measurement should have fine
calipers for mirror movement, as in the FS-720 interferometer.

The free liquid surface in the Salford system caused further
problems in that the noise level of the recorded interferograms was very
high. Much lower signal-to-noise ratios were obtained with the Salford inter-
ferometer than for the F$-720. This high noise level was presumably caused
by vibration of the liquid surface at a frequency equal to the vibration of
the source modulator. In the design for a refractive index cell it was hoped
to trap_the liquid layer between mirror surface and a thin plastic film, in
an effort to.overcome the difficulties of the free liquid film and the
necessary adjustments to the optical alignment for such a film,

9.2 Viability tests for the refractive index cell

The following tests were carried out using the FS-720 inter-
ferometer, by placing various samples in the fixed mirror arm. It was firstly
noticed that even very thin samples of teflon significantly reduced the depth
of modulation observed in the asymmetric interferogram. The quality, Q decreased
from 0.54. for.a 0.0105 cm teflon sample, through 0.49.f0r a 0.0134 cm sample,

to 0.34 for a.0.0229 cm sample. The quantity Q, as defined by Chamberlain




¥
(225), represents the magnitude of modulation in the interferogram, relative

to the background level;

Q; =(3(0) - )13, 9.1

where J(0) is the interferogram level at the dispersed maximum
JO is the mean interferogram level
The conprastﬂgd (225) for an interferogram determines the signal-to-noise
ratio in_the computed spectrum;

C,=14 =J . 9,2
J max min

where Jmax is the interferogram level at maximum intensity

Jmin is the interferogram level at minimum intensity.

When a 3mm piece of high density po]yethy]ene was placed over the wnhole of

the fixed mirror, then the quality of the interferogram fell to 0.33 and

a contrast of 24% (with an asymmetry of 3% of the contrast). The quality

for the interferogram from the empty instrument was 0.8 and the contrast 60%.
The Grand Maximum was displaced by 27 units on the drive counter i.e. 0.0270
cm by insertion of the 0.3 cm sample of polythene. The calipers of the fixed
mirror were then adjusted to give the maximum modulation, and after adjustment
the quality was unchanged at 0.33, but the contrast nad been increased to

25% (with the asymmmetry remaining at 3%).

Attempts were made to compensate for the dispersion of the
sample in the fixed mirror arm, by p1acing a similar sample in the moving
mirror arm. The dispersed maximum now occurred within 1 unit of the drive from
the position of undispersed Grand Maximum (i.e within 0.0100 cm of the original
position). Thus the dispersion of the second window was compen%@ing the
dispersion of the first. The polythene samples were positioned only by use of
plasticine mounts, and hence it was'difficu]t to place the samples so that they
were normal to the radiation beam. This misalignment probably accounted for
the fact that the dispersed maximum position was not quite reté@ed to the

position of Grand Maximum for the_émpty instrument. Initially the quality of

the compensated interferogram was low, and was found to be 0.28 with a
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contrast of 19% and an asymmetry of 5%. By carefully repositioning the
compensating sample, thequality of the interferogram was increased to 0.44
and the contrast to 31%, with an asymmetry of 2%, The interferogram immediately
around the Grand Maximum was seen to be different to that obtained with an
empty instrument. This was probably due to the slight difference in optical
path through the two plates.

An attempt was made to regain maximum modulation for a sample
in the fixed arm by compensating with a wire mesh in the moving mirror arm.

It was hoped that the energy in the moving mirror arm could be decreased to
more nearly match the residual energy in the fixed mirror arm. This hopefully
would result in beams of approximately equal amplitudes interfering with a

high degree of modulation, relative to the mean interferogram level, rather
than a high mean level with little depth of modulation, which would be expected
to occur for beams of mis-matched energy. The attempt with the grid was unsucc-
essful, presumably because the attenuation of the beam in the meving mirror
arm was occurring by a different processwith the wire mesh, than in the
attenuation of the sample in the fixed mirror arm due to the dispersion there.
The grid was simply blocking off some of the beam, and hence cutting down the
energy in the beam, whereas the teflon sheet was actually absorbing specific
regions of the radiation.

The radiation beam diameter was rei&icted by use of a diaphragm
with a diameter of 1 cm, which was pTaced at the exit of the source module.
This enabled studies to be made of the radiation incident at the centre of
the mirrors. This enabled pieces of polythene to be placed against the mirror
sufaces, which ensured that they were normal to the beams. The whole of the
radiation beam passed through both polythene samples by use of the diaphragm.
With this experimental set-up the quality was 0.83 and the contrast 61%, with
no observable asymmetry, for the interferometere with no sample. With the
sample inserted the quality was 0.54 and the contrast 36% with no noticeable

asymmetry. Similar tests were carried out whilst not using the diaphragm to
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restrict the diameter of the radiation beam. It was found much more difficult
to retrieve the original interferogram quality, and the asymmetry was never
fully removed. The best interferogram had a quality of 0.43 and a contrast
of 34% with 4.4% asymmetry. The inability to remove the asymmetry was probably
caused by the divergence of the beam, which became more serious when the edges
of the sample were used to disperse the radiation beam.

A 1.5 cm diameter nole was cut in one of the 0.3 cm thick
polythene samples, in an attempt to discover if a small 'sample out' interfer-
ogram could be obtained to give a zero path-difference marker on the interfer-
ojram record. This would mean that the displacement of the dispersed maximum
could be measured directly from the chart record, to enable the mean level
of the refractive index curve to be fixed accurately. With the 1.5 cm hole
positioned at the edge of the mirror the zero path-difference interferogram
had a quality Q of 0.1 (J(0) = 55%, JO = 50%), which was thought to be ample
for its purpose. Thus a mirror surface of about 2 cm2 gave a zero path-difference
Grand Maximum of ample modulation to allow calculation of the diplacement of
the dispersed maximum. This knowledge was utilised in the design of the cell
(see section 9.3), where a zero path-difference mirror was employed.

To test for the viability of the ratioing out of the liquid
retaining window, a spectrum was recorded where a piece of 0.0134 cm teflon
was placed behind a sample of 0.3 cm polythene in the fixed mirror arm. The
ratioed absarption spectrum was computed, and, as expected, was very noisy due
to the ratioing process, with very little energy throughput. The refractive
index curve for the teflon sample was also computed by subtracting the phase
values for the polythene background. This refractive index curve showed a
definite rise and fall through the teflon absorption in the 200 cm_] region.
The noise level for the refractive index curve was lower than that for the
absorption spectrum, presumably due to the subtraction of background from
sample in the former case, and the ratioing of sample by background in the

latter case. When the energy was low the former will obviously result in
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higher signal-to-noise ratios. The refractive index curve showed an increase
in noise level to the high frequency side of the band, and the shape of the
refractive index feature was a Tittle different from that of the original
teflon curves obtained with no polythene 'window'. No background (polythene)
absorption was observed in this region (200-300 cm-]), and so the change in
refractive index curve shape was not due directly to the polythene absorption.
The half-band width of the teflon absorption seemed to be increased when the
refractive index curve was recorded with a polythene window, The polythene
must have been affecting the light rays in such a way that the phase changes
recorded were not only due to the dispersive properties of the sample. Possibly
multiple reflections were taking place, both in the polythene window and in
the air gap between the polythene and the tefion.

0.0134 cm teflon refractive index curves were also recorded
behind 0.076 cm polythene 'windows'. The quality of the refractive index
curves did not greatly increase, suggesting that the thickness of the polythene
window did not affect the modulation depth in the interferograms significantly.
It was considered possible that reflection from the front surface of the
polythene could be causing the loss of modulation. The percentage of incident
radiation which is reflected R for a material of refractive index n in a
medium of refractive index n, can be calculated from (229);

2

R = ((nz-n])/n2+n1) 9.3

1= 1.51 and for a vacuum n2 = 1, Thus 4% of the incident

radiatton would be expected to be reflected whilst 96% would be transmitted.

For polythene n

It thus seemed unlikely that the 4% of reflected radiation was causing the
degradation of the interferogram.

As the interferograms for tetrabromoethane (213) showed a
very strong reflection peak, and the reflection for tetrabromoethane was cal-
culated as only 6% from eqn. 9.3, then it appeared that the small percentage

loss due to reflection may we 1 have caused some of the degradation of our

teflon interferograms.It was decided that we should search for the reflection



http://interferograms.lt

k19
peak from the front surface of a polythene sample. This interferogram maximum
would occur when the moving mirror and the front surface of the sample were
equidistant from the beam-splitter. No such peak could be found after repeat-
ed searches. This was considered to be due to the poor optical quality of
the surface of the polythene sample, indicating that the surface was not as
flat as tnat of a liquid layer. Similarly no reflection peak could be detected
for a 0.07134 cm sample. This indicated that the samples used for the intensity
work described in chapter 8 were not of sufficiently high optical quality
to remove boundary effects between different samples, and in fact different
orientations of the same sample.

As much reflected light in the visible region was observed
with the polythene samples in the interferometer beam, then it was concluded
that much of the incident radiation was being scattered rather than reflected,
and that this factor alone probably accounted for the degradadtion of the
interferograms.

As expected, measurements of expanded chart interferograms
for the teflon with polythene sample showed that the displacement of the
dispersed maximum from zero path-difference was equal to the sum of the

displacement of the dispersed maxima for the teflon and polythene singly.

Xpo]ythene + teflon - Xpo]ythene * Xteflon 9.4
Thus for a cell arrangement, where a liquid layer is contained by a window,

Tiquid ¢@" be calculated once X :ni. has been determined for a separate

then X
determination for an empty cell. For a cell window of thickness, t and
refractive index n, containing a liquid sample of thickness, d .and refractive

index nys then for an empty cell;

Xempty cell ~ *window T *air 9.5
and since X = 2(n-1)t
then : Xempty cell = 2(nw-])t + Z(nair-])d _ 9.6

if Nair is taken as 1 then;
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xempty cell ~ 2(nw-])t 3.7

with a full celly

Xeul1 cell = *window © *1iquid

2(n,~1)t + 2(n;-1)d 9.8

Thus 9.9

;1iqu1d - ;fu11 cell ~ ;empty cell
The thickness of the 1iquid layer, d could be calculated from an interference
pattern for an empty cell, or with-a micrometer screw gauge to measure the
thickness of the spacer used to determine the thickness of the liquid sample.

Polypropylene seemed to be a suitable choice for the window
material on optical considerations, because a 0.0010 cm thick sample showed no
refractive index changes in the region 40 - 400 cm-]. With such a thin sampie
only one interferogram was detectable, indicating that the dispersive and
non-dispersive interferograms were superimposed. Thus the mean level of
refractive index could not be calculated for such a thin sample.

These tests indicated that a cell could be designed to enable
the refractive index of a liquid to be measured. The cell would involve a
vertical sample of the liquid held between a fixed mirror surface and a thin
film of transparent material such as polypropylene. The tests have shown that
it should be possible to remove the background phase of the window material
from the é?se obtained from the interferograms. It has also been shown that
the displacement of the Grand Maximum for the liquid sample can be calculated
from that for the whole cell. A method of calculating the displacement via
a 'sample out' zero path-difference marker has also been discussed.

9.3 Design and construction of the liquid refractive index cell

The main concern in this design of the refractive index module
was that it should be easily interchangeable with the standard fixed mirror
mounting block of the FS-720 interferometer. This would make the FS-720 system

easily interchangeable from transmission to refractive index measurements.

The cell was thus designed to fit into the existing circular mounting in
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in the beam-splitter module, using the existing bolt holes. The vacuum seal,
necessary to allow the instrument to be evacuated but yet allow the refractive
index cell itself to be at atmospheric pressure, was to be designed as an
integral but separate part of the module. This allowed the cell to be removed
from the interferometer without the remainder of the instrument having to be
returned to atmospheric pressure.

The size of the mirror was required to be at a maximum to
maximise the energy throughput. Thus the cell was to be designed to have the
same dimensions as the original mirror. It has already been shown that the
zero path-difference mirror should have an area of 2 cm2 to give a clearly
observable Grand Maximum in the reference spectrum. This area could be taken
near the circumference of the mirror, as in the tests. The mirror surface for
the cell itself was designed to be circular to give the maximum possible
area for given dimensions, and to be offset from the centre of the interfer-
ometer beam. The layout of the mirror surfaces can be seen from fig. 9.2,
which shows the Tayout of the two mirrors A and B relative to the cell top
window clamping ring C, and the screen for blanking off the reference mirror
D, in the refractive index module casing E. The main mirror surface has a
diameter of 5.2 cm, giving an area of about 27 cm2, as opposed to the original
mirror diameter of 7.7 cm, giving an area of about 47 cm2. The mirror surfaces
were to be lapped and polished together to ensure that the reference mirror

gave a true reading. The mirror surfaces needed to be non-corrosive for the

various liquids used, and to have high reflectivity, which would not be

affected by 'pitting' due to reaction with any of the liquids. Gold was the
obvious choice for mirror surface on grounds of non-reactivity and reflectivity.
The surface of the mirror was a layer of chromium on the glass base to give

a hard surface which could be highly polished. The chromium layer was then
flashed with a very thin layer of gold, which acted as an anchor for the
deposit of a slightly thicker layer of gold by electrolysis. This was then

very carefully polished to give the final surface.
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Key;

A main mirror

B reference mirror

C cell top window clamping ring

D screen for blanking off the reference mirror

E refractive index module casing

FI1G. 9.2 FRONT VIEW

OF MIRROR SURFACES
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To allow for easy alignment of the refractive index cell, the
mirror mounting was supported on two caliper adjustments with coarse and fine
screws, as for the original fixed mirror. These calipers were at the back of
the cell, and were easily adjustable even when the interferometer was
evacuated, since the cell itself was at atmospheric pressure.

9.3.1 Vacuum window

The vacuum window was designed to fit ac ross the access port
to the beam-splitter module. The vacuum window was to be made of the thinnest
possible beam-splitter material which could sustain the vacuum without bursting.
It was envisaged that a grid would be necessary to support the vacuum window,
and prevent too much bulging and subsequent rupture. Thus some sort of clamping
system was necessary to hold the window material in place. The original design
for the window support is shown in fig. 9.3. In this design the film was held
in the right-angled retaining ring by a tightly stretched '0' ring D. The
film retaining ring was tightened against the cell support ring C by 4 small
screws. When these were tightened then the '0' ring seal was compressed, thus
gripping the film more tightly. The film was to be supported on a wire grid
on a circular ring. The ring was to support the force on it by the wires being
pressed up against the interferometer casing. The pressure of the vacuum caused
the film to buckle as expected, but the wire grid was unable to withstand
the pressure and the glue seal between the ring and the 0.02 cm diameter grid
wires sheared, and the vacuum window gave way. The grid was then redesigned,
and made much more substantial. A circular ring was drilled and slotted to take
the grid wires, which were increased to 0.05 cm diameter. The wires were then
soldered into the ring, to make a much more rigid assembly than the original,.

However, this design still proved inadequate because the
vacuum in the interferomter could only be maintained at 0.10 Torr, whereas for
the transmission work with the normal interferometer the pressure could be

maintained at 0.01 Torr. Great care had to be taken when the instrument was

being pumped down as the melinex film tended to pull through the film retaining




b8k

A

Key;

A interferometer casing D film retaining '0' ring

B main seal '0' ring E circular film retaining ring
C cell support ring F grid support ring

FIC. 9.3  ORICINAL VACUUM
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ring D. Various thicknesses of film material were tried in the holder, and
it was found that the thinner films retained the vacuum better. This was
presumably the case, because the 'O' ring could retain the flexible films
better, since they had to be folded into the right-angle groove of the film
retaining ring. The thinnest film could not be used without bursting was the
50 gauge film, since the 25 gauge material burst if the pumping down operation
was not taken very carefully.

Attempts were made to stick the films to the flat surface
of the film retaining ring. As both the surface of the ring and the film were
very flat then they were both etched by scratching with a pin to assist with
the sticking. 400 gauge material was used for these tests, since it was possible
to scratch the surface of this film without tearing. Evostick contact
adhesive was tried firstly. The film was stretched in a film-stretcher so-that
the surface could be easily scratched. The surface of the film and the retain-
ing ring were smeared with a thin layer of glue, which was then allowed to
dry until it was tacky. The ring was then placed on the film in the stretching
device and pressure applied by placing a few books on the ring. The glue was
then allowed to dry for 16 hours, and then the film and ring was carefully
cut from the remainder of the film, and the assembly placed in the interfer-

ometer. The vacuum was gradually increased and the film began to bulge. This

bulging caused the evostick bond to stretch, and eventually a ridge was formed
and leakage thus began to occur. The vacuum could only be decreased to about
0.5 Torr with this system, and thus the evostick sticking system was not
suitable. The failure of the evostick seemed to be due to its flexibility.
Araldite was used as this seemed to be a much more rigid glue. Using the same
etching and sticking technique the 400 gauge film was stuck to the film
retaining ring. This bond was tested in the interferometer, but sheered away
all round the fiim holder almost as soon as the vacuum pump was switched on.

Thus the sticking techniques failed.

The film holder was then redesigned as shown in fig. 9.4, The
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Key;

A interferometer casing E film retaining '0' ring
B wvacuum film support grid F vacuum film

C vacuum seal '0' ring G neoprene rubber gasket
D grid support ring H cell housing ring

F1G.9.4 SIDE _VIEW —
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major change was that the vacuum film F was now supported between an '0'
ring E and a circular neoprene rubber gasket G, which were then compressed
by the cell housing ring H, which is bolted to the interferomgter casing A.
In this system the '0' ring was of harder material than the neoprene gasket,
and so when the system was tightened the '0' ring compressed the gasket and
formed a groove in this gasket to make a solid seal which would hopefully
hold the film very tightly. With this design as the vacuum inside the interfer-
ometer increased then the grid support ring D was compressed towards the inter-
ferometer, which made the seal more effective. The grid support ring was
shaped towards the centre so as to follow the contour of the stretched film
after it had been bowed under the vacuum. The film support grid was necessary
with a 50 gauge beam-splitter to prevent too great a bowing of the film, which
became almost hemispherical under the high vacuum. The grid support of
crossed- wires with a spacing of 1.5 cm between the wires prevented too great
a bowing of the film. It was hoped that the series of small bowed hemispheres
caused by the grid would effect the interferometer beam less than one large
bowed hemisphere over the whole of the mirror surface.
9.3.2 Refractive index cell construction

The refractive index cell was to consist of the mirror as the
back window and a thin stretched film as the front window. Thus the design
problem was to discover some system by which the stretched film could be
held tightly over the mirror surface. The system designed was that as shown
in fig, 9.5. The top window film was held between two circular metal rings
C and G by means of an '0' ring D. The cell spacer , to determine the path-
length of the cell, was placed between the lewer plate G and the film E,
which was stretched using the film stretcher. The second plate C, containing
the '0' ring D was placed at the other side of the film, and then the 3
retaining screws tightened to clamp the two rings together. The film was then
carefully cut around the outside edge of the rings. The cell window top plate

A was then tightened against the two film retaining rings. This whole assembly
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B '0' ring to seal film
against the spacer
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D film retaining '0' ring
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was then to be clamped over the mirror block and retained by 3 screws through
from the back of the cell block. These 3 retaining screws pulled down the
'0' ring B, which sealed the window film against the spacer and the spacer
against the mirror surface. An enlargement of the film retaining rings is
given in fig. 9.6, where the key is the same as that used in fig. 9.5. This
figure shows clearly the sealing of the film against the mirror surface.

The cell could be filled and flushed through two capillary
tubes made from teflon, which was used because of its lack of reactivity. These
tubes were connected to two holes drilled through the glass mirror. These
holes were just inside the spacer so that the whole cell would be filled by
a flow of liquid through the entry and exit ports. The connections between
the glass and the teflon tubes was a glued joint into the glass block, where
the drilled hole was slightly enlarged to take the diameter of the teflon tube.
The ends of the teflon tube away from the cell had nickel luer fittings
attached to fit the standard glass luers used for filling the Beckman FS-01
cells.

A flushing port was provided in the refractive index module,
so that the space in the interferometer beam between the vacuum window and
the top window of the cell could be purged with dry nitrogen gas. This was
positioned so that the nitrogen flow hits the steel base of the mirror and
then flowed into the air space.

9.4 Use of the refractive index cel?

The cell was firstly tested by placing the vacuum window in
position and then pumping down the insé@ment carefully. With the 25 gauge
film the film was distorted very badly over the metal grid and the stretching
was such that the interferometer could only be pumped down once using the
same film. The film burst on starting the pumping on any subsequent occa sion.
The 50 gauge film did not distort nearly so badly as the 25 gauge, and the
interferometer could be pumped down repeatedly if the pumping was done in

a controlled fashion. The base pressure obtained was typically 0.02 Torr,
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which was almost as good as that (0.01 Torr) in the conventional fully
enclosed interferometer.

To test the effect of the window material on the intensity
of radiation in the beam the following experiments were performed. With the
instrument at atmospheric pressure a level of 60% on the chart recorder was
obtained with the standard fixed mirror in place. The fixed mirror was then
removed, and as expected the interferogram mean level was recorded as 31%,
due to reflection only being possible at the moving mirror, A fresh 50 gauge
film was placed in the film holder and clamped into the instrument. With this
film in place the level on the chart recorder was 45%, due to reflection
from the undistorted vacuum film. The refractive index cell with a 400 gauge
top window film and a 400 gauge spacer was then placed in position, and the
interferogram level was seen to rise further to 54%. These figures indicated
that about 46% of the radiation in the fixed mirror arm was reflected at the
vacuun window before it was disturbed from its plane parallel state by the
pumping process. Presumably this reflection ]éss will be increased wnen the
film is distorted by the pumping process, and this loss is obviously consider-
able. When the cell was placed in position a further 9% of radiation was
returned to the detector. This indicated that only about 4% of the radiation
in the fixed mirror arm was being reflected at the mirror surface of the cell,
if it was assumed that the percentage reflection at the first mirror surface
was the same as that at tne vacuum window, which seems 1likely. This indiéated
that the modulation in the interferograms obtained from the refractive index
cell would be small. Thus it seemed likely that the alignment of the mirror
would be critical if any useful interferogram was to be produced. This study
also indicated that some way of increasing the percentage of radiation in the
fixed mirror arm which was being reflected at tne cell mirror had to be found.

Attempts were then initiated to observe interferograms using
the refractive index cell in its present form as experimental time was becoming

short, The method used for alignment of the cell was as detailed below.
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1. The alignment of the basic interferometer was carefully checked by observing
the interferogram with the interferometer in the symmetric mode. The methods
of alignment were detailed in chapter 2. The source/ beam-splitter/ moving
mirror alignments were all carefully checked before the fixed mirror block
was removed from the instrument.
2. The fixed mirror block was then completely removed by taking out the 3
long retaining bolts. The circular ring mounting was likewise removed by taking
out the 3 short bolts which attached it to the beam-splitter module.
3. The vacuum seal 'G' ring (C in fig. 9.4) was then carefuily greased to
ensure a good seal. This '0' ring was then placed in position in its groove
on the grid support ring D. The film retaining ‘0' ring was then greased very
slightly and placed in the groove on the face of the grid support ring. This
'0' ring must be only Tightly greased or the vacuum film was pulled through the
grid. A Tittle grease was found to assist with the formation of the vacuum
seal. A very thin layer of grease was then spread on the face of the neoprene
rubber gasket G, and a piece of the 50 gauge melinex film (20 cm x 20 cm)
carefully placed over this gasket. The thin layer of grease was used to form
an attraction of the gasket for the film thus enabling the film to be positioned
more easily before the retaining ring was fastened in place.
4, The vacuum window support was then assembled and placed in position as
follows. The grid ring B was placed in position at the rear of the grid
support ring D, which was then placed in position in the circu]ar aperture in
the beam-splitter module. The vacuum film attached to the neoprene rubber
gasket was then placed in position with the neoprene gasket outermost. The
cell housing ring H was then pressed up against the neoprene gasket, and then
held in place by the 3 short retaining bolts in the original holes in the
beam-splitter module. These bolts were tightened gradually in turn to ensure
that the film was not crinkled as it was tightened.

5. The vacuum pump was then set in motion and the vacuum of the system

checked before any further alignments were made.
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6. The refractive index cell was then placed in position, and clamped in
this position by use of the 3 flanges with small retaining bolts,
7. The flow of purging nitrogen was then started, and the cell was then
ready for use.

9.5 Typical results

The actual testing of the cell itself was initiated by
recording interferograms for the empty cell. Firstly the use of the zero
path-difference mirror was tested. The refractive index cell was attached,
and aligned as detailed in section 9.4. The cell was set up with a 400 gauge
top window a nominally 0.1 cm spacer. The interferograms recorded with the
reference mirror both covered and uncovered are shown in fig. 9.7. A 50 gauge
vacuum window was used throughout these studies. The dispersed interferogram
of the top window, due to reflection from the cell mirror is denoted by the
letter A in the figure. The zero path-difference interferogram from the refer-
ence mirror is denoted by the letter B. The displacement of the Grand Maximum
was measured as approximately 0.0160 cm, the scale being determined by marking
the chart at 0.0080 cm intervals as the interferogram was recorded. The chart
was marked every tenth time the punch operated.

It was soon noticed that the empty cell interferograms were
far more complicated than might have been expected. This complexity was consid-
ered to be due to internal reflections within the cell. Several empty cell
interferograms were recorded to study the effects of these internal reflections
on the interferograms. Fig. 9.8 shows the interferogram recorded for the
refractive index cell with a 400 gauge (0.010 cm) beam-splitter material top
window, and a spacer of nominally 0.1 cm thickness. The dispersed interfero-
gram is denoted by the letter A, and the zero path-difference reflection by
the letter B. Two more interferogram signatures were clearly seen in this trace
and are denoted by the letters C and D in the figure. The two 'extra' interfer-
ograms occurred at path-differences shorter than zero path-difference. Inter-

ferogram C was thought to be due to reflection from the bottom surface of the
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cell window. Likewise interferogram D was thought to be due to reflection at
the top surface of the cell window. The inset in figure 9.8 shows schematically
the various reflections occurring in the cell. A phase change of w radians
would be expected where reflection occurred at a boundary surface from a less
optically dense medium to a more optically dense medium. Thus a phase change
of m radians would be expected for reflection at the main mirror surface and
also at the reference mirror. These reflections gave rise to the signatures A
and B in the interferogram trace, Such a phase change would also be expected
for reflection at the top surface of the cell window for interferogram D. A
phase change of 1 radians would not be expected for reflection at the bottom
surface of the top window, and hence this interferogram signature was seen to
be inverted relative to the other 3 signatures on the chart.

An expanded interferogram was recorded so that measurements
of the displacement of the various interferogram signatures could be made, to
assist with the assignment of the interferogram signatures. The displacement
of the dispersed interferogram was measured as 0.0153 cm, which gave ;window
directly as ;w = 0,0153 cm. The displacement of interferogram D from zero
path~-difference was measured as 0.2337 cm. If the assignments were correct,
then this displacement would be twice the sum of the window thickness t, and
the cell pathlength d. Thus 2(d+t) = 0.2337, i.e. d+t = 0.1168 cm. The displac-
ement of interferograms C and D was measured as 0.0353 cm. This displacement
was the sum of 2t + ;w’ and hence 2t was calculated as 0.0200 cm, and the
window thickness as 0.0100 cm, which was correct for the 400 gauge material
used. The cell pathlength was then calculated since d+t = 0.1168cm, giving
d = 0.1068 cm for the pathlength of the cell, which again corresponded well
for the nominal 0.1 cm spacer used. These measurements thus indicated that the
assignments for the interferogram signatures were correct. The signatures were
also seen to enable accurate calculation of the cell pathlength. A disadvantage

of the many signatures was that the empty cell interferograms would not be

useable as a background for the liquid samples, and would necessitate use of

a
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liquid samples of different thicknesses to obtain refractive index curves
for liquids.

Further empty cell interferograms were recorded with a 0,010
cm film as the top window and also as the cell spacer..Fig. 9.9 shows the
interferogram obtained, for this cell with the reference mirror covered, In
this case further signatures were observed due to the short pathlength of the
cell, Signature A was once again the major dispersed interferogram, C the
reflection from the lower surface of the top window, and D the reflection
from the top surface of the window film. Measurements of the displacements of
these signatures gave A to D as 0.0620 cm (= ;w +2(d+t)), C to D was 0.0390
cm (= ;w + 2t). Thus 2d was calculated as 0.0620-0.0390, giving d = 0.0115 cm
for the pathlength of the cell. A to E was measured as 0.0240 cm and so
signature E was assigned to the first internal reflection in the cell air gap,
since 2d was detérmined as 0.0230 above. Signature F was assigned to a
double pass through the top window after reflection at the mirror (as shown
in the inset to fig. 9f9)f A to F was measured as 0.0620 cm (= iw +2t+ 2d =
0.0390 + 0.0230 = 0.0620 cm). Signature G was assigned to the complete double
pass of the air gap and window, since F to G was measured as 0.0220 cm (2d =
0.0230 cm).

The refractive index cell was then set up with a nominal 0.1
cm pathlength and 0.01 cm film thickness. The empty cell interferogram is
shown as fig. 9.10. The reflections are lettered as previously, and the corres-
ponding reflections are shown in the inset. These reflections gave a pathlength
d of 0.0993 cm, top window thickness of 0.0104 cm, and iw of 0.0153 cm, (B to
A = 0,0153 cm = ;w’ E to F =0.0360 cm = ;w + 2t; 2t = 0.0207 cm; t = 0.0104,
BtofE =0.,2345 cm = 2d + 2t + iw; 2d = 0,1985; d = 0.0993 cm)? Figf 9.11
shows the interferogram obtained when the refractive index cell was filled with
cyclohexane., The expanded chart of fig. 9.12, with the reference mirror uncov-
ered, gave A to B = 0.0980 cm. A to B will be iw + X , and so

cyclohexane
can be calculated as 0.0980 - 0.0153 = 0.0727 cm. The displacement

chc]ohexane
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C to D was measured as 0.0360 cm (= iw + 2t, and since §w = 0.0153 then t =
0.0104 cm), which gave 0.0104 cm as the top window thickness, which agreed
well with the determination from the empty cell. B to C was measured as 0.200
cm (= 2d; d = 0.100), which gave the sample thickness as 0.100 cm, which
indicated that the cyclohexane had caused slight bulging of the cell window,
as the air gap was measured as 0.0993 cm for the empty cell.

The refractive index programme DCH0623 was then used to compute
the refractive index as a function of frequency from the 0.100 cm of cyclo-
hexane and empty cell interferograms. Table 9.1 shows the refractive index as
a function of frequency, and as expected the refractive index showed very
Tittle variation with frequency over the range studied, for this non-absorbing
cyclohexane sample. The mean refractive index between 40 and 240 cm°] was
calculated as 1.4013.

Various interferograms were recorded for chloroform, carbon
disulphideand carbon tetrachloride. Many problems were experienced with cell
leakage and high signal-to-noise ratios, and it was found very difficult to
obtain interferograms with sufficient modulation for any results to be achieved.
No attempts were made to couple the dispersive interferometer to the more
sensitive cooled detector, but this would be necessary to obtain good results
with the more absorbing liquids. However the small amount of work achieved
after the testing had been completed indicated that the system could be

successfully used for the determination of refractive index spectra for liquids

in the far-infrared region.




Table 9.1 Refractive index values for cyclohexane
v n v n

Jem! Jen™!

39.1 1.4007 136.7 1.4021
44,0 1.4060 141.6 1.4006
48.8 1.4029 146.5 1.4010
53.7 1.4042 151.4 1.4009
58.6 1.4010 156.3 1.4013
63.5 1.4011 161.1 1.4012
68.4 1.4024 166.0 1.4010
73.2 1.4019 170.9 1.4006
78.1 1.4035 175.8 1.4007
83.0 1.4012 180.7 1.4008
87.9 1.4013 185.6 1.4010
92.8 1.4009 190.4 1.4006
97.7 1.4015 195.3 1.4003
102.5 1.4026 200.2 1.3997
107.4 1.4014 205.1 1.4013
112.3 1.4012 210.0 1.4011
117.2 1.4003 214.8 1.4007
122,1 1.4009 219.7 1.4005
127.0 1.4018 224.6 1.4003
131.8 1.4011 229.5 1.4012

So}
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A1 Listings of computer programmes and input data

Al.1 FTRAN4 Fourier transformation progranmme

C
C FROGPAMME FTRANM4G  COL N BAR R M IVERSTIY OF CURHAN
(.
C
C FST720 TRAMSHISSION SPRLOTRA COMELIATIMN
r
C COMPLETE AUTCQCGREELATION METHON 1T COOLEY- TUKEY ISALSFOwYATICN KCUTYANE
| C
i FHPLICTIT FEAL=GTA=H,CyV=2) f IRTICEN =G J-N,P~1))
: C
' . . OTMEASTUN ALLDORY 0 1a0986L,0{7048),0{(204283,7{1),5i11,1H150)

DIMENMSIDN Q120481 ,VI11), 14 19),2x(23)
NDIVERSIGN E(2043)

COMMON A,Caf3,N
| AT FGPVAT(lﬁyZXFS.Z'?Kp7.2v?(F7.212X‘1oZXlleXl]vZX]]y?Xl]pZ‘fl)
11 FORMAT(312,3XA4, 11X 1)
102 FORMATLGFG &3 )
1C3 FORMAT(T 3 :
104 FORMATV(ILHO» [442XES 2,20 20F 7,2 ,6(2X11))
105 FURMATILIH 231243XA4,1XAG)
19 FORMATLIH ,4F6&6,13)
LO7 FCGRMAT(LHO'TS720 TRAMSHMISSICN SPECTRA COMPLTIATION USIKHG FTRANAC)
L4 FCORMAT(29A4)
230 FORDATILH 4 RATIN SAMPLE /SACKGRCUND TRANSEFUCRMED ELEMERTSY)
2010 FORMAT(IH ,10F12.4)

aXel

KFAC(8,103) KSETS
1L TFINSETSIE3, 13,12
12 1(71=0
1(9)=0 ) ] N

el

EFACIB8,L00) NeFSINT  FRECLy FREQH, FQPUT, NS ITC, NaDS NOUTNCARD ,NOPN
M=NUMBER LF POTATS T80 HF TRAKSFUORVED (14) MAXTMUM=2041]
FSTIRMNT=CarpL NG INTESVAL T4 HICQUNS {TOTAL PATHL DIFFFRENCE pNITS)
FREFAL=LOWER FRECHIPNRCY LIMIT IN L™=} ’ !
FREQH=UPPER FREGUENCY LIMIT IN (M=
TOPUT =NOMBER GF DUTEGT F0 TS 9FE8 RESOLUTICH (=1 TQ S CNLY)

NSIG SICHAL TC IDICATE WHETHFER FATIC 15 ROCUIRED
I FOR RATICED SOFCTRUM
2 FOR STNCEE KEAY SPECTROM
STGHAL TO [THOTCAT HOW SATICCN SPECTRUM IS TN BE PLOTTELD
I FOR ABSUREANLCE SPECTRUM
N FOR TRARSMITT ANCE
SIGNAL TO 0ETERMILET WHAT LATA 1S LISTFC
(=0 FOR MIOFPAL LISTING)
{ FOR SPECTRA CRLY)
(=2 FOR FULL PATA LISTING FCW FRROR SEARCHING)
NC AR D= S<[GMAL TG IMBICATEL [F SPECIRAL CARD QUTYUT IS REFUUIRED
(
(
(

NAS S

noon

NaUT

#H

noun
—

-

N - D

GIVES ND £Aen QUTHyry . .
GIVES FATIALD SPLCTFUM CN CARDS)
GIVES SINUCLE SPECTFROM CN CARTS)

OO A0 A0 OO




Si§

NORM = STOMAL T INDICATE §# PGUMAL TSATION NfF THE RACKCGRCUNTG AND
SAMPLE SPECTR A LS voylizen
(=0 MORHMALTSATICKN CLLLES)
(=1 GCIVES NO IMORDALISATION)

OO O0

REACTIZ 1OV CL 1012, 03y, 0 0ta) 1015)
TV )Y =CAYINUMER IC)
LEL2)=MONTHINUYERIC)
TELAY=YEMR(NUMERIC)
1(14)=SAVMPLE TAPF RIFFRENCE NJMBER
T{13)=RACKGROURD TAPF REFERFRCE NLMSER

EzEsEaFelale e

READIRAO2) (vl Ut 0=3,6)
VI3)=SAYPLE CUlIRSE CAIN SETTING
VI6)=SAMPLE FINE RAIL SETTING
VI5)=BACK GROUND COURSF GAIN SFTTING
VI6)=RACKCROUNG FINE C&IM SETTING

FEAC{3,140) IX
IX=TITLF QF SPLCTRA
TFINOYTLEQLY) GO TO 28
WRITFI6,107)
WRITE(64140) 2X
WRITE(E,104) NyFSINT,FPLEQL  FREGH, TOPUT (NSTG,NARS, NOLT  RCAPD ,NCRWV
WRITELO,LL5)(110),0=11,415)
WRITE(6y106)(VIJ),0=3,¢)
29 T(7)1=11(7)+1 ’
7=FLOAT(N)
HI=3,14159265
CALL TPREAD(NM,NCHT)
C READS IN RINARY DATA FRCY TAPE
CALL SUBDKk{M,Z, M HOUT)
C REDUCESsAUTUCGFFFLATES JHDRMAL [SES ANE APODQUISES THE INTERFERONR AM

o

J=N/2 . - - \
L=J
K=N/4
1=1/2.0
CALL SUBTMIMMUIIT)
G COOLEY-TUKEY TFAMSUCRMATICN. RCUTIMNE R \ \
IFINSIG.2Q.1) GO VO 31
[1=3
60 TD 133

31 IF(I0T7)GT L)Y GO TO 49
nn 3 ¥=1,J
3 NEM)=A (M)
C STNRES RACKGROUNLD TRANSFCRMED FLEMENTS [N ARRAY 0O
GO TO 28
C CNES B2CK TO PICK 1P SAMPE TAPE ANC LIKFEWISE TRAHNSFOKAS
40 DN 41 M=1,J
41 E(M)=A(H)
C STORFS SAMPLE TERAMNSFURNMEC CLENMENTS IN ARRAY F
NN 42 M=1,J
42 A(MI=TIM)
1<)
133 CALL SUBPTEIL(Q), 1 (71 2 FSINTFREGL,FREGH,TOPUT, 114, 1015),v(3),
TVEL VU Ve, LEL L L2 ) L2y 2 Xy MARS MUUT W NCART ) NIIRM )
C PLOTIING RUOUTINE



44

43
4

1F{TT.ED.2) 6 VY 53
IFCIL.FGe3) €0 T 113
NN 46 M=1,J

AVMYI=E(M)

[1=2

G TO 133

NG 4 M=l,d
AlM)=E(H) /001 M)

L PATIONES SAAPLE T0 AACKGHZIIND

C

c

C

Cc

o0

202

-
—
W

1¢n
1301
102
123
104
1 3%
106
10A
109
111
113
114
201

149

TFINCUTLAE2) GO TC 202
WRLTR(&,200)
WRITF(A, 201 (A(H) yM=1,0)
CONTINYE

11=3

GL T 1233

MSETS=NSETS-1 .

GIZ 10 11

CALL EXIT

FMD !
SUBRQUT INE SUBDHIM, Z My ™NHITY

TMPLICIT REALFALA-H,0,Vv=2), INTECER2G (=N, P-U}
OTVMENSICN A2(45900)
COMMON A{4096),C14CG0) RL2C48),0(2048)

FORMAT(LH 13,1 X, ' PCINTS SHCRTY)

FORMAT(1X,10F12.2)

FIRMAT(/564H  RECUCFED [ATERFFROGFAM

FORMAT(/S541r  AUTCCCRRELATEDL INTEPFERCGRAM

FERMATULIH ,*FINAL TATA SFT AFTER APODISATION LENGTH=?,14)
FORMAT(/54H NORMALISER INTERFERDGRAM
FORMATILX, 20F F, 1)

FAORMAT(LH ' TAPE TOD SHORT BEFORFE MAXTMUMY)

FORMET(LH 4" TAPE TCC SHORT AETLR MAXTHMUN') o
FORMAT(1X,10F12.6) ! ’ o '
FORMAT(LHO,* N-PCINTED INTERFEROGRAMY)

FORMAT(LIH y27F64L)

FORMAT(L1H , "AVERAGE="'",FP.2)

=

- -
~
O | NI~ r

AMX (MM, My, AMAX)

x -

e ou o>

[T T =4
+ -
—f

L7=L

TE(L.LTLC) GO TO 19,
GN T0 18
WRITELH,108) .

L==~1L

Al=AC1)

Ll=L#+

L2=L+2

WRITEC6,100) L

0ne 21 J=1,¥

Slw

C FEDUCES, AUTUCODRRELATES, NUFMALISES AHML APGDISES THE INTERFEFUGRAM



21

20

23
18
22

24

24
15
17

27

13

50

Vi

51

52

A20dy=20001)

NN 2% K=1,M

AlK)=0,7

M 20 LLL=1,11

ACLLL )=4al

L1L3=2

NN 23 K=L2,M
AIK)=A2(LL]Y)

LL3=LL3+]

KK=1

JEFUMLLTLLL)Y GG TC 22
[F{kK. Q1) GO TO 17
GC T 258

DR 24 K=¥,LL

A(K)I=A(M)

HYRITF(6,109)

LLl=LL-M

WRITE{6,100) LLL
IFIKK,EQ.1)} CU TO 17
nn 18 ¥=1,N .
AlK)=A(K+LT)
TFINCUTWNEL2 )Y GC TC 1YY
UELTE(Ly113)
WRITEF(Gylla) (ALK)  K=1,N)
AVE=0.0

DN 27 K=1,N
AVE=AVF+A (K
AVE=AVE/(N+1)
WRITF{64201) AVE

ne 2 K=1,N
ClK)=A(K)—-AVE

CONTINUE

[FINOUT L EG.Y ) GO TN 50
WRITE(/4,102)
WRITEL6,LO0L)Y(CIK)Y yK=1,4N)
CONTINUE

DO 4 K=14N

ASUM=0.0 ,

NQ 5 KK=1,N

Kl=KK+K-1

JRF(KL1=-N) 646,7
Kl=K1-A :
ASUM=ASUM+CIFK )=C (K1)
CGNT INUE

A(K)=ASUM

CONT INUE

[RFAINDWT NEL2) GC TC 51
WRITE(&,103)

WRITE (64 LOL) {ALK) s K=1 M)
CONTINUE

CALL AMX{idM M, JyAMAX)
DO R K=1,N

ALK)=A{K) /AMAX

CNNY INUE '
TF(NOUT.NF,2) GO TN 52
WRITF{6,1C5)
WRITELOH,yL11)LA(K) K=1,4MN)
CONTINUE

N0 10 K=1,T7

APCL=COS(3,1415934=(K~1)/(N=-2})%22

S\T



Si8

A{K)=A(K=APCD

AN=-K £2 )= A (N-K+2) A0
10 CCAYIANUE

ACL+T)=D.0

e 1L k=1,N

Ci¥)y=Gon
11 CONTINUE

TFINCUTNFL2) GO TO 93]

WRITELG6s1L4) N

URITE(AyLOOB) LALK) X =1,N)

- 53 CCNYINUE

RETUYN

EMC

SUBFOUTINE AMXI¥M, v, ). AFPAX ).

. C - .
C SUBPOUTINE TU LETERFINE FAXIMNY VALUES
c

COMMOM A(409€),C14CS864,8(2C48),C12048)

€ : . : N : )
200 FORMATIZH J=,14) ' ' ' '
1000 FORMAT(IH ,TLE10. 4%, 24X))
C
C
AMAX=0
PO 1 K=1,M
ITF(ALK)=-AMAX]) 141,2
2 AMAX=A(K)
J=X
1 CGNTINUE
wWRITE(6,200) U
L=-3
PN 3 1Q=1,7
KK=J+L
ClIC)=A{KK)
. L=L+]
3 CONTIMUE .
: WEITELH, LO00) (CUIC)H, Q=1,7) " !
FETURN
CND
SUBROQUTINE SUBTM{NMAX NCUT)
C .
€ SUBRDUTINE FOR TRANSEORMATION OF DATA TQ GIVE SPECTRAL CUTbUT v
C THIS PROGRAM MAKES SE (OF A TICHNICUE CUFE T J.W.COGLEY AMND J.W.
C TUKFY (MATH, CF COMPUTATION,VEL 194P6G.265,1965). MODTFICAYIONS TG
. c THIS TECHNIQUE HAVE BFEN MADE SO THAT FOURIER FLFMEMTS NCMF CUT
C IN A NORMAL CRDFR. T APPROPRIATF SINES AND CNSINFS MAKE USE OF
C INTERMAL MACHINE SUBROUTINCES. FOR REDUCTICN GF 3162 ITNPUT PCIANTS
¢ TO BLlY92 QUTEUT POINTS, THE TTIMF IS ABOUT 1 MINUTE,
C TF THI{S DIMENSIONM IS USER, YHURE IS LITILE RCCM FI3R GTHFR
C CALCULATIGM, HOWEVER [T CAN OPERATE ON TAPES WHERE NEIGIAAL CATA
C HAS BEEN PEFETREATEC ANC OQUTPUT MAY ALSC RF A SEPFRATE PRIIGRAM,
C
NDIVMENSICN TRLI(&096),TIL(4066),TR212048),T12(2048)
C
COMMOR TKL1,TI1,TR2,T12
C

100 FOPMATI26H TRANSFGEPATICM COMPLETED )

101 FORMAT(42H CPROR CAUSED BY INVALID COMTROL PAFPAMETER)
162 FORMATILH L1C(F12.4)

104 FOSMAT(22H TEAMSFQORMED ELEMENTS )




110 FORMATUTY Inabf =, 1 3)

2 XaXalaXsRa B

SETTING UF (CHRSTALTS THAT CF NGT C1ANGE PURING PRIOGK AM
HMAX=NUMEER OF POIRTC I bl PROCESSED = 2

LhALF USER 10 XEFP THACK (CF N

KHALE USED T NDETERMINEG WEHEERE PFAET AL SUNS ARE T RE STORED
DUF ING EACH PASS

JHALFsKhMAX/ 2

THALF=NMAX/2

KHALF=NMAX/ 4

PL=3,14154265

C CLEERS ARRLAY TIIPEANY FOR COMPLTATINH

ne 10 I=1,NMAX

19 TIuLl)=49.0

~

C ChECK TJ Sttt IF M OASSES HAVE KELM MADE
34 [F(TRALF)ISO9,65,37 )
C SEYTING OF CONSTARTS FCR FACH PASS ,
c WRyW[ ARE TFE PEAL AND [MAGCINARY PARTS (OF EXP[25P]#*JnK/KNVAX)
¢ RESPECTIVELY AND = |, AT THE START 0F FACH PASS
37 JP=0 ’ : ) L ' ' .
WR=1,0
Wl:( n’)
o [ AND L ARL THE REAL THBICES (F THE LCCATILNS T AHICH THE PARTIAL
o SUMS WOULD BF TRAASFERRFC IF TEL,TI1,TP2,712 wERE OF
c FQUAL LENGTE. Tr2,T12 NEEDED FOR AUXILLARY STARAGE
DO 81 =1 ,JHALF
L=[+JHALF
c JK=J%K AND LETERMINES PHROPER FRFQUENCIES DUKING PASS
1F{IHALF-1)18,138,39
38 JK=[-1
ANG = PL¥FLLAT (UK)I/FLOAT (JHALF)
WR=COS{ANG)
WI=SIN{ANG)
GC TD 48
39 [MOC=[-( [/ THALE)STHALF
[FUIMOG)ID99, 46441
41  JK=T-1MJU . - , - . ' >
TF{JK=JP}995G ,4R,413 o :
43  ANG= PIvFLCATIJIKI/FLCATLJHALF)
JP=JK
WR=CNS(ANG) )
, WI=SIN{ANG]) S . ) o
C I[P AND [0 ARD THE LOCATICNS CF PREVIOQUSLY CALCUL ATED PARTIAL SUMS
C STOPED IN THL,TI2 WHICH ARE TO AF USEN [N PRESENT PARTIAL
c SUMe THE FESULTS AKE TEMPORAPILY SYORED IN TR1,T11,TR2,712
C NEPENDING 1M PELATICN CF I TO KHALF
48 [ P=JK+|
TQ=1P+IHALF
C T OAND U AKF TNDICFES UF TR2,TID WHERF RESULTS NF PARTIAL SUMS ARE
C STORFED AND CORRESPAOMD T [ AN 1. RESPECTIVELY FOR
C f LFESS THAM OF FRUSN T0O ¥I1ALF
[F(I-KHALF)S1,51,53
81 lu=[+KFALF

AR=TFLLIP)

Al=T11L(P)
RE=TRY(IN)*WPR-TILLIND) #W]
BI=TRI(TWIAWI+T {1 11C)*WR
TR2(1)=AR+139
T12(1)=A1+81




S20

TR21LTU)=AR-}P
Ti12000)=A1-1t1
ch TP pi .
FURTHLR CALCLLATEIOCNS DLOIAG 111 S PASS ANLE BERNCE MAY BE HSFD
FOP TEMPORARY STORACE OF RESULTS CORSESPONDING TC | ANO L
KESPECTIVELY FOR T GEUATER THAN ¥IAALT
53 TL=1-KHALF
[=1L+JHALF
AR=TEL(IP)
Al=T11(1IP)
AP=TP1{IJ)*vi-T11
RI=TRLIINQ)*w]+TI]
TELCIL b=Ak ¢BR
TILtEILY=A1 4001
TRI(IU)=AR-BR
. TIM{IU)=Ad-B]
* Rl CCKNTINUE

laNaNe]

(1dradl
(1) *wR

-C STORFS PARTIAL SURS JuST CALCULATER (TR]1,TI11,TR2,1{2) IN TP1,T(1
c IN THEE PKOPER ORCIR PRIQR TN NEXT PASS
: JIJ=KHALF+]
DD B3 IK=JJJ yJHALF

JINK=TK-KHALF
JJPK=]TK+KHALF
JAP J=T1K+ JHALF
TRL{IK)=TR1(JIMK)
TILLIRY =TI (JJMK)
TRICIIPII=TRILISIPK)
TIL(JUPI)I=TI1LIIPK)
TPIUJINMK) =TR2(JJIMK)
TII(JIMK)=T] 20 0IMK)
TRI(JIPK)=TR2(IX)
BRI TI1(HIPK)=T12(1K)
C RESFTS THALF AS A COUMTER F(OR N
IHALF={HALF/2
WRITE(S6,110) IHALF
GO TN 34
65 CCNTINUE
- IF(NOUTLEQ.1) GO TN 1 C7
GL TG 108 ' '
LCT7 wRITE(6,10QG)
G~ TO S0
1CA WRITE(6,4104)
WRITE(6, 102V (TR1IUJ)Y yJ=1,JHALF)
WRITFE(6,100)
GO TO 50
999 WRITE(A,101)
50 KETURN
! END
' SURROUTINE SUBPTIIO, [ 73 24yFSINTFREQL ,FRENDH,,TOPUT,114,115,4V3,V4,
IVS Vo o TLL 112, T34 22Xy NARS,NCUT ,NCARC,NORM)

SUBRNYTINF FOR FLOTTING OUT SPRECYRAL DATA IN A FCRM WHICH CAN HE
RECOCKISED AS A SPFCTPUM

AOND

IMPLICIT REAL®4{A-H,D,V=-0), INTFGER=4(J=-N,P-U)

(@)

NIVMENSION AA(4CCOY,E014C00)
DIMENSTON HUS0 » 1019 o GUEYFUL) VYD) 2 X020)

CL™MON A1 409¢€),014C%h)




F00 FORMATEVH L, P 5720 SovoT2s (OFM TATICN DSING FSTRARYY)

191
1c2

10«
105
106
107
1¢8

109
il2
113
114
118
116
117
118
122
124
127
140
189
190
191
200
201
HCH
590
5C3
9EJ
556
557
5¢4a
609
SR
801

PORMAT (L
FAORMATLLH

[FRVAL = .9
103 FNRMATLLHO, !

FUORMAT(IHO
FORMAT(LHO
FORMAT (104D
FORMAT (11O
FUORMAT(LIHG

1oeM = v, 1

FCRMAT (11O
FORMAT (1R,
FORMAT (I I
FORMAT(SHH
FORMAT{55H
FORMAT (22H
FORMAT(206H
FORMAT(21H
FCRHATIL1TH
FORMATLZ2UH
FORMAT({1TH
FORKMAT(L1HO
FORMATIS(F
FCEMAT (515
FOPMAT(LIX
FUORMAT(IHL
FORMAT {LH
ENRMAT( L A1
FORMAT(LH
FORMAT(LH
FORMAT(IN
FORMAT (1H
CUORMAT{LH
FURMAT( LH
FURMAT(IH
FOUUAATILH
FORMAT (LHL

[F(19.CE.]

YL SRR MOTSATTIAN FEESCTENY )

s bONUNMBLE O POIRTS TRANSFORMED = ', 164,5X,!
Foo2y'  MICHCHS?)

LCWER FREQUENCY LIMIT = ¢,F7,2,9 -1
IREQUERCY LIMIT = YWF7,2,°" Cv=-1 ')

LR RRTLI VR N B
o TAPES ', 84,0 AND ', A4 ,SOX, AL, /Y, A4)
v POSAMPLE GATN = Y ,FE.3,15X,' BACKGRUUND
L
L}

ay}

' anTE 'v[?le[Zgl;("))
’ tABS
)

Hou

SAMPLENC INT

',5%, ' LPPER

GAIN = Y, Fh.3)

'vll;‘.i\(.' NOWT = 0'(l'5". NCARE

o' THEORETTCAL RESCLUTICN LIMIT = *,FS5,2,!

v SARPLE SPRECTRUY V) '
y VO BACKCEDRGME SPECTRUMY)

il B%, "

CM=11)

ARSTCLUTY TRANSMITTANCE RAT IO QOF SAMPLE/RACKCRAOUND,

1{9)=4,AMN FPRDN% 1HAS CCCURRED,

SAMELE TAPE RIEF NO = AS)

BACKGROULND TAPE RFF NO = AS5)
MORMALISING FACTOR =, F10.6)

FREQ  ANDLITUDE )

FREND  TEANSMITTANCE)

FEFQ  ABSNRBANCE)

2 20A7A4)

Te24FT.6,51X))

)

tHAS FUNCESC CARLC Gutpeure)
e DX, Iy o= 13

y ! FREQUENCY IMCREMENT = 1,FP.4)
LASGEST VALUR=,F10.60)

YOHAS NORMALTISED ARRAY V)

LOF12.4)

' BACKGROIND ARRPAY [VER REQUIREL RANGE
*UOSAMPLE ARRAY CVER REQUIRED RANGEY)
TORATINDED ARRAY CVER REQUIREL RANGE')
1CH12.4)

K OE 14, 10X, Q = 4, 1 4)
COSQUARE-FOCTED RATIDEDR ELEMENTS )

[
J
’
?
v
'
’
’
)

) GO TO 3

WRITE(6,LCOY

WRITE(6,10
WRITE(6,410

£ IT1a, 015,114,115

Ty Tit, 112,113

VIRITE(A,140) ZX

N20=TNT(2)
MN20=2%N20

WRITE(6,10
WRITE(H,10

2} N2G,FSINT
3) FRFCL,FREQH

WPITF(Ee,104) ICPUT

VI130=VitVvys
VIN1I=VS5+V6

whl YF((\.[L'(.)D Vl",‘f\'\/l\i’l

WHITEL6,1C
ANZ20=FLUAT
ANZ! =AN2 )/
N2 1=AN2)%

B8) NABS,NOLT,NCARD,,NCRM
(M20)

2. C

FSINT

')

F

]



ANZL=AN2L/LOCOT G
AlI22=1.0/7AK21
WRITE(L, 109) AN2Y?
3 1y=1¢16
[FEHRUTMEL2) 60 TG 1Cada
WRITE(6,4,200) 19
LS CONTINUE
[FERCHTE0.2) GO 10 1394
WRITE(6,801)
1004 CUONTINUE
Vi7T)=1
TE{IS.EQen) CO TO 26
DATA H/1e002%9.0, 100 5.0,63002300042%4,0430.0,3603.C45.047.9,105.0,
139.005:930140,2%9.0,1.0,5.0,35%.C,105.0,7.0,6.3¢139.,0,27.0,4,04,8,0,
1R4.0:1564092%27.0,5642,84400R,0,440427.09108.C,6.0,16.0,2%21.0,
11264016001 28.0,4%125.0/ ’

- K=4]
L=1 N
no 127 0=2,5
no 121 1X=2,0
CLLO#Q+IX)=—F LY/ HIK)

COILEN=TX =it 1+L) /H(X)
CL30*QvIX)=HI2+L1/HIK)
CL30%Q=-IX)=—h{3+1 }/H{X)
=44l
K=1+K
121 CONTINUE
120 CONTINUE
DATA 1/71,25,3,544,0/
Gl=7#ESINT
G1=5000.0/G1
C Gl IS TPE INCREMENTAL FRECUEMCY FOR THE SPECTRAL ARRAY
F1=5C00.0/FSINY
X=FRFOL/GI
; K=INT{X)
Y=FREQH/GI
| Y=Y+0.5
. . - 0=INT{V¥}
o IFINDUTL.NFL2) GO TOD 1001
. WRITE(6,600) K,Q
1001 CONTINUE
C PRONUCES AN ARR2Y Q-K FOR INTERPOLATION OF SPECTRAL DATA
vY=0 : _
[K=K
L=Q
[FINOUT,NEL2) GO TG 554
GO TN (551,5524553), 19
! 561 WRITEL6,55() '
G TO 55%
552 WRITE(&,556)
60 TO 555
553 WRITFE(&,557)
555 WRITE(6H,558) (A(M) M=1K,L)
S54 IFINORM,EQ.1) GO TC 13
NN 10 M=K,y
IFLAIM)LLT.Y) GC TC 1IN
Y=A(M)
10 CCNTINUE
WRITE(6,400) Y
C CALCULATES LARGEST A(M) [M ARPAY FRCM | TO L FCR NORMALISATICN



Y:1/Y .
15 RO 1L M=K, L
[TFL19,6Q.3) GO T 8]
ALM)=A(M) Y '
G oT0 11
51 tF (A(V¥))53,53,5¢4
€3 A[M)=0,0
GOTN L1
54 A(NMI=SQRT(A(N))
11 CONTINUE
[FEI°,EQ.3) GO TO 729
WURTITE(6,500)
IFINCUTNEL2)Y G TO 14
R TN 701
TCH TF(NNUTNE.2)Y GC TC 14
WRITE(4,800) ) .
TCL WRITE(H,503) (a(M) M1k, L)
GO TO 14 N
13 TF{I9.NE.3)Y COO TD 216
ND 211 M=1K,tL
. LRI N204, 214,215
214 A(V)=0,0 g
Gy TN 211
215 AM)=SORT(A(NM))
211 CCNTINUE
213 IF(NOUT.NE.2) GC TC 21¢
WRITF{6,800)
WPTTE(E43I3) (ALNM)  M=IK,L)
216 CONTINUE
WRITF(6,101)
14 CONTINUE
26 GO TN(4,2,5,¢),15
2 WRITE{G4LL2)
~DoTH 300
4 WRITF(64113)
GO TQ 13100
5 WRITE(G6,114)
6D TN 300
- 6 WRITE(A,L15)
300 GND T (9,8),19
GG TO 48
8 VIPITE(6,116) 114
GO T 48
9 TFINCQUT,NE.2) GO TC 1002
WRITF(6,117) 115
48 [FINCUT.NEL.2) G} TO 1002
VRITE(6,2ULl) G
1032 CONTINUE
IFINCRMLEGLL) GO TO 303
TFCIG.EQe3) GO TO 303
WRITF(&,118) Y
3C3 TFLISWNEL3)Y GN T 43
CALL SUBCORIVIZVa, VS, Ve V(1))
TE{RARS . EQL1) GO TN 63
WRITFLE,124)
GO TN 50
63 WRITFELH,4127)
CALL SunLPL
GO TO 34
43 WRITFL64122)




S0 CALL Sty
34 0=10=10PUT
R=3Cx10PUI
GELY=FLOATCILRPUT)
GELY=6T1/¢01)
C Gl 1S THE FREQ TNCREMENT WHICH PESLLTS 1E TCPUT D)
J)=0
| ne 61 Mi=K,(
DY 6?2 IK=1,1CPUY
JI=JdJ+1
X=FLNAT{N])
X=X*G1
FFIXLGTFI) N Th 25
C FI IS THE ALIAS FPECUENCY
TF(IKL.GT L) €O TO 27
FOLY=A(]++ 1)
. FULY=FLLY=VLT)
ocnoT 29
) 2T Y=FLOAT({IK) ~
Y=v-1
Y=Y¥(G(])
X=X+VY .
LE{MIL.FR.0Y GO T 381
C CHECKS FOR END CF ARF LY K-Q
Y=AtMIY=C(P+ 1K)
C=AlLeMI)EC(P-IK)
Y=¥+E
C=At2¢MUY=CLRHIK)
Y=Y+E
E=A(3¢M[}%2C(R~1K)
FLl)=Y+E
FUL)Y=F(1)*VvL{T)
29 AA(JJI)=X
FRIJIY=FL L)
C INTFRPCLATING CrEFFICIFNTS C USEN TO GIVE CNRRECTED AMPLITUDES F(1)
C AT THE NEW FPLGQUUKRCY IRTERVAL GUL)
&2 COMT IMUE
61 CUNTINUE
o 351 Q0O=0-K
QQ=CQ=T0OPUT
I1FLIS.EC.3) (O TO 28
GO TN 25
28 TF(NALSLEQ.LIGD TO 64
nT0 25 v
64 CALL SURBGPLEAA,BE, 1S ,NCARLLZNGLT,CQ)
GO TO 3%0
25 CALL SURSP{AALRR, 1O, NCARD,ACUT ,GC0Q)
350 WRITF{6,150) Q,K,GN,10PUT
[FINCAKDLECLO) G TC 135
6N TO (301, 1402),LCARD
301 TFR(I2.EQ.3) GO TU 392
GO TC 35
302 GVRITELT218G) LAA{JID) y 050 dd) 4 30=1,0Q)
WRITE(T,1492)
162 FURMAT(LIH()
WRITF(6,191)
35 FETURN
FHo 7
SURROUTINE SuUBLPL




g2¢

COARSORPALCE SPHCTRU S T-4i

C

DIMEMSICON Crc 1) enuntl )
C

DATA [CT,RINV/ I o0 bR/

NDATA ANUM/Z 0 050256005000 75, 1. 7201025, 1050,0 1 .75,2.00,2,.2502.50/
C

100 FORMAT(LE w1 7A,101A41)
131 FORMAT(LAEXyr4a.2,10 0ok, f4&,.21)

MPITELELLGL) XAUM
D0 90 K=1,1C1

90 CHARI(K)=DOT
00 S1 1Z=1,21
IK=1 : :
Thalke56(12-1)

$1 CHARLIK)=DIV .
WRITE(64100) CHAR

FETURN
[y o . .
SUBRNUTIME SUGGPLIX, Y, TG, MCARD,,IIUT yMME)
C
C ABSNRBANCE SPLCTRuUM PLCTY
C
DIMENSICN CHAR(101)}
DIMENSION X(1),Y(1)
C
DATA BLANK,PLOT,PLUS/ZLIH slba,1%4/
C
103 FORMAT(LIXKsFO6 243X, Fbba2Xy101A1)
.
C

ne 10 L=1,MH46
Y{iL)=1.2/7Y(L)
Y{L)=ALDGIY (L}
[F{NCUT . EQel) GO TC 105

- NY 9?2 K=2,101

92 CHAR(K)=BLANK
Crarily=pPLus
I=0IY(L)=a0) +0,.%)
TF{L.6T.100) GO TN 3
[FEl1.LT.L) GG TO S
GO TO 4 ’

3 1=101
GO TO 4

5 I=2

4 CHARILT)=PLOT
WRITE(&E,133) X({Li,aVYIL)CHAR

105 CCATINUE

10 CONTINLE

11 RETURN
EMND
SURKOUTINE TEREAD(YZNCUT)

Tapf READ SURROUTIME

DIMENSIGN A{4UG6)

COMMPEN A



Laa
102

11
50

- . 20
21

SO0

(@)

1CO
101

Q0

[aNaXel

103

laln!

TRANSMISSIUON

FORMATIIR ,20F0.0)
FORMAT(LHL Y DATA ¢ Ri ¥
FARMAT(2JF4,0)

TARE ')

FORMAT(LIH nC OF CATA PCINTS:, [4)

[=1

K=1+19

REBC(S, 1000400, d=1,K)
N 50 J=1,K

TFEALJY) 20,50,50
CCATINVE

1=1+20

GO TO 10

TENES

WRITELA,LG2Y M
TFINQUTLHNEL2) GO TO 1
WRITF L6 44)

WRITE LA 3YLALK) ,x=1, V)
CONT THUE '
RETURN

END

SUBRDOUT INE SUBLP

SPECTRUM SET-LP

DIVMENSICN CHARULCL )Y XANUMILL)

CATA COT,Dlv/ik. ik y/

NATA XHUMZQoCaCalal a2 e340e490e5 40069047 +00.8¢3.9,1.0/

FLRVAT(IH ,17X,101A1)

FORMAT(LT X F3.1,10(TX,F3,.1))

WRITE(G,41CL) XNUM

DG 9N K=1,101. ..

CHAR(K)=DOT

D91l 1Z=1,21
IK=1
TK=1K+S=(12-1}
CHAREIX)=DIV .
WRITEL6,100) CHAR
Rt TURN

END

SUBROQUTINE SUBGP X, Y, ISy NCARD,NOUT,MM6E)

TRAMSMISSION SPECYRUK P CT

ODIMENSICN X(1),Y (1)
DIMENSTON CHAR(102)

DATA BLANK,PLOT,PLUS/LH

v EE,LH4/

FORMATIFT .2, 2XyFb6 oAy 3X, 102A1)

NO 10 L=1,MMt
DN G2 K=2,1¢2

S
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N2

n

10
1C5

oOoaQ

101

CHAR (X )= 24 ANK
CHARLL) =PLLS
T=tiyYtlL))y*=10CHr+),©

IFU1.6T.100) GO TO 3

IFCT.LTLl) GC Tt b
G TO 4

1=102

a0 TO 4

I=1

CHAR ( T)=PLCT

WRLTE(6,103) X{UL)»YI(L),CHAR

CCANTINUE
CONTINUE
RETURN
ENC

51]

SURPCUTINF SUBCCHIVIZ VA 4VE VO, VT ) 7

GAIN CORKECTICN CALLCULATICN

FORMATULIH ' GATH CORRECTICN FACTIOR = ' ,F12.4)

GSAM=VI+VL2]10.C
GRKG=YS5+Vv6*%10,0
NGATF=GSAM=-GFKG
[F{PCAINYS, 7,7
DGAIN=-CGATN
VP=DGATIN/20.(
VP=ypP=x2,3025¢£51
VP=EXP({VP)
vi=1.2/VP
WRITF(6,101) V7
RETURN

EMD

S

B T L S S T T I i v S U I T K T T VIR vpe Su U A opr 9
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A1.2 Dispersive Fourier transformation programme

FOURIER TRANSFUKMATICM PPOGCEAMYE (7 EITHEE NCA-TISPENSIVE w2
CISPERSIVE INTERFERCAFAMS,

THE TRTFRFERCGFAMS ARE NMATE SYYMTTRICAL RY THE USE CF A PHMSE
FRROR CALCULATICN aAME THESE PHASY VALUES CAN FE RFLTVERED

FOR YIE CISPERSIVE 0TI FfERLAKAMS

OO0

DIYFASTCN NW(2C) o
DIFMENSICN 8141007 ' *
SDIMENSION VEIL),1(15),2%(27)
REAML =41A{12)CO),1C126CC)
10l FORMAT(IG,Fa  1,2FF b, 13,13, 14,212,124}
102 FORMATI(LH vl“yr‘fﬁil.vaf‘L.Z'l!:‘!’13-!“"1302131‘1-)
120 FORMAT(2014)
140 FCRMAT(2044)
141 FORMATUIIZ,3XA4,1%04%)
142 FCRMAT (4F€,3)
151 FCRVAT(312)
212 FORVAT{6]2)
QG8 RFEAC(9,212yERND=90) NCAINNOLT,NCUR  MARY ,LPCRD,ANEEAD
C NCARD= TIANTEGER CFCINING wheTkEQ CANE DUTAUT 1€ PoPCICEN
=0 GIVES CakD CLTOLTY
=] GIVES NC Carl CLTPLT
NUUT =INTEGER DECLDING whRETHER CAFT CUTPUT CF FATICEC SPECTHUM 1S POGLUCED
=0 CIVES L IME PRINTEP Pi L5 CARD CLIPLT IF NMCARD=Q
=21 CIVES CARL CUTPRT Coty
R =1 PFUDUCES & SPECTRUY CTRCECTAD FOCR CAVN SETTINGS
M = [NTEGER LCOCITING WEETHER NCRMALTISATION 1S CARPTED CuT
=C NC NCRMALISATICN
=] GIVES NCRMALISATICN _
KPCRD=1  GIVES CAKL # LIME PCIRTER GUTFUT FOR PRASE
=r GIVES LINT PEIATER (nLv
NREAC=0 RCES MOT 2€7D EXTRA DATA CARD
=] RFADS EXTRA CATA CARD
TFINREAD=1)LE&, LFS, 150
155 REAC(8,15L) MIMT,mPHAS,NASPEC
156 FEACIR4LOLY NyST i rLEWFRTIAL 1<, 18,082,1P,]4P

> >
0D
o]

OO0 0N

C N = MUMRER QF FCINTS
C SI= SAVMFLING IMTEFVLAL TN MICRINS
C FLODw= LOWER FREGUENTY L]¥TT §n vOCTIPRCCAL CFNT (RETRES
C FHIGH= UPPER FREQUEMCY (12T Q& 2O T2T00AL CENTIMITRES
C 19= INTEGER CCMSTANT [ETIBMIMINT RMUMPER CF POIATS PEFR RESOLLTICH 1-% nhiy)
C 18= MUMBER JF TAPES T 8 T CESSEC (TR=1 £ SEAGLE TAPE,=2 FOF DATIC)
C A2= NUNPER GF PCIMTS T BF 9CF0 Q0 OETEAMIMNATICN OF PHASE COReeCY1IEN FURCTICN
C iP=0 COPPUTATION TF SEFCTRUE FRICNM ONF=SINEL (CrCINCY TCARSFIow
C 1P=1 COMFUTATIGH (F SCECTRUN FR(Y DOURLE-SIOFP (PCWER) TRANSFORY
C IAP=0 TRANSFOUrMITION CCCURS WITHEOUT AFPPNARYISATIL™N
C 1AP=] TRANSEDLLMATICN (7 AMPULISED INIECEFRCQUANY [CCCHRS
REAC(IS L} 0IY)y LOLIT o042, 1 14),T1C(15)
C ILLl1)= CAY(NUMEFIC)
C 1012)= FCANTHIRUNMER M)
C T013)= YEARINUMERIC)
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C 1€16)= SAMPLE TAFE Fofiwfail Mgk d {2 PHANDIIYRT)

C 1(!5)= RACKGROUIMD TAPY RTELERITACT P UMAED (ALDPHANUNERIC)
REACLIS1a2) Vvt d) vd=4,5)

C vi3)= CUCUKSE GAIN SETTING FOP SAVELE

C via)= FINE GAIM SETTING FTR CAMTLT

C vi5)= (CURSE Galb SEITTING FCL FACKCOINC

C VI6)= FINE: CALN SETTING FOR AACKERIUNND
FEAT(R,140) 2X-

C IX= TITtE OF SPLCTRUM

WRITE(G, 102 N ST FLOWFEIGH, [S,1R, NZ.IP.IAP

DC 17 17=1,18
NMN=N*(]T7-1)
MI=AN/A
MCAT=21
IFININT~ 1)153«1-7.1‘3
153 NG 14 P=1,6)C0 _
TFINCNTLEEL20) GN TC 10752
TREAT(S,120) AW ~
NCAT=1
1(C2 IR=KBINCNT)
NCRT=NONT +)
TFCINY 2,241
1 MPA2=M4N2 __
MlzNM+AA
Tat{rMl)=IN
14 COANTIMYE
152 DO 163 M=},6C00
TFINCNT, LEL2C) GO 10 1al
RELC(B.120) *
NCAT=1
1€1 IN=RAWIMCNT)
NCANT=NCNT +1
IF(IN) 2,24162
162 MPR2=M+N2
MY=VMeNN
1a(MY)=
1¢3 CONTINUE
.2 AMAX=0.0
T oL=hNel
LL=NM+NN
WRITF (6,122}

122 FORMBT(LH *FATA reCM [R PLT

. WRITE(A, 1211 {TA(K )} K=l ,L L)
121 FCRMBT{IH ,2CF6.0)
=M~ ]
AVA=0.0 .
DO 31 K=1l,M
K1=K+NN
AVA=AVA+TA(K 1)
ITFCTA(KYL)=AMAX) 31,431,411
43 AMAX=1A(K])
J=K1
21 CCATIANUE
AVA=SAVA/FLOATINV)
D0 3 K=1,M
Kl=z=k4+NN
3 TA(KL)=1A(K])—-AVA
164 WRITF(64113) JoV,2VA

TAPEY)

110 FORMAT(LHL," ZERC LATH LCCATION ISY,

1 1S ', 154,/% AVERAMGE VALLE

G

IRPLY

[ae /7Y TETAL

ARREYY yFb6.C)

NG

il

49

DATA POINTS
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KZ2=NM+AN
WRITE(E, LTCY K2
170 FCRMAT(]S5) )
NN & K=K2,12600
TALK)I=TAIK2)
6 CCRTINUE
C COPLES MIDDLECF INTEREARICCRE™ T ArRAY T
‘ C THERE tIST BdF N/72 PIM1S CIIVER STINE CEOZ8EVE PATH
: [F=J=N/2
‘ IN=J4N/2
| K=14MN
WRITE(6,171) IMyTh,K
171 FORMAT(3]S)
DO 26 J=1M, 1N
IC(K)=TA())

26 K=K+1 ) d
ANK=hN+] :
NJ=AN&N
0N 27 JI=NKyNJ -

27 1a¢J1)1=2.0
WRITE(&:1T71) ANk,aN)
NO 28 JJ=NK,hN]

268 14(JJ)=1C(JY)

C 1a NOW CCNTAINS ARRAY j—----- hOUMLY =TRNEETUCECF)RY
WRITF{c,125)
125 FORMATH{IH o * INTEFFEQCCRAY TRECUCEC T9 SIZE EEQUIinrENR BY N VALUEY)
WRITE(E,121){TALSI ydd=h® N
C NOW FINDS CENTRE OF i'F TRUNCATEDR ARKAY SO THAT CFENMTRE MAY 3F CCPIEN JINTC A
ANMAX=0,0
NN 3e K’-’l'N
Kl=K+A\N
TFULEIKL)=AMAX) 3e43€,3C
T35 AMAX=TA(K]))
' J=K1-
26 CCNTTINULE
WRITE(E,110)
M3=N2/2
DO 4 K=1,N2,1
. KK g=A3ek-1 .
RIKI=TA{KK)
4 CGNTINUE
CALL SLI!ICEtB,A3)
WRITF{£,5)
FORMAT(IH +'CATA LSED [N CTRRECTION FUNCTICAY)
WRITF(6.,8)(BIK ) b=14N2,1)
8 FORMAT(1H ,8F1( . 4)
IFINPHAS CTLC) GUH TO 1¢7
CALL PHASE2(E,N2,¥1 LFCPT)
GO 1D 168 )
197 CALL PHRASE3(E N M1 yNFCRD)
168 TF(NISPEC.EDQ.L1) G TG €66
I1FSET=-1
CALL FFT(ReM1, 1FSET)
CALL SLIDEl(R4NT)
KN=N3/4,7)
N0 12 K=1ly4Nh2,1
KK=K=(N3+1)
RKK=KK
I=EXP{=0.5%( (FKK/RM )22 ))
B{K)=B(K)*Z

n




1¢

22

15

lo

103

19
51

50

£2
£3

18
17

10

23

CCNTINUE

WRITE(E22)

FORMAT(LH , *CLORKRECTICN FLOCTICN Y
WRITE(n,B8)(u(k)sk=]1,02,11
CALY CONVOLIUTAWRMNyR2,AN)
AMAX=0.0 ’
NC16 K=1,4N

K 1=K+AN

IF{K.,CT.®) TA(KLY=C,.D
TF{TACKL)I-AMLX) 106410415
AMAX=TA(K])

J=K1}

CCNTINUE

WRITE(6,110) J,¥

JL=J~-10 '

JLL=J+10 ) : ]
WHITE(E,8Y(TAIKY yK=Jt, LT 4 1)
CALL SCRT{ULAJNysdWMN) ~
WPITE(E,1(3)

FORNAT(/2CH SORTED INMTERCFERCGRAM,
K331 +AN ' .o -
K &4=N+NN
WRITE(6,3) (LIALK) =3 ,K4)
1FSET=1

JJ=J-KN

MM=2%j-M

1F(r¥) 19,50,5C

MV J=NM-JJ

N ST K=Jd,Midydl
JA(K+AN)=0,0

CCATINLUF

GO TN €3

ANMI=KN=-JJ

NJN=N+JJ-V

N0 52 K=NFJ,MJH, )
TA{K+AN)=0.0

CONTINULE

CCNTIMUE ) .

IF{NN-N) 38,17,38

D} 18 K=]1,N

K1=K+N

Ta{¥l)=0

CONTINUE

FF(TAP-L)T,4104,7

IT= ((N/2)+1)

RN=N-2

DO 11 K=2,1IT

Kk=hN-K+2

RK=K=1
AFPCC=CCS{3.141592pPK/PN ) 22D
TA(K)=TA(K)=2PCD
TA(RK)I=TA(KK }*APOD
TA(K#NY=[A{K4N)=AECT
TA(KK+N)I= [ A(KK+MNYEAFCL
CCANTINUE

KN4 =N

DO 23 K=lv12vl

RM&4=RN&L /2,0

1F{ENG GELLLQ) M =X
CCANTINUE

3
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L3=2"N

CALL FFT(IAWMYLESNET)

CALL CPPUT (LA g ST ol Oy FEELZE, 10, T3, 1P, HCARL ,MAT AN,
ll(12)v1(13'|l(lé).!(lﬁ)u]()l)-V(’),U(4).V(S)-Y(hiylxoﬁro”)

GO T0 658
| 969 CALL EXIT
| END

SURROUTIME OPPUTLIAZN ST FL Tw g FRIGH, TG, 1A, IF, NCRARD,FNUT, HCCR,
1112.113.114'llﬁ.Ill.V'j.V“-.\"i,Vé..’X'!\ﬂRNl
DIMERNSICHN HEE ) o UL o CU1Y W F UL )N (1) 20X (2:0)
NIVMENSICGN AAL42C2) PR (4100D)
REAL=4TA(])
KS=3 )
L3=2=N
1C7 FURMATI(LH .'AG}H:LISIhC FAZTIE=t,Fl12.4)
116G FORMATILAFI10.2) _
DELF=10000,3/15120)
MM=1 ,O+FILCW/CELF
M=]1.,)4¢FHIGH/CEI &
. WRITF(64119) MV M, TLLF
118 FCRMATI//214,F1%,4)
N2=N/2 .
NC 70 k=2,Ah2,1
KK={MN=K+2}~
SAME=(TA(K)¢]JA(KF})/2.0
. ARKCI=(TA(K)-TA{KK]))Y/2.0
BKOF=( JA(K+NI+JA(KKeN)Y /7D, D
SAMI=(TA(K+N)-JA(KI4N) /2.0
TALK)=SAMR
[A(KK)=SAM]
TA(K+N)=BKODK
[A(KK+N)=RKD]
T0 CCANTINUE
DC Q ‘<=l,f\2.l
FK=AN2+K
IA{KK)=TA{KK+1])
TAIKK+N)=TA(RK R+ )
[F{K-N2) 8,+6,8
9 1A{KK)}=0.,0"
TA{(KK#N)=0.0
8 CCANTINUE
nn 3 Jz2=s1,18
MA=RA(J2-1)
SAMAXR=),C
SAMINR=0,0
SAMAXI=0.0
SAMINI=0.0
DO & K=14N2,1
KK=AN=-K+])
SAMR=TA(K+NM)
SAV]=A(KK+NN)
TFUSAMR-SAMAXRY €7 4,471,681
&1 SAMAYR=SAMR
I1P1=K
€) TF(SAMR~SAMINR) 62,463,733
€2 SAMINR=SAMR
[P2=K -
€3 TF(SAMTI=-SAMAX]) AL ,ha k5
€5 SAMAX1=SAMI
[P3=K
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€4 TF(SAMI=SAMINT)ER 4,2
66 SAVINI=SAM]
I P4=K
4 CCNYINUE
WEITE(O 11 1) SAMAKE, SAP 0w, SAYAX T, SA4IN] ’
L1l FPPRFAT{LR 4 'CNS MAX=2t ,F ]l 24" COS MIA=" ,F] J2, 051N YaAX=',F10.2,"'SIN
® 4IN=*',F10.2)
WRITFL6,112) IP,1PL,1P2,1P2,IP4
112 FORMAT(IH o1 1410X,y15412Xs15,12%,158,12%,15)
3 CCANTTANDE
ILFLIP=1) 645,46
5 DO 7T K=1,N2,1
KK=N~-K+]
JA(KI=SQRTOIA(K)Y==2¢ln(FR)22 Q)
TAIKENI=SCRT (TALF ¢iv)®22 ¢ A (MHEIN)2=RZ)
COANTINUE i . e :
DO 1S JA=1,1E
PN=NE(JD-1)
ANMN=0 !
GO, 10 30
32 CCNTIINUE : . . ] \
Kl=hN+N=JJ
TA{K1)=AMAYX
15 CCATINUE
N5=KN+3
M4=N+N2
WRITE(&,115)
115 FORMAT(/54H SAMPLE ACRAY K=3,N2 )
WRITF(E, 110 IT1A(F ) K=3,N2)
WRITE{Gs1106) .
116 FORMATI/54H RACKGPCUANN ARRBY K=N+3,Mh24+A )
WRITE(6, 110 LIALK ) yX=NG, M4 )
GO 1C 11
46 TF(NDRM,EQ.Y) GC TC 42
GN TO 42
43 DO 29 K=3,N2
K1l=N+N-1
K2=R+N-2 _ - ,
Kizk+N S
SAM=TA(K3)
BrG=1A{K)
TA(K})=SAM/BKG
29 CCNTINUE
GC TQ 600 ' ' .
42 DIV 28 K=3,N2
KlaNe¢N-]
K2=hehN=2
K3=K+N
BKC=TA(K)/TA(K1)
SANM=TA(KI)}/TA(K2)
TA{K)=SAM/BKG
28 CONTIANUE
6C0 MRITE(E,172)
172 FORMAT(LIH )
WRITE(E&y117)
L7 FORGAT(/54H RATIGEN ARPAV K=3,N2 )
WRITE(64110){TA(K ) K=3,N2)
WRITE({&6.,62) IX
€2 FNRMAT(2 AG)
NA=Q

o N
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MAN=E1
G0 TO 30
33 CCATINUE
ve=1/1A(K1)
va=1/14a(K2)
VIC=1.0/AMAX
(ALL SU“COR(VH,V'—’|\IlOvVAQV‘iQ\‘Sv\'A'\/7VN‘TP“')
GO T 72
11 WRITF(&45€) NCRNMyANEX, TA(KY)
S6 FORMAT(13,2F10.3)
WRITF(6,310)
310 FOPMAT(LHLfYBACKCRILRD SPiECrIELMY)
MMS =0
MVR=MY
ME=pM
118=1
3C4 CALL SLULP
Jd=r
MNNS=t'NS+] !
NR]TF (6"001) pf}‘_’,',\rﬁ']q'l\r\ﬁ
4C1 FORMAT(415) - . . \
MNT=N={[]8~1)
DO 2% K=¥M5,NK,1Q
Jd=JJ+1
KK]l=K=-NNT7
FREQ=DELF&{kKl-1)
TF{ROPMLEQ.D)Y 6 TP 231
AME=TA(K)/1AlK])
6 T0 37
1 AMP=T12(K)
37 AA(JJ)=FREQ
ER(JJ)=AMP
25 CCNTIMUE
MiPa=NG =M M5
CALL SURGPLABA,BRNCARD,ANCUT,19,MNE)
IF(TE-1)139,139,302
3C3 1F(ANE-1)30%5,375,374
3CS MvEzLMeN .
MEZNAN ’ : o
118=118+]
WRITE(64,311)
311 FORMAT(LHL,,'SAMPLE SPECTRUNMY)
GO TN 354 ’ :
3C6 GO TN 4& ' ' .
12 JJ4=0
WRITE(A,172)
WRITEL&,92) X
CAalLL SuiLp
WRITELH,401) MMy, 16
Do 713 K-’-""‘QN'IQ
Jd=JdJ+1
FREQ=DELF*»(K=1)
ITFINCEMEC.0) G T 39
AMP=TA(K) /AMAX
AMP=AMP2Y T
GC 10 39
38 AMP=TA(K)I=VT
39 APA(LJUIY=FREQ
PR{JJ) =ANMP
73 CONTINUE
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c1

27
26

w
O
[a®]

188
1€9
161
162

3C1

[aRaNale

MMMV

CALL SUBGPLAAJFRAZLCARR  NLUT 13 ,4M¥R)
GO T0O 133

AMAX=0,0

MlsMM

M2V

NG 26 L=M]1,M2

K=L +NN

TE{TA(KI-AMAX) 2¢,26,4,27
AMAX=TA(K)

COANT INUE
WRITE(&,107) 24AX
TFINMNY 32,322,213
MQ=("4-MM) /19

GO TO(301,302) (N[ tFC

WRITEL6, 1928 MO

"WRITE(64191)

WRITE(7,168) IX
WRPITELT,18G8) (AALDI)Y JRELIIY,,Ud=1,4NQ)
FGRYAT(20A4)

FORMATIS(FT424FTa4y1x))

FORVMATLLX * &S PLNCRFL CARTS?')

FORMAT(LX ¢ N CF CUTPUT PLINTS=014)

RETURN

ENC

SUBanTlNE SLBCCR (VSIVC 'Vl’.‘p V30\I‘v|VS |Vf‘*|V7"‘.'JR~)
1FINORM,EQ.O)Y GO TO 27

XNC=vB/(Vo%V10)

WRITELG6,1CN) XNMC

FORMAT (LH 4 2€6H NORMALTISATICN COOPFCYICN=4F1304)
GC 10 21

XNC=1.L

WRITE(6,102)

FOGRMAT(LH 42&1- NC NREMALISTYICN EFFECTER )
GSAM=V3+Vvex]1(,:}

GHKG=VS+V6*1C.0

DOAIN=CSAM-GEKG

TFICGAIN)S,,Ty7 .
DFEATN=-CCAIN : ' T T
VP=0CAIN/20,(

VP=VP22,3025¢E51

VP=EXP(VP) ’

vXz=]1.7 /VF

VT=XNC*VX

T WRITE(6,101) VPyVX,VT

1¢1

FOPMAT(LH #3FVP=,F12.4,20VY=,F]2,4,300V7=,F12.%4)
RETURN

EANC

SURRCUTINE PHRASE2{[,t hyb MPORMY)

NIMENSTION OF R MLST PZ AT LEAST 22tn, .

THEE NN PCINTS ULSEN FCRP RFCICN APCUT TKHE Z.P.C. PCSITION,
PFASE FUMCTION CONTATANS AN PCINTS,

AN MUST RE A BINARY PrufFR,

1

NDIMENSICN B(1),C(al])
TFSET=1

RAN=MN

DO 1 K=1s1241
RN=RN/2,0
TF{RN.CCE.1.0) M=K
CONTINUE

$3

b



107
1¢H

110
1(6

1C1

1C5

C
c

1C7
108

110
106

1C1

175

DO 2 K=]1,KkNy 1

KKzF+AN

R(KK}=0,0

CCANT INUE

CALL FFTIBWM,1FSET)

[R]8] 3 K=1|“Npl

KK=K+AN

WRITF(&,105) [R{KK), 2 ({K})
I=ATAN2{B(KK I R{F))
BLK)=CCS(Z)

BIKK)=SINI(Z)

CiKl=12

CCNTINUE

TF(MPCRN) 107,1Ce,1CT7
WRITF(6,1C8)

FINRMAT{LIX YHAS PUMNCHET (CARES?')
WRITF(T,110) ({C(KY) k=], N)
FORMAT(10FS5.2)

CONTINUYE

WRITF(6,101)}

FORMPAT{/54H PHASE FUINCTICK FRCM COS FUNCTICK.
WRITE (6,105) (LCIK)) K=l ,hn) '
FOEMATILH 410F5.2)

RETUPN

ENC

SUBRQUTINE PRASEI{R,,pN,V NPCFL)
NIMEMSICON BU1),C(41°7)

IFSET=1

RN=ANN

DAY K=1,1201

RA=FN/2,0

TF(FN.Ctelea0) M=K

CCNTINUE

00 2 K=1,hN,1

KK=K+ NN

RIKK1}1=0.0

CCATINNDE

CALL FET(By+,1FSET)

‘D0 3 K=1,NN,1 Coo

FKsK+NK
7=ATAN2{B(KK ) BIK))#3.141R5/72.
B(K)=CPS(2)

RIKK)=SIN(Z)

ClKi=2

CCNTINUE

IFILNPCKN) 10T74106,4,1C7
WRITF(e&,1C8)

FORMAT(IX 'YH &S PURCHEIE CARESY)
WRITE(T117) (ULC{F)) k=1, N}
FORMAT(IUQFCS.2)

CCNTINUE

WRITFLE,1C1)

FORMAT (/54H PHASE FUMCTIONM FECE (S FUNCTICN
WRITFLE,105) (LCLKY) K=1,RN)
FORMAT(LIH L1CFE,2)

RETUPRN

END

SURRMUTINE SLICF(ALND

TELS SUPPUUTILE SUITES THE LAST K PEINTS CF THF
24N PRINTS 10 THF PECINING OF THF ARRAY,

v

ARR LY

36

A CONTATRING



6

~

[A]

DIMFASICN AL 1)
WRITELO,2) N
FORMAT(IHL ) ) EHCALLED SLIRE AN=,14)
N0 L K=1,h,yl

KK=K¢N

l=A1KX)

A(K)}=A(KK)

EIXKR) =7 ,

CONT INUE TR

RETURN

END

SURPFAYTINE FFET{A,M,1FSETY)
DIMENSICN A(1Y)

N:Zt*f‘

MV 2=N/2

ANML=N-1} !

J=1 ‘

TFOIFSET) 64647 »
FN=h -

NN B K=]1,N
A(KI=A{K}/FN
AKENY ==A{K+N) /FE -
CONTINLE

NN 1 1=1,kM]

[R=]

Tl=1+N

IF(1.GE.J) GC TN 2
JR=J
JI=J+N
T=A(JR)
Ti=A0J])
ACJR)=AL(1]
AtJdlY=AL1]
A{IR)=T
A{TY)=TI
K=NV2
1FIK.GELI) GC TO
J=Jd-K

K=Kk/2

GO 10 3

J=J +K
P1=3.1415925E35¢¢70
PN 4 L=1,V

LE=2%x={

LEL=LE/2

RLE=LE

RLE=RLEZ2.0

'.):,..0

Va( o f

W=SIN(PI/RLE)
X=CCS{PI/RLEY

PO & J=1,LEL

no 5 I=Jv'\'LE

TR=1

1Il=]+N

1P=1+LE]

I1PR=1P

IPI=1P+N
T=a(I1PR)*U=-ALIP] )V
TI=A0IPL)xv+2(IP])*U

R
1



[aNake el

wro

AtIPR)=ALIR )Y
ACIPTY=A(LTL)~-TI
A(IPYI=A{IR}+T
A(TI)=A(T1)T1
CChNTINUE
FslLtX=Vrh,
FzU®W4VEX

U=E

V:F

COANTINUE
WRITEL6,9) M

FORMAT(LH L 13HCALLED FFT #=,T1¢&)

RETURN
END

SURRCUTINE CONVOL LA PP a1 N
[ TEE FUNCTION A,
IN TREE FURCTION B,
WUT . (NNeMM)

MK IS ThE NUMREF CF PCINTS
AN TS THE AUMHES CF FCOIRTS

"ARPAY A MUST HAVE CIMENSICN

TANLCFE L MM, -
DIMENSICN ALY),ELL)
J=h1+41

MAizhAN+N]

nn 2 K=J.N31 1

TOT’-_O‘O —

[0 2 KK=]l,4MM,]

KR=K+KK=1]
TAT=TOT+A(KR )3 (¥ ¥}
CCANTINLE

A(K)=TOT

CCANTINUE

Na=1+N1

WRITF (6,5)
WRITEL6,8) (A (K}, x=h4 N
FORNMAT(LIH +1(FE8.2)

FCRYULT (/54H ConvilviED T5TERFERKIGEREAV

WRITE[GySINM,MY
FORMAT (LHL, 1 THCCHVOL CALL L
RETURN
END : L .
SURRNUTINE SCRYUAN.3¢ANY)
DIMFASICA A(1)

J MUST BE oLE. N,

L=L+1

TF{K=-K2) 3,5,6
KK=AN+A=({J=-K)+]
22=A(KK)
AlKKY=2

1=121

K=KKk

L=L+1

GO YO 2
IF{L.EG.N) GC TO0 7
K2=K2+1
K=ANN¢K2-(J=-1)
GO 10 1

f\'\=v[‘; EH

MMz, T4)



6

7

8

YK=AN+K=J+]

6N T 4

CCNTINUE
WRITF(évB)Jor‘Qr"\

FOPMATILIH ' SORT CALLED = Th "h=10, 14, RN

ENC

Sy 14)

C SUBKCUTINE USED TC SET UF LINFE PRINTED SO ThAT naTA €2t ke URTAINEC  IN
C SPECTRAL FORM

1

o1

30

Sl

100

1

G2

25
c3
11

SUBPOUTINE SLRLP
DIMENSICN CH4PTLOL) oXRUMILY)
DATA COT DIV/IH.,1H+/

DATA XAUM/0.090614C0a24Ce24C04,0.9,00€6434790.2,0.G641.0/

WRITE( &, 101} XNL™M

FORMAT (17X, F2,1, 100 T7X,0F2,1))
NG S0 K=1,101

CHAF (K)=DOT °*

pn eyl I12=1,21"

IK=1

IK=1K+5%112-1) -
CHAR(TK)=[ IV

WRITE(6,100) CHAF

FORPMAT(LH ,17x,104181)

RETURN

ENC .-

SUBEOUTINE SURGPUX, Y, RCARD,LCLT,18,M46)
DIVMENSICN X{1J,YI(1l)
NIMENSICN CHEQ(YM 1)

CATA BLANKPLOT,,PLLS/1E S iED 1B/
JFINCUT.EC.1) GO TC 11

DD 25 L=1.MHEHTS

nn 02 Kk=2,101

CHAR{K )= LANK

CHAK{1)=PLUS
I=0(Y{LI)#*1]0)40.5
1FL1.6T.100) GO TN 2
IFl1.LT.l) GO TR 5

GC TO 4

=101

GO 'TO 4

1=2

CHAR(T)=PLOT

WRITFE(64103) %1 YyXY{L},0ria2
FORMATILXyFO 243X, FE b4y, 10141
WETURN

ENC



A1.3 DCHO623 Refractive index programme

[aEaXaNaNaXa

.r

aXaksXzXaXalzsEaEkaEale!

ao

PROGRANMME TC PRCCESS CISPFRSIVE(FFASFISPFCTRA FRIM FS720,CALCULATES
AVERAGE PHASE FUMCTIONS AND REFRACTIVE INCEX/FPEQUFEACY CURVE RY
METHCC CF CHAMBERLAIN ANC GEPBIE
DINENSICN PHAS 14172 ,8) 4PHESSI4LGN ,6),SPHAST(4100),
1 APHASO(4100) APHASS{4100)4FREQ{4LICO) +2X{41CO),5PHASS{4100),
10IFPHS(4100) yRFINCX (4100}
DIMENSTION Y(41GC) . AL41CC. A . HL&IDC,£)Y,C141C0) . NLal0N)
DIMENSICN BPHAS{4100) :
DIMENSION 2T(2C)

15 FCRMAT(1KH1)

40 FORMAT(1X 'BACKGPCUND PHASE/FREC CURVE K=19,12)

41 FORMAT(1X ® SAMPLE PHASE/FREC CURVE K=%,12)

B6 FORMAT(LIX*SANPLE PHBSE/FREC CURVEN) '

€7 FORMAT(IX'BACKGRCUNG PHASE/FREC CURVE?')

100 FORMAT{SI3)

101 FCRMAT (213,114,713}

102 FORMAT(L1CFS5.2)

133 FORMAY (//'CALCULATION OF GREFRACTIVE INDEX FrOM PHASE SPECTRUM®)

1C4 FCANBTILA 410F6.2) ‘

1C% FORMAT(LIH 4FT.2+9%XFS.2,G6%XFE.2,3x113)

106 FCRMATI(/*FRECICM=1) PHASEISAMPLE) PHASE(BKG) J?)

1C7 FORMAT{/'FREQICM-1) PHASE CIFFERENCE 4PIXPATHLXFREC NUCOMPUTED)

1 J*)

108 FCRMAT(FT.2012XFT.3433XF8.34y10XFB.4eEX12}

159 FORMAT(I3,5F 10,5

110 FORMAT{IH 417X,10121)

111 FORMATU(LH ,*COMPUTATICN FOR SCLUTINN P.l. VALUES')

113 FORMAT (L XgFT7 291 XeFBaaylX,101A1) .

115 FORMAT{1H1) .

116 FORMAT{LHL," REFRACTIVE INDEX/ FREGUENCY CURVE!')

117 FORMAT(20A%) ' '

21 FCRMATU{LH ,'CUT CF RANGE"')

221 FORMATCLTIXFSe3,1C(5X,F5.3))

301 FORMAT(LF ,6XyFbe4)

302 FCRMAT(F5,.3)

3C3 FORMAT{LH +16X4F5,3)

WRITE({6,103)
READ(5,100) ASETS NOPH,KOSPH,NFH¥,NCARD
NSETS= NUMBER OF SETS [F DATA
NOPH= IMTEGER CECICING hCW QUTPYT CATA IS DISPLAYED
=] GIVES PHASE CURVE FCR EACH CATA SFT PLUS AVEPAGE
=2 GIVES AVERAGE PHASE CURVE CNLY
=3 GIVES NC FHASE C(URVES
NOSPH= DETERMINES WHERE PHASE VALUFS ARE PEAC FROM
=0 REACS FRCM INFUT CEVICE 5 (=ASCURCE=*) -
=1 RFADS RACKGRCIND PHASE FRCM FILE 7 ANC SAWPLE PHASE FPCM FILE 9
NPHM= SIGNAL TO INCICATE SYSTEM N WHICH COMPUTATION IS BFING CARRIED GUT
=0 CALCULATICN FOK A PURE LIQUID GR A SgLIC
=) CALCULATICHN. FOR A SCHILTICKN
20 REAC(5,101) NRKGy,NCISyAN,NC,MSIGLyNSIG2Z,NSTIG3I4NPHAS
NBKG= AUMBER OF PHASE BACKGRCUADS
ADIS= NUMBER OF PHASE SAMPLES



aXaBaNaReNalaNaNaNalaNaNal

116

o OGO OOOO

AN=
NO= NUMBER OF
NSIGl=
NS IG2= SIGNAL
=0 GIVES
=1 GIVES
NOTE ONLY FOK
NSTIG3= SIGNAL
=0 GIVES
=1 CIVES
NPHAS= SIGNAL
FCR SCLUTICN

SAMPLING IMNTFKVAL

e ‘ Skl

NUMBER 0OF PCINTS

RUNS WITH DIFFERENT MEAN REFRACTIVE
TN MICRCAS
TC OFTERMINE SPACING
NC SPACIENG '
SFACING FOF CCMSRISCN CF CURVES WITH CIFFERENT NUvYPERS OF POINTS
512 PUINTS AND OVER ’
TC INDICATE WHETHFR REFRACTIVE
REFFACTIVE INDEX PLCT

CALY PHASE SPECTRA

TC INDICATE IF INSTRUMENT BACKCRCUNC IS TOr BE REAC IN
CCMPUTATIONS

INDEX VALUES

OFf PLCTTED RFFRACTIVE IANDEX

INDEX CALCULATIGN 1€ REQUIRED

=1 REACS BACKGKCUND

NM=NN/2
I1=3.1416
1FINCSPH)
510

510,510,501
00 1 K=1,NBKG

1 REAL(S5,102){PHASO(JvK)sJ=1,NN)}
DO 2 K=1,NDIS

2 RFAC(S, 102 IPHASS(J:K) ;J=1 NN}
[FINPHAS.EQ.L) GO TC 550 oo

GN TO 16

DO 502 K=1.NEKG

REAC(T4102) (PHASO{J+K) oJ=1,AN)
DO 503 k=1,
REAC (9,102 (PHASS (J,K)yJ=1,4NN)

NDI S

IFINPHAS.EQ.1) GO TC 55C

GG 1O 16
550

REAC(5,102)VEPHAS(J)YJ=14NN)

DO 552 K=14NBKG
00 551 J=1,NA

551

552 CCATINUE

D 553 K=1,

DO
554
553 CCATINUE
TFIND)
13

OM=

PATHL1=

FREQL=

PATHLZ2=

PHASC(JyK)=PHASO(J, yK)-EPFAS(J)

NCIS

€84 J=14Nh
PHASS(J 4K }=PFASS(JK)-RPHAS(J)

11,12,13 . ‘
READ(5,109)0M, RFE AN, PATHL |, FREGL, FREQH, PATHL2

INTEGER NUMHEP UF PACTANS FOR CCNNECTING
RMEAN= MEAN VALUE OF REFRACTIVE INDEX CORRECTFD

ZERD PATH
PATHLENGTH
THE PATHLENGTH OF
LCWER LIMIY
FREQH= UPPER LINMIT
PATHLENGT +

UP BRANCKHES OF PHASF CURVFS
FOR SAMPLING ERRCRS A7
CIFFERENCF

1IN CENTIMETRES
THE SOLUTICN)
CF CCMPLTATICN IN RECIPROCAL CENTIMETRES
OF COMPLTATICN IN RECIPRCCAL CENTIMETRES

0OF THE SCLVENT BACKCGROUND (CNLY REQUIRED FOP

(FCR SPLUTICN CCMPLTATUCNS THIS 1S

SOLUTICN COMPUTATIONSH
REAC(5,117) 27

IT= FEACING

DO 4 J=1eNN

SPHASO(J)=0.C
NC 5 K=1,KBKC
SPHASO(J)=SPHRASALJ)+PHASO( J,K)

CCNTIANUE

APHASO{J)=SPHASO(J)/NBKG

WRITE(6,104) {APHASC(J)yJ=1,AN)
DC 6 J=1,NN

SPHASS(J)=0.C

DO 7 K=1,NDIS



7
6

SPHASS(J)=SPHASS(J)+PHASS(J4K)
APHASS(J)=SPHASS(J)/NDIS
CCATINUE

WRITE{GO6,1C4) LAPHASS(J),J=1 4NN}

C ALIAS FREQUENCY =1/22SaMPL ING INTERVAL

37

34

55

31

15
32

35

€5

S5

ASFREC=10000.000/(2.0*NSICL)
DFREQ=ASFREQ/NM
FREC(1)=0.0

DO 8 J=24AM
FREQUJI=FREQ{J-1)+DFREQ
M=IAT (FREQL)
MM=INT(FRECH)
Ml=MeAM/ASFREQ
M2=NMMxNM/ASFREQ
WRITEL6y15)

14=0

-

BC 37 J=M1,M2

JJ=JdJd+1]

YIJJII=FREG(J)

G0 TO (34,435,33),NCPH
KK=(0 . )

DC 31 K=)1,ABKG
KK=KK+ 1

WRITE(64,115)
WRITE(6,40) K

CALL SETUP

JJ=0

DC 55 J=M1,M2

Jd=JdJd+1
A{JJsKK)=PHASO(J,K)
CALL PAPLOT{A,Y Ml ,¥2,KK)
COCNTINUE

¥ K=0 o C

N0 32 K=I,ND1S
KK=KK+]

WRITE(6,115)
WRITEL6,41) K

CALL SETUP

JJ=0 ‘

DO 75 J=ML,M2

JJ=JJ+1
BlJJsKK)=PHASS(J,K)
CALL PAPLOT(ByY M14M2,KK)
CCATINUE

WRITEL6,115)
WRITE(6,87)

CALL SETUP

JJ=C

DO 8S J=M1,M2

Jd=JJd+1
ClJJI=APHASC(J)

CALL PFPLOT(C,Y M1,M2)
WRITE{(6,115)
WRITE(6,86)

CALL SETUP

JJ=C

00 95 J=Ml.M2

Jd=JJ+1
DUJJII=APHASSTLI)

CALL PHPLOTID,Y M1,4¥2)



13

14

4C2

%33
4C)

T0

202
2C1

204
203

207
206

208

2C5

210

, Sh3

WRKITELE,115)

WRITE(6,1C6)
HP]TE(b.lOS)(FHEO(J).APFASS(J).APHASO(J).J J=M1,M2)
TFINSIG3.EQ.1) GC TC 12

I[FINPFM.EC.1) GO TC 402

11=4.0%1%PATFLI]

DO 14 J=M1,M2

ZX(J)=22=FREC(J)
DIFPHS{J)=APKFASS(J)=-aPHRSN ()
RFINDX(J)=1 «O+RMEANC(CIFPHSE( YN /2 XL UDN)
GC 70 401

22=4,.C%2

NO 403 J=M1l,M2

IX{J)=22%FREC(J)

DIFPHS(J)=2, C*(APHASS(J)/PA1HL1)-APHASC(J)/PATHL2
R.;nDA€u.-1.GtRFEAA+(CAFPH;tJanX(Jf)
WRITELE&,LLL)

WRITE(6,4107)
WPITE(G,,108)(FREQUI}ZCIFPHSIU) yZXLJ)yRFEINDX(J) oIy J=ML1 M2} -
SFT UP L INE PRINTR TO OBTAIN DATA IN SPECTPAL FCRM
NATA COT,ZDIV/1kesllk+/ .
ANMAX=0.0 '
NIMFNSION CH/R{101)},X(11)

BC 201 J=VMl,M2

IF(RFINDX(J)=-AMAX) 201,201,202
AMAX=RFINDX{J)

CCANTINUE

WRITE(6,4301) AMAX

ANIN=2.0

DU 203 J=Ml,N2

TFIRFINOX(J)=-AMIN) 204,203,2C3
AMIN=RFINDX(J)

CCMNTINUE

WRITE(6,301) AMIN

RDIFF=AMAX-ANIN

WRITE(€,301) RDIFF
IFI(RNDIFFLGTL044) GO TO 205
IFIRDIFF.GY.0.2) GC TC 217
IFIRDIFF.GTLGl) GC TC 206
IF(RCIFF.GT.0.05) CC TO 207

GO0 Y0 208

R=0¢l

GO 10 210

R=C.2

60 7O 210

R=0,05

G0 T0 210

R=0.‘0

GQ 10 210

WRITE(6,211)

GO TC 300

ADIFF=RDIFF/2.0

CLINF=AMIN+ADIFF
LLIMNE=INT(CLINE*100.0)
DLINE=LLINE

ALINE=CLINE/100.0

WRITE(6,4303) ALINE

WRITE(€&,3C2) R

AINC=R/10.0

Q=R/2.0+AINC



N0 220 K=1l,11
AK=K
220 X{K)=ALINE- QﬁA!h(mAK
WRITE(6,1161)
WRITE(E,117) 27
WRITE(E,22)) (XIK),K=1,11)
DO <0 K=1,101
90 CHARI(KI=DOTY
D0 91 [Z=1,11
IK=1
IK=sIK+10%(12-1)
91 ChAR(IK)=0IlV
WRITE{6,11C) CHAR
NN 25 J=M1,H2
DATA BLANK,PLOT, PLUS/lr ylb*, 14/
. nr) ‘;2 M_"‘L‘ .
92 CHAR(M)=BLANK
CHAKR(1)=PLUS
N=INT(1CG.C/R)
ABASE=(((ALIMNE=-R/2,0)%M)-1.0)
L=RFINDX{J)*N-ABASE
1F(L.GT.100) GC TO 123
IF(L.LT.1) GC TC 125
G0 10 124
123 L=101
GO TO 124
125 L=1
124 CHAR{L)=PLCT
IFI{NSIGZ2) 124,357,3¢8
3158 IF{{NN-2048).EQ.0) GO TO 3¢9
: GQ TC 360
359 WRITE(&,370)
370 FORMATILIH )
360 TF{(NN-102%) .EC.C) GO TC 361
GO T0O 1362
361 WRITE(6,370)
WRITE(6,370)
WRITE(6,370)
362 TF{INN-512),EQ.0) CC TC 3613,
GO 10 357
363 WRITE(6,370)
WRITE(£,370)
WRITFE(6,370)
WRITF(64,370)
WRITE(&,37C)
WRITF(64370)
WRITE(6,370)
357 WRITE(E,LLIINUFREQU U} yRFEINDX{DY,CHAR)
25 CCATINUE
IF(NCARD.EQ.C) GN YO 26
WRITE(B2TI{(FREQUJU)IRFEINDX{JI) ) yJd=M1,M2)
27 FCRNAT(S(FO.2+F6.4+3X))
26 CONTIMUE
3C0 NO=AC-1
GO 10 16
12 MSFTS=NSETS-1
lF(hSEIS)ll.ll.ZO
11 CALL EXIT
ENC
SUBROUTINE SETUP




oan

51

5T

54

71

70

53

60

61
62

63

54

DIMENSICN ALINEL6S)

DIMENSICN XNULM(T)

DATA XMNUM/ =3 40920 1=-14Cs0.CyleCy2.Cs3.C/
DATA BLANKOCT+PFLUSSTAR/1F 4 1baslHt, 1K/
FORMATLESAL)

FORMATILE sFaolsb(EXyF4aLl))

WRITE (6,53} XAUM

DO 51 K=1,465

ALINFLIK)}=DQT

DO 57 K=3,63,5

ALTMNE(K)=PLUS

WRITEL6+52) ALINE

RETURN

ENC

SUBRCUTINE PAPLCT(Z1,Y,N1,VM2,K)
DIMENSION Z1(4130+1),Y(4100C)

DIVENSICN N(4100)

DIFENSICN ALINE(6S)

NDATA BLANK,,DOT,PLUS,STAR/]1FH ,1H.,1H+,1H%/
FCRNA‘(IH '2X|65A1vb‘y’:7‘2,ZXQFBn")
M3=M2-M]1 .

M4=1 +M3

DO 70 Kl=1,M4

NIK1)=0

1F{Z1(K1,K).GT.3,.14) CO TO 71
¢a 10 7C
I1{K1K)=ZLIK]1yK}=-¢,28

N(Kl)=1

CAONTINUE

00 1 JJ=1,HM4

NO 53 M=1,65

ALINE(M)=8LANK

ALINE(31)=D0T
M=INTOUZ1(JI.K)+3,14156)%1C.0)
IF(».,CT.65) CO TO 60
IF(M.LTLLl) GC TO 61

60 10 62

N=65

GO 10 62

M=)

TFIN(JJ)LEQ.1) GO TO 63

GO0 TO ¢4

ALINE(M)=00T

GO TO 1

ALINE(M)=STAR

WRITE(6:54) ALINELZ1(JJsK) Y (JI)
RE TURN

ENC

SUBRCUTINE PHPLCGT{ZLl.Y M1,NM2)
ODIMENSION 21(41C0O),Y(41CC)
DINMENSICN N{4100)

DIVENSICN ALINE(6S)

DATA BLANK DCT4PLUS+STAR/ 1+ 4 1F.s IH+,1H®/
FCRMATI{IH ¢2Xy£E5A) y6XyFT.242XeFB.4&)
M3=M2-11

M4=1+N3

DO 70 Kl=1,M4

NIK1)=0

IF(Z1(K1)aGT 43.14) CGC TC 71

GO 70 70

Sk


http://IFIW.GT.65J

71

70

53

60

61
62

21(Kl1)=21(Kl)-6,.28
N(KLl)=1

CONTINUE

DO Y JJ=1,Me

D0 53 WM=1,65
ALINE(M)=BLANK
ALINE(31)=D0OT
M=INT(IZL10JU)+3,.14159)%10,0)
IFIM.GT.65) GO TO 60
IF(M.LT1) GC TC 61

GO 1O 62

M=65

GO TO 62

M=1

IF(N(JI)oEQ.1) GO TO 63

. GO TO ¢«

63

ALINE(M)}=DOT

60 T0 1

AL INE{M)=5TAP

WRITE(6454) ALINE,Z1(JJ)Y (I}
RETURN

END

Shi



A1.4 GPLOT3 Spectra plotting programme

(] a2 EaXalalakaXsXaXal

CPLOT3
GRAPH PLCTTER ROUTINE TO GIVE VARIBLE X AND Y AXES PLUS MULTIPLE
RAND PLOTTING ON SINGLE SHEET
DOUBLE PRECISION Z
SIFERSITN XU50{0i, - YI3COUI yXX{SCED,51,7¥Y{500%451 e
DIMENSION XAXISUS50),YAXISE11),,YYAXISTILL1) YT TLF(20)
) ODIMENSICN YNAXIS(11)

c
DATA YAXIS/'0.0'y'0.1"9%002"4'Ca23%004"3'Ca5'9'Cab'y?0.7%,'0.8",
X*0.9%,'1.0'/ . N . S
DATA YYAXIS/V0.0CY 420,25 'G.50"1*0.75','1,00',%1.25*,'1.50°",
X'1e75'9%240"4'2.25%,%2.50"/

C

FORMAT (20A4)
FORMAT (13,13,F5.1,131
FORMATI(I3)
FORMAT (213)
FURMAT{LIHO,* NSETS = *,[3)
FORMAT(IHU42CA4)
FOEMAT(1IHO,* MCURVE = *,13,5X,°" NS = 9,11,5%," XSCALE = ',F5,1)
FORMAT{LIHO,' DATA AS REA[L IN *)
FORMATIIH 4(5(3X,F9.2,FB8.4)))

11 FURMAT{S{FT.2+FT.4,41X))

12 FORMAT{IHOs* NA = ',11,5X,* NOLY = ¢,11)}

13 FCRMAT (1HO,' CATA FCR PLGTTINC ')

14 FORMATILHL Y XSCALE = ',F6.2)

16 FORMAT(FT.2,FT.4) _ _ '
1001 FCRMAT (//71H 410X,6HX-AXIS/19F STARTING. POINT 1 F10.27

C IH s 18HFINTSHING POINT 'F1IC.2)

1002 FGRMAT (//L1F L,1104,15K PQINTS TC PLQATY)
1003 FORMAT(LHO+* SSJ = ' ,F6 245X, JJ = %, 13)
c )
C

D@ ~N> VS W N

REAC(54+3) NSETS
C NSETS= ANUMBER OF SERIES CF CURVES TC PLOY
C NOT OPERATIVE AS YET - SET EQUAL TO 1}
C .
c
102 READ(S,,1IITITLE(T),1=1,20)
READ(542) NCURVE+NSXSCALE,XSL
NCURVE= NUMBER OF CURVES PER PLOT

NS=1 GIVES AEBSORRANCE SCALE FRCM C TO 1
NS=2 GIVES ABSORHANCE SCALE FROM C TO 2.5

XSCALE= FREQUENCY INTERVAL PER INCH CF GRAFH PLCT
XS1=0 GIVES STRATIGHT-FNRwARD WAVENUMBER SCALE
XS1=1 GIVES ROUNDEC QOFF WAVENUMBER SCALF

c
c
c
c
c
C
C
c




' ! : She

READIS,4) NANCUY

NA=1 REACS IN TRANSMITTANCE DATA IN INCRFASING WAVENUMBER CRCER AAND
PLCTS TRANSMITYANCE SPECTRUM

NA=2 READS IN ABSCRBANCE CATA IM INCREASIANG WAVENUMBER CRNDER ANC PLCTS
ABSCREANCE SPECTRUM .

NA=3 READS IN TPANSMITTANCE CATA IN INCREASING WAVENUMBER CRCER AND
PLCTS ABSORPBANCFE SPECTRyUM

NA=4 READS IN CCHOS5277 CATA ANC PLCTS ABSCRRANCE SPECTRUM

NA=S PLGTS ABSORHANCE SPECTRUM WITH NEPER WETRE 42 MOLE -1 SCALE
NA=6 PLCTS £BSCRBANCE WITH NEPER METRE -1 SCALE

NA=T READS IN ABSORBANCE CATA TN DECREASIAG WAVENUMBSR CROER AND
CCAVERTS TO INCREASING WAVENUMBER CRDER

NOUT=0 GIVES NORMAL DATA- LISTING
NOUT=1 GIVES ADCITIONAL CATA FCR ERROR SEARCHING

a2 alaleXaXaRaXalakakaiaa sl aNaNal [ Nn)

TF(NALEC.5) GO TO S00
[F({NA.EQ.6) GC TO. 580 Co -
GO TO 501 '
500 RFAC(5,451) PATHL,CCNC
C PATHL=PATHLENGTH (CM)
C CONC=CONCENTRATION (MOLES CM -13)
45) FCRMATIEL2.3,F12.3)
CONC=CONC*1CC0C00.C
PATHL=PATHL/100.0
WRITEL6,452) PATHL,CCAC
452 FORMAT(1HO,* PATHLEANGTH = *,F12.3,' METRE ' 5Xy' CONCENTRATICN
1 = *F12.3," MOLES WETRES =3 )
CL=PATHL®*CAONC
WRITE(6,453) CL
453 FORMAT (1HO.* CU = *,El2.3,* MCLES METRE -2 ")
G0 TO 501 '
S80 RFAC(5,480) PATHL
C PATHL= PATHLENGTH (CV)
480 FORMATI{EL2.3) : .
CATHL=PATHL/100.0. °
WRITE(6,481) PATHL
481 FORMAT(LHO, 'PATHLENGTH = ' ,E12.3,* METREY)
CL=PATHL '
501 IFUNOUT.EQ.O0) GG TC 49
WRITELG,6) (TITLE(I),1=1,20)
WRITE(6,5) NSETS -
WRITE(6,7) NCURVE,NS,XSCALE
HRITF(6,12) NA,NOUT
49 CCANTINUE
TFINOUT.EQ.0) GO TC 248
WRITE(6481
248 CONTINUE
DO 50 J=1,NCURVE
IF(NA.NE.4) GO TO 115
K=1
100 REANIB,164END=15) U X{K),Y(K))
IF(NOUT.FQ.0) GO TC 17
WRITE(6+G) IXIK)yY(K))
17 CONTINUE
IFIX(K).EC.0.0) GO YO 18




s AC)

60 YO 19

18 NP=K-1
G0 T1C 15

19 K=K+1
GO 70 100

15 NA=3
GO TO 350

115 =1
M= €&

10 READI(B,114ENC=10L)(X(KVyYIK) K=l 4M)
IFUNQUT.EC.Q) GC TC 48
WRITELGO:SIIXIK) s YIK) yK=L M)

48 CONTINUE
PO 20 I=L,M
TF(X{I1).€EQ.0.0) GQ TQ 28
GO TN 20 ’

25 NP=1-} ’ :

GO TO 101

20 CCNTINUE -
L=L+5
M=L+&

GO To 10

1C1 CONTINUE
HR]TE(E;GQQ!_NP

999 FORMAT(1HO,* NP = *,14)

GO TO (1504250,:3504452,350,350,450) ,NA

%50 DO 26 K=1,NP
XXUKeJI=X(NP—K+])

26 YY(KyJ)=Y(NP-K+])

G0 10 S50

150 DO 126 K=},NP
XX{KkyJV=X(K)

. YY{K,J)=Y(K)

126 TFIYY(KyJ)oGTala0) YY(KyJYI=]1,.C
GG T 50

250 NN 226 K=1,NP
XX{KyJ)=X(K)

YY(K,J)=Y{K)

224 CONTINUE - . ‘
[FINQUTLEQ.O) GO TC 50 .
WRITELO49)IXX{KyJ)aYY{K 4y} k=] ,AP)
GO T 50

350 NDQ 326 K=1,NP
XX{Kod)=X(K)

Y{K)=1.0/Y(K)
Y{K)=ALOG(VY (LK)
IFINA.EQ.5) GO TO 336
IF(NALEQ.6) CO TN 2346
GO TN(330,331),AS

330 TF(Y(K).GT.1.C000) GO TO 326

331 IF{Y(K).GT.2.,5000) GO TG 327
IFIYIK) LT, G.O00QC) GO TC 328
GO 1O 336

327 Y(K)I=2.5000
GO TO 336

328 Y{(X)=0.0000
GO TA 336

329 Y{K)=1.C000

336 YY(KyJ)¥=Y(K)

326 CCNTINUE



: 551

BAFKEC=UBFKEQ/XSCALF
JBFRFQ=INT(BRFREQ+L.C)
JOFREQ=JUFREQ®JIXSCAL
SFREQ=FLOAT(JSFREQ)
BFRED=FLOAT( JRFREQ)

80 SSJ=(BFREQ-SFREQ)/XSCALE
JI=INTISSJU+0.5)
DO &6C K=1,J4J

60 XAXlS(Kl-SFREQ*XSCALE‘(K)
WRITE(6,1C01) SFREC,BFREQ
WRITE{&,1002) NP
WRITF{6,1003) SSJ,JJ

C HAS CALCULATED THE XAXIS VALUES TC EE PLCTTEC ACCORDING TO CATA
C DRAWS ANC LABELS BOX ’
CALL PAXIS(2.0,1.0,' Y9=17,-5S5J40.CySFREQ,XSCALE, .
1-1.C} .
IFINAJEQ.LY GG VO T2 ’
CALL PAXIS(2.0,10.0,° 1-109-9.0,270%0+C.0406.1111,C.S)
GO- 7O 73 -
72 CALL PAXIS(2.0,10.0,°" *+~13+-9.0,270.C+0.0,0.111150.5}
T3 CALL PAXIS(240+SSJs10.C? Yy 59=SSJ41BCCya e XSCALE,-1.0)

CALL PAXIS(2.0+55J41,0¢1H ,1.Cy-6.GCy90.CySFREQy0.1111,-0.5)
GO TO (70169+69,69,68,67),NA
69 CALL PSYMB(1la2+44629-CelB8y12FHAESCRBANCE (0 ,.0G,10)

GO TO 71 o

T0 CALL PSYMBIL4244462¢-0.18413-TRANSMITTANCE,S0.0,173)

* GO TO 71

68 CALL PSYMB(OeT7¢4.62,-C.18,22HNEPER MFTRE +2 MCLE -1,90.0,22)
GO 10 71 '

67 CALL PSYMBIQ,T46.62,-7.18,14hNFPER VETKE -1,90.0,14)
71 CALL PSYMBE{2.0+410.25,-C.2,TITLE,C.C,RQ)
$SSJ1=S5S8472.0
CALL PSYMB(SSJ!1+41.040.3+,-0.18, 17THWAVENUMREF (CM-1)1,0.0,17)
YJ=0
JJ7=4J+1
DN 32 J=1,JJ4
I=XAX1S(J)
CALL PFAMBROLYJ%C,1)1+2.2,0.754(.13, Z oDy 'FEY 2Y)
32 YJ=YJ4+10 )
TF(NA.EQ.5) GO TG 163 ., Ce ' -
IFINA.EQ.6) GO TO 1¢3
GO TO(61462)y NS
61 DN 40 I=1,11
40 CALL PSYMBULab6ColT1%0.G 40,03 ,-Ca13,YAXIS(T) 0 .0,3)
‘CALL PLTOFSUSFREQ,XSCALE,0.0,0.111142.0,1.0C)
GO 10 63
€2 DD 41 I=1,11
41 CAaLL PSYMB(1.50,(71%3,9)+40.03,-0.13,YYAXIS{T1),0.0,4)
CALL PLTOFSISFREQyXSCALEYD.0¢Ce27T7742.091.0)
GO TO ¢3
163 ANMAX=AMAX/10.0
JAMAX=INT{AMAX+1.0)
AMAX=FLOAT{ [AMAX)
AMAX=AMAX®]10 .0
YS=AMAX/1CG.0Q
WRITEI6,91) YS
Sl FORMAT(LHO,* YS = ',F10.2)
DO TG0 J=1,.11
700 YNAXIS(J)=YS*(JU-1)
WRITE(6,741) LYNAXTISUU)pd=1,11)




T4l

7130

&3

160
1¢é1
33

103

FORMAT (LHO,(€EF10.2))

DO 730 J=1,11

T=YNAXIS(J} )
CALL PFAMBR{0.,9,(J*0.9)40.07y-Ce13,2,0.Cy'FE,1 %0}
AMAX]=AMAX/G.C

CALL PLTOFSYSFREGXSCALFy0L.C1AMAXL2,.C,1.0)
CALL PENUP(2.0,1.0)

NN=C4

DO 33 J=1,NCURVE

TFINAJNEL.7) GO TC 160

CALL PLINEUXX{LsJ) oYY (1431 sAPo1,45,AN,1,0)

GO T0O 161

CALL PLINEIXX{LleJd)y¥YY{L1eJ) NPy Y,0,0,1.0)
NN=AN+C1

CONTINUE . ’

Cayl PLTEND

NSETS=NSETS-1

IF(NSETS) 103,103,102 h

CaLL EXIT

END



Sso

S0 CONTINUE
DA 81 J=1NCURVE
DN 21 K=i,NP
IFIYY(K,yJ)oLTL0.0) GO TC 27
cn 10 21
27 YYLK,J)=0.0
21 CCANTINUE
IF{NOUT.EQ.0) GC TC 51
WRITELH,9IUXAIKyJ) g YV{Kod) yh=],NP)
51 COANTINUE
GO TO (6GLeO6C060C 60 M4€21 46211600} 4NA
621 DO 430 J=14NCURVE
DN 431 Kzl ,NF
YY(Ked)=YYIK,J)/CL
431 CCANTINUE
WRITE(6,95T) LYYUK,J)yK=14NP)
997 FORMAT{1HO,5(5%4€12.31)
APAX=0.0
DO 440 K=1,NP -
TFIVY(Kyd)eGTLAMAX) GO TC 441
GO TN 440
G4 AMAX2YY(KyJ)
44() CONTINUE
430 CONTINUE .
IFINALEQ.6) GO TO 739
WRITE(E&,442) AMAX
442 FORMAT(1HO,* MAXIMUM ABSORRANCE = ",F12.3,' NEPER METRE +2 NOLE -1
1v) :
60 TO 740
739 WRITE(6,742) AMAX
742 FORMAT{1HO,* MAXIMUM ABSCRBANCE = *,E12.3,"NEPER METRE -1')
740 WRITFE{6,13)
DO 436 J=1,NCURVE
636 WRITELG4443) IXXIK ) oYY {KyJ)sK=]1 NP}
443 FORMAT({1HO,{SX,5(F8.3, Elo._.,x)))
GO TO 47
600 IFINOUT.EQ.0) GO TC 47
WRITE(6,13) »
..DO 46" 3=1,NCURVE L
WRITF(B4G)ILUXX{Kydl o YYLKJ)) K=l 4NP) -
46 CCNTINUE
47 CONTINUE
¢ NB. ALL DATA SETS TO BE PLOTTED ARE YO BE OF THE SAME LEANGTH AND
c . START AT THE SAME FREQUENCY
C DETERMINES CCNVENJENT STARTINC ANC FINISHING FREQUENCIES FOR PLGCITING
SFREQ=XX(1,11
BFREQ=XX(NP, 1)
IFIXS1.EQ.0) GO TO 80O
T=BFPEQ-SFREQ
T=1/15.0
T=1/10.0
[T=INT(T¢1.0)
IT=1T210
T=FLOATLIT)
XSCALE=T
WRITE(6,14) XSCALE
SSFRFQO=SFREQ/XSCALE
JSFREQ=INT(SSFREQ])
JXSCAL=INT(XSCALE+0.5)
JSFREQ=JSFREQ®JXSCAL
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A1.5 RIINTEN Intensities from refractive index programme

PROGRAMME TO COMPUTE INTENSITIES, DELTA, FI, CI FROM R.I. DATA

DIMENSION DELT(100),FFI(10G) FGI{10C)
REAC(A,7) NSETS,NSIG
NSETS= NUMBER OF FREQUENCY REFRACTIVE INDEX PAIRS
NS=NSETS
CCNST3=1.0
NSI1G=1 FI CALCULATED
=2 G1 CALCULATED
7 FORMAT(213)
REAC(8,2) FREQI
1F{NSIC.EQ.1) GO TO 6
READ(8,4+2) HALF
KALF= HALF-B8AND WIDTH
J=0
READ(8,90) CCAST1,CCNST2
90 FORMAT(2E7.1)
& REAC(B,1) RDX1,RDX2
1 FORMAT(2F8.5)
REAC(8,2) FREQl,FREQ2
2 FCRMAT(3FB.4)
ROIFF=RDX1-RDX2
A=3.14159%%2
A=A¥2
A=ASRDIFF
IFINSIG.EQ.2) GO TO 20
RK=FREQI*%2~FREQL**2
BL=FRFQ2%%2~-FREQI%*%2
GG 1O 21
20 TOR1=HALF*FREC]
TOR1=TOR1%%2
BK=FRECI*%2-FREQL*#*2 o
TOR1=TOR1 /8K
BK=BK+TOR1
BL=FREQ2**2-FREQI*%2
TOR2=HALF*FREQ2
TOR2=TOR2%%2
TAOR2=TCR2/8L
BL=BL+TOR2
21 0K=1,0/BK
BL=1.0/8BL
B=BK+8L .
Af=A/8 :
WRITE(6,4) RCXL1,RDX2,FRECL,FRECI,FREQ2
4 FORMAT({LHO,*ROX1="3FB.,54" RDX2=',F8.5,/'FREQL=
+FBa4,* FREGC2= ', F8.4)
IFINSIG.EG.2) GO TO 11
WRITE{6,10) RCIFF,B
10 FORMAT(LH 'CELTA= %,F8.5,' Fl= ',E10.3)
GO 10 13 '
11 WRITFE(6,12) RDIFF,B .
12 FORMAT(LH ,*DELTA= ',FB.5,* GlI= ',E10.3)
13 WRITE(6,3) Al

—

‘yFB8.4,* FREQI= !



FCRMAT(LH ,*ABSCLUTE INTENSITY= %,F10.3,° (M=2')

J=J+1
DELTULJI=RCIFF*CONST
TF(NSIG.EC.2) GO TC 30

- FFILJ)=B%CONST2

30
a1

41

42

40
50
51

Ga 1C 131

FGI(J)=B*CONST2
NSETS=NSETS-1
IF{ASETS.GT.0) GO TC 6
IFINSIG.EQ.2) GO 1O 50

DO 41 J=1,4NS

WRITE(T,40) CELV(J),COUNST3
DO 42 J=1,4NS

WRITE(T7+40) FFICJ),CONST3
GC YO 5 - .
FORMATIZ2EL12, 4}

DC 51 J=1.NS '
WRITE(7+40) CELT(J),CCNST3
DO 52 J=14NS

WRITE(7,40) FGItJ)},CCNST3
caLi EXIT :

END

SSH
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A1.6 Data input listings-

PROGRAMME CHKb6:FTRAN3

PRIVATE DISK MTS667

]

_anclrovrmT aE ETRAN . . o

PRUGP AMME T CCMPUTE TRANSMISSICN SPr—(TRA FROM [NTFRFERIIGRAM NATA
THIS VERSION IS OIMEMSICNFD FUR 2048 PGINT TAPES

NUORMALISEN GR NON- NOR”AIISEO STMGLE BFAM- SPECTRA ARE PLOCTTED
RATIOED SPECTRUM CALCULATED FRNM NCA-NORMALISED TRANSFOARMED [LFWFNTS

INPUT/0OUTPUT OEVICES
S=TAPE INPUT=FILENAME (EG CRAL(1,2 '})
8=CARD INPUT==SOURCE=
6=PRINTER QUTHHT=5S INK=
7=CARD OUTPUT==PUNCH*

READ(E) MNSETS(13)

NSCTS=NUWBER CF DATA SETS

READIE) NIT&) ,FSIATIZ2Y,F5,2) 4 FREDILI2X,FTL2 ) FRENHIZ2X,FT,2), IMPUT (2%, 11},
hS!G(?X-!ll'NAUS(ZXIl)'NUHT(ZX!ll.NCAPD(ZXI]\'NQQM(ZXll)

N=NUMBER OF PCINTS TO BE TRANSECRMED
FSINT=SAMELING INTERVAL IN MICRCNS
FREGL=LCWFR FREQUENCY LIMIT IN [M-1
FREQH=IIPPER FREQUECNCY LIMIT IN (CM-1

ICPUT=NUMRBER QF QUTPUT POINTS PFR RESOLUTION
{1 TO 5 CHNLY)

NSTG=1 FCR RATIQEC SPRCTRHM
=2 FOR SINGLE SPFCTRUM

NARS=1 RATICED ARSCRRANCE SPECTRUM [S PLOTTEN

=0 PATIOED TRANSHMITTANMCE SPFCTRUM IS PLOTTED
NCUT=0 GIVES NORMAL LISTING CF INTERMFCIATE OATA
1 GIVES SPUCTEA ONIY
2 GIVES FULL LISTING FOR FERNR SEAPCHING



http://HFAM-S.PEf.TRA

SSb

NCARC=0 GIVES NO CAED 0ToyT .

=1 GIVFES FCARD CLYPUT NF RATICED SPFCTRUM

=2 GIVES CaARD (TPYT OF STNALF SOECTRIMM
(SPFCTRAL CARD (UTPUT TIM FORNMAT S{FT,2,FT.0,1X%)

CIVING FREQUENCY (LM-1)
AND FITHER TRANSMITTANCE (R ARSORAANCE NDATA) '

NCRM=(0 GTIVES MUORMALISEDR SINCILE SPECTRA
=1 GIVES NON-NIEMALISED SINGLE SPECTRA

READ(8) T0J)ed=11,1303T2),1(d)4d=14,415(3XsL4,1X,A4)

L{111=NAY({AUMERIC)
1012)=MCNTH{NUMERIC)
1(13)=YEAR(NUMERIC)

1{(14)=SAMPLE TAPE REFERCANCE NUMBER

1015)=BACKGROUND TAPF RéFEREhﬁF NIMABER.

READIB) VI d=3,6(4FC3)
V{(3)=SaMPLE COURSF GAIN SETTING
V{6)=SANMPLE FINE GAIN SETTING
V{S)=BACKGRCUND COUKSE GAIN SFTTING

VI6)1=8ACKOROUND FINE GAIN SETTING

ReAD(Z) Ix(20A4)

Ix=TITLE GF SPECTPUNM

.

READ(5) M{ARRAY) (20F4.0)

M=V2LUES 3F INTERFERCGRAM FUNCTICN FRCM TAPE
(BACKGROUND TAPE RFEAN TN FIRST AND THFN SAMPLE TAPE)

RELNDS TN DATA FRCOM THF TAPS FILEWFFTIICES THE ARRAY NAATA TN THE NECESSARY
NUMAEK OF POINTS FITHER SIDE NOF ZFRTD PATH DITEFCEMCE (RFDEATS THE FIRST

OR LAST CATA POINT IF TAPE IS Trr SKOAT BCORGRE R ARTEDR THE MAXTMUY,
AUTOCORRELATES  NOPMALTISES AND ARPONDTSES THE THTERPFFRECGRAM; CNNLEY-TIKFY
TRANSFOPYG  MURMAL ISFES AP ILATS THE BACKECRNUHD AND SAMPLE STNGLFE SPE(TRA,
FATTOS SARDLE T RLCk 220y ANMD P oTS QATIOND SPECTRIpt AS FTTHER
TrANSUTTTANMCE AROADSTIRRANC!




PROGRAMME CHK6:DCHO623

PUBLIC DISK
PROGRAMME TO PRGCESS DISPERSIVE (PHASE) SPECTRA

C. BARKER

CALCULATES AVERAGE PHASE FUNCTTONS AND RCERACTIVE INDEX / FREQUENCY CURVE
BY THE -METHOD OF CHAYBERLAIN. AMD GEABIF . \ v . . L

INPUT /DUTPUT DEVICES
S=CARD INPUT=*SOURCE™
T=BACK GFOUND PHASE FILFNAME
9=SAMPLE PHASE FILENAVE
6=LINE PRINTER QUTPLT=*SINKx%

READ(SINSETSII3) 4NIPHIT3) yNDSPH(T3) 4 APHM(T13) NAVER(]3)
NSETS=NUMBER OF SETS CF DATA
MOPH=1 GIVES PHASE CURVE FOR EACH DATA SET PLUS AVFRAGE

=2 GIVFS AVERAGE PHASE CURVE NNLY
=3 GIVES NN PHASF CURVES

NCSPH=0 RCADS PHASE FRCM INPUT TEVICE S5 (=:uSNURCFE#H)
=1 READS BACKGRDUND PHASE FRNOM FILE 7 AND SAMPLE PHASE FR{OM FILE 9

NPHM=0 CALCULATICA FCR 4 PYRE V ICUIND NR A SOLID
=1 CALCULATICN FOR A SOLUTION )

NAVER= NOT USED AS YET
READ(5) NBKG(IB),BDIS(I?)-PN(!Ll,NP(13).NSIF1(I?).NQXGZ(I?).N)!Glll3).“PHAS(IE
NBPHAC(T )
NMBKG=KUMBER OF PHASF RACKGRCUNDS
NCIS=NIVMBER CF SAMPLE PHASES
NN=NUMBER OF Pﬂ]NjS
NC=NUMBER -OF RUNS WITH DIFFFRENT MEAN REFRACTIVE INDFY VALUES

NSIGL1=SAMPLING INTEFVAL IN MICPTNS
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NS1G62=0 GIVES STNGLE SPACTING OF POINTS TN REFRACTIVE MDEX CHRVE
=1 GIVES SPACIMG 0OF PCINTS FUOR COMPARISNN BF CUPVES wlTH DIFFERENT
NUMBERS 0OF POINTS

NSTIG3=0 GIVES REFRACTIVE INCEX PLOT
=1 GIVES IrnLY PHASE SPECTCQA

NPHAS=1 REANDS TA TINSTPUMENT PACKCROIND FOP SNILUTINN COMPUTATINNS
=0 DOES NOT REAN [N BACKGROUND
IFf NOSPH=0 (READING PHASES FRNAM *SNOURCE=

READ(S5) (PHASO(J,y K} 4 J=1,HN}(10F5,2)

PLASO= ARRAY NF PACKCROUND OHAGES

READ(5) (PHASS(J K1 s d=1oNN)(10F5.2)

PHASS=ARRAY DF SAMPLE PHASES. ' R
IF NOSPH=1 (REANING PHASES FRAM FILES)
READ(T)(PHASOIJ KD, J=1oMN)( LOF6.2)

PHAS J=ARRAY 0OF HACKCROUND PHASES

READISI(PHASSIJyX) vJ=1NN) (L F5.21)
PHASS=ARRAY (OF SANMFLE PHASES
IF MPHAS=1 (READIRG IN TNSTRUMENT BACKCGRCUND PIHASE FCR SNLUTION WORK)
READ(5) (BPHAS(J) »d=1,tHIL10F5,2)
"TBPHAS=ARRAY OF TANSTRUMENT PACKGRCHAD PHASES - . Lo
1F NO 1S POSITIVE
READ({S) NM(T3),RMFANMIFLIQ0.5) PATHLI(FL10.5) yFREDLIFTINLE) ZFREQHIFLI0.5),
PATHLI(F10.5) : N . .
QM= INTFGER NUMBER (F RACIANS FOR JDINTNG UP BRAMCHES OF PHASE CURVES

RMEAN=MEAN VALUE (F REFRACTIVE INDEX CNRRECTEN FOR SAMPLING ERRORS AT
2FRN PATH NIFFFRENCF ’

PATHLLI=PATHLENMGTE IN CONTIMFTEES (FOP SOLUTION COMPUTATIONS THRIS 1S THE
PATHLENGTH OF THE SOLUTTICN) :

FREQL=LCWF?2 FPEQUENCY GOF COMPUTATICON 1IN CM-]
FRFQH=UPPER LIMIT CF COHMPUTATION [N Cv-1

PATHL2=PATHLEAGTH CF SOLVENT BACKGROUND (ONLY REQUIRED FNR SOLUTION
COMPUTAT IONS)
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PROGRAMME CHKG:FTRANG

PUBLIC DISK VERSICN OF FTRAN3

PRCGRAMME CHK6:GFLNT3 -

: PUBLIC CISK

CUKRENT PLOTTING PROGRAMME

THIS VERSION 1S DIMENSICNED F0P 5700 PCINTS

INPUT 7/QUTPUT DEVICES
S=xSMMIRCE= =CARD [NPUT
6==SINKx =PRINTER CutePuTt .
8=-A = FILF CONTAININMG FREQUFNOY/TRANSMITTANCE DR ABSCRBANCFE DATA
9=—=XX = QUTPUT FILE FOR *DURPLAT INFOPMATION

READ({5) MSETS(I3)

o .- NSFTS=NUMBER 0OF SERIES OF CUAVFS TN PLOT
NOT OPERATIVE AS YET - SCT EOQUAL TR 1

READ(SHIITITLE(I) (I=1,200(2044

TITLE(I)yI=1,20 = TITLE NF SPECIRUM

READ(S) NCURVE(I3)yNStT2),XSCALELFS, 1Y, XSL{13)
NMCUPVE=MNUMABER OF CUPVES PFR FLCT

NS=1 GIVES ABSNRAANCE SCAIE FRAM O TN )
=2 GIVES ARSNRBANCE SCALF FPNM 0 TO 2.5

XSCALE=FREQUENCY INTFRVAL PER INCH CF CRAPH PLOT
NUT FEQUIRED wHEN XS1 = 1

XS1=) GIVES STRAIGHT-FCRWARD WAVENUMPER SCALE WITH SCALF FACTOR DEPENDANT
UPON XSCALE
=1 GIVES ROUACEC-CFF WAVFAUMEER SCALE, XSCALE 1S CALCULATED DEPFNDING
UPNN THE FRFOUENCY RANGF 0OF THE DATA




- _ Sl

READ(SINA(CIZ) ,NCUTI(13)

=1 READS IN TRANSMITTANCE DATA TN INCREASING WAVFMIMUARER [GROCR AMD PLATS
TRANSMITTANCE SPFCTRUM

=2 PEACS IN ABSOROBANCE DATA IN TNCREASING WAVENUYBFR NPDFR AND PLOTS
ABSORPANCE SPECTRUNM

=3 READS IN TRANSMITTANCE DATA TN ITHCREASIMNG WAVFMUMAER PDFR AND £1 0TS
ABSORPANCE SPECTFRUM

=4 REALS IN DChO%277 NATA AND PLOTS ABSOKBANCE SPFCTRUM
=5 PLOTS ARSORRANCE SPECTRPUM WITH NEPER MFTRE#2 KOl E-1 SCALF

(FEADING It4 TRANSMITTANCE (FTRAND) DATE )

=5 PLCQTS ABRSORBANCE SPECTRUM WITH NEPER MCTRF-1 SCALE
(READING IN TRANSMITTANCE (FTPAN3J) NATA )

=7 FEADS IN ABSORRANCF DATA IN DECREASIMG nAVENUNMIER CONER AND PLOTS
INCREAS JHNG WAVENUMBER ORDER

NOUT=0 GIVES MORMAL DATA LISTING
=1 GIVES APDITICMNAL CATA FOR FRROR SEARCMHIMG

IF NA FQUALS S (PLOTTING NFPER METPE+42 MCLF-1 SCALE)
REAG(S) PATHL(EL2.3), COMCIEL2.3)

PATHL= PATHLENGTH (CM)

CCNC= CCNCENTRATICN OF APSORPING SURSTANCE (MOLES CM-3) _ S
IF NA EQUALS A (PLOTTING MREPFR METRE-1 SCALE)
READ(S) PATHL{F12.3)

PATHL:'PATHLEAGIH (CM)
IF NA FOQUALS 4 [RFADING DCH 5277 DATA)
READIB)I{XIK)yYIK))I{FTe2+FTa4)

X{K)=FREQUENCY (CM-1)

Y(K)=TRANSMITTANCE
IF NA NOT FCUAL TO 4
READUR) EXOKY g Y UKD oK=L M) (SLFT.247T0ty1X1)

X{K)=FREQUENCY IN CM-1

Yi{K)=ABSORBANCE OF TRANSMITTANCE



READS IN FITHER ABSDRYANCE OR TRANSMISSINN DATA (5 PER CAPD FEXCEPT WITH NA=4 P
FOR DCHOS2TT CATA) AND PLGTS APSOREANCFE NR TRAMSMISSTINN NDATA AS THMCAFASING W
SCALFS 0OF ABSOPRAMLCFE AVAILAGLE ARE 2.5 AKRD 1.0 AASCRPAARCE UNITS
ALSG PLOTS ABSCREBANCE SPFCTRUM WITH NEPER MFTRE$2 MNIE-1 SCALE
NR NEPER METRE-| SCALE
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PROGRAMME CHK6:DCH: 66

PRIVATE DISK MTS967

DEVELCPMENT OF CH5K:DCHO590 _ . e -
PROGRAMME TN TRANSFGRM DISPTRSIVE (ASYMMETRIC) - INTERFEROGRAMS
TH1S VERSION IS TIMENSICNED FNE 4096 POINT TAPES

INPUT/DUTPUT REVICES o -
S=TAPE INPUT=FILENAME (EG CBAL(],20))
6=PRINTER OUTPUT=%SINK*
7=CARD QUTPUT=%PUNCH=
8=CARD INPUT=%SOURCE*

READIB) MNCARDIT2)yNDUTE T2V, NCOR{T2) 4 NORM(T 2) \NPCRD(I2) ,NREAD(T2)
NCARD=: GIVLCS CARD CUTPUT QF SPECTRUM
(FORMAT 5(F7.2,F7.4,1X})
=1 GIVES NC CARD OQUTPUT

NCUT=0 GIVES LINE PRINTER+CARD NUTPUT IF NCARD=0
=1 GIVES CARD OLTPUT CMLY

NCR=]1 PRONUCES & SPECTRUM CCPRECTEN FNR GAIN SETTINGS:

NCRM=0 GIVES NT NCRMAL ISATION
=1 GIVES NORMALISATICN

NPCRO=1 GIVES CARDC AND LINE PRINTER QUTPUT FNR PHASF
=% GIVES LINE PRINTER CALY

MREAC=0 NO NOT READ EXTRA DATA CARD
=1 READS EXTRA DATA CARD

WHEN MNPEAD=1
READ(BY NINT(I2) . NPHAS(I12),NCSPEC(T2)

NINT=" READS TNTERFERQRNAPANM FR(CV FILE S
=1 READS IMTERFERCCRAY FROM 8

NPHAS=" CALCULATICN OF PHASE FAR ANPLITURE MFCULATICN
=1 CALCULATICN OF PHASE FNR PHASE MODULATION

NSPEC=0 GIVES SPECTRUM PLOT
=1 TERMINATES PROAGKAMME AFTER PHASE VALUES HAVF REFNM DRETERMINED



READ(B) NIT4) SIIFL 1)}, FLNUWIFB.1),FHIGHIF6,1)3T9{13),1E(13),N2(T14),
IPCI3),1APLI3)

N=MNUMHER QF PNINTS

SI=SAMPLING INTERVAL MICPQNS

FLCW=LOWER FREQUENCY LIMIT IN CM~1
FEIGH=UPPER FRFQUFNCY LIMIT IN CMm-1
16=NMUMBER QF POINTS PFP RESOLUTICN (1-5 CMLY)

o
LR

“NUMBER OF TAPRS TC RE PROCESSED
! FIP SINGLE TAPE
2 F3R RATIO

NZ-NU“hER OF PNINTS USED FOR DETpRMINATIFN OF PHASE CrRRECTICN FUN(TIQN

{P=1 RIVES CFNPUTATIfN CF ﬁpECTPUM FPCM ﬂNF -SI1DED (COSINFY) TPANSFORM
=1 GIVES CCMPUTATION NF SPECTFUM FRONM TWO-SIDFN (POWER)} TRANMSFORM

1AP={" TRANSFORMATICN DCCUCS WITHCUT APCDISATION
=1 TRANSFORMATICN NF APODISFD INTERFEROGRAM

REAGIED) T(J)ed=11,130312),10J)yJ=1441513XsR441X,A4)

FE11Y=DAY{NUMFRIC)
1(12)=MONTH(NUMERIC)
F(13)=YEAR(NUMERIC)

TU14)=SAMPLE TAPE REFERFNCE NUMBFR

1(15)=BACKGROUND TAPE REFEPRENCE ANUMBER'

READIB) VI(J)yJd=3,4614F6.3)
VI3)=SAMPLE COURSE GAIN SFTTING
V{4)=SAMPLE FINE GAIN SETTING
V(5)1=BACKGRCUND COURSE GAIMN SETTING

VIA)=RACKGROUND FINE GAIN SETTING

READ(H) IX(20A4)

IXx=TITLE OF SPECTRUM

READ(S) M{APRAY)(27F&4,)
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The far infrared absorption of solutions of tetra-n-butylammonium chloride in benzene has been
examined as a funclion of concentration and temperature.  Part of the absorption (both for liquid
and solid solutions) arises from severcly perturbed benzenz molecules which must, therefore, be
invalved in ™ solvation ™ ol ion aggregates. The wnole spcctrum is thought to arise from vibrations
of the solvated, or mavbe solvent scparated, ion aggregates and from the collisions of severely po-
larised benzene molecules. The benzene perturbation is furtaer reflected by the intensity enhance-
ment of the v,6 (e,4) band. The coaceniration dependence of the band intensity shows clearly that
the ion aggregates are * breaking up ** as the concentration is lowered.

Evans and Lo! publishcd some far infrared spectra of tetra-alkylammonium salts
in benzene und attributed bands in the 70-100 cm~' region to vibrations of ion-pairs
or associated ion pairs in solution. The band positions were sensitive to the anion
used and the shifts observed agreed quite well with those expected using simple
considerations of anion mass. No consideration of the part played by the solvent
was mentioned although if tke salt dissolves at all then, clearly, solvation must occur.
These results were later considered 1n the light of results obtained for various salts in
polar solvents by French and Wood.? From the lack of solvent dependence of the
band observed for Na*BPhj it was concluded that the solvent was not involved in
the mechanism giving rise to absorption (even in highly solvating solvents such as
pyriding and piperidine). More recently®® it has been shown that the origin of the

bands which arise in the spectra of solutions of meltal salts in polar solvents is related .

to the motions of the solvated cation, and that such spectra are solvent dependent ?
(but largely anion independent). However, very liule further work has been published
on the origin of these far infrared bands in *‘ poorly solvating ” media, although
models have recently been proposed -!'3 10 explain the dielectrie relaxation of tetra-
alkylammonium ions in non-polar solvents. Evans and Lo ! pointed out that their
spectra showed an asymmetry to low frequency which suggested the presence of
unresolved bands. This was rationalised in terms of a planar rhombic model of a
‘“ double ™ ion pair cluster with 3 in{rared active modes, only one of which could be
posiuvely identified in the spectrum. It is, however, established '* that, at the
concentrations used (0.05 mol dm=3), the ions are likely to form clusters containing
up to 15 ion pairs, hence that the model used was unrealistically simple.  As part of
a new programme of research on ion-ion and ion-molecule interactions we carried
out at detailed study of these absorptions as a function of solvent, concentration,
phase and temperature for a variety of saits. Our major objective is to throw addi-
tional light on the nature and origin of these bands. We further hope to construct
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a dynamic model which will satisfuctorily explain the observed phenomena in terms
of the co-operative motions of the ions and sohent in the liquid phase. This paper
describes the data Jor tetra-n-butylammonium chloride in the non-polar solvent
benzene and shows in particular the enhanced value of the information collccted by
careful work in this very low frequency region using modern interferometric equip-
ment and proper data handling techniques.

EXPERIMENTAL

B.D.H. AnalaR benzene was used as solvent. It was dried over molecular sieves for at
least two days before use. A Kaurl-Fischer titration showed <0.001%; by weight of water
in the benzene solvent. The tetra-n-butylammonium chioride used was purchased from
Easunan-Kodak Lid. This salt was kept over calcium ciloride in u dessicator and was used
withoui further purification. The solutions were niade by weighing out the required amount
of salt in a 10 cm?® volumetric flask and then making up td the mark with dried benzene.
The solutions were made up _as quickly as possible since the salt is deliquescent. Some
solutions were kept over molecular sieves for a few duys and the spectra recorded show the
same intensities as those solutions without molecular sieves. The amount of water in these

. solutions was small (abqut 0.1-0.2%;) and .did not noticeably aflect the recorded spectra.

The specira show no time dependence over a period of a week.

The spectra were recorded using a Beckman-RIIC FS 720 Fourier spectromelter giving
tape output of the digitised inierferogram. The specira were obtained in the conventional
transmission mode over the range 20-250 cm™' using a 50 gauge (12.5 um polyethylene
terephthalate) beam-splitter together with a white lens and 50 um black polythene filter.
Suflicient data points were recorded 10 give a resolution of 1.2 cm=! before apodisation for

the double-sided interferogram, and a time of recording of 35 min for each background and

sample tape. The spectra were computed using our Cooley-Tukey Fourier Transform pro-
gram on the NUMAC 1BM 360/67 computer. The 1024 points transiormed pave a resolu-
tion of approximately 2 an~! afier apodisation. The time of computation was typically
160 s for a raiioed spectrum. The spectra illusirated are ratioed absorbance spectra, correc-
ted for gain differences, of solutions of tetrabutylammonium chloride in benzene against
pure benzene solvent background. The intensities were determined from the arcas under
the absorption bands which were mcasured by using a planimeter afier drawing the ** best ”
baseline by eye. As these bands are very broad the positioninng of the baseline has a critical
effect on the intensity computed. We hited baselines by comparison of the profiles of the
.absorption bands from different concentrations so that the high and low frequency limits of

the absorption could be determined ; this method should give consistency over all the spectra |

measured. The ratioed transmission spectrum was also obtained on cards and the areas
under the absorption bands calculated using a simple integrator program with a linear
baseline. The ** computed ™' and measured arcas compared favourably and any differences
were always within the limits of the precision of the measurements, A precision check was
conducted by making up five solutions of 0.5 mol dm=> concentration of tetrabutytammonium
chloride in benzene and recording four specira of each solution, refilling the cell for each run.
The computed intensities of these 20 runs were then treated statistically, giving a root mean
square deviation for the intensity and a coefficient of variation of £ 6.5%,. (The ** coefficient
of variation " is defined as 100 times the root mean square deviation divided by the mean
value,) This precision is depicted by the error bar on the concentration graph (fig. 6.).

RESULTS AND DISCUSSION

Fig. 1 shows the specira of ButN+Cl- in benzene solution al several dilterent
concentrations between 0.3 and 0.7 mol dm~3*. The asymmetry to low frequency of
the band centred at about 115 em~! is clearly evident. Our spectra are more clearly
defined than those previously published, especially on the low frequency side, and
there is no doubt that a distinct asymmetry does occur. This asymmetry, and
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the extreme band wiadsh. account for the difference between our ¥,,,, and the published
data (see table 1). Although they are not considered specifically here, we also have
spectra of BujN™* sabts with other anions which confirm the v,,, pattern with in-
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Fic. 1.—Spectrum of BuiN*Cl- in benzene at various concentrations (A) 0.3 mol dm-?,
(B) 0.4 mol dm~?, (C) 0.5 mol dm~*, (D) 0.7 mel dm™*. Pathlength is 0.2 mm in each case.

creasing mass. . The band at 115 cm~! therefore probably arises from some sort of
ion aggregate and from a ** vibration ** (or other phenomenon) in which both cation
and anion take part. Our spectra are ratioed against the same pathlength of benzene
so that, at least at first sight, they should not be aflected by benzene ** collisional ”’
absorption in this region '3 (table 1). To further investigate the possibility of there
being two bands in this region we decided to cool the solutions, thereby reducing the
band widths and (hopefully) separating the absorptions.

absorbance
N in
[T )

0.75

Q.50

cool M1V ~

20 40 60 BO IGO 120 140 160 180 200 220

wavenumber/cm™!

FiG. 2.—BuiN'Cl- in solid benzene at —20°C (obtained by ratioing at the same pathlength). The
concentration is 0.75 mol dm=>,
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Fig. 2 shows the spectrum of a 0.75 mol dm~? solution at 253 K ratioed against
solid benzene at the sume paihlength. The ion aggregate bund is still present, of
course, when the solutions is trozen and there is clearly another band centred at about
93 cm~'. For the solid material ** collisional ™ bands arc converted into translational

TABLE 1.—SPECTRAL PARAMETERS FOR LOW FREQUENCY ABSORPTIONS OF SOLUTIONS OF
BujN*CI~ IN BENZENE

benzene ion
* collisional '’ band aggregate band
Froax! Avy/ B/ Venaaf A/ B/

em-) cm-!  dmimol-lcm-? cm™! em~!  dmImol-icm~?
liquid benzene (T'= +20°C) 75+ 2 80+ 5 45
it.13(T = 427°C) 70 90 40
crystalline benzene . .

(T = —20°C)y’ 88+2 4242 54 .

it (T = —100°C) 97 20 31
liquid solution (T = +20°C) -~
(1.04 mol din—3 BugN+ClI-

in benzene)

4+2 82145 (800 115+ 2 5242 (5000)
* lit.! (room temperature) - ) 120+3 — —
crystalline solution
(T = =20°C)
(0.7 mol dm~3 Bu,N+Cl-
in benzene) 9341 242 116 119+ 1 2742 (2420)

o Intensity varies with concentration.

lattice modes. One of the strongest lattice modes of crystailine benzene 3-!7 is
centred near 90 cm~' (depending on the temperature and the method of sample
preparation '7).  The band width of this lattice mode also appears to be very variable
but is normally found to be between 20 and 40 cm—!. We have attempted to separate
these two bands for both liquid and solid spectra and some typical best fits to the
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FiG. 3.—Typical " best” fit to a sum of three gaussian bands for the far infrared spectrum
of BugN+Cl- in liquid benzene.  x, actual spectrum ; A, total computed band envelope ; B, band at
~115cm~'; C, band at ~181 cm~*; D, band at 79 cm-*).

observed overall profile are given in fig. 3 and 4. The results we have obtained for
the separated bands are included in table |. It may be seen that the obvious con-
clusion is that the second band at about 75 cm~! is due 10 a perturbed ** collisional ”
or Jattice band of the benzene molecule, cither in the liquid or the solid phase, and

ﬁbj
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this strongly implies that the benzene solvent molecules are very much involved in
the aggregate giving rise to the band at 115cm~'. This is no ordinary ** solvent ”
effect. The concentration of solvent molecules is typically more than twenty times
that of the ions in solition and a very severe perturbation must occur for the benzene
spectrum to be so pronounced. Table 1 shows that the integrated intensity of the
benzene ** collisional * band is perturbed by at least a factor of six in the liquid phase

- & J— ————

O.Ai /."\\ !

: - ° o.ni' .=’ " i

' O o 5o 15 140 0 200 20
wavenumber/cm™'

FiG. '4.—Typical best fit to a pair of lorentzian bands Tor the far infrared spectrum of BulN+*Cl- in
solid benzene.

{based on the total benzene concentration). This must involve either an extremely
powerful mode of * solvation ™ or possibly an ** aggregate * which includes solvent
molecules. In other words, it appeuars as though the ions may be ‘* solvent separated ™
in the ion cluster. lon-induced forces between the salt and the solvent will be
operative and these will result in entirely different electrical field fluctuations when
the benzene molecules collide, either with other solvent molecules or with the ions
themselves. A simple ion-induced dipole calculation shows that the ‘‘extra™
benzene absorption can be accounted for if the ion and the benzene molecule have
interaction distances of between 1.2 A and 1.9 A giving perturbed intensity values for

.00

300 320 340 360 380 4C0 420 440 460 480 0O

wavenumber/cm™!

Fia. 5—Spectrum of frozen solution of BuiN*Cl- in benzene showing perturbed v, band at 403,
416 cm™!.

the collisional benzene band of 800 to 50 dm? mol-! cm~2. These distances are fairly
short (compared with the sum of the van der Waals radii of the ion and molecule
concerned) and provide support for the theory that the benzene molecules are severely
perturbed by strong ion-molecule electrostatic interactions. We have confirmed
using the BujN*Br- and Ag+ClO7 salts that the band at 75 cm=? is still present even
though these salts have ion aggregate bands at different frequencies (i.e. the ion
aggregate bands are shified but the extra *‘ benzene " band remains at the same
position with the same relative intensity).

It seemed to us, that, if the benzene molecule is perturbed in this way, then there
ought also to be some perturbation of the internal modes.
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Such a perturbation has been found for the v,(e,,) band which is observed as a
doublet at 403, 418 cm=! in the spectrum of crystalline benzene *® (the splitting is
caused by the lifting of the degeneracy in the crystalline material '8). This band is
apparently too weak 10 be observed in glassy benzene or in the liquid.

It is, of course, formally forbidden for the isolated molecule but allowed by the
site symmetry of the crystal.'®  Fig. 5 shows the spectrum of the frozen salt solution
ratioed against the same thickness of crystalline benzene. The perturbation in inten-
sity is of the order of 1009, while the band positions are hardly moved at all. The
presence of this perturbed v,, band serves to confirm the presence of crystalline
material (as opposed to a glass)in the cell as well as supporting the far infrared evidence
for a severely perturbed solvent molecule.  We have not so far confirmed an intensity
enhancement of the v, , band in the liguid phase. This is due to the very low intensity
of the band in the first instance. [t seems likely from the very small difference in
. + position and splitting pattern of the v,, tand that the nature and symmetry of the
benzene crystal is not drastically altered by the dissolved ions, although there is
clearly 4 large electronic perturbation. This particular mode is a CCC out of plane
rocking mode '® and it is the on/y internal mode whch we have found to be severely

perturbed.  This implies that the cation interacts with the benzene molecule in a way

which affects out of plane rocking modes of the ring. This might be expected to be
the case for a strong electrostatic interaction with the pn-bonding orbitals of the
benzene and would appear not to be the expected behaviour for a donor-acceptor
interaction of the benzene--BujN* system,2%- 2! in which case perturbation of the
totally symmetric modes of henzene would be expected. The implication is that the

anion and cation in solutiun are closely associated with one another, as indicated by
the freezing point measurements. !4
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FIG. 6—Intensity against concentration plot for tetra-n-butylammonium chloride in benzene at 291 K
(low frequency absorption).

We have further attempted to investigate the results of such ion aggregation on the
far infrared spectrum by studying the effects of dilution. In this region of the
spectrum (with our present optics and detector) we are only ablc to study benz;ne
solutions of up to about 2 mm pathlength. This means that our lower concentration
limit is about 0.05 mol dm=3. The question is whether or not Beer's Law is obeyed,
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since this ought to give some indication as to whether there is clear evidence that the
aggrepates are breaking up on dilunion. If the absolute :ntensities for vibrations of
clusters of difjerent sizes are the same (or roughly so) then a ten or twenty-fold dilu-
tion is cxpected to lead to a decrease in the otal band intensity since the number of
ion-ion vibrations decreases as the clusters break up.  On the .other hand, if Beer’s
Law is obeycd this means that ion-ion vibrations in a large ciuster have a smaller
mherent intensity than those smallcr clusters.  Fig. 6 shows that Beer's Law is, in
fact, not obeyed and represents furiher strong cvidence for the solvating ability of the
benzenc molecules. However. we have since shown (unpublished, prelinminary data)
that, for concentrations in the 0.1-0.45 mol dm~3 range the BujIN+*Br- band in benzene
does obey Beer's Law quite well. The bromide salt is less deliquescent than the
chloride salt and we have tried 1o find out whether ihe increase in intensity with con-
centration (fig. 6) s possibly due to the presence of {very small) amounts of water in
the solutions. To this end we have added very small concentrations of distilled water
to our solutions and measured the intensity of the (total) low frequency band. The
results are shown in table 2.

TABLE 2.—EFFECT OF ADDED WATER ON INTENSITY OF LOW FREQUENCY BAND FOR BujN+Cl

IN BENZENE SOLUTIONS

5o water? (by volume) 10-38/dm3 mol-} ¢m~—2
0.16 11.35
0.38 10.66
0.44 10.37
0.75 10.57
1.19 10.67

@ Concentratons monitored using the Karl-Fischer method.

It is obvious from the 1able that the intensity of the band is not increased by even
large concentrations of water and may, in faci, be dccreased slightly as would be
expected i the etrabutylammonium salt is now being solvated by water rather than

benzene. We have little doubt that the solution process for these tetra- alkylammo-

nium salts is affected by the small amounts of water present but the evidence is that
the observed deviations from Beers Law are not caused by water in the solutions.

We are now proposing to study this and similar salts in a range of polar and non-
polar solvents {e.z., dioxan, chloroform, carbon tetrachioride and tetrahydrofuran)
with the object of studying diflerences in the band shape and intensity behaviour in
media of different solvating ability. We are also proposiang Lo compare these spectra
with those which are thought (o urise from the libration of a solvated cation {usually
a metal cation) and attempt to correlate the spectral and dynamic paraimeters with the
nature of solvent action. Soie eftorts will be directed towards casting further light
on the origin of the band which arises Lo the high energy side of the ion aggregate
band (at about 200 cm~! on fig. 1). This is cenainly a real band and it appears to
have a counterpart in the spectra of Li* and Na~™ ions in solvents such as acetone
and tetrahydrofuran. The band does appear fairly sensitive to the anion used and
could ke a ** solvated anion ”’ phenomenon. However, this requires more extensive
investigation.

Finally, with the installauon of a polarizing optical arrangement 22 and a liquid
helium cooled detector we shall be able to reach lower concentrations of salt and
approach more closely the *‘ ion pair " situation.

S]’l
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Meanwhile, this work shows how valuable information on the nature and extent
of solvated ion aggregation may be obtained using very far infrared spectroscopy.

C. B. thanks S.R.C. for a C.A.S.E. studentship (granted in collaboration with
Beckman-RIIC Ltd). Thanks are also due to S.R.C. for an equipment grant to
purchase the iar infrared interferometer.
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The far-infrared spectra of tetra-n-butylammonium halides in benzene, chloroform and carbon
tetrachloride are interpreted with the aid of a dynamic mode! based on the stochastically modulated
oscillator theory of Kubo. Although the model is not necessarily unique for this particular (and com-
plicated) system, it does enable a reasonablc interpretation of the observed band frequencies, widths
and intensities and their variation (or otherwise) with changes of salt, solvent and tcmperature. All
the data are consistent with situations in which the ion-pair (or aggregate) vibrations are stochastically,
but relatively slowly, modulated by interaction with the surrounding solvent molecules. The
perturbation of the solvent molecules, mainly by dipole-induced dipole interaction, is shown to be
severe. There is also evidence of strong coupling of the solvent ** collision mode ™ and the ion-pair
vibration and that the latter is strongly overdamped by a high Langevin friction constant. The
implications of this work for the interpretation of data obtained at lower frequencies are considered
to centre on the large solvent-solute interaction and this large microscopic viscosity coefficient.

The far-infrared (submillimetre) absorption by electrolyte solutions has been
examined both directly '3 and indirectly ** (using high frequency microwave measure-
ments). Recent work in our laboratory ¢ has been aimed at a comprehensive quanti-
tative study of a range of tetra-alkylammonium salts in (supposedly) poorly solvating
media in an effort to throw further light on the nature and origin of these absorptions.
In this paper we examine the possibility of constructing a dynamic model for the ion-
pairs (or aggregates) which will allow us to interpret the experimental data in a
meaningful way and which will (hopefully) provide further insight into the vibrational
and relaxational behaviour of the system. We also consider here the ways in which
our model may be developed and tested, and the similarities and differences between
this and other models—particularly ones used to ifiterpret *“ dielectric ** (microwave)
data %712

EXPERIMENTAL

The measurements were made using a Beckman-R.1.1.C. Ltd., FS720 interferometer and
fixed pathlength cells of stainless steel with high density polyethylene windows. A Beckman-
R.LL.C. Ltd. variable temperature cell holder (VLT-2) and temperature controller were used
for measurements between 285 and 350 K. The tetra-n-butylammonium salts were pur-
chased from Eastman-Kodak Ltd. They were dried (when necessary) and the water content
of the solutions was monitored by the Karl-Fischer method. The solvents were either
* AnalaR " or ** Spectro '’ grades and were dried over molecular sieves immediately prior to
use.
The spectra shown here are ratioed absorbance spectra (corrected for gain differences)
of the ‘appropriate solution against pure solvent background. The spectral resolution is
~2.5cm™t,  Our methods of estimating the precision of the data, of constructing a meaning-
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ful ** base line ** (for intensity measurements) and of checking on the effects of small amounts
of water in the solutions have been published previously.?

RESULTS

Typical spectra of Bu,"N*Cl~ in the three solvents used and of Bu,"N*Br~ in
benzene are shown in fig. 1-4 together with the decomposition (for Bu,"N+Cl-
solutions) into their separate components.® The resulting band frequencies, half-
widths and intensities are given in table |. Our initial interpretations of these spectra
have already been published? but, since any model which is constructed must at least
be consistent with the experimental data, it is appropriate here to summarise the
principal features of the observed spectra.

(a) The band system (for Bu,"N*Cl~ solutions, at least) can be decomposed into
three separate bands (called A, B and C for convenience) each of which appears to
be consistent (both statistically and phenomenologically) with the (assumed) Gaussian
profile.!3

(b) The three bands are of distinctly different widths and intensities and these
parameters are to some degree (see discussion below) dependent on variables such as
salt, concentration and (emperature. However, the main features of the spectra
remain essentially unchanged for a given anion (but change when the anion is changed).
In particular, the spectra are Lo a large extent solvent independent.

() The assignments® of bands A and B to phenomena associated with solvent (v,)
and ion-aggregate (v.,) (ion-pair in dilute solution) respectively is fairly straight-
forward. Thus, v, corresponds to a (perturbed) collision mode'* of the non-polar
solvent while v, is taken as a vibration of anion against cation in an ionic aggregate—
whose exact nature, in concentrated solutions, is somewhat obscure,

The assignment of band C is more difficult but we shall see that our model points
to a reasonable interpretation in terms of a combination band of v, + v, (see below).

THEORETICAL CONSIDERATIONS

Previous models® 7~ relating to the relaxation of a system of solvated ions have
been aimed at interpreting data collected**"-'? at much lower frequencies (typically
between 100 Hz and 300 GHz i.e., up to 10 cm™) on the dipolar relaxation of the
perturbed solvent and of the ion-pairs (or aggregates of ion-pairs). As pointed out
by Lestrade e al.,* the relaxation (or other) phenomena which are observed depend
on the frequency of the radiation used in the experiment and so in the far-infrared
region (at frequencies corresponding to > 1000 GHz) we expect to ** see >’ phenomena
which are characterised by relaxation times in the 0.1-1.0 ps region. Nevertheless,
it is valid to observe that microwave measurements lead to relaxation times for the
ionic aggregate lifetime (1, in Lestrade’s notation)? and for the elapsed time between
ionic collisions (t,) of the order of 100-300 ps.>?-? This means that, as far as the
far-infrared region is concerned, the ion-pairs can be treated as though they are quasi-
stationary. This is one of the assumptions inherent in the treatment given below.
The other major assumption is that the vibrational mode considered is that of a
solvent-surrounded ion-pair (see fig. 5). Except in very dilute solution this is unlikely
to be realistic, of course, but we note that the spectra vary little over the concentration
range studied down to 0.05 M. Further, we have now studied (with the aid of a
polarising optical system and a cryogenic detector®'%) some of these systems down
below 0.01 M without any major spectral changes. So there may be some empirical
justification for considering an ion-pair in pseudo-isolation.

’5'-7 S
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Fi6. 1.—Far-infrared spectrum of Bu,"N*Ci- in benzene. X, observed spectrum; A, v, band at
~65 cm~'; B, v, band at ~115 cm™; C, v, -+ v, band at ~185 cm™; D, total computed band
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FiG. 2.—Far-infrared spectrum of Bu,"N*Cl- jn carbon tetrachloride. X, observed spectrum;
A, v, band at ~70 cm™; B, v,, band at ~120 cm™; C, v, + v, at ~185 cm™!; D, total computed
band envelope.
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FG, 3.—Far-infrared spectrum of Bu,"N*Cl- in chloroform. X, observed spectrum; A, v, band
at ~70 cm™'; B, v.a band at ~120cm™; C, v, -+ v, band at ~180 cm~'; D, total computed band
" ' : envelope. e
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FiG. 4.—Far-infrared spectrum of Bu,"N*Br~ in benzene. Bands A and B are now very much
closer together and absorption in 150 cm™! region is very small.

The observed spectra and initial interpretation® (see above) point to the need to
consider a stable vibrating ion-pair (with a lifetime which is long compared with the
vibrational period) whose solvation shell of surrounding solvent molecules is consider-
ably perturbed by interactions with the charged species.

Consider (fig. 5) a representative solvent molecule (S) at radial distance R from
the-ion-pair CA (of finite length r.,). A multipole expansion'® of the potential at
S due to the ion-pair is,

3
V(R, 0) = + Q’°;f,°s 9 %;;: (5 cos® 6 — cos 0) + ... 0
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where Q is the electronic charge. If R > r., then the Ist term (dipole term) in (1)
is dominant, and it will be a recasonable approximation to consider the solute-solvent
interaction to be controlled mainly by dipole-induced dipole interactions. For a
polarisable ion the dipole moment is,"

bon = Qren — Lo @

and, for the tetrabutylammonium halides, p., is expecied'*'? to be about 30 — 36
X 107*C m. Thus, the dipole induced in a typical solvent molecule

#y = aE (3)

(where the field strength is given'® by E = —grad {V(R, 0} gives risc to a potential
energy of interaction

Udp—lndp = —%aaEZ ‘\l! i

F1G. 5.—The ion-pair and surrounding salvent molecules. Parameters needed for the calculation
of the dipote induced in a representative solvent molecule by a point dipole yca.

where a, is the polarisability of the solvent molecule. It should be noted that for
benzene the polarisability is distinctly anisotropic,'®3" and this may result in orienta-
tional effects around an ion-pair. The results of applying eqn (3) and (4) will, of
course, be to calculate significant dipole induced interactions between the ion-pair
and solvent.

We now have to note that, due to the motions of the solvent molecules, and also
due to the vibration of the ion-pair, the dipole-induced dipole interaction of eqn (4)
is ime dependent. In particular, it will depend on r_,(r) and R(r) and, since in
the simplest case (2) reduces to p., = Qr,, it then follows from (1), (3) and (4) that
Uo-ingp 1S proportional to the square of the total ion-pair-solvent distance (see ref. 18,
p. 126). However, if R(r) is tuken to be a slowly varying function of 7 (for the simplest
case) then we can write,

Udp—lndp = l‘(’) rtz:/v (5)

(However, see discussion section for details of possible deviation from this simplified
expression for U.) k(r) then represents the time dependence of the interaction
potential and is a complicated function which depends on (i) the relative orientations
and separation of the solvent and ion-pair (ii) the (possibly anisotropic)'® polaris-
ability of the solvent molecules. Thus, as k(r) fluctuates, the ion-pair vibration
suffers a stochastic modulation which will, of course, in principle affect the spectrum.

The ion-pair vibration may now be treated using the general formalism developed
by Kubo? for calculating the spectral line shape (or associated relaxation function)
of a randomly modulated oscillator. (This treatment has recently been successfully
applied?"? to the case of a weak hydrogen-bond vibration in a * bath ” of surround-
ing solvent molecules.)

19
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The Hamiltonian for the vibration of the ion-pair is writlen as
H = Aplam + dmrl, wi, + kri, (6)
= 4plalm + Imri{wls + 2k/m} '
where m is the reduced mass, given? for a contact ion-pair as,

AIIC(MA 'I_ Ms + Mc)v

N TG M) o

the subscripts C, A and S referring to cation, anion and solvent respectively. We
may now regard the operator (6) as a stochastic operator wrilten as,

H(1) = 4piaim + dmrl, (1)
where the effective time dependent oscillator frequency, w(r), is obviously given by

[ 20
wft) = | wis + 2
k(1)
M,

~

~ Wea + 4 ... (8)
Thus w(f) = we - w,(r) where wy = w4 and w (1) = k(t)/mw,, in our case.
The transition dipole relaxation function, ¢(t), of the oscillator is given? by,

1) = Cexp (if k(1)1 ©)

is easily calculated from the spectral distribution, I{w) since the transition dipole
moment autocorrelation function is

m(0) - (1) = |1 lexp(—iwcat)ep(t) (10)
and

Iw) = ;¢ / " explil@ — we) (). (an

Although the calculation of ¢(1) is easy (see fig. 6), in order (o proceed further with
the interpretation in terms of the molecular properties of the system it is necessary
to know the form and distribution of the stochastic process, k(t), of eqn (8). Although
expressions for A(¢) are complicated (and we do not believe that, with the present
quality of spectral data, band fitting is justified) we do have some experimental
evidence as to the probable source and properties of this process.

We first note that the observed spectral distribution of r., and its associated @(¢)
(fig. 6) are well-approximated by Gaussian functions with relaxation times of about
0.4 ps. In the stow modulation limit?®22 (i.e., for a k(1) process which is slow com-
pared the rate of decay of the dipole moment relaxation function ¢(1)) the spectral
distribution follows the statistical distribution of k(1)—which would, in that case, be
Gaussian. Further, we note that the band profile is expected? to be Gaussian (by
the central limit theorem??!) if the number of near neighbour solvent molecules is
large. Since it is unlikely that benzene molecules are rigidly ** bound ™ to the ion-pair
in this case, it is doubtful if the solvation number concept®?* means very much for
these solutions. However, the tetralkylammonium ions are known?é to have effective
ionic sizes (without solvation shell) of 4-5 A and the number of benzene near neigh-
bours is estimated to be about 20-30. However, k(t) is clearly not a stationary

S€o
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Fia, 6..—Rclaxation functions ¢(1), of the v, and v, vibrations in the Gaussian approximation.

process. In the liquid phase we know that the solvent molecules collide with the ion-
pair (or aggregates) and with each other. [Indecd, we see the effects ol these collisions
in the *“ A " band of the observed spectrum.  So one component of k(1) will fluctuate
at the solvent collision rate and another component will fluctuate at the solvent-ion
collision rate. Since the motion of the ions is rather slow it is principally these
motions of the solvent molecules which lead to the variation of k with time. Thus
the collision mode of the solvent may be treated as a stochastic process. If the
change in R caused by collisions is AR then

R(1) = Ry + AR(r) (12)
and, since the effect on w,, is through dipole-induced dipole'-'¥ interactions,
k(t) = C'R% = C'(Ry, + AR)™S. 13)

Expansion of (13) gives terms in AR, AR?, etc. which, when used to modify the
Hamiltonian, will lead to terms in r2, * AR, ri, - AR? etc. These will lead, in
principle, to coupling of the collisional (v,) and ion-pair (v.,) modes. The resulting
effect, which is expected to be large because v, and v., are very similar in frequency,
is that a band at =¥, 4- ¥4 is predicted. The presence of a band very close to
P, + P, in our spectra—a band without any other obvious explanation—provides
strong support for the general validity of our model and the preceding theoretical
considerations.

A
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DISCUSSION

Clearly, the principal observed spectral features are adequately explained with the
aid of the model of the electrolyte/solvent system which is outlined above. This
model is based on a stochastically modulated ion-pair vibration, the modulation being
provided by the surrounding solvent molecules, which are themselves severely per-
turbed by the effects of dipole-induced dipole interactions. Nevertheless, it is useful
1o consider the data in rather more detail in order to investigate more closely the
nature of the molecular processes involved in giving rise to these spectra. Consider
first the ““ A ” band (v,). The results in benzene solution show that both the width
of this band and its intensity increase with increasing temperature, while the band
centre remains fairly constant (with a slight tendency to show a high frequency shift
but the scatter of data is too high for this tendency to he confirmed). These results
are, of course, what is expected if the band is duc to collisions of the solvent molecules.
For example, Pardoe? found that collision bands of non-polar solvents increase
slowly with an increase in temperature (in contrast to the behaviour of the * libra-
tional ” band¥~?° of a polar solvent which decreases rapidly in frequency as the
temperaturc is increased). Thus, our data strongly support the idea that band “ A "
is caused by solvent molecules translating against one another (and against the ions
in solution), the large perturbation being due to the greatly enhanced fluctuating
electrical fields caused by changes in the solvent-ion distances. Although any solvent
might be expected to show this eflect, a correlation is expected between the size of
these fluctuating fields (and hence spectral intensity) and the polarisability. It is
clear from table 1 that, indeed, the largest *“ A > band intensity occurs for benzene,
which is known to have high polarisability.*®?' (Since carbon tetrachloride also has
a high polarisability?®' it appears that the anisotropy of the polarisability of benzene
does play an important role.) The data for carbon tetrachloride and chloroform show
some interesting features in that the v; band frequency is virtually solvent independent.
Carbon tetrachloride shows ' a collisional band at 44 cm™! in the pure liquid, while
chloroform shows?? an absorption maximum at ~35 cm™. Of course, the situation
is complicated in chloroform by the presence of permanent solvent dipoles and the
possibility** of specific solvation of the anion, but it appears that interaction with the
ion-pairs (of aggregates) in solution is so strong that this produces virtually the same
*“ effective ™ collisional frequency of the perturbed solvent molecules. This may be
related 1o the change in viscosity 7’+** of the medium on going from solvent to solution
(some of the solutions are highly viscous? especially at the higher concentrations) but
in that case, it is surprising that benzene does nol show the same effect.

The results in benzene show that this band is strongly anion dependent, the frequency
and intensity of the band decreasing somewhat on going from CI~ to Br~ (table 1).
This implies that the effects of ion-solvent interaction are smaller for the bromide
salt. Such effects depend, of course, on the * effective ”* dipole moment of the ion-
pair (u.s of eqn (2)) and some such values have been calculated from dielectric
data.'>'73%  Since the effective interionic distance is expected to be greater for the
bromide salt the effective dipole moment should be greater. Comparison of the
observed dipole moment data® for the corresponding Bu,"NH*X~ (X = Cl, Br, )
salts shows that this is indeed the case. However, the exact nature of the species
present (and their electrical properties) depends on the extent of ionic aggregation so
it is difficult at this stage to be sure of the effects to be expected. Measurements of
the far-infrared spectra at much lower concentrations's should throw further light on
this problem (and remove possible effects due to gross viscosity changes).

Considering now the *“ B " band (designated v.,) we see from table 1 that the
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most obvious feature of the data is the almost total invariability of the spectral para-
meters for a given salt. The band centre and width remain constant (within the
experimental error) over a concentration range of 0.8-0.05 M and a temperature
range of nearly 70 K for three different solvents. (There is a suspected tendency to
show some increase in intensity as a function of increasing temperature but this effect,
if real, is small.) On the other hand, there is a considerable shift of v., on changing
the anion and this is roughly in proportion to the increase in effective reduced
mass.!>2*  The data serve to confirm that this band is due to an internal mode (or
modes) of the ion-pair or aggregate. They also enable us to confirm that the principal
effect of the presence of these ions is, as expected, a large dipole-induced dipole effect
on the surrounding solvent molecules. Within the framework of the stochastic
maodel! outlined abeove, we might expect that this vibration would be scnsitive to both
temperature and solvent since we have treated the collisions of the solvent as a stochas-
tic process—giving rise to k(1) of eqn (5)—and these processes are obviously dependent
on temperature and microscopic solvent properties (the solvent properties are usu-
ally?®?! characterised by a ‘‘ friction constant ™, f8, obtained by using the Langevin
equation of motion for the displacement coordinate, r.y (i.€., Fop + Brea + W2arca
= F(t)). Such a friction constant (or damping factor) will be temperature- and
solvent-dependent). However, it is easily shown that, in the classical (high tempera-
ture) approximation, the root-mean-square amplitude of the oscillator A (equivalent
to <k*»"? in the slow modulation limit and measured by the band width in this
approximation) is proportional to 7"? so over a range of 70 K the effect is unlikely
to be large. The damping factor, §, being a viscosity coefficient, is exponentially
dependent on temperature and should also change from one solvent to another. The
fact that little or no change occurs in the band profile with temperature or solvent
strongly supports the assertion that one is dealing with the slow modulation limit:
this is further rationalized as follows. [t seems that § is so large® for the concentra-
tions studied so far that the vibrational mode v, is heavily overdamped 2*2! (8/2w,,
> 1). Since the amplitude of the modulation <k*)!/? is also large we see that the
slow modulation limit (A - §/2w?., > | in this notation2%-2!) arises as a natural conse-
quence of the combined high viscosity and rapid rate of vibrational relaxation.?? We
note here that the mean vibrational lifetime measured by the rate of decay of ¢(t)—
see fig. 6—has a time constant of ~0.4 ps. This is comparable with the rate of
collision of the solvent molecules, of course, and means that the rate of modulation
of the environment of the ion-pair oscillator is o considerably slower process than
the rate of solvent-solvent collisions. 1t is known from dielectric studies®? that the
time between ion-ion collisions is of the order of 200 ps and it is possible that it is
this quasi-static situation of the solute particles which leads to the slow modulation
limit. What is clear is that the variation of k(t) (eqn (5)) is slow compared with the
decay of ¢(¢) and that this is caused (as far as the model is concerned) principally by
a very high viscosity coeflicient . Our current studies are aimed at collecting more
accurate data at reduced concentrations and extending the solvent and temperature
range so that some of these ideas may be further tested.

As we have already pointed out, the band *“ C” in the spectrum is explained
within the framework of our model as a combination band of v, + v., which arises
through strong coupling of the solvent collisional and ion-pair vibrational motions.
Interestingly, the band is very weak in (or absent from) the spectra of Bu,"N*Br~
solutions (fig. 4) but one can only speculate at the present time as to why thisis. Only
an investigation of salts with a range of anions will indicate whether or not there is a
strong anion dependence of the intensity of this band.

Finally, it is interesting to consider what aspects of the model described and the
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conclusions drawn here have a bearing on models used to interpret microwave data
on similar solutions. Two points emerge which need to be carefully considered in
relation to the data obtained at lower frequencies. These are: (i) the very severe
perturbation of the solvent molecules and their large induced dipole moments; (ii) the
very large viscosity coeflicient—arising very probably from the large macroscopic
viscosity of the solutions. Both these efiects are likely to be important in the micro-
wave region of the spectrum and indeed have been, at least implicitly, taken into
account.>™ ! The real value of this work may well be that we have shown a com-
bination of studies in diflerent frequency regions leads to a better understanding of
the fundamental resonant and relaxation processes involved in the behaviour of
similar or identical systems.
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