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ABSTRACT

e

TRANSLENT INTERACTION AND CONTROL SCHEDULING
IN MULTIMACHINE POWER SYSTEMS

by

JaRe PUMBY

The thesis desoribes new methods of' determining control schemss
for multimachine power systewms Oy using Linsar Iulbtiveriable Control
Theory.

The initial stages of the work includes a review of the different
modelling technigues available for studying the performance of synchronous
me.chines by analogue or digital computation., Based on this review a non-
linear digital program that describes any multimachine power system is
produced. For control work a linearised version of this program is
available,

A review of the mathematical theory behind Linear Multivariable
Control metheds is given emphasising its link with the classical approach
of Nyquist Analysis.

The control theory is interfaced with the digital model of the
power system to produce a series of designs by which control is achieved
by either:

(i) Impedance switching

(ii) Fast valving

(iii) TField Bxcitation

The different control designs are compared both with each other
and with control schemes suggested by other authors. \orking from a
purely mathematical basis control scheires are postulzted that produce

improved operation to both small and large disturbances.



The advantages'of fest valving as a control method is outlined

suggested as the most advantageous method of overall control for

o

all

both single- and muliimachine vower systens.
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LIST OF SYiBOLS

GRMERAL

J - Complex Operator.

P - Laplace Operator,

»* - Complex conjugate.

A 2] 1]

A - Inverse of latrix, A,

A - Smwall change in a Parameter.

Capital letters depicting electrical quantities imply R.H.S. values
and small letters instantaneous values,
e.gs L - R.I.S. current

A - instantaneous current.

p.u. quantities are used throughout.

SYRCHROIOUS MACUINE

o = Machine direct-axis.

q, - Machine quadrature-axis.
D - System direct.-a.xis.

(o) - System quadrature=-axis.
Epn - Hodelling voltage.

Ehd - d-cmpt. Of Eho

E,l\\@ - q"cmpt.of Eh.

Ex - Machine terminal voltage.

ed - d-axis cmpt. of terminal voltage.
€q, - g-axis cmpt. of terminal voltage.
E.' ~ Voltage behind transient reactance.

' ! . '
Eq ,€q - q-axis component of E

Ed',eoL' - d-axis component of B'
E' ~ Voltage behind oeal
E-Fd, eéf - Field voltage.

Eq’o - Open circuit voltage.




! s x .
eq,' - g-axis voltage behind subtransient reactance.

ea - d=-axis voltage behind subtransient reactance.
—F - frequency, 50
H - Inertia constant, KJ/KVA.

I+, LT - lachine terminal Current,
Td, 4a - d-axis cmpt. of I, Lr
Ig,4q - g-axis cmpte of Tr, L7

Tf, Af =~ Field current.

4p - d-axis dawmper current.

A:Q - g-axis damper current.

IKp - Damping constant,

Pm "= Mechanical input power.

123 - Machine Terminal power, Real.

Gr - Machine Terminal power, Reactive,.

R. - Power losses.

Y - Armature resistance/phase.

Yf ~ IMield resistance.

b - d-axis damper resisiance.

YQ - q-e.x‘is damper resistance.

Tdo - Field open circuit time constant.

Td' - Field short circuit time constant.

Tdo - Field subtransient open circuit time constant.
Tt - Field subtransient short circuit time constant.
_rtio“ - Quadrature axis subtransient short cct. time constant.
To - Direct Axis Damper leakage time constant,

Tr - Time of Fault.

Tec - Time of Fault clearing.

Ter = Time of Reclosure.



X olCP)
20q,CP)
G (p)

2

synchronous angular frequency = 9-7T"F

d-axis synchronous reactance,

g-axis synchronous reactance.

d-axis transient reactance.

o-gxis trensient reactance.

d-axis sub~transient reactance.

g-axis gub-transient reactance.

Magnetising reactance between rotor and d-axis
Hagnetising reactance between field and d-axis
Yagnetising reactance between rotor and q-axis

Operational Impedances.

Instantaneous angular freguency.
Rotor angle W.r.te E'

Rotor angle w.r.t. to g-axis.
d~axis stator flux linkage.
Field flux linkage.

d-axis damper flux linkage.
g-axis stator flux linkage.
g-axis damper flux linkage.
Machine 1.

Machine 2,

REGULATOR LIODELS

(a) FIZLD

Cr

Efa
Kfe

SXCTPATION REGULATOR

Firor voltage.
Alternator field voltage

Feedback Gain,

stator.
damper,

stator



k

K3
T
Ti
Tz, T3
Tes

Vres
Yes

(v) INFUT

Overall Exciter Gain.
Amplifier Gain.

Transducer time constant.
dmplifier time constant,.
Rectifier time constants.
Overall Ixciter time constant.
Zxciter reference voltage,
Feedback parameter.

POVER REGULATOR

Ke
Kfb
Tv

Ts

Overall Gain
Feedback Gain.
Valve time constant.

AP

Time constant of Steam System,

TRANSMISSICK SYSTHEL

Ew
Egus
Teus
Tw
o P
| Pue
| Qe
| - Qe

Yeus

Yux
Yw

) 3.3'k¢

Voltage at bus, K.

Hatrix of bus voltages.

latrix of bus currents.

Current atl bus, K.

Real power at bus,

Real power flow between bus kand € .
Reactive power at bus,

Reactive power flow between buskand £.
Bus admittance matrix.

Component ¢,j of Ygus

Admittance between bus y and k .

Sum of line charginzg and shunt admittance at bus

Line charging between bus ¥ and £,




YUsuonr - Shunt admittance at bus,K .

3;&, - Load represented at bus, K , by static admittance to ground.

CONTROL SYOTR! DESLGH

A = nxn Plant ligtrix.

to
t
o
(v
=]

1 Driving Hatrix (1)

(o]
]

m x n Output ilatriz,

o
1

n x m Driving Matrix (2)

C

D Contour in the Complex Plane,
dep), dd - m x4 Vector of input's (2).

(e NeHN S.'_Cp)— radius of d~circles at the complex frequency, p.

Clp) - m x 1 matrix of error transforms.

EG) - m x m Return Difference latrix.

ey lp) - Component ¢, of E(p).

Fp) -1 x m metrix of Feedback Transducer transfer functions.

fiCP) - Component ¢ of F(p).

GG

m x m matrix of Flant Transfer functionse.

W Gp) - m x 4 matrix of reference input transforms.
Hp) - m x m Closed Loop Transfer function liatrix.
Tw, T - Identity Matrix.

k CP) -mx mmatriv of Contreller transfer functions.

Ka, Ki(p), Kelp) - Synthesised components of Controller Matrix, (p).

ki, Kfb, - Feedback gain in loop, L

L-C'P) -@nmxmnm post—compeﬁsator matrix.

] - Number of inputs/outputs.

n - Number of state variables.

'35(]3) - Transfer function seen in the i'® loop when this is open and all

other loops closed.



Q)
g4 »
T(p)
t Cp)

ulp), &

g g
GolP)
B2 6P

ec(p)
S (p)

e

mxm Open-léop Transfer function katrix.
Component 4&] of ¢(p).

m x m Return Ratio llatrix,
Component ¢, j of T(p).

m x 4 vector of inputs (1).

Angular freguency.

m x 1 Vector of outputs.

Open-loop system characteristic polynomial.
Closed~loop system characteristic volynomial.

Bigen-value, i, of E(p).

Eigen-value, i, of T(p).



GHAPTER 4

HTRGDUCTYON

4.9 THE TRAISISHT STABILITY FiOBL=M

In the early years of electric generation and transmission
transient stability problems were not very significant asg

(1) Transmicsion distances were eithar small or, over the longer

distances low transaission powers were uscd,
(11) The inertia constent of the alternator was high,
(iii) The characteristic generator impedance wes low,
In more rscent years transmission distances and powers have
12 . . .
increased while the trend in alternator design has shown a dacrease in
(65"
e ' QL
inertia censtant and an increase in the generator characterisziic 1mpedan03(76)
These facts render a system more susceptible to transient instability.
Consequently there is an increasing need to analyse pover systems while
theoy are still in their design stage and to develep, new, imoroved contrel
schemes to help overcome the transient stability mrolblewm.
In the case of multimachine power systems ths low of synchronising
pover between each individual alternator during the transient period can

(21)
an

alter the transient stability liamit. Work by Freece

(51)

Morris’ has shoyp thet.multiswing 1r§ bability czn result in such systems.
Ve AN e o 6“. - PR -J--I-. . B

VAR

oo The moat USUal cause o? djnamlc 1nter°~t10n is wihen two, or nmore

-

machines are electrically close and their inertis constants differ. This

condition arises in cross—compound scts wiith lines running =2t different

(51)

specds when typical insrtia constants are; 2 KJ/KV4 for the high speed
e Jen (5'/) . o
line and € KJI/XVi ror the low spezd line Similar inertis differences
/ 1%

can arise in & power system when o hydro station is electricaliy slecse to

2 large steam statien,

““““m.l U.‘\'IVqu/’ >
\

ii JUN$97: )

& e

l”__A"_f_/




In the developing countries it is not uncommon to have large
transmission distances between the generating stations and the system
load. In this type of study interaction phenomenu are important as the
eleotrical coupling between machines can be low compared with the coupling

between the generators and the main system loads.

1.2 METHODS OF IMPROVING TRAMNSIENT STABILITY

12,1 THE CONFROL PROBLEM

For any synchronous machine in & multimachins power system the

power balance at any instant is given by
H.S=P« -R -R (1.1)

In the steady state Prz Pr+Pu |

When a fault occurs there is a change in the electrical output
power and the rotor moves in such a way as %o try and keep the energy
balance.' To counteract this rotor movement either the turbine input
power, P » or the electrical power, Pe » can be altered in some

determined way. Methods by which this can be done are now discussed.

1.2.2 IMPEDANCE SWITCHING

Quenching machine transieants by inserting a capacitor in the
transmission line has been shown to produce strong control§752§g 2%23)
Using capacitor insertion methods the system response can be either
underdamped, overdaﬁped or critically damped (posicast switching)
depending on the fault size and capacitor “sed.(BS)(EB)

Posicast switching is ideal as it requires the least amcunt of
switching operations to reach the new steady state conditionm.
Unfortunstely because tﬁe optimum capacitance sizs is fault dspendent

posicast switching cunnot be achieved for all fault conditions.

Capacitor control can be obtained in a number of ways by using




switched or continuously cperating capacitors in either a shunt or
series mode, However Kimbark(51) has demonstrated that switched series
ocapacitors require a lower rating to produce the same transient stability

limit than either unswitched series or switched shunt capescitors.

12,3 EBXCITATION CONTROL

Excitation control involves changing the magnitude of the machine
internal voltage and hence the height of the operating locus in a determined
manner.

Control of the field excitation is an established control means
and wes first introduced to help produce a stable terminel voltage. Control
was achieved by feeding back a signel proportional to terminel voltage.

It was later found that this control was also beneficial during the
transient period.

More recent work(9) using different feedbacl: signals io the
exciter has shown that the transient stability limit can be substantiélly
imﬁroved by incorporating signals describing the machine's staie in the

feedback control signal.

1.2.4 TURBINE FAST VALVING

Fast valving refers to the opening snd closing :of special electro-
hydraulic valves in the.steam system to control steam flow to the turbine
and hence the mechanical power input to the alternator. ZXast valving of
the intercept valves in the reheat cycle is uauélly preferred as it causes
fewer practical problems than valving the mein steam flow yet controls
approximately 70;5 of the total input power(g)

Electrohydrauvlic valves with closing times of 100 -~ 200 ms are
available,(s)(27) while the opening times are approximately four times

greater than the closing times. This is due to the valve control system



having to be drained of hydraulic fluig.

1.3 CONTROL SYSTE. DESIGN iTHODS

To implement the control elements of' section 1.2 it is necessary
to design a control scheme, 7This design can be approached by two general
methods,

(1) By considering the systems non-linear dynamics different feedback
control signals can be suggested and investigated on a computer
model of the system(?)
(11) Modern control theory can be applied to a linearised version of the
machine and system equations to determine the necessary control

action,

Optimal control methods have been favoured by a number of
authors(26)(1)(h9) whereby a quadratic performance index is proposed.
This performance index includes weighting matrices which take account of
the relative importence between the different inputs and outputs of the
system. The performance index is minimised, generally by solution of

(55)

the Matrix Ricatti equation, to obtain the resulting control scheme.
The designs proposed by the above authors differ due to the choice of
weighting in the performance index;

As the design is cerried out on a linear eguation set, the control
schemes are valid over a small operating region and has to be applied to

(1)

large disturbances with caution. For instance, Anderson obtained
improved response for smell disturbances but when the control schemg was
subjected to a large disturbance it showed no improvement on the system
response. This was due to the choice of weighting matrices. On the other

hand De Sarkar and Dherma Rao(61) produced & sub-optimal control schems

which exhibited improved response at both levels.



Optimum control methods suffer several disadvantages summarised

by MacFarlene(ss) as,

(1) They reguire access to all the system states.

(i1) They provide gain margins far in excess of those actually required
for stability,

(1ii) They offer no means of providing dynamic compensation.

An alternative approach to optimal control methods is to use an
extended classical approach developed at Manchester Institute of Science
and Technology by MacFarlane and Rosenbrock. This is the approach taken
in this work and is considered by investigating multi-machine systems.

For any_multi input/output control protlem MacFarlane(67) has
shown that it is inadvisable to design separate control loops using single
loop theory. Applying this control design method to multimachine power
systems can aggrevate interaction phenomena(Go) and ultimately result in
an inherently stable system being unstableg56)

In designing a control scheme for a multi input/output system
all the inputs and outputs of the system and their respective effect on

each other must be considered to avoid the kind cof instability discussed

above. Thus some form of group control scheme must be formulated.

1.4 MULTIVARIABLE CONTROL ilETHODS

The multivariable control methods applied in the present work
involve a design technique in the frequency plane proposed by
Rosenbrock(65)(66) for linear multivariable control problems. Inverse
Nyguist (I.N.) plots are utilised where interaction between channels
can be investigated by changing the usuel Nyquist line locus to that or
a band. The width of this band being dependant on the amount of interaction

_between channels.

This design method has the advantage that well established



classical design methods can be vsed but instead of considering a line
as the Nyguist locus this is replaced by the envelope of circles. One.
of the main advanteges over optimal methods is that it does not require
access to all the system states, which, in some cases can be difficult
to obtain, It is for these reasons that the investigation of linear
multivariable control theory applied to multimechine power systems was

initiated.

1.5 FORMULATION OF THE DESIGN PROBLIEM

The work presented in the following chapters will demonstrate
how the multivariable approach produces a group control scheme to reduce
interaction effects and allows dynemic compenéation to be applied via the
control elements of section 1.2. By reducing the interaction effects to
a minimum dynamic compensation can be made without fear of iniroducing
the possible instability referred to by MacFarlane in reference (67).

The overall control scheme is developed with special reference
{to;

(1) Improvement of the overall system stability,

(ii) Removal of interaction between machines in a multimachine power
system.

(4i1) Improvement of the system response.

The approach taken allows for the investigation of different
control signals to the regulators discussed in section 1.2 and their effect
on both the steady and transient stgbility limits to be studied.

Initially the effect of interaction in multimachine systems is
investigated in Chspter 5 while the remaining Chapters discuss the effect
of the various control schemes on both small and large disturbancese.

Aa the conventional regulators are used their effect on the system both



with and without interaction present is considered in detail. This is
important because in the event of any failure in the group control scheme
the regulators themselves will be acting in their conventional mogde.
i.e. control being applied round each individual machine irrespective of
the other machines in the system. I% also provides a methed to judge the
performance of the group control by. Finally in Chapter 9 the overall
reliability oi the design method is discussed.

Before any control work can begin it is necessary to produce a
digital computer program to represent any multimachine power system.
This digital model is necessary both in its non-linear and linearised
form, The early chapters of the work dispuss the development of these

two programs.

1.6 STABILITY DEFINITIONS

146,41 GENERAL
Feedback of certain signals to the regulators of section 1.2

(34)(78)(9)

have been shown to produce self-induced oscillations which

can ultimately lead to an unstable system. Also because of the non-linear
nature of the machine equations there is a specific region in the state
space in which the system is stable. Once the system state is outside
this region the system will be unstable.

It is necessary to differentiate between these two different

types of instability.

41.6.2 LYAPUNOV INSTABILITY

It is not always necessary to have an explicit knowledge of tha
' system equations to determine the stability boundary. Authors have

applied the direct method of Lyapunov(31)(32)(35)(55) to determine the



transient stability houndary of simple vower systems using different
synchronous machine models.

The Lyapunov function produced by Gless(31) yielded a stability
boundary in the phase plane similar to that depicted in Fig. 1.1 where

€o1» oz are the initial and final steady vslues of rotor angle and

Sc is the rotor angle at fault clearance. At the onset of a fault the
phase trajectory of the machine will take the path shown and if this fault
trajectory travels outside the stable region the system will be unstable.
However if the fault is cleared while the trajectory is in the stable region
the post=fault trajectory will be stable as shown in the diagram with E;ol
as the focus. This model assumes no damping. If damping was present the
post-fault trajectory would spiral into ELu and the system would be
asymptotically stable,

A gystem producing this behaviour is said to be bounded and any
instability due to inadequate fault clearance will be termed Lyepunov

instability.

4.6.3 NYQUIST INSTABILITY

The term Nyquist instability is used {0 describe the instability
caused by self-induced oscillations. These self-induced oscillations
ere produced by different feedback control signals to the regulators when
incorrect gain and phase margins exist.

The onset of the self-induced oscilletions can be related to a
Nyquist plot of the system, as will be demonstrated in Chapters 7 and 8,

and is consequently termed Nyquist instability.

41644 DBFINITION OF 'HE STABILITY LIMIT

When a system is subjected to a three phase fault there is a

critical period, termed the critical clearing time, af'ter which fault



removal will result in an unstable sysiem in the Lyapunov sense. For
any large disturbance the critical cléaring time is used as a measwe of

the overall system stability.

1«7 DEVELOF:ENT OF SYNCHRONOUS MACHINE MOLELS

1+7.1 GENZERAL
"The analysis of synchronous machines by Park(19)(2o) and later

(29Y( 32 -\
(29)(50) and Shackshaft(36)fonm a convenient

extended by Doherty and Nickle
basis on which to build computer models to prgdict'the dynamic verformunce
of power systems.

Diff'erent machine models can be obtained from successivs
approximations to Park's equations (Appendix A). The effect. of these

different approximations on the resulting accuracy and overall computer

time are now discussed.

4¢7.2 MACHIEE, SYSTEM INTERFACE

" The power system equations are generally represented by a sat
of algebraic equations which characterise its behaviour at frequencies
close to fundamental frequency.(11)

To match these algebrsic network equations to the machine
equations it has to be assumed that the stator quantities can be represented
by slowly changing phasors, i.e. the system can be regarded as slowly
passing from one steady state to another. The stator 4ransients in the
machine equations are negiected and because of the slowly changing phasor
quantities large step lengths in the numerical integration procedure can
bo used, 38 (17)

If the stator transients in equations (4.25) and (A.26) are not

j.gnored then the system oquations are no longer algebreic and have to take

into account any transmission line and transformer inductive voltage drop



(36)

after a sudden change and become a set of differential equations,
Introducing the stator fransients not only invelidates the assumption of
slowly changing stator quantities but it also introduces the asymmetrical
component of stator current(h1) It is now found that the axis guantities
change at approximately supply frequency which, to avoid numerical
instability necessitates a small numerical step length(js)(11)(37)(h4)
Typical values for this step length are of the order of 0,0005s to C.001s
as compared with 0.,02s to 0,058 when stator transients are ignoredg11)
Transforming into computer time means an increase of at least 25 for

single machine studies and an increase of at least 100 for multimachine

(38)

studies.

1¢7.3 SATURATION OF MACHINE PARAMETERS

The refinement of representing machine saturation can be
incorporated into all models. There are a varliety of methods for
incorporating saturation and are well documented in the 11terature<38)(21)(36)

(38)

However Hammons and Wiﬂning conolude that detailed simulation

of saturation is not justified because of the increase in computer time

aind that saturated machine values, with the pre-feult conditions carefully

defined, suffice. This same conclusion has been reached by other authorsgggg
Saturation effects only become important when A.V.R. and high

(21)()

field forcing is considered.

1.7.4 MACHINS REPRESENTATION

The complete synchronous machine model uses the full five winding
Park's equation. Equations (A.1) to (4.12). As this model incorporates
stator transients its biggest disadvantage is the excessive computier time
it requires to yield a solution. This is especially true for the multi~-
machire case. It has been shown that the increase in accuracy obtained

by this method compared with the increase in computer time for a series

of rotor angle sxcursions is not justified as comparable accuracy over

- 40 =



(28)

a series of swings can be achieved by e simpler model.

On the @ccurance of a 3-phase fault the totor angle does not

increase immediately, as is predicted by simple machine models, but in

fact has a tendency to decrease before it increases.

(87)(43) (41)

This phenomena is termed backswing. It is an effect associated with:

(1)

(1)

The large individual phase currents produced by the 3-phase fault.(87)

These currents are several times larger than the normal load current

and thus the short circgit brings about a considerable incréase in

the magnetic energy of the generator circuits. This increase in
Kinghe

megnetic energy is balanced by a reduction in the kniedio energy

of the rotor. Thus an oscillatory component of torque is produced

at fundamental frequency which always tends to degcelerate the rotor.

The high rotor transient currents that are induced at the oﬁset of

a fault.(hd)(AJ) These currents produce a resistive loss which

together with the armature short circuit loss produces a

unidirectional retarding torque which opposes the turbire input

torque.

Consequently there is less torque available to ecceleratz the

rotor, and in some situations can cause an actuval rotor angle backsawing,

The amount of backswing is found to be very dependent on pre-fault operating

conditions, machine parameters and the position of the fault.

(41)

T-Li o

effect of rotor backswing is neglected in the majority of machine

representations. However this complete model includes this effect. The

importance of this backswing is that it gives the power system engineer

a longer time in which to clear the fault.

Shackshaft(36) uged the full model on an analogue computer

simulation but found he had to reduce the amortisseur eguivalent

resistance by a factor of four to get agreement beiween test and

- 19 -




calculated results. This reduction in resistance value is to account
for skin effects at the surface of the rotor. The effect of this
(38)

reduction in resistance is verified by Hammons and Winning.

Rogers and Smith(hh) used field theory to model eddy current
losses within the rotor and produced results slightly more accurate than
Shackshaft. This extra accuracy is not justified, except for detailed
simulation, as reduction of the amortisseur ecuivalent resistance is a
convenient, valid, method of representing this skin effect.

If a very accurate representation is required the full model
should be used, with the refinement of Rogers and Smith, but for most
problems its requirements in computer time are too excessive for its
increased accuracy.

By using equations (A.21) and (A.27) - (A.32) a model which
neglects some of the stator tranéients is obtained. It is found that the
highest frequency component is 5 to 10 times lower than in the full
represeﬁtation(js) and algebraic equations can be used to represent the
system components. This results ip a larger numerical s?ep length and a
corresponding decrease in computer time,

Further simplifications can be listed:

(1) The rotor angular speed ¥ is assumed constant and equal to w,
during the transient pericd, i,e. =l
(ii) Stator transient neglected.
(131) Zero subtransient saliency, Dﬂ;”: acel”
(iv) The gain constants Giland.Giudefined in equation (4.24) are set
to G'=l s &"=0 respectively.,
With these simplifications a saving in computer time is achiaved

(38)

while the results obtained .are comparable with test results,

-12—




If now the 3-winding model described by equations (A.36) to (A.39)
is considered, noting that damping is not now included, Hammons and Winning(38)
produce results comparable with the previous two models during the first
rotor swing. Future excursims do not compare because of the lack of
damping. Shackshaft(js) recommends that this model with the armature
resistance set to zero and amortisseur effects represented by an eguivalent
damping coefficient a reasonable model.representing the machine should be

(39)

obtained. This conclusion is also reached by Adkins and has'been

shown to be true by Devotta(ho)

where the transient response of a divided-
winding-fotor machine is shown both for the full and simplified models.
Devotta used the simple model to predict an optimal control scheme for a
d.w.r. generator. The resulting controls were applied to the detailed
machine model and found to yield good results.

The most simple model can now be discussed where equations (A.}G)
to (A.39) are used with Tdo' set equal to infinity, i.e, no flux decrement,
and transient saliency neglected i.e. TKIL='DCCL' . With this model
reasonable agreement can be obtained during the first swing(ss) and a

(36)

second order simplification recommended by Shackshaft is the use of
this "fixed voltage behind transient reactance" with an equivalent damnping
coefficient in the equation of motion. A similar model to this has besn
used by Hughes(hs) when looking at the effect of different feedback
parameters to the governor and field regulator.

It was noted that backswing was only important during the first
(37)

lcad angle excursion. Dineley and Morris have made use of this
phenomenon. They suggezt the use of the full representation until the
first peak of rotor angle is reached. After this the simple model is used

but transient saliency is accounted for and damping terms proportional to

velocity and square-of-voltage incorporated. A very close approximation

..13_



to the full representation is obtained with a substantial reduction in
computer time.

Hammons(hz) has also produced results where the damper windings
are represented by two windings on each axis. It is found that this
representation produces results only slightly better than the 5 winding
model with an increase in the complexity of machine eguations and computer

time. It is thus not justif'ied.

1.7.5 CONCLUSION

(1) The full 5 winding model is not justified, especiall& for
multimachine models, when modelling over the complete transient
period is required because of the excessive computer time used.

(i1) By neglecting stator transients results comparable with test
results over the transient period are obtained. This model
being most economical on computer time when :xxi"::xzbq

(3ii) For multimachine studies the representation using the 3 winding
model with a velocity-deamping factor produces adequate results.

(iv) For some studies the simple representation of fixed voltage
behind transient reactance with an equivalent coefficient in
the mechanical equations of motion produces adeguate results.

(v) The simulation chosen is very problem dependent.

(37)

(vi) The hybrid model of Dineley and Morris is commendable but
if any design work incorporating control equipment is to be
carried out it is advisable to work on one representation.

(vii) If a simple model can be found that represents the system

adequately this is the best model to use for any control

design work.
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CHAPIER 2

A NON-LINEAR NMULTIHACHINE PQYER SYSTEM COMPUTZR PROGRAM

2.4 GENERAL FROGRAM SPECIFICATION

The use of digital techniques have become an established method
of determining the transient response of power systems.(18)(6)(11)

The program discussed was written with a view to studying inter~
action effects in multimachine power systems when difi'erent synchronous
machine models and system parameters are used. It was also used to
investigate the eifects of different control schemes,

The synchronous machine models used were based upon Park's 3
winding model. (AFPREIDIX 4).

In general only symmetrical three phase faults will be considered

(12)

as thesé are the most severa,

(12)

However by using an equivalent shunt
reactance in this positive sequence model other types of line
disturbance cculd be accommodated.

Saturation effects are not included for the reesons outlined in

section 1. 7. 30

- 202 MNODELLING TECHINIQUE SYNCHRONOUS MACHINA

The ability to use different synchronous machine models within
the program is provided by using a general method of synchronous machine
representation outlined by Kimbark.13 Bach machine is represented by
a variagble e.m.f.

Eh =Ehd +jEhq (2.1)
in series with the value of modelling reactance Xh , A vector diagram
for this model is shown in fig., 2.1. Then in general

Emoo=Er +Z. I+ (2.2)

~ where E mop 1s the machine internal modelling voltage.


http://3C.li

Applying equation (2.2) to the vector diagram gives

Eh=Er+vIr +jxhTd —xhTIq (2.3
and
E"—’ Ex+r It +j.)Cd‘.Id -’)Cq;.—.[.q, (2.4)

Capital letters are now used as current and voltages are assumed
as slowly changing and so their effective values may be used. This also
allows the use of the phasor disgram.

Subtracting (2.3) and (2.4)

Eh=E'+j(xh-3d ) Ld = (xh-%g)Tq (2.5
which in component form yields
End =Ed' - (xh -x&).Iq, (2.6)
Ehqg, =Eq - (xh -3d). Td

By suitable choice of Xh different machines and machine models
are made available.

Armature resistance is assumed to be zero in all the models but
provision is made in the program to account for it. The load angle in ali

cases iy measured with respect to the quadrature axis.

REP 14
Flux linkages of the rotor circuits are neglected.
Transient saliency is neglected in equation (A.36) and (4.37)
by putting xq, = ':cd'. This gives E' as the reference axis for load

angle measurements. However using the modelling equation (2.6) with

xXh= Xxd' = xXq, and letting 0Cq take on its full value the same model
is obtained but giving the quadrature axis as a reference for load angle
measurements. This is a similar model to a round rotor machine with a

i
solid rotor i.e. I.d.' =3Cq.

Machine damping is not included.



As REP 4 but machine damping is included in equation (38)

These two representations provide the classical model of "constant
voltage behind transient reactance".
REP 3

Transient saliency is now included but machine damping and flux

decrement are assumed negligible., The modelling reactance 3CF1=:IRL.

REP 4

As REP 3 but machine damping included.
REP 5

As REP 3 but flux linkages no longer constant.
REP 6

As REP 3 but flux decrement and machine damping included,

2.3 NETWORK PERFORMANCE MODEL

2+3.4 THBE LODEL REFERENCE FRAME

The network performance model is used to represent the inter-
connected network of transmission lines, transformers and other associated
equipment. Such a model can be established using either the bus or loop
frame of reference.(zz) '

This program uses the bus frame of reference in the form of the
bus admittance matrix with ground as the reference node. This was selected
&s,

(1) The bus admittance matrix is easily formed because mutual coupling
is not involved.

1Hanc
(ii) The bus %%glggzé%-matrix is sparse so relatively flew elements have

to be calculated.



(iii) Because of the spursity of the matrix there is a saving in
cozputer time and memory storage as the zero elements within
the matrix need not be stored.

(i1v) The bus admittance matrix is easily modified to represent a

fault.

2.3.2 BUS BAR REPRESENTATION

In the solution of any power system network it is neceésary to
represent the bus bars accurately. There are four types,

(1) Slack buas. This supplies additional real and reactive power for
the transmission losses as these are unknown until the final
solution is obtained. This is necessary in any load flow program.

(41) Infinite bus. This appears to the rest of the system to be a
sowrce of voltage constant in phase, magnitude and frequency and
not affected by the amount of current drawn from it. It can thus
be regarded as a machine having zero impedance and infinite inertia,
A large power system often may be regarded as an infinite bus. An
infinite bus is accommodated within the program and if required
must become bus n of an n bus system. On the inclusion of an
infinite bus this also become the slack bus,

(1i1) Voltage controlled bus. The real power and voltage magnitude
are fixed.

(iv) Load bus. The real and reactive powers remain fixed.

The last two buses are refinements to a program and were not
included within this program.

The network performance equations are given in Appendix B.

2.3.3 REPRESENTATICN OF LOADS

During the transient interval it is necessary to include the

" system loading conditions within the network performance equations. The

-18..




(8)(41)

load representation selected was that of static admittance to ground, '

which is calculated, for bus k , by

Yko = Lwo (2.7)
Ex
This is one of the simplest methods of load representation and

strengthens the convergence rate of the Gauss~- Seidel iterative process.

This process is used in the solution of the non-linear network equations,

2e3e4 SYNCHRONOUS IaCHINE CONNECTION

Each machine is connected to some node of the network. To account
for this machine connection the elements of the bus admittance matrix are
adjusted to accommodate the machine inductances. In the network performance
equations new voltages appear to represent the machine internal voltage.

The machines MUST be numbered such that machine number 1 is
connected node number 41 and becomes node (n + 1) when the data is modified.
Similarly machine number 2 is connected to node 2 and becomes node (n +2),

etoc. The synchronous machine and load representation is shown in fig. 2.2.

2.3.5 THE INTERCONNECTION OF MACHINE AND NET#ORK EQUATICNS

The alternator equations describe each machine separately with
reference to its own d, q axis. Consequently it is necessary to transform
the machine and network ‘equations into a common reference frame,

A free rotating reference frame at synchronous speed within the
space defined by the machines is selected. If necessary this may be
adjusted so that one of the machines may be used as the reference.

No voltage trensformation is necessary as the network voltage
equations are written in the reference freme and the machine voltages are
calculated from these. However a current transformation is necessary

(see fig. 2.3) and is given as

-19-
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2.4 DIGITAL FROGRAM SOLUTION KETHOD

A desoription of the subroutines used and flow diagrams are
given in AFPENDIX D.

The system operating conditions prior to a disturbance are
obtained by a load flow solution. The systems generating and ioading
conditions are used as the inputs. The network performance equations arae
then modified to accommodate the synchronous machines.

On the occurance of a fault the bus admittance matrix is wodified
if necessary and the iterative load flow technique used to obtain the
systems new conditions., Depending on the machine model used the machine
voltage is either held constant during the iterative process or is updated
after each iteration.

The iterative process is carried out durirg the entire transient
period in conjunction with a numerical integration routine to obtain the

complete transient response.

2.5 CONTROL ELUIPMENT

2.5.1 ALTERNATOR FIELD EXCITATION REGULATOR

With the developments in the field of solid state electronics the

use of fast acting controlled rectifier regulators is becoming increasingly




(6)(78)

widespread. The exciter model available is described by the

equations below and shoﬁn in fig. 240

g* = 3-‘:\, —_ g* (2.10)
Tfb

€y = qu.? * Lj* (2.11)

R, = Kiex - R (2.12)
T

Xa = Ry - Xa (2.13)

13 .

iﬂ. = x& . (2014)

Efd = 2. Xa +Xe (2.15)

The variables Xa and Xa are dummy variables used in representing
the rectifier transfer function block.

In some instances it is necessary to compare the action of the
static exciter with the older rotating excitation system. The program

provides thisg facility by reducing the exciter model to the first order

Esd K, (2.16)
er 1+ 13'_“1X

and using a small or large time constant to represent the static or
rotating excitgr respectively,

The value of the ceiling voltages emplcyéd is dependant on the
type of exciter used. 4 fixed value being used in the case of the rotating
exciter whereas, for economic reasons, the static exciter is usually
powered from the machine terminals.(6)(h5)

The final block in fig. 2.4 gives the relationship between Efd

(9)

and the machine voltage. If flux decrement is included in the model

then equation A.38 is used with

G = Egdc (2.47)
Eq.
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with rno flux decrement

G = _Efdo (2.18)
™

.5.2 INPUT POWER REGULATOR
(1)(26)(22)

Previous authors have reduced the turbine/boiler

(24)

model to a similar second order model as.used in this program (fig.2.5).

The ceiling power limits are given by Stagg and El-Abiadl22)
to be gzero and the maximum output power of the turbine respectively.

The control system is a model of the turbine valve and with the
use of fast valving a time constant of the order 80 - 100 ms would be

used. (5)(22)

The time constant representing the steam system depends on
(5)

the valving employed and where it is employed. A value of the order

of 0.75s has been suggested(27) and used.(1)

2.6 NUMBRICAL METHODS

2.6.41 ITERATION METHOD
(16)

Laughton reviews the iteration methods available and concludes

that the use of either Gauss Seidal with acceleration facitors or a Newton

Raphson iterative method for the solution of the equetion set (B.S). The

former method was selected for the following reasons:

(1) The number of arithmetic operations are reduced with the
GaussfSeidal method as the bus admittance matrix is sparse;
consequently the time per iteration is smelil.

(13) The Newton-Raphson method converges much faster and requires

fewer iterations but the Jacobian matrix has to be calculated

at each iteration interval which increases the computer time,

- 22 -



(22)

(iii) With systems under 40 buses the methods are comparable
but with larger numbers of buses the Newton-Raphson is
more ef'ficient. However as the program was designed to
study interaction phenomena the number of busbars will, on

the whole, be low,

2.6.2 ITERATION STABILITY

The disadvantage of the Gauss-Seidel method, with or without
acoeleration factors, is that there is no law guaranteeing convergence.-

(28)(16)

Convergence is helped if

la::l >/ Z lac{,'l
J=1
SFC

This is achieved by representing system loads by a static

(2.19)

admittance to ground.

2.6.3 TINTEGRATION MiETHCDS

(14)(22)

" Four integration methods are available
(i) Buler.
(1i) Modified Buler.
(ii1) 4th order Runga-Kutta, fixed step.

(iv)  u4th order Runga-Kutta, variable step,

y 2.6.4 INTEGRATION IMSTABILITIES

Incorrect choice of numerical step length in an integration
procedure can cause a mathematical instability. Iiathematical unstable
regions can be proved for all.types of integration method.(15)

Considering Buler's numerical integration method and a differential

cauation of'the form

y = )\-g (2.20)




This system is Lyapunov and Nyquist stable so long as the gzeros are in
the open left half complex plane.
By Buler's formulall®
l
Ynii =Yn + h. Yn (2.21)
where h is the numerical step length
Substitute (2.20) into (2.21)
Yo+ = Cl'fh.)\).LJn ' (2.22)
If J(1+h)\)| >1 then the system will be divergent and a mathematical
instability will arise even though the system itself is Lyapunov and
Nyquist stable.
There is a condition of mathematical stability
11+hAl €1 (2.23)
shown on the stability chart, fig. 2.6. |
The analysis is extended to a set of coupled differential equations
y'= CAL y (2.24)
If )\l, See- >\n are the eigen-values of this system then the conditions

for mathematical stability are(15)

[1eh A <L, Tehdal €1 11 ha €L,

Consequently the largest )\ limits the integration step laength.
Extension to non-linear equations is possible where the eigen-
values are considered to be continually changing.(15)
Mathematical instability can arise in power system analysis due
to the step length selected being too large relative to;
(1) The time constants of the system,
(11) The loop feedback gain.
Including the stator transients in the machine equation set

(Appendix A) severely limits the maximum step length that can be taken

before a mathematical instability sets in.
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207 FPROGRAY VERIFICATION

A comparative study for the model system of fig. 2.7 was run
using REP 6 and the program developed by Preace.(9)(21) The machine and
system data is given in Appendix G. Results compared to within 1% after
6 secs. giving the rotor angle response of fig. 5.45(c).

The program used by Preece was written in Algol and usable only
on the type of system of fig. 2.7. In compafison the program discussed
here can have any interconnection of buses snd machines and relies on an
iteration method to provide the new bus voltages at each step. No itération

process is used by Preece.

2.8  CONGLUSION

The program does not provide all the refincments available in
power system transient analysis but will allow a detailed investigation
into machine interaction. Facilities are available to represent the
synchronous machine by different mathematical models.

The main limitations of the pQOgram lie in the modelling of the
amortisseur windings and the iteration method vsed. It is suggested that
any further refinements to the program should be initisted in these arecas.

Neglecting saturation is valid within the context of the program
but is e refinement worth consideration as is a more accurate load

(%)

representation.

The accuracy of the program itself has been verified.
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CHAPTER 3

A LINEAR MULTIMACHINE POWER SYSTEM COMPUTER PROGRAM

3.1 GENERAL

The design of a control scheme by Linear Multivariable techniques
requires a linearised form of the machine and system equations.

The use of the linear equation set, applied to synchronous
machine studies, has become a ﬁell established technique both with the

. (48)(50)
use of classical control methods and more recently with the

continued application of optimal control theory,(h7)(1)(49)(61)(h5)
The synchronous. machine model selected for linearisation was
that of constant voltage behind transient reactance with an equivalent
damping constant (REP 2). This model was selected as being-the simplest
model representative of the system transient characteristics.<36)(45)
Previous authors have used this machine model for the determination of

stability boundaries by Lyapunov methoda(31)(35) and energy methods(63)(6h)

b
and also for the investigation of control schemes.(h5'(51)
Regulators are provided within the model to control field

excitation and turbine input power.

3.2 THE LINKARISED MACHINE AND NETVORK EQUATICHS

The synchronous machine equations describing REP 2 in APPENDIX A
elong with the network performance equations, modified for the fransient
period, are linearised by a first order Taylor expansion. (APPENDIX C)
The linearisation being carried out around the systems initial operating
points.

The final set cof linear eguations in Appendix C being

.'J.C-K =:F-_7‘--dk - L_l—.'.c, EK-] Xamew | — ‘ZM[ |“"‘Jz‘“] Lam+e

Fhe Lm+w st Wmsd
43k
— Kdx £, 2w | (341)
Hi ' '

i - 26 =




Xamsx = _Gw Uk ~—

Td b' ®

D.Cmﬂc = -.)CK

where  DC1.~X2m 3 Xamet,-=, Xam; Ui-Lams; Ai.-~d2m are the state

variables defined in equation C.3D.

This set of first order differential equations is written in the

state space form

(3e2)

(3.3)

ey

¥ =[ALx +[Blu ~[Dld (3.4)
where A is n x n plant matrix
B is n x m Driving matrix (1) ,
D is n x m Driving matrix (2) |
x isnx1 vecfor of State Variables
u is m x 1 vector of inputs (1)
d is m x 1 vector of inputs (2)
and n s 3m
which for a two machine system yields
i. -k:;'.{“ O 'r;_, -1a12 |=|n -’an X,
Xa O "'5%;—5“ Yaar |-1%2 Yo -2 P}
X3=|1 |O 1O |0 |0 [0 |4 Xs
x, O|tlt O ]o |6 |0 Xa
Xs O |O|o |o |5]|O Xs
X, olo|o |o|o |55 | xe
O |0 | | =1 . O | ld
O |0 | [wa O [P, |Ld2
+ 2 10 +1 910 (3.5)
O | O o | O
Sl O O | o
o [ ol o
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3e3 REGULATOR MODELLING

The system inputs t: %o WUm and o to Om are respectively
the field excitation voltage and mechanical input power to the synchronous
machines. In general there will be some device regulating the change in
these quantities.

Regulators were discussed in section 2,5 and are again used in
this program with the inputs to the blocks being the change in the
variable relative to its initial steady state value. Previously absolute

values were used.

3.4 SOLUTION TECHNIQUE

A description of the subroutines used and flow diagrams is given
in A¥YPENDIX E.

The network performance equations are solved using the Load Flow
subroutine to determine the initial operating conditions of both the
mechines and the system. The network eguations are then modified for the
transient interval and linearised along with the machine eqguations to
obtain equation (3.5). This equation is solved during the transient
interval by one of the four integration methods to obtain the complete

time response.

3.5 PROGRAM ViRIFICATION

VWith small perturbations the linear and non-linear models correspond.
With small deviations the sine wave characteristic of the non-linear
equations can be spproximated by a linear relationship.

An investigation into the linear and non-linear comparisons is

conducted in Chapter 6.




3,6 THE PLANT TRANMNSFER FUNCTION MATRIX

The transfer function of the system is obtained from equation

(3-14-) » writing

p-x = A.X + B.u +D.d (3.6)

-~ ~ o~

-1 -l
x = (p.I-AY.B.u + (GI-AY.D.d 7
The system outputs are related to the state vectors by the
output equation _
Y = C.Xx (3.8)

where 2 C is m x n output matrix, then

y: C.I-AY.B.u «C.(pI-AY'D.d (3.9
There are two transfer functions in equation (3.9) shown diagrammatically
in fig. 3.1, which are
(1) GG) = C.(pI-A). B (3.10)
relating the system output and the input vector, WL of the change
in field excitation.
(1) G = C.(I-AD (3u11)
relating the system output and the input vector, gi of the change
in mechanical input power.
The possibility of controlling the field excitation and/br the

mechanical input power is made available.

3.7 A DEFINITICH CI TRANSIENT RESPONSE

The ideal transient response exhibits a guick return to thq
steady state without excessive excursions of any of the system variables.
It is assumed that observation of the instantaneous valus of load angle,q ,
can be used as a measure of the system stability and transient response.

Further, it is assumed that if a plot of Sq, is esymptotically stable



a plot of the derivatives of 8q,will also be asymptotically stable.

Consequently the stability and response of a system can be determined by

observation of any of these quantities. ‘hen load angle, ES s velocity,
é , acceleration, 8 , or terminal voliage is used es the feedback

varigble it is also assumed to be the output of the Plant Transfer

Function Matrix, (5(5).

3.8 THE OUTPUT EQUATION

The values contained within the Output Matrix, C, of egquation (3.8)
determines the relationship between the system's output, y, and the state
vectors, X.

For any"two machines tied to an infinite bus problem" similar to
fige 247, with the choice of state variables as in Appendix C, eguation
C.35, the following output matrices are valid:

(1) Voltage output (See Appendix C) The output matrix is of the form

Coolt = |© O k211 k242 ki41 k412

0 0 k229 k222 k421 Kki22 (3.12)

(ii) Acceleration output

PO O 0 0 O

o p 0O 0 0 0 (3.43)

Cace =

(111) Velocity output

[ i
1 0 0 0 0 O
Cuer =
0 1 0 0 0 0 (3.14)
or
o o o o o
c =
'/ =
- o 0 0 p 0 © (3.15)
b A . -




(iv) Position output

c pos =

O 0 0 {1 0 o (3.16)
Define a matrix
P 0]
S = P
| 0 P ] (3.47)
-
S =
1
L ° /P..
then
cACC = S ¥ CVE.I. (3018)
Cver. = S # Cpos (3.19)

As the Plant transfer function matrix is of the form

| G(p) = C.(pI-A).B | (3.20)
then
| Gace = S * Guer (p) (3.21)
and A A A
Gacc® = S+ Guer (P) (3.22)
For the general feedback control system of fige 4.1
HG) = GGp). Kp)
| + GG). K. F(p) (3.23)
and }I.\.|(p) = %(p).é(P) + F(p) (3.24)

which for velocity output and ¥(p) = I, the identity matrix, becomes

lvl-\-lvg,_ (‘P) = éVEL(P) + FVE.L (‘P) (3.25)

A A
mul tiplying through by S yields Hace (p)

and

A
FAc; () = S *Fven(p) (3.26)



3.9 FORFATION CF THE PLANT TRANSFER FUNCTION MATRICES

For a power system model of fig. 2.7 typical numerical values

are given in Appendix G.

3,9.,4 CONTRCL 0 TURBINE INPUT POLER

If the regulators are ideal then for acceleration feedback the
transfer function matrix GAcc C_'P) is given by substituting the A and B

matrices of eguation (3.5) and the relevant C matrix into equation (3.10)

- =
’_E_?_\:.p_[P'; - sz.Pz- Qz4.P] ; fi\‘ P. [Q:4.p]
GTAcc C'P) = ’

Hi I
L -

B = (Q*+022)P + (Qa2.Cr = Qng - Qus). P +(Q2q. Q1 + Qi3 .Caalp

. p.Lass.pl , T.rmop [p"’- anp - @s.p]

+ (Q24.Quz - Qig.Q23) (3.27)
where the a's are the components of the plant matrix A.
Then Guver(p) is related to GaAcc (p) by equation (3.21)

The inverse of equation (3.27) is

i-,__' . _'_(P=_a_u.p—a,3)) ._-i,. 1. Qy T
A fr P £~ P*
GAccC'P)'_'
~Hal l@u, Ha.d (pRamp-@ay) (542
fr fr P

392 CONTROL Ol FIELD EXCITATICN

Assuming ideal regulators and acceleration feedback, substitution

of the A and D matrices of equation (3.5) and the relevant C matrix into

(3.41) yields
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G Acc C‘p) =

-
-p.Eu[a.s.p’ - QusQaaP +Qislas-Qas Qs s)P] , PG [-au,p’+ a,banpﬂ(a.bawawau%
Tdo, P- Qss Tdos p- Q6

'Peu['az.{.s+az§0.“ P’...(a,; Qa2s- Q.KQZ?DTj‘ "P_Ez F%Ps- QZ&Q"P’--J- 621602,3-(113 Q;,(,)i!l

L:rdo'. P- ass Tdt;z P ke

—et

B = @i +02)p" + (Q22.01 = Qus ~Q2g)p" + (Qag Ot +0220u3)P + (@13ag ~ WaA28)

(3.29)
giving on inversion

§u = "Tdb:. (p- Ctssjl?zo.?;— szau.‘Pz-f-(O.m.Qn"a_:a-.aza‘P]
3. G, Qis. 026 = Qie.Qas

§,,_ = - —l_ao'.,(‘p- Qss) —an.Ps-l-an.szPa +(Q1e.Q24 - 0.14_.Q2-6). P]
pg Q. QisQae - A6, Qas

2
éZI - —Tdo'z (’p—a.bé) ~Q2s5. P +Qzs.Qn p2+(a_.-s Q25 - Qus Qu)p
'Ps. G2 Qs Qae — Qui Ctas

' 3 2
§zz = ~Toles (p- 0466)[“’5 P —Qus Q2P +(QyQas —wabs)P] (3.30)
’Ps G2 Us Qae - Quo Cas

3903 TRAMSFER FUNCTION HATRICES WITH RWGULATORS

By pre-multipiying by the transfer function blocks representing
the field excitation or input power regulator allows a representation of

the control elements to be taken into account in the Flant Transfer function

matrix, G(p) . Using the second order input power regulator as an
example
Gace CP) b 1 . Gacc (P)
| (1+ p WA+ pTs) (3.34)

A A
and Gacc (p) = (1+ p.Tv}(l *P,_rs) . Gacc C'P) (3.32)

_33-
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3.40 CONCLUSION

A linearised model written in the state space form has been
produced for a multimachine ﬁower system using the initial steady state
operating conditions of the system as the linearisation point. The use
of REP 2 as the simplest synchronous machine model representative of the
system's transient behaviour has been justified,

The use of the state space equation in producing transf'er function
matrices for the system has been demonstrated.

The main limitation of the linear program is that it is only truly
representative of the system over small perturbations. However,using a
linear model to produce a control scheme,De Sarkar and Dharme Rao(61) have
demonstrated improved response for both small and large disturbances.

The effect of the linear model when subjected to different

disturbances is investigated in Chapter 6.

_3)+-
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CHAPTER )
LINEAR MULTIVARIABLE COWTROL THEORY

Lo.1 GINERAL
In any multichannel control problem it is necessary to consider
6
interaction effects between channels in the design technique.( 7 This

can be achieved by either optimum control methods or Linear liultivariable
control nmethods.

A great deal of work has been carried out on Linear lultivariable
Control Theory at Manchester Institute of Science and Technology(65-71)
and forms the basis of the control work presented here. Consequently a

summary of Linear Multivariable Control llethods is now presented.

4.2 THE CONTROL SYSTEM

Any nt? order differential equation describing a system can be

represented by a set of n first order simultaneous differential equations

of the form(55)
s NOEEHE NI (401)
which for a linear system is always expressible in the state space form
of equation (3.4)
The Flant Transfer function matrix, G(‘P) » forms the basis of the
design method and is obtéined via equation (3.10).-

Some initial definitions concerning the control system of fig. 4.1

are necessarye. In fige L1

h(p) = m x 4 matrix of reference input transforms
e(p) =mx 1 matrix of error transforms

y(p) =mx 1 matrix of plant output transforms.
u(p) = r x 1 matrix of plant input transforms

F((p) = r xm matrix of controller transfer functions

G(p) = m x r matrix of Plant transfer functions
F(p) = mx o matrix of feedback transducer traensfer functions,.

..35..



If all the feedback loops are broken at Q , fige 41, and a
signel transform vector Ci(hb is injected the transform vector of the
1

signal returned at a' is

~G. K®).F(p). () (4e2)

The difference between injected and returned signals is thus given by

[Tm + G .KE.F@LA@)=E). () (b3

where E(p) is defined as the Return Difference liatrix, while the

quantity

TG =Glp). KG).Flp) ()

is defined as the Return-ratio Matrix. This gives

Ep) = Ten + T(p) (4+5)

The closed loop transfer function matrix of fig. 4.1 is

H() =[Tm +GO.KE.F@] . GE. Klp) (18

so that

H(p) = E'(p). Q(p) (a7

vthere

Q.lp) = G(p).K(p) (4.8)

end is the open loop transfer function matrix.

4.3 VECTOR FEEDBACK STABILITY CRITERIA

443.1 GENERAL STABILITY DEFINITIONS

Let ‘GB(#DI and ‘F*(?Dl be the determinants of G;(FD

and H(P), in rig. 4t with K(p)=Im , respectively then 1{70)
lG@)| = B (49)
Géo Cﬁ)

- 36 -




lHCP)‘ = @l(?) (4.10)
¢2 @)

and 1G@E) _ BB (4e11)
IHM®| ~ Dol

where
¢o(p)is the open-loop-system characteristic polynomial and ¢;(’P) is
the closed-loop~system characteristic polynomial.

From equation (3.10)

GG =C.(;I-AY. B (3.10)

=C.[od GI-A)1. B (8.12)
then | G (‘P) l has, KPI_ A)l

P = |pT -Al (4e13)

The open loop system is stable if and only if all the zeros of
‘ ¢0(P) lie in the open left half complex plane. 9Similarly the closed loop
| system is stable if and only if all the zeros of (D2Cp) lie in ihe open
left half complex plane,
For design purposes it is easier to work in terms of the control
systems transfer function matrices of section 4.2 than in terms of ¢(‘p)

From equation (l;..,?), with K(p) = I,

H) = B (0). G () (41t

taking determinants

IHE = 1GE)] (4e15)
| E@]

or

IE@I =1 G (4.16)
| H(e)|




and from equation (4+41) the determinant of the Return Difference Matrix
\E(P)l can be written
\E.(P)I = gz (P) (4e17)

¢o (P

When working in terms of the system's transfer function matrices
it is necessary to recognhise that cancellation may occur in equaticns
(4e11) and (417). To ensure that the cancelled poles are not unstable
terms it is assumed that the open-loop system is agsymptotically stable.
At this stage it is necessary to define a contour, Dc, » 1n the complex
plane, in the usual Nyquist sense, to allow further analysis of system
stability..

Let Dc be a contour in the complex plane consisting of the
imaginary aexis from -_'\t* to +st and a semi-circle centred on the
origin of radius & in the right half plane. Let & ©be large enough
to ensure that every zero and pole of |G(P3| and | H(p)l in the
open right half plane lie within De . Further let D be indentéd
into the left hulf plane to avoid any poles or zeros of \G('P)‘ or

| H()!  that 1ie on the imaginary axis between ~fel and + jok .
The indentations are assumed to be small énough to avoid any pole or

gero in the open left half plane.

Ye3.2 STABILITY IN TER!S OFf THE RETURN DIFFERENCE MATRIX

From equation (4.17) with the open-loop system stable the closed-
loop characteristic polynomial will not vanish in the closed right half
complex plane if and only if |E(p)\ does not vanish in the closed
right-half compiex plane. |

If D maps into a closed curve * 1in the complex plane under the
mapping of |ECP)| then the system is closed loop stable if no point within

De maps onto the origin of the complex plane under the mapping |E(?)| .

AN
(6]
1




The system is thus closed loop stable if r‘ does not enclose the origin.
Ir |EGI—1 as |pl—= o0 » then & can be taken as
arbitrarily large and f‘ can be referred to as the locus | E(JUO)‘ .
This gives a Nyquist type stability criterion for the multiloop system
with the point (O,0 ) as the critical point.

If the eigen-values of E(p) are .P'.' (P) , t=1,2,--,m

then

|EM®] = ﬁ—PL(P)

(L4.18)

IE(P“ will not vanish for any p enclosed by De if and only if‘ none
of S).‘_(p), L=,2--,m vanish for any p enclosed by Dc . If D¢ waps
in AL under ‘P(_Cp3,i.'—|.2."-. v then [ will not enclose the origin
of the complex plane if and only if none of Al enclose the origin of the
complex plane. The following statement of stability holds -

"The system is closed=loop stable if and only if all the eigen-—

value loci ‘P;,(J'lo) for u=),----, m satisfy the Nyquist criteria with
the critical point as (0,0 )."

By equation (4-5) and the eigen value shift theorem

PLCp) = 1+ VL(p) (4419)
where 'DLCP) y L=l, -, m are the eigen-values of T(p) then a
similar statement of stability holds as above the critical point now

being (-1 ,o) [

Le3e3 AN INDIRECT STATEIENT OF STABILITY IN TERMS OF THE RETURN DIFFERENCE
MATRIX

(70)

Gershgorin's theorem states that the eigen-values of any

matrix E(p) are contained within a union of discs having centres

Qulp) , L=1,2,---,m
2, ley@®l , v
_j:.l .

Q#l

and radii (14..20)




The mapping of De under the particular element @i CJ uo) s
the Gershgorin disc set generated ensures that every eigen-value locus

f'.. (J'w) lies within the generated Gershgorin disc set. Ir -

l@u.(P)‘ > 2‘ ‘ ZLJ(P)\ (4e21)

.H'-L
then the system is stable with all feedback loops closed if none of
F(_ , C =h2,---, enclose the origin of the complex plane, where

D¢ maps into I".‘. under @ C-p)J L=’,2,———,m

Since

Qi) =1+ tilp), Let2--- m

(4e22)

and

i) = P, L:h,2-, m (123)

then a similar statement of stability can be made with tiul(jw),L=1,2,--,m
satisfying the Nyquist stability criterion with critical point at (-1,0},
then the system is stable with all loops closed.

4e3.4 STABILITY I¥ TERMS OF OPEN LCOP AND CLOSED ICOP TRANSFER FUNCTION
MATRICES '

Working in terms of Q(p) and H{p) make it more convenient to
relate open and closed lOOp responses. Further H(p) is not a simple
function of G\ (p), m(p) and l'(p) and thus if ¢ 1(p) exists it is more

convenient to use the inverse form, thus inverting equation (k. 6)

C%(p) =F(p) + Qlp) (Lo 22y
(70)

working with these transfer function matrices Rosenbrock has proved
the following stability theorems:-
Theorem 1

Let the open loop system be asymptotlcally stable. Let |Q(p)|

map Dc into r; » and |H(p“ map De into f’c e Then the closed

- LC -

L




A IS
loop system is stable if an only if r:, ’ rff_ encircle the origin
the same number of" times.
Theorem 2
Def'ine, .
m
cl.¢p) = 2 !q,‘:.i ('P)I

’.
¢ (4e25)

Eip) = 2 [q;.¢p)]
J=i

-

4 u

4
.1

Let IOC‘P)! map De. into " ana gic (p) map De. into l—'
Let r’ encircle the origin N times and ﬂ encircle the origin MNC times,
then;

For all p on De , let lunp)'— ol Gy > O
(resp. lguepd| - Scem>0), L= 1,2, -, m.

Then
N =Ni +Nz + --- + Nw

Theorem 3
A A A A
Let De be mapped by | QG| into IL , vy TH@! into L
A 5 A
by q,'u'(p) into r«’:.‘_ and by Aj; (p) into F{,- + Let the number of

A A A
encirclements of the origin by I"s be No s by T be Ne y by r:_,;
A

be No. and by J3: be MNec.
Define |
(]
o= 518 + fal
I

c

Scep = Z | éj;('p) + 'ELC'P),

!
.
[

(4e26)

Le.
@\

Lo
av

Then;
Let the open loop system by asymptotically stable and let 16|

have no zero in the closed right half-plane.

ot U - Gup | - adip>o,

-4y -




A .
Crasp. 1) +qul - duep >0), L=1,2,---,m.
Then the closed-loop sysfem is asymptotically stable if and only if

m
i Nee = O (1"'27)

Eguation (4.27) may be replaced by
NCL"-'O ) L=\’2‘---'m' (1+o28)

This is the usuzl inverse Nyquist criterion spplied separately to
each a,'u'.(p)
Theorem L

Let the open loop system be asymptotically stable. Let

(1) 1quepl - i\q;j(@\ >0, (resp. 1§ucpl - i\ajt(pﬂ >0)
% 4% |
(11) W@+ Gul -di >0, (rasp. 1fut + §udl - B »0)

L

then the closed loop system is esymptotically stable if and only if

(12l P2 .
g Neci = ?_; Noi (4.29)

Equation (4.29) may be replaced by

Nei = Noi, t=4,2,---, m (1430)
This is the usual inverse Nyquist criterion applied separately to
each a/;‘: P.
If the diagonal element of F(p) are fit = Ki then

equations (4.28) and (4.30) use the point (-ki, 0) as the critical point.



4ol APPLICATICK OF THE STABILITY CRITERIA

For each discrete value on the De contour a,.:i_ §1)) is
evaluated and a circle of radius di(e) Cresp- Si(P)) is drawn
centred on Qu (P . The line locus of 2‘/"-"-(?) nov changes to that
of an envelope. By Gershgoz‘in's(70) Theorem this envelope contains the
critical locus. However this union of d~circles does not give the exect
location of the locus but does contain it, The usual Nyquist stability
criterion is applied to this envelope.

If the critical point given by (-ki, 0) is outside this ehvelope
and in the correct position as given by the Nyquist criteria, stability
would be guaranteed and the system said to be diagonal doming,nt for this
corresponding gain, ki, If the envelopes do not touch or cut the negative
real axis between the origin and the points -ki the stability of the
multivariable system is determined by the lyquist stability criteria,

The transfer function that a single loop controller must be

A
designed for is Pu(p) where

A
f);_(-p) = hi(p) - kilp) (1431)
.This is the transfer function seen in the 1¥h loop when .this is open and
all other loops are closed. Ostrowski's Theorem says that this ’,|SL(;p) is
contained within the enw}elope swept out by the circles centred on av'u'. (’p)
and that this remains true for all values of gains k_i in each loop j,
between zero and kj. Furthermore provided f?:(p) and ?‘I(p‘) are dominant

this same theorem narrows the band and gives circles @iCp). ci(p)

where

Bilsd = Max d;() (4432)
B Nk o+ %CP)\
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m
A , AN
Ir ‘,q/u' (Pﬂ $ 2 ‘ q/c.,j (’P)\
a=1
g1
then the system may be made dominant with respect to a certain feedback
+
gain in the 1th loop and the above criteria applied$69A)

Before avplying the ¢ circles stability of the system must first

be determined via the d-circles.

4.5 DIGITAL COMPUTATION OF THE INVERSE NYQUIST DIAGRANS

The prediction of the I.N., diagrams for each element, avu, of a
matrix is a tedious longhand process but one that ideally lends itself to
a computer solution.

A program was written (Appendix F) that will calculate G(‘P) from
the state space equations or allow it to be specified directly in a
transfer function form.

A
Q(p) and Q(p) are then calculated where

A A A A .
Q) = K(P. GH). LK) (433)
and K (p) and G(p) take on their usual forms and L(p) is a post-
compensator matrix.
The I.N, diagram for each element q/(;, (‘p) is then plotted on a lire
printer. The magnitude of the d and § circles are calculated and can

be added to the I.N. plots if required.

5.6 DESIGH Of HON-INTERACTIVE CONTROLLERS

The aim of designing non-interactive controllers is to make the
interaction between lchannels negligible, i.e, to obtain a diagonal dominant
condition. This condition of diagonal dominance may be achieved by the
addition of control elements into either the pre - or post -~ compensator

" metrices or into the feedback matrix, F(p).
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ho6.14 CONTROLLER DESIGii BY MATRIX DIVISION

The f'eedback matrix F(p) is assumed diagonal. Control elements
are added into the pre-compensator matrix K(p) by assuming a diagonal
form of Q(p), then -
kC‘P) = G\-‘C'P). Q_('P) (1 3L)

It follows that H(p) is diagonal.

The danger of this method is that much of the design freedom
can be used up in choosing the elements of K(p), thus leaving little

(68)

room for compensation.

4e6,2 COMPENSATION IN THE FEEDBACK MATRIX, F(p)

Frequency dependent terms may be added into the off-diagonal
elements of F(jw) to cancel directly with the off-diagonal elements of
Q(jw). (equation 4e24).

Such methods can introduce phase advance and must be closely

controlled.

L.6.3 ROSENBROCK'S INVIRSE NYQUIST ARRAY DESIGI METHCD

The pre-compensater matrix K(p) is synthesised in three successive

stages.<65)(66)
K@) =Ka. Kb(p). ke(p) (4.35)
where,
Ka is a permutation matrix representing a preliminary renumbering

of the inputs to €G).

Ks(p) represents a sequence of elementary row and column operations
s0 as to make the matrix diagonal dominant.

Ke@) a diagonal matrix which synthesises the m principle control

loops.

_#5.-




A
Having selected Ko, Kb(p) is chosen so as to make Q(p) diagonsl
dominant. The transient response is now shaped in the m principle loops

by addition of control elements into the diagonal matrix We(p) .

L4ebel DISCUSSION

Control schemes may also be designed by using these design methods
in conjunction with each other. 'The methods outlined above have been used
in this viork; other desigh methods have been summarised by HacFarlane in

reference (68).

L7 CONCLUSION

The theory and some controller design methods for use in linear
multivariable control problems have been outlined.

A digital program to compute the Inverse Nyquist loci was written.
This program does not completely automise the process but eliminates the
majority of the tedious longhand calculations. The program is easily
converted to the advantageous graphical display output medium if it is
available.

A comprehensive suite of programs using graphical display

(69B)

equipment has previously been written by researchers at U.N.I.S5.T,
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CHAPTER 5

THE DYNAMIC INTERACTION CF SYWCERONOUS KACHINES

5.1 INTRODUCTION

In determining the transient stability limit of large electriczl
power systems it is common practice to lump together synchronous machines
in the same physical vicinity, such as in en individual power station,
and use an equivalent machine to represent this group. The main advantage
of this simplification is a large saving in computer time. However Dineley
and Morris(57) have shown that the flow of synchronising power between
electrically close-coupled machines of varying inertias, can lead to
multiswing instabilities. Under such conditions representation by an
equivalent machine can lead to inaccurate results.

A saving on computer time can be made by using the simplest
machine model representative of the system's dynamics. The model of
"constant voltage behind transient reactance with an equivalent damping
constant" has been suggested.(36)

If such simple models are to be used then their behaviour in a
multimachine system relative to the more complete models must be understood.
This and the study of interaction phenomena are the intentions of this

Chapter.

5.2 CONTROL EGUIPMENT

Modelling of the associated control equipment can hide the effects
produced by different machine models. Consequently both excitation voltage

and input power to the machine are assumed constant during the study

interveal.




5¢3 TRANSKISSICOHN SYSTE4S STUDIED

The network configurations of figs. 2.7 and 5.1 are used. Both

networks, could, if required, be transformed into the other by the non-

(74)

linear V= A transform. The ¥V configuration of fig. 5.1 has the

advantage cver the A network, even though the latter is the most likely
(21)(57)

to be found in a practical system, in that it allows an easy measure

of the power transferred between the machines.

54 A QUALITATIVE ASSESSMENT OF PARAMETER VARIATION ON THE OSCILLATION
FREQUENCY

The flow of synchronising power between machines is dependent on
the frequency at which the machine load angles oscillate. Fower will
flow from machine one to machine two when S.}S;; and vice versa.

Section 5.5 shows that a small change in the oscillation freguency can
induce a critical condition within the system such that there isz an adverse
power flow causing instability. Conversely a small change in oscillation
frequency could offset this critical condition.

The oscillation frequency of the machine is a function of' the
machine and system parameters and can be calculated for small perturbtations
using a first order Taylor expansion.

If a single machine tied to an infinite busbar is considered and,

using REP 2, the equation of motion is

H. d__-z_g + Kd.d_~_§ :’l.)m - Pe..SinS (5.1)

dt? dt
f
Pa.= _E_).(Y_B_ - = «---= Maximum electrical power output
X ~----e-=<ce-ec.-—— Machine and line combined impedancs.



Linearising equation (5.1) and assuming only variations in

mechanical power and load angle, then

H.AS +Kd AS+ P2.Cos80. A8 =APn  (5.2)

where A\ represents a small changae,

Initially the rotor of the machine is stationary with respect
to the rotating reference frame, then
A&=5-8.
AB=5-%
AS = &5-80
Re.Cos 8o = P2

Substituting equation (5.3) into (5.2) and introducing the

(5.3)

H(;w-m

Let

Laplace operator, yields

x - |
I\ Pm sz + Kd. P + PQ' (5.4)

The poles of eguation (5.4) are

- - | ' 2
P Pa ‘;ﬁ" iJJ %‘ - f‘&i | (5.5)

The oscillation frequency is given by the imaginary part of

equation (5.5) as

£=1 P . ka
Rw|l H AW (5.6)

and is dependent on all the system parameters, especially the inertia

constant, H.

For the non-linear system of equation (5.1) the oscillation

frequency is a function of the system parameters such that

I
f = 3(H, kd, E', Ve, X, t) (5.7)
Because of the inierconnection between machines in a multimachine

system the oscillation frequency of any one machine becomes a function of

_l.r9..



all machine and system parameters. Changing a parameter in one machine
would affect the oscillation frequency of the others.
This change in frequency is discussed by Dineley and Morris(57)

when a change in inertia constant is made. The same effect will be

prominant in later sections.

5.5 INTHRACTION FHINOMEHA - A GiiERAL DUSCRIZIION

Electrical power is transferred between synchronous machines in
a direction determined by their respective load angles. The transfer of
electrical power is explained by reference to fige 5.2,

Power is transferred to an infinite bus from the synchronoﬁs
machines when their load engles are greater than zero, i.e. they act as
generators. If any load angle falls below zero then that machine will be
motoring and electrical power flows from the infinite source to that
machine - point (c).

A similar situation arises when electrical power is transferred
between actual machines. The power transfer occurs when the load angles
of the respective machines diff'er and flows from the machine with the
higher load angle tc that with the lower.

The actual power output of a machine depends upon its position on
the operating locus at any instant. As the magnitude of the rotor angles
initially increase the power output from the machines will also increase
until the peak of the operating locus is reached and then it will decrease.
Consequently in certain circumstances a machine having a much larger load
angle than the other can be developing less power.

€.8+ suppose

8[ > 82-
SaL
oL > (120 -6)< 6a (5.8)

" where o{° is the peak of the operating locus, then power will transfer from
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machine 1 to machine 2 yet machine 2 will be developing more power output.
This is demonstrated by point (a) fig. 5e2.

The first reverse load angle excursion of machine 2 - point (b) =
is limited. This is associated with the power flows at bus 2 which are:~-
(1) Power being transferred from bus 1.

(ii) Power being transferred from bug 2 to the infinite source.

The power transfer from bus 1 reduces the loading conrdition on
machine 2 and produces a reduction in the terminal power. Consequently
the power balance between mechanical input and electrical output power is
upset. A situation is created whereby the machine has a tendency to
accelerate to accommodate this excess power. This tendency to accelerate
limits the reverse load angle swing and, in this case, produces a subsecuent
increase in load angle.
| If these power flow conditions arise when both machines are
accelerating then a substantial increase in load angle can result -
point (d) - which can ultimately cause a multiswing instability, fig.5.3(a).
This critical-condition has been related to the oscillation frequencies
of the respective load angles - section 5.4. By increasing the mechanical
input power to machine 2 to 0,92 p.u. and thus changing rotor angle
oscillation frequency slightly the system is rendered stable - fig. 5.3(b).

These critical conditions are generally associated with the
machine of lighter inertia as the'accelerating power is inversely

proportional to inertia constent = equation (1.1).

5.6 SYNCHRONOUS MACHINE HODELS - THE EFFECT OF NEGLECTING TRANSIENT
SALLENCY

By including transient saliency an increase in the estimate of
the transient stability limit is obtained = REP 4 and REP 3 in fige Sk

Transient saliency introduces a second harmonic term dependent on load




(13)

angle into the operating locus which is responsible for the increase
in stability limit.

Using REP 1 and REP 3 multiswing instability was obtained with
similar machine and system parameters, The asymmetry being introduced into
the system by the unsymmetrical 3§5 fault., By changing the inertia
constants to values of 6 and 3KJ/KVa respectively the asymmetry within the
system is exaggerated and multiswing instability readily produced -
fig. 5.3(a) and 5.9.

The eff'ect of the coupling impedance on the transient stability
linit depends on the inertia constant used, fig. 5.5 and 5.6. With all
inertia combinations the stability limit initially increases as the
coupling impedance decreases. However as the machines become more
electrically close coupled inertia effects predominate.

These differences in the stability limit are associsted witﬁ the
ability of the machines to absorb the excess fault energy without producing
a Lyapunov instability. As the inertia increases the machines can
accommodate more kinetic energy without producing this instability and a
corresponding increase in the stability limit results.

In a remote system the majority of the fault energy has to be
eccomnodated by the electrically nearest machine. If the inertia of this
machine is small then the s5tability liwit obtained is less than if the
machine had a large inertia - (b), (¢), (a). If there is a possibility
of accommodating some of this excess energy in another part of the system
the stability limit would also increase. Another machine, particularly one
of heavier inertia, and a low coupling impedance, provides a convenient
means of absorbing and transmitting this excess energy - curve (b). This
effect is also demonstrated by machines of sgimilar inertias but to a lesser

degree - curve (c).




When the fault is nearest the heavy machine there is a tendency
for the stability limit to reach a maximum at one value of coupling
impedance ~ demonstrated by curve (a) in figs. 5.5 and 5.6 - i.e. there is
an optimum coupling velue. The initial increase in the stability limit,
with decrease in coupling impedance, is caused by the lighter machine
absorbing some of the fault energy. During this period the load angle
of the heavy machine is always greater than the lighter machine ~ fig.
5.40(a). 4 further decrease in coupling impedance results in the fault
energy seen by the light machine being of such magnitude that it accelerates
quicker than the heavy machine - fig. 5.10(¢). The heavy machine now has
to try and absorb both the fault energy and the energy transferred from the
lighter machine. A decrease in the stability limit results - curve (a).
The optimum coupling impedance is obtained when the two machines' rotor
angles rise at the same rate - fig. 5.40(b).

4t low values of coupling impedance the two generators tend to
appear as being attached to the same busbar, An equivalent machine
representation would give a stability limit - curves (f) in figs. 5.6 and
5.7 - that all the inertia combinations would tend to at low coupling
impedances. By comparing curve (f) and the stability limit produced by
the other inertia combinations the errors that could be introduced by
indiscriminantly lumping together synchronous machines and using an
equivalent machine model is apparent.(57)

The scatter of the points in fig. 5.5 and 5.6 is the tendency
of REP 4 and REP 3 to produce multiswing instabilities. To reduce the
computer time a numerical step length of 0.01 was used. Consequently the
accuracy in the critical clearing time is-%g::zfi This accounts for the

difference between curves (c) and (f4) and (c) and (£2) at low coupling

impedances in fig. 5.6,




5.7 MNULTISWING AID FIRST SWING INSTABILITY

The general approach used to predict the stability of large
power systems is to observe the computed load angle response of those
machines nearest the fault. This computation lasts for a time period
slightly in excess of that required for the first rotor angle swing. If
these load angle responses do not show a Lyqpunov instability the system
is assumed stable under test fault conditions,

For some machine combinations instability may not arise until
after the first load angle swing. The error introduced into the stability
limit by using the first swing criteria over the actual stability limit
can be of the order of 5% - fig. 5.5 curves (2) ana (am) - giving a wrong
impression of system security.

Multiswing instability is also predicted by REP 607 (21)

section 5.9.

5.8 THE EFFECT OF DAKPING CCHNSTANTS OFN DYNAMIC INTERACTICN

Introducing a damping term into the machine equations reduces
the energy available to accelerate the machine. The system becomes
positively damped - fig. 511 - and the stability limit for all values
of coupling impedance increases - curves (d) and (e) in figs. 5.6 and 5.7,
Consider the 3¢ fault nearest the heavy machine and unsymmetrical
machine damping. 4n increase in the damping factor of the heavy machine
only, in a remote system, produces a greater stability limit than increasing
the damping on only the lighter machine - curves (g) and (h), fig. 5.8.
This is due to the system being remote énd the damping term helping to
. reduce the fault energy,

Reducing the coupling impedance increases the stability limit

until the optimum coupling value is attained. This is more pronounced



when only the heavy machine is damped ~ curve (h), fig. 5.8. Damping only

the lighter machine reduces its acceleration so that at low coupling imped-
ances Gz is not very much greater than S; and the transfer of power to the

heavy machine is small causing little change in the stability limit -

curve (g)s Damping the heavy machine produces the opposite effect.

It is concluded that by changing the damping constant of an
individual machine the optimum increase in the transient stability limit
may not glways result. Willems(75) in his work on Lyapunov methods found
that increasing the system damping did not necessarily increase the overall

stability region. lodel systems demonstrating this effect have been
discussed.(58)(59)

5.9 THE EFFECT OF FLUX DECREIENT ON THE TRANSISNT INTERACTION

Incorporating flux decay effects into the model reduces the
stability 1limit with respect to REP 3 ~ fig. 5.4. The 3¢ fault causes a
reduction in the flux linkages of the rotor circuits and consequently
less energy is required to push the machine into the Lyapunov unstable
region. The stability boundary obtained for REP 5 was given by first
swing instability, the dec¢rease in flux linkages causing an increase in
first load angle maximum as compared with KEP 3,

A general response is shown in fig. 5.i2. The first reverse load
angle swings are reduced as the decrease in the flux linkages during the
fault period have not had time to recover. The subsequent load angle
oscillations are positively damped due to the change in flux linkage.

For reasons outlined in section (5.8) addition of a damping
constant increases the stability limit - curves (e) and (d) fig. 5;7 -

while the effect of the optimum coupling impedance is substantiated.
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The presence of multiswing instabilities has been associated
with certain power flow conditions. The addition of {lux decrement allows
for the decay of the transient operating locus to that of the steady state
locuse. This effect in itself can cause multiswing instability.

For a single machine, infinite bus system the two operating

(13)
as

curves are given by Kimbark

Rrerr = Eq V8, SinG . Va.(xd-Xg).Sin(28) (5410)

Preansinr = Eq. V& . Sin® _ Va. (5 - %d").Sin (28)
e _i‘.)cd—' 2,::3'_ g, . (5.11)
Sketch graphs of these are shown in fig. 5.13 where the peak on the

transient loci is greater than 90° vhereas in the steady state this peak
value is less than 90°.

During the dynamic response the operating curve decays from the
transient condition towards that of the steady state. If during this
dynamic interval powerflow conditions are such as to keep the rotor angles
high, at around 90°, then as the operating curve decays towards the steady
state it is possible for the operating point to be on the unstable right
hand side of the steady state loci. This will cause the machines to
accelerate out of the Lyapunov stable region. This change' in operating
locus is demonstrated in fig. 5.14 for the power system of fig. 2.7 where

the terminal power of machine 2 is plotted against rotor angle sach time

certain fixed values of rotor angle are reached. A straightforward decay

between the operating curves is not obtained because of the power transfer

between machines. Fig. 5.15(c) shows the corresponding rotor angle response.
Further examples of this multiswing instability are shown in

fig. 5.15(a) and (b) where the damping constant is varied. The results




are similar to those produced by Dineley and Horris(57) and Preece(21)
to demonstrate multiswing instability.

The rate at which the flux linkages vary is governed by the valus
of the field open circuit time constant,—ﬂio!. If this is large then the
positive damping effect associated with the flux decay is lost but the
maximum size of rotor angle swing during the first oscillation is reduced.
The decay time from one operating locus to the other is also increased
diminishing the flux decrement effect on multiswing instability. Removal
of the positive damping by the increase in -ﬁi; fenders the critical
{low conditions of section 5.5 more likely to produce, not only an increase

in a future load angle swing, but possibly a multiswing instability.

5.10 CONCLUSION
In the preceding sections the effect of different machine
representations on the dynamic interaction within mul.timechine power
systems has been discussed.
It has been demonstrated that:-
(1) .Varying system and machine parameters affect the overall stability
of the system,
(11) Indiscriminaﬂ%&y increasing damping on a machine does not guarantee
the best increase in overall stability level.
(1ii) For some system conditions there is an cptimum value of impedance
between the machines to produce the maximum system stability.
(iv) Dynamic interaction effects can produce an increase in the size
of a load angle excursion. At the limit this excursion can result
in a multiswing instability in the Lyapunov sense.
(v) Flux decrement adds positive damping to a system in so much as it

tends to decrease the overall oscillation size.



(vi)
(vii)

(viii)

(1x)

(x)

Flux decrement increases the first load angle excursion.

For a salient pole machine flux decrement can cause multiswing
instability as it allows for the decay of one operating locus to
another,

If there is any possibility of a multiswing instability arising
within a system e study time of at least 6 secs. should be used.
This conclusion was also reached by Dineley and Horris(57)
Because of (iv) a method of removing harmful interaction should
be investigated, providing it does not reduce the overall system
stability level.,

A control scheme of the nature outlined in (ix) should be

practical and readily implemented.,
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CHAPTER 6

A TRANSTENT CONTROL SCHEME BY INrFEDANCE SWITCHING

é.1 GENERAL

Chapter 5 demonstrated how macﬁine interaction can produce adverse
load angle excursions, leading ultimately to possible multiswing instability.
This chapter, along with chapters 7, 3 and 9, demonstrates methods by which
this interaction can be removed or at least reduced. It will be shown that
reducing interaction increases the systems transient stability limit.

Because the design is carried out on a set of linear equations
the controller when applied to the practical non~linear set will not yield
the same results. It is therefore necessary to understand the cause, and

the effect, of the differences between the linear and non-linear equations.

6.2 A COMPARISON BETWZEN THE LINEAR/HON-LINEAR BGUATIONS

6.2.1 THE EFFECT OF THE INITIAL COFDITIONS
| The initial steady state operating conditions of a multimachine
power system are determined by the system loading and the network
parameters.

For RBP 2 the operating locus is that of a sine curve.(15) As
the initial load angles, Soi increase the operating range over which the
sine curve can be approximated by a straight line decreases. For example,
a step change on the input power to machine 2 in fig. 5.1 causes a first
‘load angle excursion of machine 2 of approximately 20°. With So,_g =30.5°
the difference between the models was 0.5'50 while with 8o =65°

it was 1.59°,

6.2.2 THE EFFECT OXF FAULT CONDITIONS

The comparison between the linear and non-linear medels depends

on the fault size and its duration. The linear model is only truly



representative of' the non-linear system over a limited range. Increasing
either the fault size or duration produces a greater discrepancy between
the two models - fig. 6.1. Increasing the fault size still further produces
a Lyapunov instability in the non-linear model while the linear model
remains stable - fig. 6.2. The linear model gives no indication of
instability in the Lyapunov sense but will indicate stability of the
cperating point. It also allows a Hyquist assessment of stability for
different feedback arrangements. |

Consider fig., 6.3 and a step change on the input power from Pi1
to P'12 and then back to Pi1 . If P12 >V Pi1 then there will be a
substantial amount of fault energy available to accelerate the rotor which
results in a rapid machine response. Because of the large amount of
accelerating power available the different gradients of the linear and
non-linear operating curves have little effect on the time response and a
good comparison is achieved - fig. 6.4. If P12 is only slightly greater
than ?i1 then the associated fault energy is small and the response of the
machine is not so rapid. The gradient differences between the two cperating
curves now affect the response - fig. 6.5. To produce a similar first load
#ngle oscillation to fig. 6.4 a larger fault clearing time ip.requireds :

A disturbance associated with a large clearing time does not give
such a good comparison as the disturbance of shortAduration required to give
similar first rotor anéle swings.

Extending this to the case where a disturbance is applied and not
removed - fig, 6.15 - the comparison between models is very poor. This is
mainly attributed to the linear model being designed to operate round the
initial steady state operating points and the final operating conditions

being different,
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6.2.3 CCNCLUSION
It is concluded from the previous discussion that:

(1) If 8o, is small, preferably less than 60°, a larger oscillation
range in which the models are comparable is obtained. In most
practical systems the onerating angles of the machines are in
axcess of 600, However for small disturbances the comparison
range is still sufficient to wroduce a control scheme. For large
disturbances drastic action is required to 1limit acceleration into
the Lyapunov unstable region. This is available to a degree in the
multivariable design technique by a change in the feedback gain
(Chapter 8).

(1i) The best comparison is achieved over small deviations. For a
similar, relatively large, load angle excursion the comparison
deteriorates as the disturbance size decreasesand clearing time

increases.

6.3 A _SWITCHED SKRIES IMPEDANCE CONTROL SCHEME

In Chapter 5 the effect of line impedance on the stability limit

- - ]

was seen to be a significant factor. Z»revious authors(75)(81)(84)(51 Bf)
have demonstrated the power of switched capacitance control schemes. 4

(31)

system similar to that ﬁs;d by Gless - fig. 6.6 - was investigafed
to discover a control scheme based on impedance switching working from
only the linear equation set.

A damping term was included in the machine equations as previous
work by the author and Preece(so) showed a tendency of the non-linear
controlled model to produce self-induced oscillations. This was attributed
to:

(1) The machine equations being undemped.

(i1) The discrepancy of using a controller designed on a linear equation

set on the non-linear model.
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Including the damping term removed any tendency towards self-

induced oscillation. _

6.4 DERIVATION 0 T1E LINEAR SJUATIONS

Using REP 2 and assuming no change in field excitation voltage

or mechanical input power the non-linear equations describing fig. 6.6

are

Hi. .5.1 = Pm "'V!.Vz.rz.S\n(s\'Sz)-Vl.VS.Yrs.Sl'n Sl - Kdl. é| (6 1)
Ha. 822 Puz ~\Va M. Yar Sia($2-50) - Va Va Y2 .Sin 2 - Kda. :5:.

The rotor angles are measured with respect to the infinite bus

while impedances represent the total impedance between machines.

Linearising the equations by a first order Taylor expansion

and introducing the state variables, x

Xi=8i~8ie = ADs

Xa =52- 20 = A B2

Xz = W= Na = &1~ Bio-H2+8520
= B2~ Biao = Aglz

Xaz= i\ (6.2)
X4~ Xa.
yields ' L
H.. iz = -bia X2 - Ciz. A2 -Ca. AYia~ bra. X - kd.. ~ 6.3)
. o3
Ha. X4 ==bai.Xa1 - Car. AYiz - C2aAYea - baza. X2 - kd2. Xa.
where
bi.. =VL.\-/].YLJ . COS 8\4_[0 ';: ';2-’5 ; ‘j=| 2,3 (6 h_)
ciL =VL.Vj.Sin 54 CES
Note;

Aizo=Hio as H3=0




AYi2, AYis, AYaz
give the inputs

- Ci2. AV - Ciz. AYiz
- Ca1. AYi2 = Ca3.AYas

Substituting into (6.3)

W,

AL 2

H,, is +(b:2+b:3)_x. "'blj.'xz +I(d,_3cs < ULy

H;z_:‘r,‘_ "‘(bzl"" bzs)_x-;"b;:), X +Kd2. X4 = U2

Writing in the state space form of (3.4)

&-c O O 1 o x,
x.z o ®) o 1 X,
Co {7 [~Chasby) | bz —Kel

X3 i T o, ° X3
IS - -~ lked

ol [ [CR] o [TAR | [

- represent the impedance changes and combins to

Define the systems outputs as
‘jl = A Sl
Hz = A 62

then the output equation is

Y, - I © O (@) X x,
2 ) { O @] X2
o s

X4

The Plant transfer function matrix GGp) is derived as

Ha. pz + Kolz.p + (bai+bas) , bz
o bzn, H!.Pz-f-kdl.‘P+(b|2+b13)

GG&G) = L.

where

(6.5)
(€.6)
OO w,
O | O U
+ |
W | O
o |m
(6.7)
(6.8)
(6.9)
(6.10)

o = (Hl.Pz + oy p+ (b + 'bls)).( H‘J.‘P2 + kdz.p + (ba)+ bzs})

- b:z. b.'-u

(6411)

This forms the basic equation for the design process.




6.5 COMPENSATOR DESIGN
The design method of section L.6.1 was used. By observation

of G (p), ¢(p) is assumed to have the form

I
O
As* +8p +D
QRG) = P |
which yields
Hu. P2+(b:z +bi3)+ Kdi.p , - b
ko) = Ap* +B.p +D Ep +Fp+ G
— b2 5 Ha .'p2+ (bar+baz) + kKda. P
me+3$+3 Ep*+ Fp +Q
(6413)

The general diagonal properties of G(p) are retained if

A=H, , B = Kl D= (bia+ biz)

’

E=H., F=kda, G= (ba+ b23)

(6.14)
then
o by |
. H2.p" + kely. p + (b2 + baa)
PI= " — b2 {+O |
tl-::p +icls. p +(biatbia)
= (6.15)
‘and.
1 , O i
H.g* +kol.p +(bratb
Q)= L.P P r2+b13)

o , !
H:.pz + Koa.p +(bar + bzs)

(6.16)
AL block diagram of the system is illustrated in fige. 6.7,
The effect of this compensator on the linear, non-linear models
" was investigated using an I.B.M. Application Program - Continuous System

Modelling Program, C.S.:L.p{82)
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6.6 STABILITY

For the uncontrolled system

lpT-Al=_1 &
Hi. Ha

where A = (HI.H:.P4 +p3f (Wi kdy +Ha kdi ) + T (H,.(ba +b23)
+ Kdi.Kda ot (biarbid)) + p{id. (bay +baa) + kdz.(bi+biz)
4 (biz +bia)(bar + baz) — bia. bar) (6.17)
Substituting in the numerical values of fig. 6.6 gives zeros at
Puz = -0-1083 £ 16372
P34 = ~0-0792 * j. 07814 (6.18)

VWiith the controller added the zeros are given by the roots of the

denominators of Qu G and q;;CP) which give,

for OL-\ (;P)

P2 = - 0-I25 2'_]. I-459 (6.19)

and for Qaa C'P)
P3,4= —0-0625 1‘_!' 1-O8

Both systems are thus stable.

6.7 FAULT CCNDITIONS

One of the doﬁble circuit transmission lines in line 1-3 of
fig. 6.6 was tripped out, for = set fault period, by opening the circuit
breakers af each end of the line. The load angle response for the
uncontrolled system - fig. 6.8 - shows the interaction present within
the system.

In equation (6.5) the input quantities to GC‘P) are

w = ‘Fl (A\(IZ, A\(IB)
Uga = ‘Fz (AYQ, A\(zs)

(6.20)
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To eliminate the dependence of both Wi and Wa on ZS\12, Ya
is assumed constant, Any control is exerted on the system via\ﬁ3<n~\ﬁza .

The line outage on 213 is applied as a step input to Wi

6.8 APPLICAYLION OF THE CONTROL MATRIX

Applying the control scheme to the linear model the two machines
are completely decoupled while for the non-linear model interaction is
substantially reduced - fig. 6.9, The oscillations of machine 2 are caused
by a transfer of power from machine 4. The control scheme works by adjusting
the impedance, 223 , (shown dotted in fig. 6.9) to counteract this power
transfer, thus keeping the accelerating power of machine 2 at a winimum,
Reducing the impedance value, Z23, immediately at the onsget of
the disturbance allows an easy transfer of excess fault energy to the
infinite bus. A reduction in the first load angle maximum of machine 1
results. This reduction in Z23 is equivalent to inserting a capacitance
on fault occurance as has been suggested by other authors.(51-55)(75)(81)(84)
The control scheme suggests a reduction of Z23 on each forward
oscillation- of machine 41, This is eqﬁivalent to inserting a variable
capacitance into line 2-3, Similarly introducing a variable inductance
on the reverse swing would increase this impedance. The practical control
system is shown in fig. 6.40.
The control unit would be operated by fault relaying indicators to
activate an input to the control unit proportional to the fault size.
The output of the unit would then control the magnitude of the capacitive

and inductive elements of fig. 6.10.

6,9 INPLEIERTATION OF A SWITCHED COWTROL UNWIT

The control scheme outlined in the previous section is practically
unrealistic, but using series capacitance and inductance of fixed values

and predetermined switching instants it becomes a practical proposition.
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The results of such a control scheme are shown in fig. 6.11 where
the size of the capacitive and inductive elements are taken as the maximum
and minimum of those obtained for 223 in fig. 6.9. The switching instants
are computed by the control unit, the output of which is proportional to
the decaying sinusoid, CY23 in fig. 6.9. The switching function used is

of the form:-

Yaze +Yoax £ uz £ Yaze +Vaap , Yoa-Vize
2 p)

wa < Yasze +Yasy , Ya3 =Yz's::.
2 (6.21)

Wa D Veze +Yaae, Yaz='Yiac
2

where,
le'. - instantaneous output of the controller
Y2.39 - pre-~fault value of Yas
Y23c - maximum value of Ya3- point B on fig. 6.9.

Yazx - minimum value 6sz.3- point C on fig. 6.9.
Good interaction removal is obtained until after the third rotor
swing when there is no control acting. However the rotor angles have teen
brought to a position very near their final equilibrium point.

6.10 CONTROLLED CAPACITOR INSERTION

Because of arcing difficulties the inductance was removad from
the control scheme and capacitance switching alone used - fige. 6.12. The

switching function used is of the form
]
Wz < Yaxc +Yaze | Yaz =Yaap

!

u‘j, > |23C_2-+Y23E' ) Y23 = Y?.'}C. (6. 22)

By neglecting the inductance in the control scheme the effect of reducing

" the accelerating power of machine 2 on reverse load angle swings has been




removed. Interaction is removed to a lesser degree than in fig. 6.41,
with the first reverse swing - point (c¢) - of machine 2 vroducing a 10°
oscillation,

As capacitance is inserted during the fault the first load angle
maximum of machine 4 is still reduced as compared with the uncontrolled

case - fig., 6.8,

6.11 LARGE DISTURBANCES

By increasing the size cf the line outege in the double circuit
transmission line 1-3 large rotor angle oscillations are obtained =
fig. 6.13. Implementing the control scheme of section (6.9) a substantial
amount of interaction is removed -~ fig. 6.14 - until later excursions when
control ceases to exist. However these later excursions have been reduced.

By not reclosing on line 4-3 the discrepancies discussed in
section 6,2.2 result in a poor comparison between the models =~ fig. 6.15
(a) and (b). Implementing the continuous controller - section 6.8 -
produces a drastic reduction in the first load angle maximum of machine 1
along with substantial interaction removal - fig. G.15(c).

The reduction in the first load angle maximum is apparent in all
the control schemes and is attributed to the capacitor insertion on fawlt

occurance.

6.12 CONTROLLZR VERSATILITY

The continuous controller of section (6.8) is used with the
loading conditions on fig. 6.6 increased to give initial load angles of
S = S20 = 60° - fig. 6.16. As a comparison the results obtained by
applying the continuous controller designed for the new loading conditions

are reproduced - fig. 6.17.



The capacitance inserted by the 30°, 10° design in fig. 6.16
is larger than that necessary to remove interaction at the new initial
loading conditions. During the first load angle swings power transfer to
the infinite bus easier resulting in a decrease in first load angle
excursions - point (A). As the optimum insertion is not continuously
used future excursions are not so positively damped and interaction effects
are more apparent than in fig. 6.17.- Hovwever a substantial amount of

interaction is removed as compared with the uncontrolled case - fig. 6.18.

6.13 PRACTICAL DIFFICULTIES INVOLVED WITH IMPEDANCE SWITCHING

The practicalities of implementing the control scheme are
outlined and must be considered in conjunction with the computer aided
design.

(1) When the circuit breakers are operating with a capacitor across
the contacts both arcing and recovery voltage are minimised,
however, if switched inductors are also used problems of arcing
will be introduced.

(4i) The capacitor/inductors themselves need only have a few seconds
rating and are thus less expensive than conventional continuous

duty series elements.(51)

(iii) Due to (ii) a lot of switching operations are inadvisable,
The switched control scheme of section 6.9 and 6.10 provides
for this limited amount of switching.

(41v) If the capacitor is in series with a very lightly loaded
transformer large distorted exciting currents may result.(77)

(v) As the ratio R/k for a transmission line increases there is

(770

a tendency for the machine to hunt. Capacitor insertion

decreasss X and hence increases the ratio.




(vi) Insertion of a large series capacitor at a large angle in
the system swing can cause large subharmonic line and ground

(86)

currents.

6.14 CCECLUSIONS

The design scheme reduces interaction and increases the positive
damping within the system. Insertion of larger switched canacitances
would further reduce first load angle swings but could render the system
more susceptible to interaction than when the "optimum" capacitance
value is used. However the advantage of the increased first load angle
reduction could be achieved without affecting the non-interacting properties
but would require variable capaciton/inductor insertion in both lines {-3
and 2-3. The feedback of one of the machine output variables to control
the instantaneous value of the impedance would be required.

This is a theoretical ideal and not a practical possibility
when considering impedance control. However if continuously operating
control elements such as field excitation and/or input power control are
available a control scheme similar to that outlined above is possible,
This is discussed in Chapter 7, 8 and 9.

~ Considering switched impedance control the size of the control
capacitor/inductor is dependent on both the fault size end the initial
operating conditions. Consequently it is economically unrealistic to use
the optimum control value for each fault occurance. By using some form
of continuous control e.g. fast valving or field excitation control these
problems, along with some of the practical difficulties can be overcoms,

Control units regulating field excitation and/or mechanical input
power already exist to some degree on synchronous machines and operaste
at lower power levels relative to those used in impedance switching,

Consequently lower implementation costs are envisaged.,
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The use of these control units in producing non-interactive control

schemes are discussed in the following Chapters.
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CHAPTER

A NON-INTERACTIVE CONTROL SCHiNE - SMALL PERTURRATION STUDY

7.1 GEIERAL

The control units regulating field excitation and/or mechanical
input power are used to produce a non=-interacting group control scheme.
These same units are then further used, in a more conventional mode, to
improve the systém response. Jdhould there be a failure in the group
control the regulators would be operative in their conventional mode. It
is therefore necessary to investigate the effect of these units in a
multimachine power system bef'ore implementation of the non-interactive
control scheme. It also provides a comparison by which the performance
of the group control can be judged. _

' Nyquist methods have been used previously by.Aldréd and

Shackshaft(hs) to investigatg the effect of excitation control on stability,
while in a.similar study Concordia(so) used Routh-Hurwitz criteria. More

(u7)

recently Laughton has applied state space methods. The approach taken
here is similar to both that of Laughton and Aldred/Shackshaft in that the
problem is attacked via the state space equations and the extended form
of Nyquist's criteria, as discussed in Chapter 4. One of the advantages

of the Nyquist method is that it gives an indication of both stability

and the form of response obtained.

7.2 SYSTEN DISTURBANCES

The model system under investigation is that of fig. 2.7. The
numerical values of the Plant Matrix and Driving latrices are given in
Appendix H.

For these small perturbation studies either
(i) A step change is made to the turbine input power to investigate the

effect of the input power regulator,
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(ii) To investigate the exciter a step change is applied to the
exciter reference voltage.
(iii) A three phase fault is applied to the machine terminals.

All disturbances were removed after a set time period.

7.3 THE RELCVAL OF IifPERACTION pFFECTS BY TURBINE FPAST VALVING

To3.1 THE DESLIGH SCHELH

The Flant transfer function matrix,G(p) , is diagonalised by
compensating for interaction in the off=-diagonal elements of the feedback
matrix, F(p)s» The values used in 4{&(&9 being dependent on the regulator
model and not on the type of feedback useds A block diagram demonstrating
this type of compensation is shown in fig. 7.1. The diagonal terms, ¥LLC§)
in F(p) are used to improve the indiviéual responses by standard feedback
methods once the interaction has been removed.

If the regulator is ideal f.e. vz 18 =00 in fig. 2.5 then

A
the transfer function ¢3veu(PD is obtained from equations (3.22) and

(3.28) -
~ _tb;(kr~C1u'-§}£§3 . ~Hi. Qs i
Ger () = Fo P fn P
~Hz. Qaa Ha. (P~ 0az - Q2a)
| fr P f.1v P | (7.1)

If input one is required to control output one and similarly

input two to control output two

i O
Ka =
* @ L (7.2)
then Quee ) = Guer ). Ka (7.3)
and by equation (3.24)
Fvec () = Frec (0) + Geu(p) (7.4)
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~
HVE\.(p\ will be diagonal if F\IEL(p) becomes

i O R H . %_.-
fn P
Frec (’& Ha. 023 @) (
EE - | 7.5)

Interaction is removed by feeding across the machines a signal

provortional to the instantaneous value of loud angle.

Mow
A r Hi. (P - Qui ~_CL\_?D O i
Huee P = (£ v P

O Ha.(P~Q2a - Q24)
] T ?J (7.6) |
which on inverting gives
EﬁE( P O ]

- H| Pz "'Q\\.P - Qs

HVEL(’P\- o 'F'N( ) )
Ha \P*-Qaap -Qas) | (77

Two individual second order systems result., Their response can
be shaped by altering the feedback gain round each individual machine
i.e. changing ’FLLC’p) to Kfby

If the regulator models for each machine within the system are

similar then G(‘\ﬂ becomes

G( ) = k-p . ( w
" (1+ pT)(1+p.Ts) Glp (7.8)
and A A
G(p3 = K\ + 'P.Rkl(\ +’P.Ts) ] G(*P\ (7.9)

Multiplying equation (7.4) through by the regulator transfer function
model yields for F(p)
Fep) = (+pRM(1+pTs). FGp)
ko (7.19)

Thus for acceleration feedback and a second order regulator

A
Facc (»P) = S Fueo (’P) (3.26)
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then
-

(= y Hi. Qs + Hn.(Ts+Tv)0J4 +Ts.Iv. H:.a.ﬂ

frled Fr k. p £ ke
Face®)=

Hz.023 +h.(56+F).003 +TeTv.Ha.0Qua , O
frlep £n . P 7 ke J (7.11)

end interaction is removed by cross feedback of rotor velocity, PS s

A .
rotor acceleration, p g, and roter position. This iz shown in block

diagram form in fig. 7.2(a).

The same cross-fleedbuck terms are required for velocity
feedback.

70342 STABILITY AND CONTROL

The stability of the open loop system is determined from the

open-loop characteristic polynomial, 1’\31—A\ (Section 4o3)
IpT-Al = ($* - @ +02)p’ + (02200 ~ Qg ~ Q)P

+ (0243, + Q_.s_O_u).p + (Q24,.CL|3 - Qua. st))
* (‘p—- O.ss)(?— Ouos) (7.12)
Substituting from Appendix H yields
‘PI*A‘ = ('p4'+ O-786p3+q3-5|p: +32-6p + I‘obq-g)

*(p+ 0219 (7.13)
giving zeros at

Pz = ~O- 29

P34 = —0O-184 2 1.47T715

Ps.e s — 0239 * {.R-396 (7.12)
which are all stable.'

_Transfer functions of the form

K
| «+p

(7.15)
are used {0 represent control elements. Further zeros at the point "%I‘.‘-

are introduced, and as T is a positive time constant the zero is stable.
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The presence of zeros in the positive right-half-plane of det G(p)
introduces non-minimum phase transference and possible closed loop control

difficulties. (67)

For the present problem GACLC‘P) is given by
equation (3.27) and substituting the numerical values of Appendix H the
zeros of det Gmcc(‘p) are

Puazas O-0

Ps.e =-0-15424.7T15]

Prne = -0-23Q* R396.j (7.16)

which all lie in the left~half complex plane and the problem of non-minimum

phase does not exist. For velocity feedback two of the zeros at 0,0
disappear.
Once interaction has been removed stability is assessed by
either, |
(1) The I.N. diagram - the critical point being taken as 0.0 as the
feedback gains, KFb;, s are zZero.

(i) By observation of the poles of the diagonel elements of Q(p).

7.4 THE RuLOVAL OF INTERACTION EFFECTS BY EXCITATION METHCDS

7ele41 THE DESIGN SCHELE

If the excitation system is assumed ideal with no time lags the
A
plant transfer function matrix GAc:_(p') is given by equation (3.30).

Substituting the numerical values of Appendix H into this equation gives

e
A ~ 55- 445 = 1451p-1644-20 , 31T ~|-6bp+5I2-27
GAc.c.(P)’ l(N

6 AP - 6p+5122T 5 —2TT2P ~14-51p - 164426

(7.19)
where

Kn = -(p +0-2(8)
251779
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The control equipment is modelled by a first order lag with a
time constant of 0,03 or 0.5s depending vhether a static or rotating
oxciter is used. This time constant will influence the magnitude of the
off-diagonal terms in F(p).

The design used is a hybrid of the methods in section 4.6.

Again it is reguired to control output 1 by input 1 and output 2

by input 2. Then

e i O
Q -
o 1 (7.20)
A A ' A ~
The terms Qy , Qa, end 22 » Qi bear the same constant.

relationship to each other

ie00 623 _ 1165 _ O 1143

55.44 14514 (7.21)

then let

Ky = | 10 5 -O1143

| 0143 , -0 (7.22)
A A b
and QA® = Ka. Kb. GF) (7.23)
giving
R -5472P-14-32p-170281 , 7002
(;LACL(FA = *(N

70021y -21-36P - 14-32p ~1702-8]

(7.24)
I now compensation is made in F(p) in a similar manner as

equation (7.4), with |
o , 218 + 0O 6006
FAcc(‘P)Z P P
273 + 0606 , o (7.25)
P "7§;i"‘
interaction is completely removed,

When the exciter is modelled

&Cp) = kn. (U +‘p.T¢x). &(‘P)
Kex (7.26)

which modifies

F@® = (1 +pTex). FG®)

Kex
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Cross feedback of velocity, position and acceleration removes
the interaction. These values change depending whether a static or
rotating exciter is used

For the static systen "?Lj (®) is

2-799 * velocity B

O+ 606 * posrtieon

0083 % acceleration
while for the rotating system is L (7.28)
‘ 3:084 »velocity

O 60k + position

-39| % accelerahon | _
A block diagram of this control method is shown in fig, 7.2(b)

For velocity feedback the same control scheme unfolds with

Fve @) = S * Face (P) (7.29)

Tolte2 CONTROLLABILITY

The open-loop system has been showvn to be stable - section 7.3.2.
The non-minimum phase transference is checked by finding, for

acceleration feedback,

d.d: G () =p. 3 GGz, A (Qs. Qe ~Qo.Q2s)  (7-30)

where A = - (ay ...Q,z.z\P + (Qz2.Qu - Qua - Qayg). P
‘P
+ (Qaq.Qi +Qaz.Qu3). P +(Q3.Q2q — Qug.. Qas)

The roots of A were found in section 7.3.2 and are now modified
by the factor,
Gr. Gz. (Qs. Qae — Que. Qas)
G and Ga are positive and the term
(Qus.Qze - Cue.Q25) = 1511, which is also positive.
The geros are all in the left-half-complex-plane and non-minimum

phase does not exist.
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7.5 A LEASURE O¥ DANPING

- In interactive systems it is very difficult to measure the amount
of damping, positive or negative, introduced by different feédback arrange-
ments. Cscillation frequency was shown to be very parameter dependent
in section 5.4. Consequently any change in the feedback gain slters the
osclllation frequency and interaction between channels. In general the
ma jority of feedbuck arrangsments tend to reduce the Tirst load anyle
excursion. This also disguises the damping effect.

For small perturbations a measure of the damping was obtained
by averaging successive load angle maximums and then normalising by
dividing by the first load angle maximum., For any Nyquist unstable
. system the normalised damping mea sure will be greater than one. If stable
it will be less than one and, in general, as the amount of' positive damping
increases the damping measure will decrease.

Because of interaction effects the graphs are used to demonstrate
the general trend of damping introduced by different feedback gains for ONE
specific feedback arrangement. They should NOT be used as an exact,
quantitative, measure of the amount of damping introduced by the diffTerent

feedback arrangements,

7.6 FAST VALVING - Tii¥ EFFECT OF RAGULATCL

=)
&
(i)
<]
&

7.6.4 GENERAL

Because of time delays within the regulator it is impossible to
have direct control over the mechanical power input to the machine. These
time delays are associated with the transducers, valve operating gear and
the steam system. The effect of' these lags is investigated in terms of

the Inverse Nyquist diagrams.



Position feedback is not considered as it has previously been

(34)

shown to be a poor choice of feedback signal.

7.6.2 DIRECT COITRCL OF TURBINE POWER INPUT

Direct manipulation of P4 would produce strong control. This is
possible if the time constants of the valve gear and steam system are
assumed to be ideally zero

leeo Tv=0-0

Ts= 0.0
Limits:= * 0 in fig, 2.5.

Equation (1.1) suggests that feeding back a signal proportional
to the instantaneous difference between R.; and PQ. should produce strong
control. However because of the.ideal regulator model a numerical instability
results. This numerical instability is removed by feeding back a signal
proportional to shaft velocity, é o For this feedback arrangenent the
I.N. plots, complete with d-circles are shown in fig. 7.3. The d-circles
enclose the origin, which was shown stable in section 7.3.2, while rotor
angle time responses showed a stable system for values of feedback gain
enclosed by the union of d-circles, as exemplified by curves (a) in fige7.4.
Stability can now be guaranteed for all feedback gains.

Substituting the numerical valuez of Appendix H into squation (7.5)

yields a feedback matrix

Kfb, , 0489

Fvew (‘P) - P
O-;—Qq , lkfby (7.31)

which is equivalent to the connection of link (e¢) in fig. 7.2(a).
Implementing this feedback arrangement removes interaction from within the
system as demonstrated by fig. 7.4, curve (b). The diagonal terms of ;:lve.u.(p)
are identical to those in év;gfp) and the I, plots are those of fige. 7.3

without the d-circles.



With this regulator model the diagonal terms in the plant transfer
function matrices are second order and changing the magnitude of the
diagonal terms, Kfbi, , in Fvee(p) is equivalent to varying the damping
constant, kd » in the machine equations of Appvendix A. As the damping
constant, Kol , is included in Quec@®) the I.N, locus of fig, 7.3 is to the
right of the imaginary axis. This shift being 0.01, corresponding to the
value of the damping factbr useds In the work by Aldred and Shackshaf't (48)
Kd was not included in GQGp) and a direct study of its effect on system
stability obtained.,

Increasing the feedback gain, kﬁﬂat » increases the distance
between the critical point and the I.N. locus. The system becomes more

positively damped with a corresponding decrease in the first load angle

maximum,

7.6.3 REGULATOR MODELLED BY . FIRST ORDER LAG

-

A time constant of 0,75s is introduced to represent the steam

system while the electro~hydraulic valve is assumed ideal
i.ee. TV=O'O
Ts:= 0758

Limits = * oo

kP = [+O figo 2-5
The feedback matrix to remove interaction now becomes
i R
kFFén 0.-429 +0-367
: P

F:vaz.(%D) =
0-4%9 + 0367 Kfba

i P (7.32)

i.e., fecdback across machines of

0.489 - =% position
0.36/ - = wvelocity

which corresponds to the connection of links(b)and(c)in fig. 7.2(a).




The I,N. plots for both velocity and acceleration feedback are
shown in fig. 7.5 and 7.6 respectively with the origin stable in both
cases. The efrect of the non-interactive control unit is to remove the
d-circles from the diagrams.

When interaction is present stability cannot be guaranteed in
the case of velocity feedback until feedback gains in excess of 3.0 for
machine 2 and 2.5 for machine 1 are used., lowever rotor angie time
responses demonstrated asymptotic stability within this region showing the
system was Nyquist stabie at all velocity feedback gains,

By observation of the I, diagrams of fig. 7.5 and 7.6 increasing
either the velocity or acceleration feedback gain increases the po;itive
damping within the system and reduces first load angle excursion; two
important factors of a good control scheme. For similar feedback gains
this effect is more prominant for acceleration feedback as,

(i) The c’ritical point is nearer the I.,N, locus with velocity feedback
than with acceleration feedback.

(i1) ¥ith a signal proportional to g a full forcing signal proportional
to the instantaneous difflerence between 'P,.. and Pz is continually
applied to the input of the regulator.

With interaction present and high escceleration feedback geins,
kfd. >3-0 , stability camnot be guaranteed from the I,N, diagram., This
causes no vroblems as with feedback gains of this magnitude the system

would be excessively overdamped.

7+6.4 SECOND ORDER REGULATOR

Modelling the steam system and the electrohydraulic valves

produces the most realistic model,
Tv: O-08s
Ts = O-75s
kp= 10
Limits = £ =© ' " in fig. 245
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Such a system is decoupled if a feedback matrix

~
IcFbl , 0-4¢9 +O'O‘2q'P o+ 0.4.05
F\;ﬂ. p) = P
0489 + 0-029p +0-406 , kfbs (7.33)

feeding back across the machines

0.489 » position

0.029 »  acceleration

0.406 » velocity _ _
corresponding to the connection of links (a) (b) and (¢) in fig. 7.2(a).

The I.N., plots of fig. 7.7 show that velocity feedback gain is
limited in that an excessive gain will produce-self-induced oscillations
ultimately leading to Nyquist instability. This is demonstrated for a
feedback gain of Kfb.=O-:6 by rotor angle response of fig, 7.141. I
interaction effects are removed the position of the critical point is
defined exactly from the I.N. plots of fig, 7.7 which for this system is
6.25 for é;“ and 0,22 for éizz .

The tendency toviards self-induced oscillation with high velocity
feedback gains is further emphasised by fig. 7.10(a) where the effect of
velocity feedback is to reduce the positive damping within the system.

The large changes in gradient of curve Q2 in fig. 7.10(a) suggest that it
is machines of sm2ll inertia oonstaht that are more sipgnificantly affected
by the velocity feedback gain and more prone to self-induced oscillations.

(34)

In earlier work Dineley and Kennedy demonstrated the introduction of
positive damping at low feedback gains dut obtained self-induced
oscillations at higher feedback values, especially wheﬁ the machine

inertia was small. It is concluded that the damping attributed to velocity
feedback is system despendent.,

One of the advantages of velocity feedback is its ability to

reduce first load angle excursions with increasing feedbvack zain, as



demonstrated by fige 7.9 curve (a). Curve (c) shows that if interaction
is removed a further reduction in first load angle maximum results. This
is dué to the movement of machine one being kept to a minimum by the control
unite The velue (82-8: ) is now gzreater than when interaction was
present allowing a larger flow of synchronising power to machine one
producing a corresponding reduction in the first load angle maximum of
machine 2, The build up of power at the terminals of machine 1 is
counteracted by a change of input conditions to this machine as directed
by the cross—feedbéck. The balance of electrical to mechanical power is
maintained in machine 1 ensuring minimum movement of this machine,

Observation of the I.N. plots of fig. 7.8 produced for acceler-
ation feedback suggests that acceleration feedback would both reduce first
rotor angle excursions and enhance the positive damping within the system.
This reduction in first load angle maximum is demonstrated for the study
system by gurves (e) and (f) in fige. 7.9 and for similar reasons as out-
lined above, when dealing with velocity feedback, removing interaction
further reduces first load angle excursions as shown by curve (¢) in
 fige 709 Fig. 7.10(b) demonstrates the increase in positive damping
with increasing gain while the rotor angle time response of fig. 7.11(c)
exhibits near optimum damping with a feedback gain of Kfh,2=005.
Increasing the feedback gain would overdamp the system.

From this discussion it is apparent that acceleration feedback
produces more powerful control than rotor velocity, a conclusion also

reached by Dineley and Kennedy.(Bh)

7«7 STABILISATION OF VELOCITY FSuDBACK WITH AW ADDITICNAL ACCELERATION
TERE

(34)

Dineley and Kennedy suggest that the self-induced oscillations

. produced by the velocity feedback can be reduced if an acceleration signal
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is used to stabilise the velocity term. This is demonstrated for small
perturbations in fig. 7.10(c) where the critical gein of Kfh:= 025 in
fig. 7.10(a) has been increased to 1.0. Further, the previous unstable
rotor angle response of fig. 7.41(b) is now stable, fig. 7.11(&), and
self-induced oscillations do not cause instability until a velocity
feedback gain in excess of 1.0 is reached.

The combined feedback signal produces large reductions in first
load angle excursions, fig. 7.9 curves (b) and (d), without overdamping
the system, which Qould occur with high acceleration feedback gains.
Again the effect ol the non-interactive control unit is to reduce the
first load angle maximum of machine 2, fig. 7.9 curve (d2). 4 similar
improved control signal is suggested by Hughes(AS) when velocity governing
with phase advance is used to produce a more acceptable response,

The stabilising effect of acceleration feedback can be furthner
studied for the non-interactive system by I.N. plots. The stabilizing
eff'ect of an acceleration term on velocity is shown in fig. 7.12 where the
critical point increases as the acceleration feedback gain increases. The
higher series of critical points for the heavier machine in fig. 7.12
indicates the susceptability of machines of small inertia constant to
gelf-induced oscillations. The critical velocity fleedback gain increases
not only with acceleration feedback gain but also with initial load angle
as indicated by fig. 7.13. Thus the initial load angle exerts a certain
stabilizing effect on the velocity feedback.

If system stability is defined as the point at which éne channel
within that system displays an unstable condition then, in the case of
velocity feedback, it is the lighter machine that sets this limit; a

(34)

result in agreement with Dineley and Kennedy.
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7.8 THE REMOVAL OF INTERACTION ON 3¢ FAULTS OF SHORT DURATICN

7.8.1 GBHERAL

The control method was designed to be non-interactive when
subjected to a disturbance at the machine inputs. The effect of using
the non-interactive control unit when the disturbance takes the form of
a three phase fault at the imachine terminals is investigated.

with this type of fault a disturbance will he felt by both
machines and will appear as though two disturbances have been applied,
one to each channei, simultaneously as indicated by fige 7.1k,

The second order regulator model with an acceleration damping
signal is used. The fault being applied at fhe terminals of machine two

for 0.05s, when it is cleared and the system resumes its initial conditions.

7.8,2 THE BENMEFIT OF INTERACTION RELCVAL

When interaction is present the synchronising power flowing from
machine 2 ;fter reclosure "drags" machine 41 into higher load angle swings,
fige 7.15, curves (a1) and (v1). Removing interaction counteracts this
flow of synchronising power by adjusting the machine input power in a
determined manner as shown in fig. 7.17 and 7.18 by curves (c) ana (d).
The disturbance now causing machine 41 to accelerate at all is that of
fig. 7.14(b).

An acceleration feedback signal tends to remove the valve clusing
signal on fault removal, as shown by curves (b2) and (d2) in fig. 7.17.

As the fault period is small the power limits do not play an important
role, provided the acceleration feedback gain is not exceptionally high.
ém is held lower than its steady state value until the rotor angle reaches
its maximum value as indicated by point X in fig. 7.18(b). Section 8.2
demonstrates that if Pm is substantially greater than its steady state
value, while the rotor angle is increasing, the f'irst load angle maximum

will increase.
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As the fault is applied at the terminals of machine 2 the largest
feedback signals are derived from this machine. Vhere interaction is
removed there is little change in the input signal to machine 2, relative
to the interactive study, and only a small decrease in first rotor angle
maximum results. In comparison the change in the feedback signal to
machine 1 is large, due to cross f'eedback from machine 2, resulting in the
large decrease in firat load angle. This is demonstrated by curves (b2)
and (d2) in fig. 7.45, 7.17 and 7.18,

Implementation of the non-interactive control unit with an
acceleration feedback gain of 0,07 produces near optimum response, curves (a)
fig. 7.45. Comparing curves (b) and (d) in fig. 7.18 shows that the
penalty paid for this improved control is a greater change in the input
power to machine 41 than when interaction was present. However as discussed
above the input power deviation o} machine 2 remains approximately the
same.

A good control system should provide rapid voltage 1ecovery on
fault clearance, to ensure that induction motor loads do not stall, as well

as the good system damping and reduction in first load angle.(45)

The good
voltage recovery produced by the non-interactive control unit is shown in
fig. 7.16 where curve (d) corresponds to thé near optimum response of

curve (d), fig. 7.15.

As input power is being varied to both machines the author feels
that the additional variation attributed to the non-interactive control
unit is justified when considering the improved response that is obtained
as indicated by curves (d) in figs. 7.15 to 7.18.

A similar set of results was obtained when the fault was applied

at the terminagls of the heavier machine.



7.9 EXCITATION CONTROL

7.9.4 G=ZHERAL
Regulators used to control the alternator field excitation are
either the older rotating exciter(13) or the more modern static excitation

(6)

system. The effect of both these exciters on system stability and
response are investigated when subjected to difierent feedback signals,.

The alternator field repulator model discussed in section 2.5 is

reduced to the first order

i.e. K
| +PTax | (7.31)
The value of the time constant being adjusted to
Tex= O-O3s, static exciter
Tex: O:-5s, rotating exciter

while a gain value for K;=10'0 is used.

Yhen interaction is removed the exciter reference voltage,Vrefl,
is not the input {o the control unit, see fig. 7.21, Consequently any
change in Vref causes a small disturbance in both machines as shown in
fig. 7.30(b), However if the input step was applied as in fig. 7.21(b)
interaction would be removed, fig. 7.30(a). The latter disturbance is
not used as the former is the more practical of the two.

As the disturbance imposed is sma2ll excitation limits do mot
play an important role. Their effect on large disturbances is discussed

in Chapter 8,

7.9.2 VOLTAGE FHEDBACK

Historically the control of field excitation was developed to
maintain internal power factor angle and terminal voltage at pre-set levels
during steady state operation. This was achieved by feeding back a signal.

proﬁortional to the magnitude of terminal voliage to a rotating exciter.
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Not only did this form of control improve steady state operation but was
also found to assist system stability during the transient interval.

I.N. plots for both rotating and static excitation systems are
shown in figs. 7.19 and 7.20 respectively for a change in exciter reference
voltagee The band so produced is extremely divergent with d-circles at
higher frequencies overlapping the smaller d-circles and enclosing the
orizin. This makes any essessment of the critical fesdback gaein irom the
I.N, plot difficult. With experience gained from previous analysis and
knowing the stability of the origin (section 7.3.2) self-induced
oscillations would be expected as the feedback gain was increased
ultimately leading to instability. This was verified by computing rotor
angle time responses at different feedback gains. Further the onset of
this self-induced instability is demonstrated in the damping curves of
fig. 7.24(a) by point X where feedback gains in excess of K¥fbj,= /-0
produce Nyquist instability. As previously stated d-circles do not allow
an accurate assessment of the critical gain values from the I.N., plots.
However by plotting det T(p) (Section 4.3.2) for different feedback gains
an accurate assessment of stability is achieved. Fig. 7.22 shows plots
of det T(p) for this system and with feedback gains greater than kKfby2=1-0
the origin 1s enclosed and the system is unstable., This agrees with
fig. 7.24{a).

The main locus, i.e. the locus of the centres of the d-circles,
on the I.N, plots of figs. 7.19 and 7.20 indicate a higher stability margin
for the rotating exciter than for the static. An effect first suggested
by Aldred/Shackshaft in 1960.(’*8) This same effect has caused other
authors to look for supplementary feedback signals(.s)(78)(79) Because
of the low time constant of the static exciter the phase of response to

terminal voltage can be sufficiently advanced to cancel the positive
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(79)

damping effect produced by the field time constant, However
increasing the feedback gain, Kfu_ , continually reduces first load angle
excursions, ag demonstrated by curves (a) and (b) in fig. 7.23, but has
to be limited because of' the improper phasing and resulting Nyquist
instability.

Inmplementing the non~interactive control unit reduces the movenment
of the indirectly disturved machine(s) to a minimum as seen in fig. 7.30.
However there is no signifiicant iuwrther reduction in the Tirst load wngle
maximum of the disturbed machine; curves (a2) and (b2) in fige 7.23 show
no appreciable difference. This effect is found with all feedback signhals
to the exciter and is attributed to the large field open circuit time constant,
Tdo' . Removing interaction changes the magnitude of the feedback signal
to the exciter, but because of the magnitude of Tdd the effect of the
interaction removal has little influence on the first load angle excursion

of the disturbed machine,

7.9.3 VELOCCITY FEEDBACK

One method of stabilising voltage feedback to ths static exciter

(6y(79) 1N

is to incorporate a sighal proportional to slip frequency.
plots using rotor velocity as the feedback signal are shown for the system
with and without interaction in fig. 7.25 and 7.26. In all cases the

G

amount of velocity feedback is limited. PFrevious authors
shown that using é; as the feedback signal either positive or negative
damping can be intrcduced depending on the relative geins and time constants.
For this system incorporating a static exciter the time constants are such
that there is a tendency to reduce the positive damping at all feedback
gains, fig. 7.24(B). The presence of self-induced oscillations is more
prominant on the lighter machine as indicated by the steeper gradient of
curves (a2) and (b2) relative to (an) in fig. 7.24(B). Hoviever increasing
the velocity feedback gain continually decreases first load angle maximums,

fige 7.23, curves {¢) and (a).
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For clarity consider the non-interactive I.N. plots of
figs. 7.25 and 7.26. The critical velocity feedback gain reguired to
induce oscillations is similar in both static and rotating excitation
systems for the lighter machine, é}:CpD glving a gain limit of approximately
2,0 in both cases. Reducing the exciter time constant increases the
critical f'eedback gain f'or the heavier machine from 0.9 with the rotating
exciter to 3,0 with the static system. These limits being obtained from
Qup)

With the static exciter, increasing the inertia constant reduces
the speed of response to the field forcing. This limits the tendency to
overcorrect and produce self-induced oscillations. If the time constant
of the exciter is increased, as is the case with a rotating exciter, the
strength of the field forcing is reduced and with the large response time
of the heavy machine improper phasing results causing Nyouist instability.
Lowering tﬁe machine inertia with the rotating exciter the response to
any field forcing is more rapid and counteracts the low forcing.

From this discussion it is concluded that a greater stability
level is obtained with the rotating exciter whsn machines of low inertia
constant are used. It also provides a greater stability level with light
machines than the static exciter, Conversely a static exciter operating on
a system with large inertis machines is less susceptible to self-induced
oscillations than if rotating exciters are used.

These two effects correspond. Fig. 7.27 shows block diagrams of
the two excitation systems with arrangement (1) in both cases producing the
greater stability level. As a linear design was used superposition could
be a'pplied. Rearranging the blocks of fig. 7.27(a) so that the first and
~last are interchanged arrangement (1) in fig. 7.27(a) and (b) ere now

similar. These results also correspond with those obtained in section 7.6.4
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where with fast valving it was found that the lighter machine was more

susceptible to self=-induced oscillations.

7.9.4 ACCELERATION FEXDBACK

Previous authars<80)(45)(78)(7) have shown that control is
improved by including a term proportional tc rotor acceleration in the control
signal. With acceleration fezdback to the machines in the study sﬁstem the
IN. plots shown in figs. 7.28 and 7.29 result. When interaction is present
the feedback gains included by the union of dises in fig. 7.28 were found
to be asymptotically stable by time response results while the stability of
the origin was demonstrated in section 7.3.2. Stability can now be
guaranteed for all accéleration feedback gains.

The I.N. diagrams show that by increasing the feedback gain the
amount of positive damping introduced also increases. Because of the near-
ness of the locus to the critical point this effect is more prominant in
the static exciter, This damping effect is further demonstrated by
fige 7.24(c). 4lso as the feedback gain increases the first load angle
excursion is reduced, fig. 7.23 curves (e} and (f). However as with
acceleration feedback to the input power regulator the feedback gain has
to be limited or an overdamped response results.

The use of an acceleration feedback signal produces strong

control.

7.10  CONCLUSICN

The work discussed in this chapter proposed various control methods
based on linear multivairiable control theory. These control methods were
then applied to the system when it was subjected to small perturbations.

As these perturbations were small both the transmission system and the



synchronous machines can be accurately represented by a linear model.
This.then allows the performance of the control method to be assessed
from the Nyquist diagram.

- The early stages of the work in developing a model to represent
the input power regulator demonstrated that this had to be represented by
a second order model or else an unstable response could be predicted
stable., This was demonstrated when considering velocity governing as the
first order model showed the system to be stable at any value of velocity
feedback gain. This is untrue as was shown by Dineley and Kennedy(3h) and
results comparable with theirs were not obtained until the second order
model was evolved.

The field excitation regulator was also second order.

Feedback of a velocity term to either of these two regulators,
when interaction was present or not, showed a reduction in the first rotor
angle swings but tends to produce self-induced oscillations as the feedback
gain is increased ultimately leading to instability. However if a sighal
proportional to rotor acceleration is used as the control signhal any
tendency towards ingtability is removed while still reducing first rotor
angle swings. This control signal also has the ad&antage of introducing
strong positive damping into the system but has to be limited as it can
produce a very heavily damped response culminating in a slow recovery of
terminal voltage. As one of the aims of any control system is to retain
good recovery of terminal voltage this is clearly a limitation on the
contfol system., However with a correctly selected value of acceleration
feedback gain section 7.8 demonstrated how good voltage recovery could be
achieved by input power control.

The introduction of positive damping by acceleration feedback to

the exciter was more pronounced with the static exciter than the rotating
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exciter because of the lower time constant employed.

An improved control scheme wias obtained by using both an acceler-
_ation term and a velocity term in the control signal to the power regulator.
The acceleration term stabilises the velocity signal and hence allows a
greater first rotor angle reduction while the system does not become over=-
damped.

Investigations on the exciter demonstrated that the feedback of
terminal voltage also reduces first rotor angle swings but has to be limited
as it tends to produce instability as the feedback gain is increased.
However different authors(45)(9) have shown that this can be stabilised,

- in the same way as the velocity signal, by incorporating supplementary
signals describing the machines state into the feedback signal.

These conclusions equally apply both to the system with interaction
present or when interaction is removed but when interaction is remcved an
accurate assessment of the system's feedback limitations is available from
the I.N; diagrams.

The effect of interaction removel is paramount in this work and
one of the advantages of the non-interactive controller in producing
improved terminal voltage recovery is demonstrated &n section 7.8 in
connection with input power control. Another advantage of this form of
control is that only one machine is significantly affected by the disturbance.
The transfer of synchronising power between the machines producing the
relative movement is counteracted by altering either the mechanical input
torque or the electroemagnetic torque on the machine. This does not imply
an increase in the rotor angle swings of the faulted machine. As the
synchronising power is transferred between the machines it is accommodated

in the usual form of kinetic energy but this change in energy is balanced
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by either a change in input power or-electromagnetic pover depending on
the regulator used, This keeps the energy balance within the machine.

Further by constraining the movement of the undisturbed machine
the instantaneous difference in rotor angles is increased allowing more
power to be transferred. This leads to a further reduction in first rotor
angle swings.

Because of the large field open circuit time constant of the
machine this is more pronounced when the control is applied to the input
power regulator than field excitation.

Continuous control of input power both when interaction is present
or not has been shown to produce stronger control action than excitation
control both in its control of terminal voltage, first rotor angle reduction
and the positive damping it introduces into the systeme This is further
emphasised in the following chapter.

Present technology does not allow continuous operation of electro-
hydraulic valves because of the high hydreulic pressures required for
valve opening but is foreseen in the near future.(sz) At the presgent
time systems that allow 5 strokings are available and future development

will produce continuous valve operation.
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Fige 7.3 Inverse Nyquist Plots with d-Circles for Input Power Control
with Velocity Feedback. Direct Control of Pm Assumed.

78 -
. : al, M/c 1; a2, M/c 2; Velocity Feedback
w 74 _ 782 Kfb1=Kfb2=0, 1
9 Interaction Present
< b1, M/c 1; b2, M/c 2; Velocity Feedback
~ N Kfb1=Kfb2=0,1
E? Interaction Removed
66 4
4
o
®
© 62 -
58 -
5'+ -
S0
-
2.0

Time, secs.

Fig. 7.4 Rotor Angle Time Response Using Non-Linear Model. Data
Appendix H. Direct Control of Pm Assumed. Fault Pm(2)=1.4 p.u.
For O.1secs.



(2.7 ,
A l@’kgél?
5 b o3 22

(a) 311(p)

w=14 1= Imaginary

YATAAD ws=bradls
‘Eig;;ggg%égignn
vyl di,'

3 wa0-2radls

(b) g22(p)

Fig. 7.5 Inverse Nyquist Plots Showing d-Circles for Input

Power Control with Velocity Feedback. Regulator Modelled
by a First Order lag.



1 Imaginary

W320 vadls

Wws2 1
Real
=5
-6 4
(2) 9117(p)
Imaginary

W> 20 vadls

N |
n w-g.'

Real

(b) azz(p)

Fig. 7.6 Inverse Nyquist Plots Showing d-Circles for Input
Power Control with Acceleration Feedback. Regulator
Modelled by a First Order lLag.



(b) g22(p)
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Control with Velocity Feedback. A Second Crder Regulator
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CHAPTER 8.

A NON=-INTERACTIVE CCHTROL SCHELE - LARGHE DISTURBANCES

8.1 GENERAL

In the previous Chapter regulator limits had little effect on
the system response as disturbances imposed were only small, By imposing
& three phase fault on the terminals of machine 2 in fig. 2.7 for 0.21s,
the critical clearing time for the uncontrolled system, large rotor angle
oscillations are produced. This allows the effect of the regulator limits
on the system response, with and without interaction present to be
investigated for different feedback arrangements.

The damping effect of different feedback signals is related to
the Nyquist stability of the system and was studied in detail via the I.N.
diagrams in the last chapter and consequently does not constitute a ma jor
investigation here.

To study the effect of a combined velocity and acceleration feed-
_'back signal an accéleration feedback gain of Kfbi,2 =005 was l}sed as this
produced large, {irst rotor angle reductions with good subsequent damping
when the velocity feedback gain was zero (see fig. 8.3). Further this
acceleration feedback gain compensates for the improper phasing introduced

by the non-interactive control unit,.

8.2 FAST VALVING

8.2.1 ACCELERATICH FEIDEACK

For large disturbances increasing the feedback gain initially
reduces the first load angle maximum but then causes it to increase curves
(e) and (£2) in rig. 8.4(b). This is associated with the mechanical input .

power to the machine being reversed at the wrong wmoment in time.
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Hughes(h5)

states that by using Pontrayagin's maximum principle
the minimum possible rotor éngle swing is obtained by applying the full
closing signal to the steam valves on the occurance of the fault and
removing i% when the maximum value of rotor swing is obtained. Acceleration
feedback closes the valve on the occurance of a fault but tends to remove
this closing signallon fault clearance. By using a large feedback gain it
is possible for Pm, the mechanical input power, to increase to such an
extent, while 8 is still increasing, that the machine tends to accelerate
and increase its load angle as demonstrated for a feedback gain of 0.1 by
fig. 8.1(b) curves (e). Fig. 8.8(a) shows the increase in Pm causing the
increase in first rotor angle swing where point (i) corresponds to the
time at which the maximum value of 82 is reached.

The flow of synchronising power between the machines causes an
increase in the first rotor angle excursion of the unfauwlted machine at
high fegdback gaing even though the power limits of this machine may not
be met. This effect is shown by curve (e1) in fig. 8,1(b) while fig. 8.8(b)
shows the variation of power at the turbine valve with time for an acceler-
ation feedback gain of 0.1, note that the power limits for machine 1 are
not reached. Removing interaction counteracts the flow of synchronising
power and removes this ‘effect shown by curve (£1) in fig. 8.1(b).

The efi'ect of a non-interactive control unit at low feedback
gains (less than 0.01 in this case study) is to increase future rotor
angle swings, an effect attributed to the differences between the linear
and non-linear models. The linear, non-interactive controller produces
a control signal of such magnitude that the power regulator limits of the
non-linear model are continually met and improper phasing results. 4&4n
example of this in fig. 8.11 shows the variation of power at the valve

corresponding to the rotor angle response of fig. 8.5,
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The contirol effect of the non-inferactive control unit can be
thought of as an apparent tétal feedback signal of varying gain acting
round each individual machine. The improper phasing causes this gain, at
certain instants, to change sign and introduce negative damping into the
systems This results in the increased rotor angle oscillations. Increasing
the individual machine acceleration feedback gain partially compensates for
the improper phasing by reducing the number of times the power regulator
limits are reached, as in fig. 8.9(a). This produces the positively
damped response of fig. 8.3. Note the response.of machine 2 in fig. 8.3
is more oscillatory than in fig. 8.2, where interaction was present, because
of the cross-feedback tending to produce the improper phasing.

The main advantage of the non-interactive controller is its
ability to produce a large, beneficial, reduction in the first load angle
maximum of the unfaulted machine. This is demonstrated in fig. 8.1(B)
vwhere curve (f1) shows lower f;iz*st load angle maximums than (e1), ths
corresponding plot for the interactive study. Because of the low fault
clearing time used in section 7.8 the effect of the cross feedback from
machine 1 had no significant effect on machine 2, Now, however, with the
increase in the c¢learing time cross feedback from machine 4 is of sufficient
magnitude to have a positive effect in its tendency to hold the conirol
valve of machine 2 closed on fault removal; point 4 in fig., 8.9(b) showing
a lower value of ¥m than the corresponding poiﬁt in the interactive plot
of fig. 8.7. This is responsible for the further decrease in first rotor
angle maximum of machine 2, at low feedback gains, shown by curve (£2) in
fig. 8.1(b). After fault clearance the cross feedback signal counteracts
a substantial amount of the synchronising nower flowing from the directly
faulted machine, machine 2, to machine 1 producing an increase in the
instantaneous difference between the load angles. A greater transfer of

synchronising power from machine 2 is allowed producing a further reduction
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in the first load angle maximum of machine 2, This effect was discussed
in Chapter 7.

If the acceleration feedback gain, KfbL s, is further increased
the 1limits again tend to cause an increase in the first load angle excursion

of the directly faulted machine, curve (f2) in fig. 8.1(b)..

8.2.2 VELOCITY FEZDBACK

Increasing the velocity feedback zain continually reduces the
first load angle maximum as shown by curves (a) in fig. 8.1(a). However
this gain has to be limited because of the tendency towards self-induced
oscillations as discussed in Chapter 7.

The self-induced oscillations for large disturbances can be
related to the I.N, diagrams of fig. 7.7. The Nyquist stability limit
deduced from rotor angle time responses for the large three phase fault
yields a maximum feedback gain slightly in excess of 0.2, which is com-
parable with that predicted from the Nyquist diagram of fig. 7.7 and the
damping curves of fig. 7,10(A). This is further verification of both the
method of representing damping effects in Chapter 7 and the connection
between self-induced oscillations and the I,N., diagrams. PFig, 8.6
demonstrates the tendency towards self~induced oscillations with a feed-
back gain K¥hi,2202 while points A4 and A2 are examples of the interaction
ef'fects discussed in Chapter 5.

By removing interaction the improper phasing introduced by the
controller cannot be compensated for by vslocity feedback before self-
induced oscillations set in. It is therefore concluded that the use of
this non-interacting control scheme with velocity feedback is unsatisfactory

for large disturbances.
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8.2.3 CONBINED VELOCITY AlD ACCELERATICN FEEDBACK

The advantages of uging a combined feedback signal were discussed
in section 7.7. 7ilhen the system is subjected to a three phase fault the
velocity signal tries to hold the valve closed on fault removal but can
only slightly reduce the opening signal to the valve produced by the
dominant acceleration term. This results in a slight reduction in the
first load angle maximum as the velocity gain increases; curves (b) in
fig. 8.1(a). This effect is more noticeable in machine 1, curve (b1), as
the fault energy associated with this machine is not great enough for the
ef'fect of the velocity term to be completely overshadowed by the acceleration
signal.

For the reasons discussed previously the removal of interaction
produces a substantial reduction in the first load angle maximum of the
unfaulted machine. Again because of the dominating behaviour of the
acceleration terms in the control signal the velocity feedback gain has
little effect on the first load angle maximums as shown by the near

horizontal lines, (d1) and (d2) in fig. 8.1(4).

8.3 EXCITATION CCNTROL

8.3.14 THE ALTERATION OF FIRST LOAD ANGLE LAXTILUM

(45) (9)

Hughes and Dineley et al found that using a static exciter
and a feedback signal incorporating a term proportional to acceleration
higher first swing excursions resulted than in the uncontrolled case. This
is demonstrated in fig. 8.12 by points (x) and (u) when the system of
fig. 2.7 was subjected to a three phase fault at the common bus, bus 3,
for 0.45s (Data Appendix H).

Three factors contribute to this rotor angle increase;

(i) The acceleration term tends to remove the signal to the exciter

on fault removal, as shown by curve (a) in fig. 8.13, whereas

- 100 -



optimum reduction is achieved when a full increasing signal
is maintained on the e#citer until the initial rotor angle
swing reaches its maximum.(b5)
(i1) A static exciter is normally powered from the machine terminal

voltage, which, during the fault interval is low giving a low

ceiling voltage.
(iii) The response of a static exciter is very fast providing a

large excitation forcing signale.

Consequently during the fault period there is a tendency to
provide a high forcing signal which is severely limited by the ceiling
voltage. On fault removal the terminal voltage increases providing a
"buck" ceiling limit of large magnitude. This allows the acceleration
term, on fault removal, to produce high hegative gield forcing and a
reduction in the height of the operating locus, beneath its steady state
operating value, while the load angle is still increasing.

This eff'ect could be removed, producing a substantial reduction
in first load angle maximum, if high ceiling limits were used with the static
exciter. Alternatively a partial solution to the problem is to limit the
buck ceiling at 0.0 and hence reduce the negative field forcing producing
the reduction in the height of the operating locus. These two solutions
are demonstrate& by curves (a) in fig} 8.12 where a significant decrease
in first loed angle is obtained with infinite limits, point (Z.), while
with a buck ceiling limit of 0.0 first load angle excursions comparative
with the uncontrolled case are obtained, point (u).

If a rotating exciter is used Hughes(45) has shown that with an
acceleration term stabilizing the voltage_signal first swing maximum is only
slightly greater than if just voltage feedback is used. This is due to
the rotating exciter having both a slow speed of response and high working
ceiling voltages, typically +6 p.u. and 0.0 p.u.
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The advantage of using an acceleration signal is that it increases’
the positive damping within fhe system as discussed in section 7.9.l4.

With a feedback signal proportional to either terminal voltage
or rotor velocity the oPtimum forcing signal is applied to the exciter
during the critical first swing. This produces a reduction in the first
load angle maeximum as shown by curves (b) and (e¢) in fig. 8.12. Because
the instantaneous magnitude of these signals is never 6f the same large
magnitude as the acceleration term the effect of the ceiling voltages is
not so drastic and a reduction in load angle is achieved with the vractical
working values of ceiling voltage. However as was seen in Chapter 7 the
feedback gain must be limited or else‘self-induced oscillations will be
produced.

Implementing the non-interactive controller tends to apoly a
forcing signal nearer the optimum to the exciter during the critical period
and reduces the first load angle ma#imum. This reduction in first load
angle produced by the non-interactive controller with an acceleration
feedback gain, K¥bi2:0-02 , is shown in fig. 8.12, curves (d). With
all 1limit values large reductions are obtained relative to the interactive
case, curves (a). However as in the interactive study changing the ceiling
limits determines the value reached during the first load angle swing. The
field foreing required by this contreoller to.produce maximum load angle
reduction is large, typically greater than 10.0 p.u. which is substantielly
greater than the practical working ceiling voitages. Consequently the
more the boost ceiling is limited greater is the first load angle swing,.
Because the optimum forcing signal is applied during the critical period
the buck ceiling limit has little effect on the first load angle swing,

see points p and q in fig. 8.12.
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8.3.2 SUBSEGUSHT LOAD AMNGLE REDUCTICHS

The introduction of damping by the different feedback signals was
discussed in Chapter 7 where the tendency towards self-induced oscillations
with velocity and/or voltage feedback was observed. These feedback signals
had to be limited or quﬁist instability resulted. In comparison the
limit imposed on the acceleration f'eedback was to prevent an overdamped
response from beiné produced.,

For large disturbances with interaction present the acceleration
feedback forces the exciter to operate in a partial bang-bang mode until
the increase in the positive damping forces the excitation voltage from
the ceiling 1limit to its steady state value over a short time period,
fig. 8.14(b). The slow response of the field winding to this change,
caused by the large field open circuit time constant,'TJO' s results in a
slow decay in the height of the operating locus., This slow decay produces
an apparent final load angle value less than the steady state value,
see fig. 8.14(a). However as shown in fig. 8.14(a) this load angle value
will slowly rise to its steady state position as the height of the operating
locus decays. & buck ceiling limit of 0,0 was used to obtain fig. 8.14.
If, however, the buck ceiling limit ﬁas a negative value, as in fig, 8.47(a),
a similar effect is observed with the apparent final value reached by the
rotor angle being greater than the steady state value. To guarantes this
effect does not become excessive and produce a distorted response it is
necessary to impose a 1limit on the acceleration feedback gain, depending
on both the system and regulator parameters, particularly the ceiling
voltages.,

The effect of the non-interactive control unit is similarly dep-
endent on the exciter ceiling voltages. With infinite limits two
substantially non-interacting curves are produced, fig. 8.15., However

using practical ceiling limits there is a tendency for the field forcing
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to continually reach the ceiling voltages, as in fig. 8.16(b), which results
in improper phasing and distorted response similar to fig. 8.16(a). The
improper phasing can be substantially reduced if an acceleration feedback
signal is used whereas neither velooity or voltage signals can provide the
necessary compensation before self-induced oscillations set in. The effect
of acceleration feedback and velocity feedback relative to fig. 8.16 is
shown in fig. 8.17‘and fig. 8.18 respectively.

Consequently the non-interactive control unit should only be
employed if high ceiling limits are available and then either velocity,
acceleration or voltage feedback can be used to shape thie response as
improper phasing does not exist. However if the exciter is subject to
low ceiling limits an acceleration feedback signal is necessary to
compensate for the improper phasing produced by the limits,

Similar results are obtained when a rotating exciter is used.

8.4 THE EFFECT OF INTHRACTION RAHOVAL ON THE STABILITY LIMIT

The control methods have been shown to reduce first load angle
maximums and introduce'poaitive damping into the system. Because of the
increase in the positive damping the danger of multiswing instability is
reduced and critical clearing time becomes dependent on the first load
angle excursion. Consequently any change in the stability boundary caﬁ
be related to the change in first load angle maximum resulting from the
different control arrangements.

An example of this is demonstrated for control of input power
in fig. 8.19 where the change in the stability limit can be related to the
change in first load angle maximum of machine 2 in fig. 8.1. As the fault
is applied to the terminals of machine 2 it is this machine that is most
susceptible to instability and is consequently the limiting factor in

determining the overall system stability limit.
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Fig. 8419 demonstrates that in increasing the system stability
boundary the use of the combined acceleration and velocity signal, with
interaction removed, line (e), is the best control scheme for input power
control. With this control arrangement the increase in critical clearing
time over the uncontrolled case is 0.06s or 3 cycles. Further fig. 8.49
only considers the change in the first load angle of machine 2 and takes
no account of the drastic reduction in the first load angle of the
indirectly feulted machine, machine 4. This is one of the most beneficial
effects produced by interaction removal and helps substantiate the argument

for the added control complexity of interaction removal.

8.5 CONCLUSION

The positive damping of individual alternators is increassd by
the use of an acceleration feedback signal. This signal has to be limitsed
or else both an increase in the first load angle maximuwn and a distorted
response will be obtained. These effects are associated with ths practicsal
-output limits of the regulator. The incre;se in the load angle is most
pronounced when a static exciter is used as such an excitation system is
powered from the machine terminal voltage giving a low celiling voltage
during the fault periods The increase in first loed angle oscillation is
small compared with the substantigl positive damping introduced into the
system by the static exciter and is thus preferred to the rotating exciter,

The limit on the acceleration feedback gain is dependent not only
on the regulator 1limits but also on the fault size, position aﬁd duration.
Increasing the regulator limits will produce both a well damped response
and reduced first load maximum, However for practical and economic reasons
the use of regulator limits much above 6 p.u. is not feasible. In the case

of excitation control limiting the buck ceiling limit helps reduce the

first load angle maximum,
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If a velocity signal to the input power regulator and either a
velocity or voltage signal to the exciter is used the optimum signal for
first load angle reduction is applied. lovever this signal has to be
limited because of the tendency towards self-induced oscillations. Thus
the optimum signal for first load angle reduction does not necessarily
produce the best subsequent response.

Good overall control is obtained if a velocity and accélé¥ation
sighal is applied to the input power regulator. The acceleration signal
stabilises the velocity term and produces good subsequent damping while
during the first swing the velocity term tends to apply a more optimum
control signal than acceleration feedback alone., This reduces the first
load angle maximum. This feedback control can be further strengthened
by removing interaction,

If interaction is removed the discrepancies between the linear
and non-linear models, particularly the use of reguletor limits, produces
impfoPer phasing giving a distorted response. This improper phasing can
be largely compensated for by an accelgration feedback signal, Velocity-and/
or voltage feedback, depending on the regulator, cannot compensate the
improper phasing. Consequently the beneficial effect of removing interaction
is limited, for large excursions, to the cases vhere an acceleration
stabilising sighal can be used.

When considering first load angle reduction, interaction removal
tends to apply a control signal nearer the optimum during the critical
first swing. This produces a reduction in the first swing maximum and a
corregsponding increase in the stability limit, This reduction in the first
swing maxinum is particularly noticeable in the machine, or machines, not
directly affected by the fault and is one of the major advantages of the

non=-interactive controller,
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In general improved response is obtained if interaction is removed
with an acceleration signal producing the correct compensation. This
improvement in response being more pronounced when control is applied to

the input power regulator than to field excitation,
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CHAPTER 9

RELIABILITY OF THE NON-INTERACTIVS CONTROL i:ETHOD

9.1 GENERAL

The benefits gained from using a non-interactive control scheme
have been discussed. The reliability of the non~interactive control
method in terms of overall stability and interaction effects is now
investigated with particular reference to the second order input power
regulator,

‘When interaction is removed the system behaves like two single
input/output systems and the feedback gains can be increased to their limit
without affecting the other channel. The I.N. plots are lines.

If part of the feedback across the machines is lost interaction
between channels will exist. The amount of this interaction can be zssessed
by the width of the band produced by drawing the d=-circles.

The oscillation frequency of the load angle in previous time
response plots is between 3 and 12 rad/s, depending on the inertia. It will
be shown that.the feedback arrangements that produce the smallest d-circles
within this frequency band have the least amount of interaction. This will
be seen to apply even though the d-circles at lower or higher freﬁuencies

may be of greater magnitude.

9.2 THE EFFECT CF THE £RCSS FUEDIACK SOMPONENTS

The presence of the different cross-feedback terms in the conirol
signal can be described by the connection of the cross-feedback links (a)
to (c) in fig. 7.2(a).

if links (a) in fig. 7.2(a) are closed an acceleration compenent

is included in the cross-feedback signal which reduces the radius of the
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d-circles and hence interaction at high frequencies. Hoviever at low
frequéncies it is the position component, links (c) that is the dominant
term. This effect of frequency on interaction is demonstrated in fig. 9.1.
At high frequency curves (e), (f) and (d), which contain an acceleration
cross-feedback signal, show the lowest d-circle radius whereas at low
frequencies it is curves with a position term included in the cross—feedback
signal, curves (c) and (e), that heve the lowest d-circle radius.

If a velocity term is included in the cross-feedback signal,
corresponding to the closure of links (b) in fig. 7.2(a), interaction effects
are considerably reduced, relative to the interactive study, as illustrated
in fig. 9.2 by comparing curves (d), (c) and (h) with curve (a). Comparable
graphs in fig. 9.1 show a reduction in the radius of the d-circles during
the critical middle frequencies. It is the velocity term that is dominant
is removing interaction in the practical system. If the velocity term,
links (b) in fig. 7.2(&) is not included in the cross-feedback signal
interaction effects are only slightly reduced relative to the uncontrolled
cage., This is illustrated in fig. 9.1 by comparing curves (e) and (f) with
(a). The only exception to this is if position cross-feedback alone is
applied by closing link (¢) in fig. 7.2(a) when the system becomes more
interactive than the uncontrolled case. Shown in fig. 9.1 by comparing
curves (g) and (a).  Transient plots demonstrated that with individual
machine acceleration feedback gains, K-be-ﬁO-O , and vosition cross
feedback only- the system was unstable. This was verified by plotting det T(p)
as in fig. 9.3. Increasing the feedback gain K?bz to 0.05 resulted in e
stable system.

The increase in interaction préduced by the position cross feedback
term is further emphasised by comparing cruves (¢) and (h) in figs. 9.1 and

9.2 where curve (c) for velocity end position cross-feedback produces more
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intergction than just velocity cross-feedback alone, curve (h)., If

link (a) is closed in fig. 7.2(a) an acceleration term is included in the
control signal and helps stabilise the position cross-feedback term. This
is illustrated in fig. 9.1 by comparing curves (e) and (f) which produce
d;circles of the same radius within the middle frequency band.

From the above discussion if the non-interactive control unit fails
the only unstable condition will exist if position cross-feedback is retained
alone with no individual acceleration feedback gain, ka; + Feedback round
each individual alternator as ; response shaping mechanisﬁ will generally
be used and unless this has been lost the system will be stable in the
Nyquist sense.

If complete cross feedback between the machines is lost, in one
direction only, then depending on the fault the machine may or may not be
affected by the flow of synchronising power. Consider fig. 9.4 where
curve (a) shows the load angle response for a three phase fault on bus 2
with interaction between machine 2 and machine 1 only. Because the
synchronising power flowing to machine 1 is not counteracted by a change in
input power the benefits described in section 7.8 are lost. However in
curve (b), fig. 9.4, interaction is removed between machine 2 and machine 1
counteracting the flow 'of synchronising power and giving the'improved

response.

9.3 APPLICATION C:& THE HON-LTERACTIVA CONTROLLER TO REP 6

| For small perturbation studies where there is a step change in the
input power no sipgnificant benefits are obtained by using the non-interactive
control unit over just acceleration damping, fig. 9.5. The effect of the
cross feedback is to produce a reverse swing in the load angle of machine 14,

an effect caused by incorrect gain settings in the cross feedback elementse.
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If the disturbance takes the form of a three phase fault on the
terminals of machine 2, the tendency to reverse swing in machine 1 is
utilised producing a substantial reduction in the first load angle maximum
of machine 1, curve b, fig. 9.6. Interaction is substantially reduced on
later excursions giving the improved response of curves (b) over just

acceleration damping, curves (a), fig. 9.6.

9.4 SEHSITIVITY OF THE CONTROL UNIT TC CHANGES IN THE INITIAL OPERATING
POINT, '

9e4e1 SHALL PERTURBATIONS

The difference in the response of' the linear end non-linear models
for small perturbations has been shown in previous sections to be
insignificant, The maximum amount of interaction will be remcved when a
controller is designed and used about one specific operating point. Ian the
case of the linear model the interaction removal will be complete. The
influence on overall system response of controllers designed for different
system conditions, than in which they are operated, can be assessed Dy
plotting the radius of the d-circles against frequency as in section 9.3.

The data of Appendix H, with the model system of fig. 2.7, was used
in conjunction with a second order input power regulator. Non-interactive
control units were designed for three different initial rotor angle settings.
The values of the cross-feedback gains for these control designs are shown
in the table of fig. 9.8. Application of these control units, at initial
rotor angles different to their design values, were found to substantially
reduce interaction effects as demonstrated by curves (c¢) and (d) in fige. 9.7.
Curve (b), where interaction is removed completely, and curve (a) of the
uncontrolled machine are reproduced for comparison. The pertinant frequency

range is again between 3 to 12 rad/s.
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The importance of this result is that it will-not be necessary
to ch;nge the feedback values in the control unit with every change of
loading condition, even with the synchronous machine operating at rotor
angles in excess of 60°.

These points are further emphasised when considering large three

phase faults.

9.4.2 LARGE DISTURBANCES

The small changes in the cross feedback éains of the different
control units produced little effect on the interaction phenomensa between
machines for large disturbances as demonstrated by comparing figs. 9.9 and
8.3 where no significant differences are obvious. The improper phasing
discussed in section 8.2 again being cdmpensated for by an acceleration
feedback gain of 0,05 round each individual alternator. The danger of
multiswing instability has now been eliminated and the transient stebility
limit can be related to first swing maximum,

Fige 9.10 demonstrates that the different control units have
negligible effect on the first rotor angle maximum of either machine and
congsequently does not greatly affect the transient stability limits. The
importence being that the gain settings in the control unit need not be
altered as the system ioading changes to produce the required transient

stability limit.

9,6  COHNCLUSICH

The velocity term included in the cross~-feedback signal was shown
to remove a substantial amount of interaction between oscillation frequencies
of 3 to 12 rad/s. It is the interaction effects within these frequencies
which are most promin%nt. Congsequently it is the velocity cross feedback
term that is Qost important and, if retained, always reduces the system

interaction.
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The only case when more interaction is present than in the-
uncontrolled case is if' only position cross feedback is retained. This
would produce Nyquist instability., However if an acceleration damping
signal, KfbL , is used the system would be stable. In general, feedback
round each individual machine would be used to shape the response.

If the non-interacting control is lost in one direction the actual
effect it would have on the system is very dependent on the position of the
faulte If the ultimate failure in the groﬁp control scheme occurs where the
cross-feedbaék signals are completely lost the machines will still have
their individual feedback controls operative and will simply revert to this
conventional mode of operation.

If the non-interactive controller is applied to the machine model
of REP 6 interaction effects are substantially reduced especially in the
case of the three phase fault. The author feels that if the design model
parameters of' REP 2 are adjusted to give a load angle response similar to
REP 6 further reduction in interaction effects would be achieved.

The versatility of the design method was demonstrated when it was
shown that the control unit could adequately cope with changés in system
loading without losing its non-interactive properties. This was shown to
be true with the machine operating at load angle in excess of 60°.
Consequently it is not necessary to change the gain gettings in the control

unit every time there is a change in the system loading conditions.
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CHAPTER 40
CONCLUSION

10.4 CONTROL DESIGN isTHOD

The likelihood of transient instability limits the amount of
electrical lcading that a power system can be subjected to; consequently any
control method that improves the transient stability margin is economically -
worth investigation. The control methods evolved in this work for multi-
machine vower systems, through the use of Linear Multivariable Control Theory,
produced.an increase in the transient stability 1limit and improved system
response, over the uncontrolled system, at all disturbance levels.

4ultivariable control methods are developed because they allow
investigation of a control scheme in the frequency plane by well established
classical techniques, notably MNyquist methods, which allows correct dynemic
compensation to be easily predicted. Further they offer advantages over
optimum control methods in that they do not require access to all the system
states, Neglecting a system state in an optimum design method can render
an inherently stable system unstable.(56)

A convenient method of qualifying and quantifying the amount of
interaction present in any multi-input/output system can be achieved by
plotting the d~circles on the I.N, diagram, This method of quantifying
the interaction was used extensively in Chapter 9 and yielded results in
excellent agreement with the time response plots. It should be noted that
the time response only allows a qualitative assessment of interaction to
be made.

One of the difficulties of the design method was that the d-circles
occasionally tended to hinder assessment of the critical feedback gain,
see Section 7.9.2., but expserience taught the relative importance of the

locus of the d-=circle band to the locus of the d~circle centres.
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10,2 INMFSDANCE SWITCHING

To obtain a working knowledge of the Linear Multivariable Design
Method a delta connection of three machines was initially investigated.
Although not a practical interconnection of machines such a system was used
fér its ease in mathematical modelling. Working from this mathematical
background control schemes involving impedance changing at times determined
by the control unit were evolved.

One control scheme used capacitor insertion to quench machine
transients. This is similar in manner to schemes suggested by other authors,
for single machine systems, when working from either a practical knowledge

(51)(52)(75) (84)

of the systems behaviour or by optimum control techniques.(81)
One of the dangers of mathematical simulation is that the engineer

can 105§ sight of the physical system under study. This is especially

important in the context of impedance switching where high power levels,

typically killowatts or megawatts are involved. It is thus necessary, as

was done throughout this work, to relate any control scheme back to the

physical system and to consider the practical difficulties involved in its

implementation,

10.3 A COMPARISCN BETWEZHN EXCITATION CONTROL AND FAST VALVING

Investigations into input power reguletor modelling demonstrated
that to obtain representative results a model of at least second order had
to be used. With this second order input power regulator model the machine
and associated controls are of equivalent order to the machine with
excitation contirol; only the time constants of the different control stages
differ. However certain feedback signals show the same general tendency

in both exciter and fast valve control.
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Two exciters were considered; the classical rotating exciter
and the newer static exciter which is powered from the machine terminal
voltage.

For the multimachine power system both excitation and input power
control using feedback signals describing the machines state improved the
overall response at all disturbance levels. J3imilar observations were
recorded for excitation control (Dineley et a1(9)) and input power control
(Dineley and Kenn;dy(3u)) when the control of a single machine system sub-
Jected to a 3-phase fault was being investigated. However the feedback gain
has to bs limited or, as in the case of velocity feedback, self-induced
oscillations leading ultimately to instability will result while too large
an acceleration feedback gain tends to produce an overdamped response and
slow voltage recovery on fault clearance.

Conventional voltage feedback to the exciter was also limited as
it tended to produce a self-induced instability. This effect was more
noticeeble with the static exciter tﬁan the slower acting rotating exciter,
This phenomena was noted to have been the reason for previous authors(ezgg?)
using a stabilising signal dependent on the machines state in the overall
control signal to the excitér.

The effiect of excitation control on first rotor angle maxima was
found to be very dependent on the exciter used, feedback parameter, feedback
gain, fault and ceiling limits., Dineley et al(g) demonstrated that accelcra-
tion feedback to the static exciter of a single machine power system actually
increases first rotor angle swings during 3-phase short circuil whereas
other control signals slightly reduced the first swing maximum, The work
presented in Chapter 8 also demonstrated this to be true in the case of
multimachine power systems. The reason for the increase in first swing

is attributed to the low ceiling limits of the static exciter during the
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fault interval and that on fault removal the acceleration signal tends to
reverse the field forcing. This effect can be reduced by decreasing the
buck ceiling limit, However subsequent control was impéoved by using an
acceleration fe=dback signal.

This tendency towards an increase in the first rotor angle swing
with acceleration feedback to either the input power regulator or the
rotating exciter was also noted. However it is not so apparent as in the
static exciter. The actual magnitude of the effect is again very
dependent on regulator limits and feedback gain.
| Implementing the non-interactive controller improves individual
machine control in the multimachine power system by substantially reducing
any harmful interaction effects within the system, This interaction removal
being nearly total for small perturbations. This then allows any chsnge in
the input to, say, machine 1 to only affect this machine while the other
machines are undisturbed.

For large Qisturbances the linear design methoed produced improper
phasing due to the incorrect values of cross-feedback gain al high rotor
angles. However, this improper phasing can be adequately compensated for
in both fast valving and excitation control by acceleration feedback round
each individual machine. An improved system response results with interaction
effects being kept to a minimumn.

Using the input power regulator improved system control over
excitation methods was achieved in the multimachine system both with and
without interaction present as the efiect of any exciter is severely
restricted by the large value of the field open circuit time constant,.ﬂiJ .
Hughes(45) has demonstrated a similar improved control over excitation methods

for the single machine system using fast valving.
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10,4 TFUTURE TRENDS

(82)

With the further development of turbine fast valving inevitable
the control schemes developed in this work for both excitation and input
power control become a practical possibility. How, then, will such schenes
influence the future develoopment program of electric generation and
transmission ?

In the underdeveloped countries new power systems are continually
being built with the load centre electrically and physically remote from
the generating areas. This is an ideal situation for interaction effects
leading ultimately to multiswing instability to exist. In Chapters 7 and 8
control methods were designed which eliminated the tendency towards multi-
swing instability, by reducing interaction effects to a minimum, by either
excitation or input power control schemes. Thus, it has been shown possible
to control this harmful interaction phenomena by supplementary feedback
signals to control units that already exist on the generator.

In the area of electric generation conventional turbo-generators
are reaching their maximum ratings. Turbo-alternators of 41300 MY are being

(92)

designed with a possible extension to a 2000 Mi limit. This maeximum
power rating can be substantially increased by using superconducting
generators. Such generators not only allow increased power outnut but
also demonstrate improvéd efficiency over the conventional machine,

With the superconducting A.C. generator many new technical problems
have to be solved, but here let us briefly examine the excitation control
limitations.of a 2000 MVA superconducting generator. For such a machine the
rated field voltage will be of the order of 5 volts while the rated field
energy will be approximately 25 MJ.(9O) Consequently to provide any signifi-
cant field forcing exciter ceiling limits of 10 XV may well be necessary.

. Also any practical superconducting machine design must shield the superconduct-

(91)

ing field winding from alternating fluxes, This is achieved by means of
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an eddy - current screen round the field winding, as shown in the I.R.D,
desigﬂ in reference (91). This not only shields the field winding but
means any change in field flux will take & long time in penetrating this
shield. Further there will be a severe limit on the rate at which the
field voltage can be changed due to the inherent physical properties of
superconducting windings.

A superconducting winding consists of filaments of superconductor
within a copper matrix, If the change in field voltage is too rapid localised
hot spots are formed within the copper matrix resulting in the supefccnductor
going normal.

This then suggests that control of prime-mover vower will be the
best way of providing control to éhe superconducting A.C., machine. It has
been demonstrated that there is adequate capability in turbine fast valving
to control not only first rotor angle swing but also subsequent swirgs and

to give good voltage regulation.

10,5 FAST VALVING

Fast valving techniques have been shown to produce a stronger
control action than excitafion methods in both multimachine and single
machine power systems because of the small time constants involved with
this form of control action,

Capacitor switching can produce large reductions in the first
rotor angle excursion but subsequent control is difficult because of the
number of high power switching operations involved. However fast valving
can préduce both a substantial reduction in first rotor angle maximum and
good subseguent control action and is thus preferred.

Input power control in the multimachine system can be further

strengthened by rémoving interaction effects.
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The strongest form of input power control in the multimachine
system is achieved by using a combined feedback signal incorporating both
velocity and acceleration feedback round each individual alternator; a
conclusion also reached by Dineley and Kennedy(jh) for the single machine
systems The acceleration signal stabilises the velocity term and helps
produce good subsequent control while the velocity signal helps produce
a more optimum control action during the first rotor angle swinge. Iurther
reduction of first rotor angle maxima result if interaction effects are
removed when a near optimum control signal is achieved, Subsequent control
is also improved,

However with both interaction present and interaction removed the
acceleration signal has to be limited or else slow voltage recovery on
fault removal would result. With a correctly selected accelsration feed=-
back gain good control can be achieved giving good voltage regulation
especially in the case of the non-interactive system., Similar results
showing improved voltage regulation using fast valving have been published

(89)

by Dineley and Fenwick for the single machine system when a machine
model including stator transients was used. A detailed simulation oi" the
prime-mover and governor was also incorporated. However the similarity

in the results obtained by Dineley and Fenwick and those presented in this
work suggest that the models used in this multimachine program are adequate

for overall control invesgtigationse.
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DEVELOPLENT OI' THE SYICHRONOUS mACHINE NODEL

A.{ 5-INDING 1ODIL

Park's equations(z) for a synchronous machine with rotor damping
effects represented by two shortecircuited damper.windings (fig. A.1) with
(38) and

saturation effects neglected are given by Hammons and Winning

. (2)
derived by Adkins as

x| [Caspxd) dxy | Xao |F Xad | -dXag | | o
eq —Vod |-GatB2 W) DXad | Dxad (B aag | |l
ef | = | =L, Xad | O ((F+L xf|L Xfo o [¥|f
) ~ZXed| O |B A |+Zx)| O o

o |-Ex%s| O O |6e+p%)| |ce

(A.4)
where p:d /g , Xp,Xq, Xfp, Xp anad Xg are complete
reactances, JCacl and aq are mutual reactances and we:= 27N fo.

The mechanical equation of motion is

I\l

2L = (Pu-Pr-R) z e (a.2)

b - w - AT Sf (£.3)
olE

Neglecting mechanical losses the mechanical input power is equal to the

air-gap power

Pu = R + 1) 7 (A.)

72r, the real power'at the machine terminals is given by

Pr —j@r = Ir. E7 (4.5)

=13 -



The negative sign and the complex conjugate being used so as to

- . s S CE:
conform to the convention of capacitive reactive pover as positive. )

. The speed ecuation is given by

| vz oL+ P"‘)OS (A.6)
The fluxes linking the respective windings are
Pl = —Xot. Lot + Xad. tf + Xad. Ip (4.7)
Bf = —Dad. 4 + Xf. f + Xfp.L> (2.8)
P = —Xad. Lot + Xfp.4f + O Lp (4.9)
Bg = - Xg.4q3 + Xag.4Qq ' (4.10)
Pa = —Xag,.4q + Xe.AQ (4.11)

and the electrical torcgue is given by

ﬂ— =(¢d. n - Ad).'\y (“‘1.12)
_ ¢ ¢7’ 2 Wo
These equations can be simplified by approximating X4 = Xacl

in equation (4.1). This simplification used by Hammons and ‘-‘Iinning(js)

2
and further explained by Adkins gives

Pd = ~XApd. Lat + a% G ). ef (4.43)

Bg = ~ Ay @) 4g (h.12)

where Xol(p) , Xg®) and 6() are operational impedances approximated by

xdp) = et (1+p L) +p. T2")

(, +?Tdo')( I -+ P.Tdo”) (-A015)

Xq ) = xg,. (I+p.Tg") | 1)
(/1+pPTg,)

G = (1+p.T5) ‘ h17)

( I+ pTd3)( 1+ P Tolo")
If a base assuming unit excitation produces unit armature voltage then

eugation (A.13) becomes

¢04" — d(p). Lot + G (). ef (4.48)


http://DCa.cC

Bquations (A.13) and (A.14) can be expanded and written using the

unit excitation/unit armature voltage base per unit system as

Qo= __—A dd - B la —d" o

| + pTdo . |+ pTelo'
G’ 1"
+ ,-ef — G .ef (4.19)
[ + P.Tdo [+ P.Telo"

"
¢¢: — (‘va’—’X'q, ) qu, - II,"-
” * A. 0
where
A = ol — xet’ ot = ot Tot"
B2 xd - Totp"
! ] 1]
xol' = ocel. Tet "= xq. T
T’(ol 9 %" (A021)
q»
' ’
G = T""” = T> G'= Tdo' — T
Telo ~ Tdo —rdo' _ Tdo"
Further simplification and Hammons and Winning(58) introducing
the variables
! t '
e -G ef - Xod—oxd' | [y (A 29)
|+ pTdo | + p.Telo’ A,22
&2," = ¢d + DCd,".x,'cL (A.Zj)
eal" = ~ (Pg + 25" 4g) (4.24)
yields a simplification of the voltage eguations (see (i.1))
€l = ~Va. Lot +_ P Pd — D.Pg (A.25)
Wo
eq, = —"Va_,,(.q/ +_P ¢q’ -+ —B@d (A.26)
We
to
(£.27)

Cd = ~Ya.lol + " 2SS on" 4 xa 4
—£ € . e 9.49
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O = ~Ta.dqg ~ P e+ V0" _a!ia  (a.20)

where

' ! ! y o '
P.€ = = (6. ef - (oxal-ot"). Lot - =) ) (4.29)

P.6" = =L Gef ~Caxot' =2l id - 4" (a.30)
+ D@y’

(4.31)

oo L ((xq-5"). 4g, — ect”)

After rearrangsment of equation (n.22) and substitution of

p.et’ =

equations (4.30) and (4.31) into (4.19) (4.20) and (&.29)

Finally substituting ¢4 and ¢'q, frow equations (4.23) and (4a.214)

into (A.12) yields

B-= ol Lt + e%""-% +(DCq,”- 2ot "), L. L‘f (4.32)

A.2 3 WIIDING MODEL
If the damper circuits D and Q in fig. (A.1) are omitted then iD

and i{ in eguation (A1) are set equal to zero then the equations similar

to (A,19) and (4.20) after substitution become

) i . .
Pz —Ael =X gy -dd + __ | _op (4.33)
! + p.Tdo i+p.Tdo
) (8.34)
Introducing eq,'
o' = ! ef — ot —wet! | 4
| +p.Telo | +p. T (4.35)
W (38)

Again using the simplification used by Hammons and #Winning

yields from (£.25) and (i.26)
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@l = ~Vo.ld + Xg.Aq (A.36)

€qg = —‘\’a.,éq - el x,ot + eq,' (4.37)

Rearranging (4.35) gives

e (81" (oot -l Vol — @
- 9/ 9') (4.38)
Further substitution into (A.12) yields

Pr= (eq,' + (’DCq,-DCd').X:d )«Lq, (4.39)

An equivalent damping coefficient can be incorporated in
equation (A.2) in the form of a velocity dependent term to account for
positive sequence damping such that

gﬁ:) = (Pu =P - - kol é).ﬂ’.ﬁa (4.40)

H
During the steady state equations (4.36) and (4.37) become

Exg = -va.Tuo +:xq,.7:% (A.41)

Erg = ~Va.Tg —ol. Tol + Eg, (A.42)
Because the stator quantities can be represented by slowly changing
phasors the steady state equations are still valid during the transient

period.
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APPZNDIX B

THE NETWORK EQUATIONS

B.4 STEADY STATE

The real and reactive power at any bus ¥, is

Pr- @k = EL. Tk (B.1)
. Tk = Pe —,(Qx (B.2)
E*

The performance of the network is given by

Teus = Ygus. Esus (3.3)
" As ground is selected as the reference node (n-1) simultaneous equations

of the form

Ex =

(g
! (I - k=4,2,---n
Yiew - e=z:' Vee. Ee) K#s (B.4)

e#k
are set up.

Substituting (B.2) into (B.X)

n
el (Pecion _ ) ketnn
Yiew kEkﬂ_E—D_ls éY'“' Ee) wys (B.5)

ral
Equation (B.5) provides a set of simultaneous eguations thet

must be solved by an iterative process to obtain the final bus voltagés.

st (B's)

where

L= (3-7)
:ike = the line charging between buses k and 2 assumed as

a shunt impedance split in two and lumped at both

ends of the line.
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' stuum- = any shunt admittances at bus k.
and YKQ = — HKQ (B.8)
When the final bus voltages have been obtained the power flow.

down each line and the power loss in each line is calculated

'
where Ei . ﬁ'k(’ = current contribution at bus k due to line charging
then 2 .

Pee — j @ue = EE. Tu (3.10)

Pex - [ @ = EX, T | (B.11)

The power loss in line k& 1is given by the algebraic sum of

equations (B.10) and (B.11)

B.2 TRANSIENT STATE

By representing loads as static admittances to ground.

i.e. Hl(o =] Ig[_k —-J.QLK (3012)
Ew” Ex

equation (B.5) is modified as now the impressed current at the bus is zero

and (B.5) becomes

n+m
Ev=- S Yur g, <eb2,-
=1 Yk‘l( K +s
¢tk and during fault, if
5 phase K#f
(B.13)
and
Nn+m
Vi = é, e + Yu + Yo (B.14)
=1
Lt
(B.15)

The = — Yuie

- 137 -



APPENDIX C

DEVELOPMENT OF THE LINEAR SYST=z:i! LODEL

C.q MACHINE EGUATIORS

The machine equations for REP 2 are for the kth machine

Tre = E:{ - E-,-l<

e (C.1)
’PTK-J' QTI('-: IT.(.E:(* (0'2)
ew=1El.. Cos Su (c.3)
£ = 1E'. Sin 8« (Cot)
E_'Kz e,'x +__{.' 'F,K (c.5)
(;Ju = (Puk —F'?-k - Kd“(‘ S‘LK)ﬁE (c.6)
) : H«
&L" = Wik - —?W'F (c.7)
[Eqle _ __ G (c.8)
| Efdli I+ p. Tdlow
where
Gk = ,EQ,LIK (¢.9)
| Efdo |
e =/ g1 + IELIT (6+10)
tan &n, - /EoL'I![ (C.11)
/Eq/’lx
S0 - S = B (C.12)
The phasor diagram described by these equations is shown in
fig. Ce1s
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" Linearising by using a first order Taylor expansion around the

initial operating point yields

AI—rK = AE’K = AETK
hi.DQijk
APy - §Or)= DT Eol + T AET

Aei= AE . Cos Sox — 1Eo e Sir Sow. ASk
A f'w-— AE'le. Sin Sox + |Eole. Cos Dok . DD

AEi: Aew + . Afx
Ade= (APuy — APy -l ASq,) e
- Hk
qu/k = Awk
A Iéq,'lk = IEq,’olk . A/Ei"k
| Eoli
AIE'l« = B30l , AlEg |k
|Eo'li
ASh = — (05 Bhoy . Sin Shoe . A 1EG e
Ifiqd:'k

Substituting (C.20) into (C.21)
AShc= =1 Sin (8.-50) . AlE'
,E.C:h( COS(Sq,o-'So)
lS.Ek}n - ZS&SL\R = [5.?5‘(

Substitution of ecuation (C.20) and (C.21) into (C.19)

AlE Ik = Gue.NEgl, ~AIE'
'T'do’k

where

GK = IEo'IK . COSZ(Sé,o— 80)‘(
| E€A, [
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(C.16)
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(C.21a)
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C.2 SYSTEI EQUATIONS

The network performance equations (B.13) are linearised to give

for bus k
atm n+m
A Ek = - ﬁ AEg Al Yke Ykl E
e Yicsce 2 Lo
Qtie Lﬂ( (C.25)

Assuming no change in the line admittances on the occurrence of
a fault and writing the voltages AEe ,L=ntl ne2 ---- Nn+m
as AE.Q‘ Le=l,2,----  m and AEL’1=';2:”";n as

4
AErg , £=1,2 ---, 1,

M
AE+ +Z Yot NErp = — S Yt AED

f:—L T =1 i (c.26)
writing 7 .
Ko = Tk Ceel
J Yiew '
gives :
n M '
1
5 Yl  ANEme = — § Y, ten, NE 4
é:=1 é=1 (0027)

Equation (C.27) assumes that each machine is connected to each and
every other bus. In general only one machine will be connected to any one
bus in the order that machine 1 is connected to bus 4, machine 2 connected

to bus 2 etec. Then equation (C.27) becomes for bus k and machine k

"
|
3!(2. AET! = "'fjlc,nﬂc . AE‘K (C.28)
=
Let ! .
Jié = Ykz for K <Em
Yue, ntx (C.29)
and - Ywi= Yk for Kom
then A :
Yl , AE~, = —-AEL
L=1 | S (c.30)
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which can be written in the matrix form

CYl« [ AEq]l=-[a€g] (G.31)

[AE-)= -1 %[AE]

which is similar to, for bus k and machine &

(c.32)

A '
AETK = - g Hkg. AE.R (c.33)

Equation (Ce33) yields a direct relationship between the
voltages at any of the buses and thre machine internal voltages.

If an infinite bus is included in the network this bus becomes bus
number n. Because of the nature of an infinite bus AEra:=0O ,
Consequently equation (C.30) would become

C
2 Yui AEr. = - AE.

4.= ! (C . 5’+)

|(=I,2,—", n-|,

This changes the order of the Y matrix in eqguation (0.31) which
would alter the matrix inversion in equation (C.32). The inclusion of an
infinite bus is optional within the program,

C.3 CONMNECTION OFf THs MACHINE AND NETWORX ESUATIONS

' The linear equations (C.13) - (C.24) and (C.33) are written

with state variables and input vectors are described as

APMI = d/l AW,-'— xX,
A:PMM = dm A 1:0,“ : Xw
AE-fd, = W ASq,. 2 Xm+!
A-E’fdu = UL Asq,m = Aawm

AIE'],
ATE [ m = DC3m
141 -
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Assume initially

A D = Xm+i
ASm = Xam (c.36)
Substituting (C.35) and (C.36) into (C.15), (C.16) and (C.5) for
machine k
AEx = (Cos Sox +/. SinSou). Xanere
— 1Eole (Sin Sox -5 Cos Sox). Xm+x (c.37)
Letting @K = Cos Sox + Sin Sex (c.38)

Equation (C.37) becomes

NEe =Ly, ,E-ollz.j.ﬂbx]*[x9M*';“

X nsc (C.39)
ahd
Lé* __[Eo'ncJ é_] Xoamtk
Kt (¢.40)

Substituting (C.39) into (C. 33) and (C.13)

AITK [61(, ’EO ,l(J é.(] [ixzm-nﬂ
J- xd'“ ' Xm+x
g xdx[ Z guclBe 1E0. 8 ][iiiifﬂ (o)

Substitution of (C.44) into (C.1k4) and taking the REAL part only

AR, -F-n- = [ﬂ" M. [xzmuc]

Xm +x
—+ E [’E]lu ':]zw.-_l [xzwu—x] (C.12)
& Xm+x
where, *<*X
_r'z: REAL[EO'k.___ é + gmc E . ’ -?K
- el i J- 'xd'k

+ IToK. lc*.]. —FW
H
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1. = eearl £..F IEo'lK.J'. _@,‘,_:_ +Eox .

ka ‘E"‘KJ @y

X ot
- Tn,. lEShj &2]. £
. Hic
:']lxc = EERL.[:EO’k*. .__L_’ . QKQ . §£] -F'n-
J- ek Hi

Vo= ceallL £0*. 1 . GuelEdly j 3] £
J ol _ H

Substitute (C.42) into (C.17)

[vcw de =[N T2l [:szm]

_é[ﬁm el [t;:::;x] - Kol ; : ]

Taking ASwinto account from (C. 22) as

- Xmre = AShz = XM+£

gives
2k = 'F.'ﬂ'.dk- - [”K, r;_.c][’x;mﬂc]
Hiw _ Cl Xmer e
M
— S e Yael[Fomed]  — ke £ o0
‘2;;{‘ : OCmtd Hie

where

/-TMC = /TL + k1 . Sin (50~ So)u

/Eol’k Cos (690 - So)k

rjuce = 'yta + i‘!.zm.. | . Suin(6go-So)x
- £l CosCBge ~So)k

Rewrite (C.22+) as

Hams = ____GK MM — " . Xam+
Tdo'“ Tdowk

end finally .
HKmrk = Xk
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The final set of linear equations are given by (C.46), (C.u8)

and (C .)4-9) .

C.l4 CALCULATION OF THE OUTPUT VATRIX FOR VOLTAGE #BrDBACK

The magnitude of the terminal voltage is given by,
2 2 2
| Exlc = ReaL (Ene) + Imaa (Ev) (C.50)

which on linearising gives

AlEre] = Rear (Ereo). ALReAL(ER]+ IMag (am) ADImae ()]
| Exlicg

(C.51)
Substituting equation (C. 39) and (C.33) into (C.51) gives

y= A’E-‘I"'l("" Z(knce Zwe)[xm"l] (C.52)

K=l Xm+2
wherae
Rice = EEAL[— Rear (Erio). Qlce . §2
1Ex|
+ Imag 1:" Inag (E'ﬂco). g“e . §L]
' I ETlt(o
Raxe = fee.m_[ Rem.(Ere). yie, |Eo le.( . é (6.53)
lET"(o
+ lMRC[ Imae (Erv.). Gwe. [Eola. /. @z

1E+]
using (Co45) and (C.21) gives Tlkeo

’E-rlx = Z(l?lu kzze) [’-’QM"»Q] (C54)

Y

where

k’“(é = leua + kZK{ v _/_ . Sl'r‘L (89/0 —Sb)z (C°55)
Iy Cos ( 5?,0 ~So)e

Wl

.-1)_'1'_-



Reference

Fig. C.1 Phasor Diagram Cn Which The Linearised Model is Based.



APPIFDIX D
A DESCRIPTION CF THZ MULTIMACHINE DIGITAL PROGRAM

- (2
The high level language FORTRAN IV 5) and Double FPrecision

complex variables used throughout. It was found that due to the integration
and iteration the cumulative error was excessive when single precision

variables were used,

SUBROUTINES CALLED

MAIN fig, D.1

Data is processed by the MAIN progrem, This section contains the
machine model and also calls the other subroutines at the required moment.
MODAT fig. D.2

This forms the bus admittance matrix and also carries out any
alterations to this matrix if necessary.
LFLOV fig. D.3

This carries out the load flow solutions in the steady and

transient state.

EULEZR, MEULHER, REFIX, RKVAR

These are the four integration routines available.
PLOTTY

This plots out any specified three variables of the system.
Séaling is pre-set.

DIMAG, DREAL

These are two function subprograms that find the real and

imgginary parts of a number.
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READ DATA

1

CALL MODAT

¢

CALL LFLOW

COMPUTE INITIAL

CONDITIDNS

¥

WRITE INITIAL CONDITONS
AND SYSTEM PARANETERS

‘lcaLL MODAT

v
UPDATE TiIME

NO

|, YES

CALL PLOTTY

REP = |
UPDATE En
AT EaCwH

I TERATION

CoMPUTE

REP22 .

TERM. TPOWERS

af INTEQRATIO

YES

INPOTS

COMPLTE INTEGRATOR

Y

CALL INT. ROUTINE

.Y

Fig. D1 Flow Diagram Of The Non-Linear Multi-Machine Program




FORM POWER
MATEIX

- INIT= |
NO
REP=| YES
NO
START {TERATION

COUNT

Y

SET MAXIMYUM
VOLTAGE CHARNGE

BUS COUNT, P

REP=0D

E':“l= P —iRNe
YPP- E‘; *

X

1]

7X3}

. Pt 2
Ees BF- 5 YpyEy — 5 Yimg,.Eq"
92 rpti

Y

» \aeld |
CHANGE IN VOLTAGE T BuS,p =D IiEp i

YES

NO

AlER"| < AE

Ep = EPK‘“* AccC

+ AE= AlEp*|

CONTINUVED ON NEXT PAGE.



ot REP= |

@ Coneraen> YES
NO

counNT

ADVANCE ITERATION

NO __Aount>isd

YES

y

COMPUTE LINE POWER
FLOWS

Fig. D.2 Flow Diagram For The Load Flow Subroutine, ILFLOW,



YES

YES
INIT3 O

ForM MATRIX OF
LINE ADMITTANCESDS

FORM RBUS ADMITTANCE
MATRIX

4

MODIFY YBUS TO
ACCOUNT FOR MACHINE

IMPEDANCE ® BUS LOAD

CHANGE = O

Fig. D3 Flow Diagram Of The Subroutine MCDAT,



APPSRDIX B

A DESCRIPTION Or THE LINiAR PROGRAM

The high level language FORTRAN IV(25) and Double Precision

complex variables were used throughout.

SUBROUTINES CALLED

MAIN fig., E.1q

The MAIN program contains the machine model and calls the other
subroutines at the required moment. The systems non-linear equations are
solved to obtain the initial operating conditions about which the
linearised model will operate.

IV,

Equations (C.32) require a matrix inversion. Complex line
impedances are used and conseguently the routine must have the ability to
invert a complex matrix, The method used was based on the CACMN
Alogorithum a2.(54) This inverts a square matrix, A, by applying a series
of elementary row operations to the matrix to reduce it.to the identity

matrix. When these operations are applied to the identity matrix the

inverse of the matrix A results.

Other subroutines called are, MODAT, LFLOW, EULER, MBULER,
RKFIX, RKVAR, PLOTIY and the function sub-programs DIMAG, DREAL,

These are discussed in Appendix D,
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READ IN
DATA

LOAD FLOW YO
OBTAIN INITIAL

SYSTEM ©OPEL.
CONDITIONS

1

PRNT ouT
INITIAL STEADY
STATE CONDITIONS

J,

FORM LINEBARISED EQVATIONS ABOLT
THE INITIRL. OPERATING PeINT,

CALCL LATIE AND PRINT-
PLANT MATRIX, At DRVING MATRIX , B~

DISTURBANCE MATRIX ., D

TEST FoR
FALLT

l

CALCHOLATE
INTEGRATDR
INPOTS

1

CALL. Twe
INTEGRAT IO
REOTINE

NO

YES

Fig. E.1 Flow Diagram For The Linearised Multi-Machine Program,



FORM WORK MATRIA
A-Taniz]
A 3 ( Nl NN\

INTERCHAN GE

ROws

> A (T, K)/AMTT)
K-‘-, y NN

l

I=T+|

MAIKE OFF-DIAGDNAL ELEMNMENTS
Z.ERO.

ACL NN +H-Kk) = A(L NNtl-1)
— ACT NNH = K)x ACL,T)

L.‘-‘-lJN L#‘I
KsllNN

NO

Yes

LT INVERTED

MATRIX \NTQ
Al

AA - MATRIX TO BE INVERTED.
Al - INVERTED MATRIX.

Fige Bo2 Flow Diagram For The Complex Matrix Inversion

Subroutine INVY,




APPENDIX F

DIGITAL ™&OGRAM TO PLQ? INVERSE MNYQRUIST DIAGRALS
(25)

The high level language FORTRAN IV and complex variables

were used throughout.

SUBROUTINES CALLED

MAIN fig. F.q

Initial frequency data is read, and all output is printed, from
this section. The other subroutines are called from the MAIN program at
the required time.

The d-circles are not plotted by the computer because;

(1) The plot comes out on the line printer and consequently a low
accuracy is obtained., Typically for axis t5, y is *0.25 and
x is %0.1.

(ii) No graphical display terminals were available at Durham at
the time of writing the program.

Fig. F.4 shows that the MAIN program is completed once for each
diagonal element of ¢(p). Only one PLOT matrix is called. In designing
the program two options were available;

(i) Have mxm PLOT matrices available and deal with all the aij elements
together.
(i1) Use one PLOT matrix and desl with each element Gij. individually.

The latter method was selected as the computer time used was
small relutive to the large amount of memory storage needed with the first
option.

INv,
See Appendix E.
PLOTTER fig. F.2
- This plots the I.N. diagrams. Fixed scale values are used as

with variable values the scale on each plot could be different.
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TRIW

This specifies G(p) in transfer function form and also specifies
the elements in the controller matrices ka) and LCP) . If GCP) is to
be computed from the state space equations INFACE is called.
INFACE fig. F.3

This inputs the A, B and C matrices and forms GCp) ,
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READ DATA

1

I1=1I,N

Kk:=I/N

y

CALL TRFN YO FORM
G s En - kﬁ ’ kc . L

¥
A A A
K © Ka.Kb. Ke

¥

INvERT G
CALL INV

4

N

Q- k.G

INvERT G
CALL iNV UPDATE W

STORE Q(TI.Kx)
IN_ PLOT

N A *
S, Q11,xx)

K ad
Ki$TI

Yes CALz |

NO

wWRITE KRESULT

)

YES W - WMax
< \/
PRINT "PLOT /\
I I1.KK=N NGO
Fig., F.1

Flow Diagram For The Inverse Nyquist Array Design Program.



YES

CAL=I

NO

STATE ™MAX.
DIMENSIONS
oF "PLoT’

{

READ SCALE
VALUES

L

DRAW AXIS

l

INNERSE NYQUIST PLOT.
SCALE THE REAL AND IMAGINARY
PARTS OF "QINV' AND STDORE 1N

STERMR
STERM T , RESPECT\VELY

CALCOLATE.
X AND Y VALLE

FOR PLOT

MARK PLOTH.X

Fig. F.2 Flow Diagram For The Inverse Nyauist Plotting Subroutine
PLOI'TER.



READ IN DATA (INCLUDING
A.B AND C. MATRICES )

l

wWRITE A, BsC.

ISCTW=1 Mo

.YES

C DEPENDENT \
on jw
C= C,*J'W

¥

COMPUTE
(pI-A)

ivvert (PT-A)
CALL INV

|

G=Cx(pI-AY » B

Fige Fo3 Flow Diagram For The Subroutine INFACE,
This Subroutine Computes The Plant Transfer Function
Matrix G(p).



APPENDIX G

MACHING AND SYSTE!! PARANETERS

The machine parameters have been used previously by Dandeno

(8)

and Kundur.

0.978 p.u.

0.616 per unit

u

£ 8 K

0e325 peue

Tdo = 4.58 s.

H varies between 2 - 6 KJ/KVA
Ko varies between O and 0.01

SYSTE) PARALSTERS

V- sy.stem (fig. 501)
Zi2 = varied between 0,01 = 0,2 Pelo
Zl3 = 0.12 Pele

0.42 PsY,

tl

234
22_4_ = 0,24 peu.

Bugs 3 being subjected to a 3@ fault of varying time length.

A— system (fig. 2.7)

2-'3 = 0.12 Pelo
22.3 = 0.12 pole
234_ = 0028 Pelte

Bus 3 being subjected to a 3¢ fault of varying time length.
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AF¥PEIDIX H

MACHINE DATA

H, = 6 KJ/KVaA | Ha = 3 K3/Kva
X, = 0.978 p.u. ¢clz = 0.978 p.u.
Xg, = 0,616 p.u. g2 = 0,616 p.u.
xel, = DCq,’. = 0,325 p.u. xo(z,' =:>Cc';,_ = 0,325 peu.
Ket: = 0,01 kala = 0,01
SYSTEY DATA - Model system fige 2.7
Ziz = 0,12 peus
Z23 = 0,12 p.u.
234 = 0.24 p.u.
Ve = ;I.O Pela
PLANT FATRIX, A
~0.261799 0.0  =31.121246  12.797647 - -27.72003 - 3.168726
0.0 -0.523599  25.59520L -62.242492  6.337U53 -55.440006
1.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 ~0. 218344 0.0
0.0 0.0 0.0 0.0 0.0 -0, 218344
DRIVING IATRICES
B, 26.179939 0.0 D, 0.0 0.0
0.0 52.359878 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.165785 0.0
0.0 0.0 0.0 0.165785



REGULATOR CONSTLKTS

Input Power Regsulator

Ty = 0,08 s Ts  =0.79 s

Limits = + 3.0 and 0.0 p.u.

Fiéld Bxcitation Regulator

Static Exciter, Tex = 0,03 s
Rotating Exciter, Tex = 0.5 s

G'a-in, k = 10.0

W UNIVERSTY
Q‘w‘“ksgli: 3 Siry

11 JUN1974

- 151 -

;
¥

= 1.0



