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ABSTRACT

The magnetoérystalline anisotropy cénstants of high quality
single crystals of gadolinium have been measured usging torqde |
magnetometry fhe redeterminafion of the énisotropy constants
was necessary due to the poor agreement between the prev10us
vmeaSurements which had been made on uncharacterized material of

varying quality. . The easy direction of magnetization was determined
from the anisotropy constants and it is in gbod agreement with the
direct measurements of Corner and Tanner (1976), made on thé same
crystal, and the‘neutron diffraction results of Cable and Wollan
‘(19685. It is suggested that the lack of agreémenf in the previous
determir.ations of the constants was due to the quality of the crystals
used, particularly with respect to their oxygen content. A treatment
of the magnetostatic energy of nonmagnetic inclusions in gadolinium
-and their contribution to fhe total anisotropy is given which can
explain the discrepancies between the results of the various previous
investigations of the easy direction and anisotropy.

The magnetic domain structure of gadolinium was iqvestigated
using the Bitter wet colloid technique and a dry colloid technique
suitable for low temperature work (90K to 291K). The formation
of dqmains at the Curie temperature (291K) and also the disappearance
of a clear domain structure at about 230K, below which there is an
easy cone of magnetization, was observed, Nd magnetic domains were
observed below 230K. Around 230K it was expected that there would
not be a clear domain structure due to the lowtvalue of the anisotropy
but the reasons for the non-apéearance of dOmains below about 150K,
where the anisotropy is large again, are not clear as Corner and Saad

(1977a) have observed clear domain patterns on gadolinium at 77K.
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CHAPTER ONE

Introduction  to Magnetlism

1,1 Magnetism

The phenomenon of magnetism has been the subject ofAexperimental
observation for over 3,000 years and is, perhaps, the oldest asﬁect of
solid sfate physics. Yet it was not until the-early part of this
centuryAthatvthe:origins of magﬁetism became clear with the discovery
of quantum mechanics, Magnetism is ﬁrobably the most common manifestatiOn
of the quantum mechanical ﬁature ofvmatter. It is incapable of béing
understood othe:wise for a‘strictly classical system in thermal equilibrium

can display no magnetic moment, The magnetic moment of a free atom has .‘

three sources:

a) Thé intrinsic quantum mechanibal sﬁin of an electron

b) The orbital angular momentum of an electron about the
nucleus

c) The change in the orbital moment induced by an external

magnetic field
It follows that for atoms with filled electron shelis, giving zero
total spin and orbital moment, only the third effect can induce a magnetiq
moment,
To quantify magﬁetic substances we introduce a macroscopic quantity,
the maénetisation M, which is defined.as the hagnetic moment per unit
volume. The maénetic susceptibility per unit volume|( is defined in S.I.

units, which are used throughout this thesis, as
M ] .
K. — ' (1.1)
H

using the Sommerfeld convention where

Ho (H+ M . )

m.
1]

§o+ lJ'C M
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-
relates the magnetic flux density B in Webers m-z(Tesla) with the magnetic
field strength H in A m-l. M is then measured in A m-l and K is dimension-
less, }< is not in general a constant and its magnitude and variations with
magnetic fieldfstrength and temperature can be used to distinguish types of
magnetic behéviour. The. constant Llo, knoWn‘as the absolute permeabilit&
of free space, relates the values of B and H when there is no'medium present
and has the value 4TTx10 " Hm . |

Another quantity which is used to distinguish the various types of

magnetism is the relative permeability Hr.
B

Br = — = 1 + K4

E‘o'

l-z

1t
(o]

L= 1 + K (103)
Where Bo is the magnetic flux density due to a magnetic field strength

H in free space.

Mo H @)

,EB‘

Equatiéns (1.1) to (1.4) define the basic quantities in a magnetic field.
Further effects of magnetic fields acting on matter will be diséussed as
required in subsequent chapters.

The various types of magnetic behaviour will now be discussed.
1,2 Diamagnetism

Diamagnetism is the only form of magnetiém thaf is exhibited by all
atoms and is due to the change in orbital moment induced by an external
maénetic field, }< is negative and very small, of the order of 10-5.
The occurrence of diamagnetism is understood-by coﬁsidering the precession
of the electron orbits about the applied magnetic field (Larmor precession).
Then in acébrdance with Lenz'é Law the direction of the magnetic moment
produced is such as to oppose the magnetic field producing it. This
magnetic moment, leia’ can be calculated classically (after allowing

electrons to have stable orbits) or more correctly quantum mechanically,

the result being the same in both cases (for details see Van Vleck 1932).



Haia ~ — <P "> | (1.5)

where Z is the atomic number
e is the electronic charge
m is the electronic mass _
<:p2:> is the mean square of the perpendicular distance of the electron

from the field axis through the nucleus.

The mean square distance of the electfon from the nucleus is

2 : ~ 3 ' 2
<r> = 3 <P >
and if we have N atoms per unit volume the diamagnetic éhsceptibility is
2

. @l NZ e
Kdia - R

2 R
- <r> (1.6)

Equation (1.6) gives the basic properties of diamagnetism which can be
summarised as: |

ra) The diamagnetic susceptibiltiy is always negative since <:r2:>>»o

b) Diamagnetism is a property of all matter

c)‘ P(dia is not-explicitly temperature dependent

d) The amount of magnetisation is proportional to<::r2:> and small
variations in P(dia with temperature may be interpreted as a slight
dependence of <<r%>on ;emperature.

To calculéte theoretically the value of the diamagnetic susceptibility
we need only to,estimate-<:r2 > . For a hydrogen like atom we can use Bohr
quantum theory, but in more complicated atoms the effecf of other electrons
must be taken into account, This can be achieved by the introduction of a
screening factor g. To give more accurate results though, it is best
to construct the electroﬁ orbitals using Hartree.orlﬂartree—Fock wave
functions and hence find the mean of theelectron charge distributions,

A comparison of these calculations with experimental results is given in Kubo

and Nagamiya'(1969). The agreement is found to be good for the rare gases

and some ions,



When a material shows any other magnetic effect the contribution of
diamagnetism, beihg extremely small, can usually be neglected.
1,3 Paramagnetism

In the case of paramagnetism there is a small poéitive susceptibiiity
(approximately 10_3) which is independant of the appiied field strength |

but has a simple temperature dependance, This temperature dependance can

be expressed as

K = % o - | (1.7)
the Curie Law, or
, . Cl
K= -6,
1

“the Curie-Weiss Law, C,C are constants and GF»is a cénstant known
as the paramagnetic Curie temperature, The two types of behaviour are

illustrated in Figure 1.,1.

Paramag@etism occurs in materials where the atoms or molecules have
a permanent magﬁetic momentland the Curie o; Curie-Weiss behaviour is
explained as a compensation process between the ordering effect of the
applied magnetic field and thé disordering effects of thermal motion.

Langevin déveloped the classical theory of paramagnetism by
consideringva perfect gas modied by the presence of a magnetic field.,

Here_interactions between the molecular moments are neglected and, using

Boltzmann statistics, he obtained an expression:

<p>
m

= coth O - = L) (1.9)

Qi

" where a = IJ-E"’ ‘

kT

<:LL:> is the mean resolved moment along the field direction Bo

L (L) is known as the Langevin Function
_A more rigorouS treatment was developed by Brillouin where each atom

or ion had an angular momentum guantum number J and an associated magnetic



moment JgLLB, where g is the Landé splitting factor and LLB the Bohr
e‘h :

magne ton (LLB = ) The allowed orientations of L the resolved

values of J along 2‘6’ can have 2J+1 values, Applying Boltzmann

statistics_to calculate the population of the levels and then summing

over the allowéd levels we obtain (see Morrish (1965) for details)

<p> I
_— = ‘Z—J-t]; coth (

V8 2J

2J+1

)(1 - -2- coth(

= Bca : o 8 (1.10)

B@) is the Brillouin function withQ= JgMB Bo
kT

I1f we let the moments assume any orientations, (J»o=) as in the classical
case, then
= L ()

B(a)— cotha - é

For moderate fields and temperatures not too low O is small and

K = _M__ = N <HK> J+1 (NJ|J, )2 Big
= NEPZ = (21 (N IgHpl B
= = 'NKT, H
- g% s Me® Ho S (1.11)
3RT

The quantity g [J(Jfl)] is known as the effecfivé number of Bohr magnetonszp
Peff, and equation (1.11) gives the Curie Law’<°<%p A more exact )
quantum méchanical derivation of equation (1.,11) is also given by Morrish
(1965).

| The Cu?ie—Weiss Law (equasion 1.8) can be explained if it is assumed
that theré is an internal molecular field due to the partial orientation
of the atomic mOments; This gives a total effective field

C Hype = Hop N M | | (1.12)

where Nw igs the Weiss molecu;ar field constant. Now ffom equation (l.il)

i N2g? J(J+1) g2

T 3R

1



///
%
FIGURE 11

a8 Curie Paramagnet
b Curie-Weiss: - Ferromagnet
C : ~Antiferromagnet

d -1 =Ferrimagnet



and replacing H by H oo

M = (H + NVVM) Cl
X app ~
T
to give }
M
l( . X C1
“H = T - oy,
gapp T, C*'Nw
.
- (T-0_)
ep

which is the Curie-Weiss Law, © p can be'poﬁtite, giving ferromagnetic or .~
ferrimagnetic behdaviour, or negative, which corresponds to antiferromagnetism.
(see Figure 1.1).

There are.two other types of paramagnetism, both of which are
essentially temperature independant. Van Vleck paramagnetism is a
positive term in the quantum mechanicel derivation of the diamagnetic
susceptibility for atoms which have zero magnetic moment in the ground
state but can show a magnetic moment in an exci:ted state, When the
energy gap between the states A , is much greater than k T only a small
proportion of atoms can be in the excited state and hence the term is very
small,

Pauli, or free electron, paramagnetism is found in metals and is due
to conduction electrons 'flipping' their spins to align with the applied
field. This'eétect is small due to the fact that only electrons within

kT of the Fermi surface can make such a transition.

1.4 PFerromagnetism

Certain materials, for example the transition metals iron, cobalt and
nickel, exhibit a lai'ge, positive value of Kwhichis both field and
temperature~depeﬁdant. These‘materia;s are also observed to saturate
'magnetically-in low fields of the.order of 10—4 to 10—1 Tesla, and this
satutation magnetisation is also temperature dependant.,” Above certain

temperature Tc' the Curie temperature, this behaviour disappears and the



materials become normal paramagnets.:

These characteristics can be explained by extending the Curie-Weiss
Law and assuming that below Tc there exists a spontaneous Weiss molecular
field? Then, using equatioﬂ (1.12), when there is no applied'fieid'wé

have

H (T) = N

Hots LS T < T

w

For a paramagnetic material, using.the Brillouin freatment

M = H()B, (@) | (1.13)
where O = gJ |l Ho Hops
: kT
M(T) = (gJ Lg HoNay?
kT
= kT a | (1.14)
gd LgHoNw

In theory we can plot M (T) as a function of I for equations ( 1.13) and
(1.14). Provided Nw is large enough we will have a stable intercept as
illustrated 1p Figure 1.2,

Experimentally it is found that the value of the molecular field is
of the order of 103 Tesla, This large internal field cannot be due to'a
dipole-dipole type of interaction between the elemental magﬁetic moments
as this would only givé a field of theorder of 10-l Tesla, Heisenberg
suggested that the internal field causing the alignment of fhe moments
is a quantum'méchanical exchange force, The exchange potential between
two atoms having spins S; and §; is

wij = -2 y§-‘o§_3 ) (1.15)
where jf is the exchange integral, It is clear from equation'(l.IS) that
if ;f is positive then the lowest energy confiéurétion is one in which §;
and §3 are aligned parallel.

As this fhesis deals with ferromagnétic properties, ferromagnetism

will be discussed in greater detail in Chapter 2,
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FIGURE 1.2 Condition For Spontaneous Magnetization

(a) M(T)= _kT __ ¢ torlarge N,
gj"?Nw or small T
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1,5 Ferrimagnetism

In many materials which show ferromagnetic behaviour the saturation
mégnetisation‘at T=0°K does not correspond to parallel alignment of the
constituent ions, The best known example is magnetitq Fe3 O4 whicﬁ is
composed of two types of Fe idns, Fe3+ and Fe2+, whose total contribution
to the magnetic moment should be 14LLB. ' The observed value is 4.1g -
This discrepancy can be accounted for by assuming that the Fé3+ ions
split into two groups aligned antiparallel to each other while the Fe
align parallel to one group giving a net magnetic moment.. Neut;dn
diffraction .studies agree with this model,

In general"for ferriﬁagnetic materials we have two, §r more, lattice
sites on which magnetic ions sit. The moments on.equiyélent sites ordef
parallel to each other and antiparallel to the moments on the adjacent
sites. This is illustrated schematically in Figure 1.3 for magnetite
which has the inverse spinel-structure. From equation (1.15) we can
conclude thgt jfis positivé for the ions on similar sites (}AA and j‘BB)
and negative for the interaction between ions on different sites (}ZAB).
In fact for ﬁagnefite it is believed that all the ions prefer antiparallel

alignment but the jg interaction is the strongest and hence the minimum

AB
energy configuration gives the system shown in Figure 1,3. The curvature
of the susceftibility against tem_perature curve, Figure 1.1., is
characteristiclof ferrimagnets and is accounted for by the interaction
petween different sites.

Ferrimagnets, including the commercially impo;tant ferrites, have many
applications due to.the fact that they %ave a high electrical resistivity.
This reduces eddy current losses in alternating current components.

1.6 Antiferromagnetism

If we consider the case where we have negative exchange coupling

between two equivalent lattice sites on which magnetic ions sit, then since
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tﬁe minimum energy according to equation (1.15) corresbonds to antiparailel
alignment, if the‘ﬁoments of the ions are equal there is no net magnetic
moment, This phenomenon can occur in both elements, e.g. ehromium below
475 K, and cempounds, e.g. MnO in which antiferromagnetism was first
observed.. The errangement of the spins in crystalline chromium is
illustrated in Figure 1,4(a) where the body centred cubic strucutre is
consiqered és two interlocking simple cubic lattices A and B. The negative
exchange interaction between nearest neighbours gives rise to parallel
alignment within the sublattices but antiparaliel alignment with respect

to each other, The temperature below'which this type of alignment takes
place is known as the Néel temperature, TN. The Néel temperatﬁre is
observed as a sharp discontinuity in the way in which the susceptibility
varies with temperature (Figure 1.1). The behayioqr of the susceptibility
can be explained as follo&s. At low temperatures the exchange forces firmly
hold the antiparaliel spin alignment of the ions and the susceptibility is

4 10-3). As the temperature increases thermal agitation

low (~ 10
disturbs the ordering action of the exchange forces and the susceptibility
rises, At the Néel‘temperature thermal agitation completely overcomes the
exchange forces so above Th‘we have normal paramagnetic behaviour, Some
antiferromagnets also show a ferromagﬁéﬁc phase at some temperature below
or above eome critical value of applied field, H.. This is known as a

Ty

meta-magnetic transition.

As well as the simple arrangement of spins shown in Figure 1.4(a) some
materials show complex types of antiferromagnetism. The most important
of these in connection with this ehesis is the type of spin structure known
as helical antiferromagnetism which is exhibited by eome of the rare earth
elemente. This type of structure may be accounted fer by a simple model
making use of three exchange interactions, as shown in Figure 1.4(b). The

jto term indicates a ferromagnetic alignment within one plane of atoms.

Perpendicular to this plane }1 is the ‘int'er_action between nearest_
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neighbours and ?215 the interaction between next nearest neighbours.

The arrangement is stable when

B &
w = - 2 (}1 §_i'_s_'“.1’ . ? 2 §_'i'.s_i*?.) (1.15)

is a minimum. Expressed in terms of the interplanar turn angle 6 the quantity

}1 cos © +;2cos 26 must be a minimum, which has the solution

t]_ . C . V
323

cos ©

For the helical structure to be stable
'2i$1 < 4 'j; 2

andj1 , 52 must be of opposite sign,
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CHAPTER TWO

Ferromagnetism

2.1 The Origin of the Weiss Molecular Field and the Exchange Energy

The fundamental origin of the Weiss molecular field was first treated

by Heisenberg (1928) in terms of an exchange interaction between the

elemental magnetic moments,

entirely to-the spin of the electron.

He assumed that the magnetic moment was due

Experiments to determine the

gyromagnetic ratio of ferromagnetic metals, using the Einstein-de Haas

effect, gave foundation to this assumption,

Subsequent experiments have

shown that about 90% of the saturation magnetization of the 3d transition

metals is due to the electron spin in incomplete shells.

Heisenberg used

the Heitler-London treatment of the hydrogen molecule, only the essentials .

of which will be_presented here, as the basis for his theory.

Let ﬁa(l), ¢b(2) be the wave functions
each in its lowest energy state. Applying
' that'there are two states for the composite

of the functions (¢a(1) ﬂb(2) + ¢a(a)¢b(1))
combination (;aa(1)¢b(2)-¢a(z) g, (1)), - the

dependant upon the internuclear distance.

written as

for two separate hydrogen atoms,
the Schrodinger equation shows
system, a symmetrical combination
and an antisymmetrical

of which

energies{differ by an amount

The energy values may be

(2.1)

E() is the energy of the unperturbed separate atoms and also the energy

associated with the Coulombian attfactions and repulsions, and

jfo = SS X (L)P*(2) V, B (2)P, (1) dVy dV,  (2.2)

where

ab

+
ERLS
]
-
1
=
]

R =
1
|-
-
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in an obvious notation. The Pauli exclusion principle states that no

~ two electrons can be in exéctly the same state or, alternatively, the total
wave function, including the sbin state, of the electron must be anti;
symmetrical. ‘The positive sign in equation (2.1) corresponds to the
singlet state, i.e. fo the antisymmetrical spatial wave function and hence
the spins must be antiparallél to éive a total antisymmetrical wave function.
For an antiparallel spin system j% is negative and hence the singlet state
has the lowestvtotal energy. This is the case in the hydrogen molecﬁle.
If ;;() is positive the triplet (antisyﬁmetrical) state_has tpe lowest
energy, i.e. thg ground state is the state in which the electrons have
their spins aligned parallel. To explain ferfomagnetism therefore we have
to look for sifﬁations in which«jjo can be positive{

If the wave functions ﬂaAand Qb have no nodes in the fegioﬁ qf
appreciable overlap, so that ¢a*(l) ﬂb*(Z) ﬂa(Z) ﬂb(l) is positive, then
j% will be positive if the positive ferms in Vag7exceed the negative terms,
This is favoured by the wave functions being small in the neighbourhood
of the nuclei and large in those regions for which o is small, i,e,
midway between the atoms. Providing the inter nuclear distance is not
large theseé theoretical considerations seem to favour d and f functions,

It is therefore likely that ferromagnetism will occur in materials where
there are incomplete d or f sub-shells whose diameter is less than the
internuclear distance, fhis is illustrated schematically in Figure 2.1,

where r refers to 3d electrons except in the case of gadolinium (Gd.)

al

when it referé to the 4f electrons, The critical value of rab/ral appears
to be about-1,5 and althdugh manganése (Mn) is not ferromagnetic at room
temﬁerathre some of its compounds, e.g. MnAs and MnSb, which have larger
lattice spacings, are ferromagnetic. This is good evidence that the
above treatment is substantially correct, but some problems that arise will

now be briefly'discussed;
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FIGURE 2.1 Variation of the Exchange Integral
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In Figgre 2.1 we assume that the 3d electrbns, in the case of the
transition metais, are localised but when the solid is treated as a whole
wg find that.the 4s and 3d wave functioﬁs overlap to form two overlépping
energy bands, The wave functions of these electrons are then Bloch
functions and the electrons are free to move throuéhout the solid, Stoner
(1938) introduced a theory knownvas collective electron ferromagnetism
which extended the initial calculations of Slater (1936) on the effect
of the band structure on ferromagnetism. Essentially the 3d and 4s bands
are split iﬁto 'spin-up' and 'spin down' sub-bands. The exchange
interaction between electrons may be represented by a molecular field.

This introduces a difference ih the energy of the spin sub-bands and
hence there will be a net magnetization. The molecular field acts only
between electfons in the 3d band, . The calculations on such a theory give
good agreement with experiment, in particular the prediction of non-
integral numbers of spin carriers due to the overlap of the 4s and 3d
bands, Unfortunately, whereas the collective electron theory produces
good results for pickel, the Heisenberg theory is better for iron.

Another theory that has been put forward on the nature of ferromagnetism
involves s—d or s-f exchange, Here the d or f shells are localised at the
atoms and the s(conduction) electrons are mobile. The conduction electrons
are polarized by interacting with one magnetic ion then carrying itsspin
orientatioﬁ to the next ion, The s-f interaction seems to be dominant in
the rare earth metals and is known as the RKKY interaction which will be
treated in greater detail later,

| Whatever the origin of the exchange interation the effective coupling
is equivalent to a potential energy of the form
) Vi{‘ = - 2 J.'"i‘ §_"' -S—J . (2.3)
where J;j is the exchange integral connecting the total spins S on atoms

i and j. If we only consider the spin of a given atom and that of its
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nearest neighbour, the exchange energy becomes
. 2 T :
Wi = - 2087 Zcos 1083 (2.4)
where ¢{j is the angle between the direction of the spin vectors,

Assuming neighbouring spins make a small angle with each othef, the

exchange energy between each pair of spins is

2 2 . -
W|j = Js° 9 B (2.5)

Landau and Lifshitz (1935) derived an expression of the form

2 : .
Bex = 2 [(Va,)z £ (Vop) +(Vag) 1V (2.6)

where the (l's are direction cosines and a is thellattice constant. The
2752 '
quantity “a is known as the exchange constant A and may be determined by
a number of methods including ferromagnetic resonance and spin wave
experiments, A simple estimate can be obtained in two ways:
a) At Tc the thermal energy becomes approximately equal to the exchange
energy, therefore
2
kTg = 235 (2.6)
b) At low temperatures, the magnetization behaves as (Bloch (1930))
| 2
M o=mg 1 - cr %) (2.7)
and C is directly related to the exchange constant.
These two methods are approximate and do not always agree on the value
of A for a given ferromégnet.
2.2 Magnetostatic Energy

A uniformly magnetized body in an applied magnetic field has a

potential energy of

ES = - lJ‘O _I'! .-M (2-8)

The total energy of the magnetized body per unit volume is then

ET:EI-LI.O_}_I.M

where EI is the internal energy due to magnetocrystalline anisotropy,
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magnetostriction, exchange energy and energy due to free poles., Now H
is not in general equal to the applied field, Happ, because of the
degmagnetizing field, ED’ of the body. This demagnetizing field is

present even when there is no applied field and is due to the dipole field

of the magnetic body.
Hy, = -NM C (2.9)
N is the demagnetizing factor and is determined by the geometfy of the
body. The self energy of the body due to the interaction of the free
pole and the demagnetizing field is then

Ep = /p By M | (20
=/ N M
The factor of 1/2 is introduced so that each dipole is not introduced twice.
Demagnetizing factors (N&, Ny and N.) for ellipsoids have been
calculated by Stoner (1945) and Osborne (1945), as these shapes have

uniform magnetization, with reference to the major semi-axes, &, b and c.

It was found that

Na.+NE)+NC =1

and N = Naaz + N‘bag + Ng @ 2 (2,11)

1 3
where the ( 's are the direction cosines of the magnetization with respect
to the major semi-axes. For a sphere, N, = Nj = N¢ = 1/3, and for a

disc the demagnetizing factor parallel to the plane of the disc is

N =N, %[———-—k? sinik2-1 . 1 ] (2.12)
(k2 -1)¥2 K k2 -1

where k is the ratio of the diameter to the thickness,

2.3 Anisotropy Energy

When the magnetization is measured as a function of magnetic field it
js found that it is 'easier' to saturate the sample in certain directions
than in others, These directions are known as 'easy' directions with

respect to other. 'hard' directions where a larger applied field is required
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to pro&uce saturation, The difference in energy required_to magnetize a
sample along a hard direction with respect to an easy dire;tidn is known
as the anisotropy energy, EA‘
2.,3.1 Magnetocrystalline Anisotropy

This is an anisotropy due to the symmetry of the crystal 1a£t1ce and
is therefore observed in pure crystals and orientated polycrystals.: The
simplest form of magneto-crystalline anisotropy is uniaxial anisotropy.
In this case one particular crystallographic direction is easy with all
other directions being hard, This is often found in hexagonal crystals
with the C axis usually being easy. Cubic materials are more complex
due to the existence of equivalent directions, such as<{100>, <110> or
<111>, in the crystal which may be easy or hard with respect to each
other, Magnetoérystalline anisotropy will be discussed in detail in
Chapter 4.
2,3.2 Shape Anisotropy

If we consider equat{ons (2.10) and (2,11) it is apparent that if
Né# Nb* N, different amounts of energy will be required to magnetize the
sample along a, b, and ¢ directions. As the N's are geometric factors
they depend on the shape of the body to be magnetized and hence we have
a shape anisotropy. As indicated above the N's can only be calculated
exactly for certain shapes,
2.3.3 Magnetostrictive Anisotropy

Magnetic anistotropy can be produced by applying mechanical stress
to the material. This type of anisotropy can be induced in a number of
ways, for example, by heat treating the material or introducing strain
in the growth process of single crystals, Growth induced anisotropy is
used to produce uniaxial anisotropy perpendicular to the plane of thin
£ilms to overcome the shape anisotropy which fav ours the plane of the

film being easy. Such thin films are used in magnetic bubble devices,
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2.4 Magnetostr;ction and Magnetoelastic Energy

It is found experimentally that when ferromagnetic materials are
magnetized they.undergo small changes in their dimensions, This is
,ca}led magnetostriction. Two types of magnetostriction are involved in
the magnétizatibn process, An anisotropic magnetostriction is associatedn
with the procesé up to the sfate of technical saturation and beyond  this |
point an isotropic Qolume magnetostriction occurs, The anisotropic
magnetostriction is closely linked with the magnetocrystalline anisotropy.
We denote the deformation in a particular directionnby A= dL/l , and 1f
there is-also a tensile stress U present then thé magnetoelastic energy
ié giv9n by | |

X o cos2 ) : . _ (2.13)

piw

-_Efj_ i

where © is the angle between the stress;direction and the magnetization.
Comprehénsive reviews of magnetostriction have been given by Lee (1955) and
Birss (1959). |
2,5 The Magnetization Process and the Domain Hypothesis

| A t&pibal magnetigatioh curve for a ferromagnet is shown in Figure
2,2, It was the faét that a ferromagnet could exist in a demggnetized
state that presented an eafly problem to the Weiss molecular field theory;
Further probléms arose from the existence of hysteresis in the cyclic
magnetization leading to a remanent magnetization, Mr, and coercive field,
BG' The saturation mggnetizgtion, Mg, is prpduced when the applied
magnetié field By is sufficient to align all the elemental moments.‘

Weiss (1907) was the first to suggest that ferromagnets are sub-

divided info small regions which are each magnetized to saturation by the
internal molecular field. Because these regions are magnetized in

different direcfions the net magnetization can he zero, This hypothesis

has subsequently been confirmed experimentally and the regions of




B, (Tesla) .

'FIGURE 2.2 A Typical Magnetization Curve
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magnetization have'beceme known as magnetie domains; ' The demain hypothesis
alse leads to an explanation of the magnetic_hysteresis curve, If an
externallmagnetic field is applied to a demagnetized sample then initially
there 1is a growth'of domains'rreferentiaily orientated with reepect to the
ebplied‘field. For small displacemente such changee are reversible and the
initial bart o: the magnetization curve shows no hysteresis. - As the apelied
f{eid.is increased the preferred domains grow rapidly and also some rotation
of the magnerization within other domains can take place gntil the state ef
saturation is reached. When fhe applied field is reduced various conditiens
within the ferromagnet, such as crystal defects, grain boundaries or
‘ inclusions,_prevent the domains returning to their original state, This
produces a remanent magnetization and also gives rise ;b the coercive field, -
which is the reverse field required to produce a new equilierium state where
‘the magnetizations of the domains again cancel.- The theory of magnetic domains
will be discussed in Chapter 6.

In technology ferromagnets are broadly classified into soft and hard
ﬁaterials. Basically, eoft materials have a small remanent magnetization
and coercive field and therefore a narrow hysteresis loop. As the area
contained by the hysteresis loop represents the energy disipated in a
magnetization cycle, soft magnetic materials are used in applications such
as transformer ceres; Hard materials have high remanent magnetization and
coercive fielde and are used for permanenf magnets, Reviews of the basic
properties of soft and hard magnetic materials were given by Lee (1959) and
Wohlfarth (1959) respectively.

2.6, Micromagnetics

" In the present chapter the basic energy contributions to ferromagnetism

have been discussed. We are therefore in a position to write an equation

for the total energy of a ferromagnet,

E = E + E + E -+ EG' + E + Eo (2.14)

where the‘E's are defined above and Eo represents any other contributions
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to the total energy.For a particular ferromagnetic specimen we cén, 'in theory
predict its magnetic state by determing.the minimum free energy. The |
process is.known as micromagnetics (Brpwn (1963)). Such calculations
in¢practice are extremely difficult but micromagnetics can be useful in -
certain éases. Even a simple calculation leads naturally to the

formation of a magnetic domain structure where a large.magnetostatic

energy can be reduced dramatically witﬁ only small inéreaseé in other

energy contribuﬁions, essentially Ek and Eex'
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CHAPTER THREE

The Rafe Earth Metals
3f1 General Properties
There are fifteen rare earth elements; the first is Lanthanum

(atomic number 57) and the series progresses to lutetium (atomic number
71). Thesé elemeﬁts are also often known as the lanthanides after the
first member} All these elements show very simila; chemiéal.properties,
which are also shared by the elements‘scandiuﬁ (atomic number 21) and
yttrium (atomic.number 39). These two elements are often included in
' discussions oﬁ the rare earths, The rare earfhs, sqandium and yttrium
are members ongrbup 11Ia of the periodic tabie. Due to the similarity
of their chémical prOpertiés extracting the rare earths in.a pure form
was very difficult before the development of the ion-exchange method,
Preparatioﬁ of pure single crysta;s for experimental work has also been
a problem with the rare earths maninly due to their affinity for the gases
oxygen, hydrogen and helium. The first single crystals were produced in
the early 1960'5 at the Ames Laboratory U.S.A, Recent techniques for
producing good quality crystals have been reviewed by McEwen and Touborg
(;973),~Jordan (1974) and Jones et al (1977).

"~ The common chemical properties of the rare earths are due to their

electronic structure which has the form

(152 262 2% 352 3p° 30%0 4s? 4p® 4a© yat"(5s? 5p° )

5d(1)652

This is a xenon core (in brackets) with the addition of 4f and 6s electrons,
~and in some céses a 5d electron, The 5d electron (if present) or a 4f
electron and the two 6s electrons usually form the conduction electrons to

- give a normal valancy of 3. There are exceptions to this and these are

noted in Table 3,1 which gives an outline of the electronic and structural

properties of the rare earths and also scandium and yttrium, In all the
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ions the outermost electrons are the two 5s and six 5p electrons, The
rare éarths conveniently split up into two groups, the light rare earths
(la to Eu) with the 4f shell having zero to seven electrons and thelheavy.
earths (Gd to_Lﬁ)lwith seven to fourteen 4f electrons,
The atomic radiué of the rare earths in metallic form shows a linear
décrease as ﬁe_proceed through thé series from lanthénum to lutetium,
This is known as the lanthanide contraction and can be expiained in terms
of tﬁe increase in nuclear charge not being effectivelj screened by the
inérease in the nﬁmber of 4f electrons. Most of the rare earths :
crystaliize in the hexagongl close packed structure,-the double hexagonal
| close packed, d.h.c.p., for the light elemenfs (exceptions are Ce, Sm and
Eu) and the simple hexaéona; close packed, h,c.p., for the heavy elements
(the exception is Yb), The h.c.p. structure is illustrated in Figure 3.1
with the notation used for describiné directions and planes in the crystal
lattice

The physical properties of gadolinium will bé discussed in section
3.3. The reader is referred to Taylor (1970) and Taylor and Darby (1972)
for a dicussion of the general properfies of all the rare earth elements. .
3.2 Magnetic‘Properties

Since qﬁain et a1‘(1935) discovered that gadelinium is ferromagnetic
the mﬁgnetié properties of the rare earths have been intensively studied.
They havé beeh-found to exhibit a wide variety of magnetic behaviour,

: '

The basic magnetic properties common to ail the rare earths and the
properties of gadolinium in detail will be discussed here. For a study
of each élemént.the following books and review articles can be referred ;o:
Cooper (1968), Elliott (1972), Taylor and Darby (1972) and Cogblin (1977)
Rhyne and M@Guire (1972)gave a review of the magnetic properties of the

rare earth elements, alloys and compounds. Taylor (1971) has reviewed

-interﬁetallicArafé earth compounds.
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The magnetic properties of the rare earths arise from the highly
localised incompléete 4f shell, The filling of the 4f shell is in
accordance with Hund's Rﬁles which state;

a) The electron spin moments (8) are'arranged to give a maﬁimum totai
moment (S =Zs)' consisteﬁt with tﬁe Pauli exclusion principle.

b) The orbital moments align to give a maximum angular moment L
consistent with (a).

Ac) The total angﬁlar moment J isAgiven by

J L - S- for a less than haif?full shell

J L + 8 for a more than half-full shell

Using equation (1.11) we can calculate the effective number of Bohr
magnetons, Peff; and hence the paramagnetic susceptibility for the fare
‘éarth ions. The values of §, L, J and |L are given in Table 3.2 for the
trivalent ions, For most_of the rare,ea;ths, the mégnetic moment of the
metal is ver&'élose to the theoretical value of thé trivalent ion. The
small diScrepanc;es are accounted for by conduction electron polarization.
Thisvis important wheh considering the exchange interaction. . The large
diécrépancies in the case of Eu3+ and Sm3+ can be understdod in terms of
the eXcitati§n process proposed by Van Vleck and Frank (1929) where the
ground and 1st excitedlstate‘ are mixed at room temperature.- ytterbium
is not magnetic as it has a closed 4f sheIl with a valencj of 2. Europium
shows a moment that is close to the predicted value for the Eu2+ ion when
in the-metg;lic stéte.

All the réfe earths, except Lanthanium, ytterbiqm and lutetium, show
some sort of magnetic ordering at loﬁltemperatures and of these only
gadolinium does not have an antiferromagnetic phasé. The types of ordering
are given in Table 3.3 for the heavy rare earths, Figure 3.2, gives a
schematic représentation of the types of ordering noted in Table 3.3.
Thesexmagnetic structures have been established mainly through neutron

diffraction techniques, notably at the Oak Ridge Laboratory, Tennesse, U.S.A.
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"Schematic representation of the magnetic structures of heavy rare earth metals. The
magnetic moments are assumed to be parallel to each other in a given hexagonal layer and the

propagation axis i$ the Z-axis.

FIGURE 3.2 (AFTER COQBLIN(1977))
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(Koehler 1972)._"The diverse.and.exotic structures afe a fesult'of the
interplay of strong fundamental ihteracfions which also manifest themselves
in the large magnetocrystalline gnisotropy (of the order of 106 J m-aj
and magnetostriction (of the order of 10—2) found in the heavy ca?e earths,
3.3 Interactions Causing Magnetic Ordering

As the 4f shell is'highly iocalised and well screened by the 5s 5p

‘electrons there is little possibility of a direct Heisenberg type exchange

interaction as described in section 2,1, To explain the magnetic structures

observed in the rare earth mgtals the exchange interation must have the
following properties, It mugt;

a) have a long range

.b’. vary in magnitude and deCre#se with separation

¢) change sign between nearest and next hearest neighbour,
Such an intéraction theory was developed by Rudermann and Kittel (1954),
Kasuya (1956) and Yosida (1957) and has since become known as the R.K.K.Y.
interaction, This fheory assumes that the exchange coupling between.the.-
4f orbitals is an indirect one which involves the polarization of the
conduction electrona.

Phénomenplogically we can write the interaction between the conduction

electrons and the 4f shell (the s-f interaction) as

Hi = -[ss (3.1)
in analogy with equation (1.15) where S is the total spin of the 4f shell
and s the sbin of the conduction electron. F" is the interaction constant
dependent upon the separation of the ion and the conduction electron, The
effect of the interaction:is to favour conduction electrons with spin
parallel to the ion. Such an electron will distort its wave function so
it will be iafger ié the vicinity of the ion. This is brought about by
a mixing of ﬁavq functions with spin parallel to the ion to interfere

éonstructively about the ion, The result is as though only states above
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the Fermi level are added and we have an electron pdlarization about the ion

P,(r) = FG2 k. .1) (3.2)
1= 4 v? F, Fo=

sm 22 g
" where Z 1s the number of conduction electrons

V is the atomic volume

EF is the Fermi eﬁergy

BF is the wave vector of the conduction eleétrons at the Fermi surface
Since the wave functions must correspond to a range of wavevectors and
therefore a range of wavelergths théy must begin to interfere destructively |
as the distance from the ion increases, An invérse process occurs with
the antiparallel wavefunctions, F(2j§F ..3) is a function which describes
the overall effécf of the interference on the Spin'density distribution,

The R.K;k.Y..inferaction assdmes a spherical Fermi Surface and free

conduction electrons which lnads to F(2 kp - r) = F(x) having the form

'F(x). - sin x - Z cos X " (3.3)

X

The interéction of the conduction electron polarization with a second ion
has the same form as equation (3.1) and this leads to an interaction

between the two ions of the form

2 >2
H:;:. = oMz I-' Z o Duv -S. ., S
ij : 2F =i 2§23
b s+ Vi (3.4)

A detailed re;iew of this type of indirect exchange has been given by

- Kittel (1968). de Gennes (1962) showedlthaf in ordér to take account

of the spin-orbit coupling in the rare earths it is necessary to replace

S; and S§; by (g-1) J; and (g-l)Jj, the projections of the spins on the

direﬁtion of:J, the total angular momentum. Equation (3.4) then becomes
Hij = - y(g;l)z J(J+1) : : (3.5)

- where G = (g?l)zJ(J+1) is known as the deGennes factor.
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One of the most essential features of the R.K.K.Y. iﬁtefaction is the
»polarization of the conduéfion electrons and this should give an extra
magnetic moment. llThis excess moment was mentioned in section 3.2. in
connection with Table 3.2 which shows that such an excess moment occurs
in the heavy rare earths, The R.K.K.Y. theory makes two majof'simﬁlifiéations
in assuﬁing thét the Fermi surface is spherical and that the conduction
electrons are of a pure s charécter. Fermi surfaces of the rare earths
have been calculated using non-relativistic and relativistic augmenteq—plane—
wave methods and they are reviéwed by Cracknell (1971),. The Fermi surface
- has also bqen charted experimentally using the de Haas-Van Alphen effect,
ndtab;y-in gadolinium (Schirber'et al (19775 and Mattocks and Young (1977))
~ and using position annihilétion_experiments (Gupta and Léucks (1968)). |
Both theory and experiment hayelshown the Fermi surface to be differedt
from the free.electron sphere.' Temple et a; (1977) have used a simpie
non-spherical surface.in magnetic structure calculations in the rare earthsv
an& compared fhese to the structures obtained using a spherical surface,

A notable result‘of theserqalculations is that the exchénge intgraction is
no longer igotrOpid. ; Campbell (1972) has put forward an alternative
indi;ect ethange interactian involving 4f-5d positive exchange oh the same
ion and 5d-5d direct exchange between different ions, Eagles (1975) has
also considered thé effect of the 5d electrons in the heavy rare earths and the
influence of the f-d interaction, Account must also be taken of the
scétteriﬁg of the éonduction electrons which tends to damp the oscillgtions
of R.K.K.Y.Ainteraction. These considergtions lead to some modifications,
‘but the R.K.K.Y. interaction is sfill accepted as thq main contribution to
the magnetic ordering in the heavy rare earths.

3.4. Gadolinium

3.4.1 General Properties

Gadolinium is the first member of the heavy rare earths and has a

half full 4f shell (7 electrons), It forms a tri-positive ion with the
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5d1 652 electrons forming the cdnduction band, The band structure and
Fermi surfacg have been investigated both theoretically (Batallon and
Soﬁmers (1977)) and equrimentally (Mattocks and Young (1977)). Tﬁe
latter used the pigh quality crystals being produced at the Centre for
Materials Sdiénce, University of Birmingham'(Jordan et al (1974)) using
the solid stafe electrotransport process; The availabiiity ofvéuch‘
matérial has lead to many of the properties of gadolinium being re-
measured; as in the present investigation, Other recent experimeqts
uSing_this-high‘quality material have béen performed by Wells et al (1974)
on the specific heat which shows a large anomaly at the Curie temperature,’
| This 1s.sﬁown in Figure 3.3 which is takeh from Griffel et ai (1954).
Robinson ahd Lanchester (1978) have investigated the criticéi the;mal
expansion, The crystal structure and lattice parameters of gadolinium
have been measured by Banister et al (1954) and Darnell (1963), and show
that gadolinium_remains h.c.p. at iow temperatureé. The five single
crystal.elasfic_constants‘of gadolinium in fhe tqmpérature‘range 4,2K to
300K have bqén'studied'by Palmer et al (1974).
3.4.2 Maangti-c Properties

In thisvéection the magnetic properties of gadolinium will be discussed
with the exceptioq of the mégnetocrystalline anistotropy and the magnetic .
' domain étructure which will be reviewed later. Gadoliniﬁm is the only
heavy rare'earth which shows only ferromagnetic aﬁq_paramagnetic behaviour,
The essential.s;ngle crystal magnetization data for gadolinium was obtajned
_by Nigh et[al_(19635. They determined the .Curie témperature to be 293,2K
and found a. saturation magnetic moment of 7.55|J.Bper,atom. The magnetizétion
data is shown in Figure 3.4, The saturation manetization hés also been
méasured by‘ Graham (1967) who also obtained a value .of 7.55”.8 per atom but
recent measurements by Roeland et al (1975) on high quality single crystals

ga§é a value of 7.63LLB per atom, The results of Graham (1967) and Roeland
et al .(1975) are compared in Figure 3.5. The value of
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ﬁoélandvet a1 (1975) is the mére reliable resulf at 4.2K due to'the quality
of the materiai used and a doubt about the température measurements of
Grgham (1967). |

| Belov and'Pedko (1962) feported a low field antiferromagnetic phaée 16
gadoliniﬁm but extensive neutron diffractioh studies (Will et al (1964),
Cable and Wollen (1968), Kuchin et al (1969), and Moon et al (1972)) have
shown that no such phase exists. The probable cause of the anomaly .
observed by Bg}ov and Pedko (1962) is the very low anisotropy and the change
of easy direction in that temperature region, Neutron diffraction studies
on éadoliﬁium feduire samples enriched in the Gd160 istope due toithe large
cross section qf natural gadolinium to thermal neutrons (1800 barns).

o GadoIinihm, in constract to the other ﬁeavy rare earths, has,oniy a
small magnetostriction of the order of 10-4,compared to 10-2 for terbium,
A complete théoretical treatment of magnetostriction-has been given by
Birss (1964),., . The magnetostriction of gadolinium hgs been the subject
of several studies by Bozorth and Wakiyama (1963), Coleman and Pavlovic
(1964), Alstad and Legvold (1965) and Mishima (1976). The latter two

results are in good agreement and the values of Alstad and Legvold (1965)

are illustrated in Figure 3.6; They use an expression for the magnetostriction

of the form
%: N l@;By+ayBg)? - (@) By + ayBylasBy)
.+" 7\.‘Bt(>1 -a%)(t-B%) —(a1B1+a2-{32)‘2 1
+ Nl -ad)pl-(a,By+ay By azByl

AW CHIPLPY TN (3.6)

\

\
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whero theai and pi are, respectively, the direction cosines of the
magnetization and the linear strain.direction with respect to the hexagonal
a, b dnd c axes, The ).i'are the saturation magnetostriction constants.
Callen and Callen (1965) have investigated the origin of the magnetostriction
and its temperature dépéndénce in terms of one-ion and two-ion interactions,
The experimental values for gadolinium indicate a.fwo-ion interaction and
this would be expected from the s-state character of the Gd3+ ion. _
Tbneguwa (1964).has theoretically investigated the forced magnetostriction
and anomalous thormal expansion by calculating the strain dependence of
the iudirecf exchange interaction via the conduction electrons and some
‘ agreémentAwas_Iound with the experimental data of Bozorih and Wakiyama
(1963).

The magnetic properties of gadolinium as a technological material‘h5ve
recelved aome:imvestiéation. Swift (1973) has investigated magnetic losses
in textured gadolinium sheet at 77K and Sydney et al (1976) have measured
the A.C. and D.C. susceptibilities around the Curie temperature. Brown
(1976) has proposed taking advantage of the unique Curie temperature,
18°C (about normal room temperature), by using gadolinium as a magnetic
. heat pump. Gadolinium can be used in transition'metal compounds to
produoe magmetic materials with a wide range of Curie temberatures for

specialised applications (Salmons et al (1968)).
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CHAPTER FOUR

Magnetocrystaliine Anisotropy

4.1 ;Intrdduction.

In seétion 2.3 magnetocrystalline anisotropy was introduced as
givihg rise to a term in the total free energy of a crystalline
magnetic bédy.' In a given cfystal this contribution to the free
energy dépends only on the direction of the spontaneous magnetization,
The magnetocfystalline anisotropy energy, E,, is the difference in
the énergy of the magnetization along an arBitary direction and its
value along a selected cfystallograéhic axis. The difection of
spontaneous magnetization within a ferromagnetic domain is along

an easy axis if there is no applied magnetic field. This corresponds

to a minimum in the magnetocrysatlline anisotropy energy.

4.2 Phenomenology of Magnetocrystalline Anisotropy.

The free energy,F, analogous to the Helmholz free energy of
ordinary materials, is defined by
F = U - TS (4.1)

giving, in the case of a magnetic crystal,

dF = -SdT + B+ d (VM) -+v°cij de; (4.2)
(sum over repeated indices) .
ojj are the éomponents of the symmetric gtress'tensor
e;y are thé components of the symmetric strain tensor
\'d refers.to the unstrained volume ;a hypothetical state where the
lattice assumes the state it would have if the magnetic interactions

were not present,

For constant strain and temperature, dejj is zero and dT is zero,

then
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dF = - By . d (VM)
.M

F =VS B, . df + constant (4.3)
Mo

where M, '#nd M are some initial and final magnetizétion states respec-
tivély. We can expand the free energy, F, into a series ir_l powers
of direction cosines,({j, of the magnetization with respect to a
set of rectangular cartesian co-ordinates as,
' F

Ea = § = BiO + Bij0i0 + By 0040+

bijmaiajakal + (4.4)
where the Bis -Bij etc, are property tensors dependant entirely on the
crystal symmetry. As we are only interested in-h,c.p. crystals in
this thesis we shall only consider this symmetry case, Other crystal
types have been treated by Mason (1951, 1954). For the h.c.p.

structure the energy density becomes

4

sin29+ K,y sin 8 + K sin6e+ K4 sin6e X

'—‘ E =
E = 5y Ko + K 3

cos6 P + e | (4.5)

where the Kv'é are the anisotropy constants at constant strain, ©

is the angle between the magnetization and .tﬁe c[0001] axis and @
is the ;alngie between the magnetization and the b[lOiO] axis, (@ is
- often defined with respect to the a[2110] axis but the b axis is
'preferred.here to give a positive value of K4 for gadolinium). The
K's have units of eﬁergy per unit volume (J m-'3).

It is often found in theoretical work that F/V is expanded in

terms of an orthogonal set of functions such as surface spherical

harmonics

- | |
F ) YL kim YT CRO)
v (=0 m=-1

. ) o ' o o
= koo KoY * Koo ¥s + k,6_,_oY6

the ¥ 8 4 e (4.6)
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" The kl o are known as the anisotropy coefficients and the Ylm are
, . ‘

normalized to unity for © = § = 0. Then kl,m are related to the
K's by» |
Ko T koo t Ko 40 T K0
-k = % kyot Ko z%ke,d
Ky = %?ka,o + ;ggke,o
Ky, =- 2%%k6’0
K, = 10395k W

The aﬁéiysis of the anisotropy emergy in terms of'sphericai
harmonics has several advantages (Bin@é and Keeler (1974)). The
coeff;cieﬁfé'are numerically in proportion to their contribution to
the total energy and the orthogonality of the spherical harmonics
means that the lower order coefficients are independent of the
(arbitrary) stage at wh;ch the series is terminated. Also, as
mentioned.abbve, theofetical work tends to be carried out using
spherical.harmonics.' In this thesis the expansion of equation
(4.5) is used to analyse results in terms of the anisotropy constants,
Thié is tﬁe'traditional method and.leads to a much simpler analysis
of the experimental data. It also has the advantage that the
.anisotropy constants areiused directly in calculations on such
propérties as domain W§11 width and energy. The anisotropy constants
give a pﬁysical, macroscopic insight in to the anisotropy energy
whereas tﬁe anisotropy coeffigiepts give: a more fundamental, micro-
scopic view,

The meaning of Kb (or k0,0) in the energy expénsion has not
been given much attention in the past, ~ Most authors tend to ignore
it comp;etéiy; Darby and Taylor (1964) used the energy required

‘to magnetizé the crystal along the easy direction as a value for Ko.
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This procedure would seem to be dubious fer a nnmber ef reasons,

The magnetization eneréy would cbntain coneributions fron domain
wall movement .magnetostatic energy and magnetostrictlon energy

: In this thesis it is proposed to define KO as a normalization
parameter to produce zZe€ro anisotropy energy along the easy direction
of‘magnetieatien{' To illustrate this consider a simple uniaxial

crystal with anisotropy energy

2
E, | Ko, + . K, 8in"® | | (4.8)

0 is zero and the anisotropy energy is

zero along the c axis, If kl is negative then:the'basal plane will

If the c_axie~is easy, then K

be easy,

and in this case K. would be made equal to Ky to give zero aniso-

0
tropy energy in the besal plane,
The eesy direction of magnetization can be de;ermined from the
K values,.equafion (4.5), by finding the position of minimum enefgy _
with respect to © and §.
5Ea' ‘ ) : 3 : ‘ 5
= 2K sin@cos® + 4K, 8inBcos©® + 6K, 8in" O cos©

o . . 1 . | 3
= 0 ' (4.9)

’(neglecting the last term of equation (4.5)).

This has' the solutions;

Gr = 0° and 909, corresponding to the c axis and basal plane

respectively, and
‘ _ 3K Ky )/2' 1/2
Q = . sin — i . (4.10)

The easy direction is the direction of minimum energy corresponding

C o2
to 6 Ea
. 5(3?
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‘The easy direction within the basal plane is giveh by

6Ea

'6—¢' = —6K4 sin 6 @
= o
2
6 K,

> o

592

Then if K, is positive the a[llEO] axis is easy and if K4 is negative

4
the b[1010] axis is easy.
The definition of E,, equation (4.4), is for constant strain,
whereae experimental'meaSurements are usually performed under the
conditions of constant external stress, (i.e. under a constant preSSure).'
Under these conditions the appropriate therﬁodynahic hotential is the

Gibbs function, G.

¢ = F - Vooijeij (4.11)

and : 46 = -SdT + Bo . d(VM) - Ve jdogy  (4.12)

The anisotrepy cbnetants, Knl, derived using this expression are
different'from those derived from dF, equation (4.2). The difference
arises'froh the magnefostriction. The -observed anisotropy energy
‘density is thus composed of two parts, an intrinsic part appropriate
to ;ero.lattiee.strain‘and a magnetoelastic contribution of magnitude,
(Birss (1964) Pg.198)

141 1J 1J = _1/ZCijk|eiJ*ekl*

whefe e, J* are the equilibrium values of the strain components e1J
and € . = are the elastic stiffness constants. Follow1ng Birss
(1964) we can obtain expressions for the magnetoelastic correction
to the anisotropy constants in terms of the magnetostriction,

AK

1 - —(Cll+clz)Ro(2Rz+R5) - Cq3 [2RO(R2 + R3)+(RO+R1)(2R2+R5)]
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o 1/ 2 2, ' '
AR, = =1HCi(2R,% +2R,RAR, ) = C R, (RyHR;) - Cy3(R,+R,)

2 (4.14)

2
2 - 1/
- (ZRytR5) = 1h: Cy3(RytRy)™ + 1/ iRy
- The Rn are the saturation magnetostriction constants and the C's are

the experimentally determined elastic constants, The R_ are related
n

to the experimentally determined magnetostriction constants, equation

(3.6) by
Ry = Ay
Ry = A - Ay
‘R4»' - D Y DU (4.15)

R.=)\ Y

5 A B .

Ro'is the thermal expansion parallel to the c axis,

(R, + Ry) is the thermal expansion perpendicular to the c axis,

The values of R, and (R, + Rl) are associated with the volume

0 0

strain which is due to the presence of the spontaneous magnetization
and gives rise to the thermal expansion anomaly. The actual values

of R0 and (RO + RI) are therefore dependent on the choice of the state

of zero strain, This makes estimating their values difficult.
Recently the iméortance of the magnetoelastic contribution has been
discuséed for the cases of nickel, Fujiwara et.al,(1977), and cobalt
and cobalt-nickel alloys, Takahéski et,al, (1978). They concluded
that the cqrrection.was important in the former case and negligible

in the latter, Brooks and Goodings (1968) have estimated AR, for
gadolinidm, their result is shown in Figure (4.1) and is of the order

of IOZ‘Jm-3 at 170K. Unfortunately they do not indicate how they

estimated R, and (R0 + Rl). Using the data of Palmer et.al. (1973)

0
and Alstad and Legvold (1964) the value of AK, was calculated and

3

found to be 7 x 1025m” at 170K.

Another possible correction to the measured anisotropy constants
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is,due:torthe.anisotropy of the Spontaneous mégnetization. This -
contribution is only important in high anisotropy materials where
.the meaéuring_field Eo 1s?of the order of the exchange field (Callen

and Callen-(1960)).

4.3 The Theory of Magnetocrystalline Anisotropy.
'4;3,1 Introduction,

The Heisenberg exchange is tﬁe major contribgtion to the total
magﬁetic_eﬁergy buﬁ in:the form, A
Eey ='?§i°§j
it.is an isotroPic contfibution and therefore cannot be reSponsiBIe
far mégnetocfystalline anisotropy. |
| lThé fir;£4ihterac£ion t§ be considered as the cause of the aniso-
tropy was the‘diéole-dipole interaction between two magnetic moments

which has the form

| 1 3 ,
“dipole ST L) - o) @x)) (4.16)
. ol : :
where M., M, are the maghetic moments and I, is the vector connecting

them, Thié interaction is too small to explain the observed magneto-
crystalline anisotropies. Van Vleck (1956) introduced fhe concept

of a-psgu&o-dipolé and pseudo-quadrupole coupling of thé-form of
equation‘(4,16) but with ad-hoc large coupling cohétants. A possible
cause.of,the large coupling constants could be the spin-orbit intef-
accion.whiéh would couple'the elemental magnetic moments tq the
;ymmetry of the crystal 1at£ice. This idea is now central to theories
~on magheﬁoérystalliné anisotropy. Fér localized moment systems twé
types of meéhaniém are éonsidered, one—ion'anisotrOpy and two-ioq
aﬁisotrépy which are no£ mutually exclusive, - For irom transition»

metals other‘fheories have tpfbelutilized due>to the band nature of
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thé'ferromagnetism. These will not be coﬁsideredihere and for:
réviews of such theories referencé éan be made to Furey (1967) and
Darby and Isaac (1974). Sincé the moments are localized in the rare
earth metals the anisotropy observed is usually explained in terms

of the one of two-ion theories but Eagles (1975) has presented some
work &hich'claims to show the effect of the 5d bands on the~adisotropy

in the heavy rare earths,

4.3,2 Single-Ion Model,

In the single-ion model we assume that the microscopic anisotropy
is determined by fhe quantum states of one ion only. 1In no applied
field the electronic charge cloud, which is anisotropic except for
an S state ion, will mimimize its energy by taking up a pafticﬁlar
orientatibﬁ with respect to the electrostatic crystalline field.

The spins are coupled to the orbital state by the'Spin-orbit inter-
action and will therefore align in a particular direction with respect
to the crystal lattice, This will define the easy direction, 1f
the spins are re-orientated by the application of a magnetic field
then the electron clouds will have.to distort to accomodape the change‘
and work yi11~be done on the system, This giQes risé to the aniso-
tropy. energy, |

If we represent the exchange interaction by an isofropic Weiss
molecular field the major terms of the Hamiltonian are

- ' . s) 4.17
H nggow. S+V, (D) +Hg KB, (L + 28) ( )

where V¢ (r) is the crystalline field which can be represented as

v = ¥ oo em | | (4.18)

1,m

In principle we are in a position to calculate the ionic quantum
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states in the presence of an applied magnetic field using equation

(4.17). The A," of equation (4,.18) are functions of the distance

1
" to the néigthuring ions, the screening effect of the conduction

electrons and the valency. . They can be determined from electron
spin resonance (E.S.R.) experiments and are temperature dependent,

'When evaluating the matrix elements of the energy equation it is

more useful to write the crystalline field as

VC (_1_') = Z Blm Olm (4.19)
1,m
‘where Bt = < r1>.A‘1m &y

1
< r'> is the average of the radial wave function
(11 is the lthlpole moment’df the charge distribution,

the Stevens factors, Stevens (1952).

01m are the opérator equivalents of the spherical harmonics.
In the raré earth metals the large angular moment of the 4f shell
(except for the S state ions Gd3+ and Eu3+; leads to a strong spin-
orbit coupling and we can label the quantum state by ﬁhe total angular
moment J, Tﬁen; ‘

V() = B,°0,°(3) +8,%0,°(3) + B0, + 366x

6 -6
[o6 (J) + Og (] (4.20)

and Vc>t>kis L+ Ve is then considered as a perturbation on the
energy system and using Eéw as the polar axis for the Ylm we can

obtain (Rhyne (1972))
= 2a2A2° <?> 3 (3-1/2)

k2,0 |
: o 4 \ :
k4,0 = .8(14A4 <t >J@-1/2)(3-1)(J-3/2) (4.21)
" 0 6 _ T -3/5 -5/2
ke;o = 16C(6A6 <1’ > J(J-1/2)(I-1)(J-3/2)(J-5/2)
k - aab <> 50-1/2)3-1)-3/2)(3-5/2)

6,6 676
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»The,A m<:fn:>‘show only relatively small variations for the heavy

1
rare earths and therefore the anisot;opy is dominated by the value
of the Stevens factors, The anisotropy in most of the heavf rare
éarths-is exéiained in terms of the single ién model élthough recently
a debate hgs been in progress as to whether there is a large two ion
contribution. This waé proposed by Jensen (i976, 1977) andvrefuted
by Lindgdrd (1976(a), 1976(b), 1978). For the s state ions Gd3+

and Eu,z+ the crystal field can produce ﬁo Splitting in the energy

levels because it acts only upon the orbital part of the wavefunction,

and this is non-degenerate, Consequently the observed anisotropy

is frequently accounted for phenomenologically by a single-ion spin

Hamiltonian

ve .= Y B™ 0.7(S) (4.22)

with effective spin § = 7/2,

4.3,3 The Two-Ion Model

In the two-ion model we assume that there is an anisotropic

coupling between spins on separate ions. Van Vleck (1956) considered

a pseudodipole-dipole interaction, HD’

. | . . \(s . -2
p = E Diy [8i-8; -3 (8; . Ry, Rij) Ry )1 (4.23)
i<j :
(c.f. equation (4.16))
and also a pseudo quadrupole-quadrupole interaction, Hq.
.H = ¥ : (S- R--)2 (S R-l)2 (4.24)
q _ Q'i‘j =i " = =3 =\ )
i<j :
The D;i and Q}} are empirical constants, These two interactions,

equations (4.23), (4.24), are considered as pertubations on the
isotropic exchange ‘interaction, Qualitatively the origin of the

two-ion effect is the interaction between the charge clouds which
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depeﬂds.upoh their shapé. The spin is linked to the shape of the

1charge clouds via the spin-orbit coupling, and hence to the charge

cloud of another ion. The interactions between the charge clouds

are the Coulomb interaction; He, which is independent of the spins,

and the exchange interaction, H,,, which is spin aependent. To

give an anisotrOpig contribution the lowest order of perturbation
required involving He is the fifth, This gives a pseudo quadrupole-
quadrupole interaction of the form of éduation (4.24). Using third
order perturbation theory with Hex will give an anisotropic contrib-
ution of the pseudo dipole-dipole form, equation (4.23)., = The aniso-
;ropic e#chaﬁge arises from a high order perturbation on the isotropic
exchange but in the rare earths, as we have an indirect s-f exchange,
the eﬁchange can be anisotropic in itself, Smith (1976) has considered
anisotropic versions of the R.K.K.Y. interaction in the s-d exchange
case, He cogsidered two mechanisms, dipole coupling and the higher
orders of pgrturbation with the conducfién electron spin~-orbit coupling.
Calculations on thé two-ion model are extremely complex and only qual-
itative interpretation is possible from the temperature dependence

of the anisotropy.

4.3.4 The Temperature Dependence of Magnetocrystalline Anisotropy.

The basis of all theories on the temperature dependence of the
anisotropy was given by Akulov (1936). He assumed that at zero
temperature there is an intrinsic anisotropy (due to any of the
mechanisms above) and at higher teﬁperatures the elementgl moments
sémple tﬁe'anisotrOpy energy surface due to their thermal energy.
This immediately predicts that the anisotropy should. be smaller af

higher temperatures, whichisa well established experimental fact,

' This process is illustrated in Figure 4.2.
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Zener (1954) used a random walk function to describe the
thermal fluctuation process and obtained the now well known power'

law in terms of the reduced magnetization, m

T
' | n(n+l) _
K, (T). . — Lo (1) :
K, (0) T T M, (0) : (4.25)

Callen.and Callen (1966) have reviewed the hisfory of the power
law and have generalized the treatment for fhe case of single-ion

anisotropy. They obtained,

kl(T) = kl(Q) Li1/2 (X) (4.26)

where Il+1/2

é“paramete; defined by the relationship

(X) is a reduced hyperbolic Bessel function and X is

my = Iy, (X) | (4.27)
Reduced hyperbolic Bessel functions are related to normal Bessel

functions by the relatidnship

I, ., (X) | '
x) = W2 (4.28)

I,
1+1/2 I3/ (%)
From equation (4.27) it can be seen that i3/2>(x) can be identified

with the Langevin function L(X), equation (1.9).

At low temperaturesequation (4.26) reduces to

, 1(1+1)

k[ (tr) = kE(O) o 2 (4.29)
which is the Zeher‘power law, At high temperatures (i.e. T-»Tc)
equation (4.26) also predicts that

, L
= 4.30
k(D) k, (0) mp ( )

but it is-found»experimentally that this is not a good approximation,

probably due to the various anomalies that occur around the Curie

temperature,

For the two-ion case we have to consider pairs of spimns on
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separate ‘ions fluctuating thermaily from the anisotropy surface,

This will‘depénd on the degree of correlation of the tﬁo spinsg, i.e,

- to what extent they remain parallel. At low temperatures we would
expect a high degree of correlation and hence wéuld treat the two

sPiné effectively as one, This would give the Zener power law,

The ;orrelation between the spins breaks down as the temperature
increases due to the excitation of thermal spin waves, When the
wavelengths of the thermal spin waves are of the same order of magni-
tude as the range éf the two-ion mechanism tﬁere will be zero correl- '
aﬁion and equation (4.30) would apply. Varying degrees of correlation
can be included in spin-wave theory and such calculations have been
carried out by Brooks and Goodings (1968) for the case of gadolinium
and'BrookE‘and Egami (1973) for highly anisotropic fefromagnetics.

fang (l97i)'has obtained expressions for the temperature dependence

of k., and k2.(equétion 4.5) which includes terms representing two-

1

ion interactions with no correlation as well as single-ion interaction

terms, -Fér hexagonal close packed crystals these were
Kum ool oy e bl 0 + attm? + ot k)P 6.31)
—_— 5/2 9/2 T 5/2
K (o)
Ko(T) _ 1= = 11,2 2 B
2 o= C Iy, (X)+C (IS/Z(X)) (4.32)

with X = i;}z (mT), i9/2 (X) and is/z(x) are the single ion contributions

(c.f. Callen and Callen (1966)) and (is/z(x))2 and (13/2(x))2 - mTZ

1 .1 1 11 bll, C11

are the two-ion contributions, a’, b, c, a’, are constants

which are not known and are used as variable parameters by Yang (1971).
Good fits with experimental data can be obtained for gadolinium and
cobalt but with so many variable parameters the test is not very

criﬁical. Some theoretical basis for the constants will have to be
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developed before the results of Yang (1971) can be applied effectively.

4.4 Techniques for Determining the Anisotropy Constants.
4.4,1 Magnetization Measurements,

The work done in magnetizing a specimen in a particular direction

[h k 1] is given by
: m

bl - 5; B, . d (4.33)
I1f the specimen is symmetrical, unstrained, magnetized to saturation
and B, is corrected for demagnetizing effects and irreversible pro-
cesses (e.g. domain wall movement) then W[h k 1] is the anisotropy
-energy Ea[h Kk 1]° Using the definition of K, in section 4.2 and
considering the simple uniaxial case for hexagonal.crystals, equation

(4.8) with K, positive becomes

"M
Wio001] jﬁ By .
R 0
g =Ky = O (4.34)
w[basal] = Ko + K1 _ (4.35)
= K]_

The situatibn is more complicated for other than the simple uniaxial
case, requirihg one more magnetization curve than the number of aniso-
tropy constants to be determined.

This method has several disadvantages, The specimen Qemagnetizing
factor &nd orientation must be known precisely.  In some‘materials
the hyatere@is energy (i.e. irreversible processes) can be as large
as the anisotropy energy so that this method coqld not be used in
these cases. Also in somé magnetic materials, particularly the
rare earths, the magnetic fieldsavailable are not high enough to satur-

ate the sPeéimen in the hard direction. "In such cases a theoretical
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magnetizatipﬁ'curve can be predicted and méde to agree with the ex-
perimental curve by varying the appropriate values of the anisotropy
constants, This requires an even more detailed knowledge of the
-specimen and its properties, Such measurements have been made on
the rare earths by Feron (1969(a), 1969(b)) for Gd, Tb, Dy and Ho.
Recently Birss et,al (1976(a), 1976(b)) have developed a rotating
sample magnetometer, for use in a high field super conducting magnet,

to measure anisotropy constants,

4.4.2 Torque Measurements,

Following the argument of Warnock (1975), if F = EB+ E_ is the
total free energy of a crystal in a saturating magnetic field, the

torque on the magnetization in an applied field By is

- OF ' (4.36)

L.
§ (-0
where 6 and QJare the angles that Mg and By respectively make with
the easy axis, Figure 4. 3. NowQF =g a8 the magnetization is in
| 6o

an equilibrium position and therefore

8fg , 8E - o | (4.37)
be 56

The anisqtropy energy is a function of © only, E,6 = f(8), and © and(b

are not explicilty related so gj)a -

» __br Y OE
Then‘ L = 6__@?_9_)_ - 5 Lpg
Now | E, = <~ Mg B, cos ((-0)

Ms Bo sin ({) -8)
0Ep

o 66

Using equation (4.37) gives

_§Ea | (4.38)
66

L=
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_Hence by measuring the torque produced by a magnetic field acting
on a magnetic crystal we can determine the anisotropy constants,
The appératus used for such measurements is known as .a torque magneto-
meter and can exist in many forms, Torque magﬁe;ometry will be dis-

cussed in detail in section 4.5,

'4.4.3 Ferromagnetic Resonance.

In an applied magnetic field the angular momentum of the electrons
precesses at a rate depending on the field strength, A second, oscill-
ating, applied fiéld can be‘made to resonate by varying its frequency
(in the GH, region) with the e1ectron's~angu1ar momentum, i,e, the
elegtron ébsorbs‘energy from the oscillating field. The resonance
field is found to vary with the angular position_of the crystal with
respect to‘the-applied magnetic field and Kittel (1948) has shown that
this is a result of the magnetocrystalline anisotropy. It is apparent
from equation7(2.11) that shape effects will also contribute to the
change in the resonance condition. Bagguley and Liesegang (1967)
give expressions for the resonance frequency in terms of the applied
field, anisotropy constants, demagnetizing factors and saturation
magnetization. for h.c.p. crystals,

In an experimental determination the crystal is shaped so that
the demagnetizing factors can be easily calculated (usually a sphere).
It is mounted in a resonant cavity between the poles of an electromagnet
so that the appliéd field and the radio frequency field are mutually
perpendicular, The cévity is fed with microwaves of fixed frequency

while the applied magnetic field is altered to obtain tﬁe resonance
condition, Gadsden and Heath (1978) have used this teéhnique to
determine'thé first three anisotropy constants of nicel-vanadium alloys.

They found good agreement with the torque measurements of Amighian
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and Corner (1976) for K,

4.4.4 Inelastic Neutron Scattering,

Anisotropy constants can be determined by exciting spin vaves
in a crystél‘by bombarding it with monoenergetic neutrons, Using
a neutron spectrometer the wave vectors of .the incident and scattered
neutrons can be measured and hence the wave vector of the spin wave
deduced. From this magnon (spin wave) dispersion relation can be
determinéd and the anisotropy constants obtained from the énergy of
the zero wave vector spin wave, The excitation of spin waves By

neutron scattering was discussed by Kittel (1971).

4.5 Torque Magnetométry.

The mést straightforward method of determining anisotropy constants
is torque magnetometry. This was the method used in the present work.
The apparétus:used was an automatically balancing counter torque magneto-
meter of the type first used by Penoyer (1959) and it will be described
in Cﬁapter's.' The magnetometer broduceS'a continuous curve of the
counter torque against the degree of rotation of the electomagnet;
this is kﬁown as a torque curve, A review of the history of torque
magnetometry has been given by Warnock (1975). The principles on
which a counter torque system works are as follows. The rotation
of the eléétromagnet is regarded as the positive direction.  The
applied field causes a positive torque (+L) on the magnetization which,
as it moves to follow the field direction, then experiences a counter
torque (—L) due to the anisotropy energy trying to maintain the mag-
netization along the easy direction. The anisotropy couples the
cfystal lattice to the magnetization and so the crystal as a whole

experiences a positive torque (+L) and therefore to hold the crystal
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stationary a negative torque (-L) is applied by the counter torque
system, Therefore, measurement of the counter torque required to
hold the crystal stationary in a rotating megnetic field is a

E
measure of the torque due to the anisotropy energy, (8898)

- For h.c.p. crystals-theAanisotropy energy is expressed as,
equation (4.5)
4

sin' 8 + K sin6é fKA sin69‘c085._¢

Eg = Ko + K1sin2 © +K 3

2
Consider two separate cases,

a) Anisotropy in a (0001) plane

In this case equation (4.5) reduces to

Ea = Ky + K] + K, + K3 + K, cos 6@ (4.39)

and the torqué,[“c, is given by

OE,
5—6 '= - Pc = -6K4

b) Anisotropy in a (1010) plane

sin 6@ : (4.40)

In this case equation (4.5) reduces to

_ 2 .4 . 6
E, = 1;0 + Ky sin" 6 + K, sin e + K, 8in e (4.41)
‘and the torque, I"'B, is given by
Ea : 3
= - = 2K, sin©®cos® + 4K, sin"©cos @
o) B 1 2 |
+ '6K3 sinsecose (4.42)

Equation (4.42) can alternatively be expressed as
6E,

be

=K+ Ky + 75 16 K3) sin 28 - (51 +Z “3) sin 46+—381n59
' (4.43)
Equations (4,40) and (4.43) are readily analysed by Fourier analysis
techniques. Examples of torque curves produced in cases b) and a)
are shown in Figures (4.4) .and (4.5) respectively. 1In general the
torque curQes will have other periodic componentsAdue to misalignments

in the magnetometer. An analysis of these components was given by
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Welford_(1974); Thé symbols E and H denote the easy and hard
directiqné'in the crystal and it can be seen that the curves are
sheared frgm a pure sinusoidal variation away from the easy axis,

The cause of this shearing is the fact that in finite magnetic fields
the magnetization vector in the crystal does not lie parallel to the
applied field, except at zero. torque, but is always directed between
the applied field and the nearest axis. The angle, ® , by which the

torque ordinate is displaced is given by,

.8in @ = B (4.44)

and it can Be seen that the amount of correction is proportional to-
the torqué on the crystal, For gadolinium the torques expected would
be of-the order of 5 x 104 Nm n 3 in an applied field of IT (for case
(b)). The éatﬁration magnetization is approximately 2 x 106 A m-l |
which gives a value for © of approximately 1.5°, The corrections
needed are therefore of the order of a.few degrees, a'large: correction
required for low fields. When analysing a large number of torque
curves some automatic form of correction needs to be applied. The

correction was obtained in this work by the use of an inclined graticule,

This method will be discussed in Chapter 5.
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CHAPTER FIVE

The Magnetocrystalline Anisotropy Constants
' of Gadolinium

5.1 Previous Work

The magnetocrystalline anisotropy of gadolinium has been investigated
by a number of authors. Torque magnetometry has been uséd'by Corner et al.
(1962), Graham (1962, 1967) and Darby and Taylor (1964). Feron (1969) has
determined the aﬁisotrOpy constants from the analysis of magnetization
curves, Tajima'(1971), Tohyama and Chikazumi (1973), Ito (1973) and Fujii
et al. (1976) have studied the effect on the anisotropy of adding small
quantities-of chér rare earth metals to gadolinium, . The theory of the
magnetic anisotropy of rare earth imphrities in gadolinium metgl has been
discussed by Asada (1973).

Thé‘easy direction of magnétizatiog was determined directly by Birss
and Wallis (1964), Corner and Tanner (1976) and Franse and Mihai (1977) using
zero torque magnetometry. Neutron diffraction measurements on the easy
direction haQe been made by Cable and Wollen (1968) and Kuchin et al. (1969)
and an invesfigation using positive muons to look at the local magnetic field
in polycrystalline gadolinium has been carried out by Graf et al. (1977).

These investigations dealt with the température dependence of the
anisotropy constants and easy direction. The effects of pressure on the
anisotropy éonstants have been studied by Birss and Hegarty (1976) and

Tayama et al.(1969). The effect of pressure on the easy direction has been

investigated by Miistein and Robinson (1969) using magnetization measurements.

The agreement in the case of the unaxial constanfs is not satisfactory
especially.when the eaéy direction of magnetization is calculated and
dompared with the direct megsurements. In gadolinium the direction of the

magnetic moment with respect to the ¢ axis changes with temperature. Above




about 240 K théré is general agfeément that the magnetic moment is parallel
to the ¢ axis and below this temperature the magnetic moment makes an angle
to the c¢ axis which varies with temperature. According to the work of
Graham (1962), Birss and Wallis (1964) and Fr#nse and Mihai (1977) this
éngie has a maximum of 90° (i.e. the magnefization enters the basal plane)
4ovér a temperature range of 100 K to 240 K. There is no agreement between
these'aufhors on the exact temperature regions where the basal plane is
easy. Corner et al. (1962), Feron (1969) and Corner and Tanner (1976)
give an easy direction which makes an easy cone below 240 K of vérying angle,
which is always 1ess.than 90°,  The easy directions of Corner and Tanner
(1976) and Franse and Mihali (1977) are compared in Figure 5.1. The
investigatiqns using neutron diffraction and muon techniques both lqaq to
~an easy cone of angle less than 90°, In particuiar the work of Céble and
Wollen (1969) is in good agreement with that of Corner and Taﬁner (19786),
‘Figure 5.1(a).

The inyéstigations of the basal plane anisotropy of gadolinium (K4 of
equation 4.5) by Darby and Taylor (1964) and Graham (1967) are in reasonable
agreement in the temperature range 65 K to 90 K but there are differences
at higher temperatures. Graham (1967) extended ;he investigation down to
4.2 K and this is the only previous work on K, at temperatures below 65 K.

It‘is possible that the variations in the values of the anisotropy
constantsvcéuld be due to the varying quality of the material used in these
experiments. | Except for that used by Corner and Tanner (1976) the material
was typically'of 2N to 3N purity with respect to‘metallic impurities, but
usually contained substantial numbers of inclusions. The application of
solid state eléctrotranSport to rare earth metals had-led to single crystals
of very high quality becoming available and it seemed desirable to attempt

to obtain reliable values of the uniaxial and basal plane anisotropy constants
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using such crystals of gadolinium,

The theoretical aspects of the temperature dependence of the magneto-
crystalline anisotropy of gadolinium have been discussed by Brooks and
Goodihgs.(1968) #hd Yaﬁg (1971). Their results were discussed in section

4.4 and will be assessed with respect to the present work in section 5.6,

5.2 The Apparatus

The apparatus used to investigate the magnetocrystalline anisotropy

of gadolinium was a torque magnetometer, the principles of which were described

in sectiqns.4.4.2 and 4.5. The torque magnetometer was of the automatically
balanced type where a servosystem is employed to hold fhe crystal stationary
while'fhe applied magnetic field is rotated about it, The magnetometer was
originally constfuctéd by Roe (1961) and several modifications had been made
by Bly (1967), Weiiord (1974) and'Amighian (1975). For the present work

the apparatus was completely overhauled ahq some modifications intfoduced.
These‘will be degcribed in the following sections. The principles of the

apparatus are shown in Figure 5.2.

5.2.1 The Electromagnet

The electromagnet was first éonstructed by Roe (1961) and is a
conventiona}vwater cooled magnet with soft iron pole pieces and copper coils.
~The magnet face plates had become warped with age and these were replaced.
The éooiing:system was also improved using lightweight plastic tubing which
allowed greatqr rotational freedom of the magnet. The maximum possible
rotation wag'then increased to 270° as compared with the 200o obtained by
Welford (1974). A second heat exchanger was added to the cooling system
and this a;lowed‘currents of 100 A to be used for long periods without

the magnet overheating. Currents of up to 150 A could be used for short
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periods. The maghet coils have a nominal resistance of 1 ohm when connected
. in series. The maximum current supplied by the power unit is 200 A at
200 V. This is unsmoothed D.C. rectified from the mains supply.

Due to the modifications of the cryostat system the pole face separation
was increased'fo 5.1 cm from the 5.07 cm used by Amighian (1975). -The
magnet‘was carefﬁlly recalibrated to ensure that its performance had not

been greatly impaired. The pole pieces are circular and 10 cm in diameter

with flat faces. Calibration was carried out with a Hirst FM75 combined flux-

meter and Hall probe meter with a type H 22e/T 101 Hall proﬁe which has linear
output characteristics up to 1.5 Tesla. The Hall probe was calibrated with
'a'standard permanent magnet, nominally of 0,17 Tesla + 2%. The permanent
Amagnet was checked using a small search coil of 25 turns (0.75 qhm) and

cross section of 0,82 cmz. This gave a calibration of 0.166 1.0.001 Tesla,
within the nominal value given. The electromagnet calibration curve is
shown in»Figu:e 5.3; the magnet current was read from the power supply
cofjtrol box{“ Readings taken with the current increasing and decreasing show
that there was negligible hysteresis. The magnet calibration was also
checked with.th differeﬁt search coils in conjunction with the fluxmeter

and gave good agreement with the Hall probe c#libration. The uniformity

of the field within the pole pieces was also checked using the Hall probe by
scanning horiééntaily and Qertically from one edge of the péle piece to

the other. AThé ;eéults are shown in Figures 5.4 and 5.5 and show that the
electromagnet produces a field uniform to 1% éver a volume of 30 cm2 about
the centre of the magnet. On the magnet base is a slide wire potentiometer
which provides a direct reading of the magnet rotgtion on the X-Y recorder.
By suitable ddjustment of J, K (Figure 5.2) and the scale on the x axis

on the x-y recorder a deflection of 1 cm per 10 degrees of rotation was

obtained. This setting was checked regularly.
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5.2.2 The Magnetometer

The magnetometer was essentially the same as that described by Welford
(1974) with some improvements. The most important of these was the re-
design of the thiqal system, The original'lamp; slit, lens and mirror system
(Welford (1974), Figure 6.8) was replaced by a projector (using an Atlas
lamp 21.5 V,A150 W), a small plane mirror (ground to 2.5 x 2.0 x 0.6 cm
thick) -mounted on the torsion head and a concave mirror (10 ¢m dia. 30 cm
focal length). The principle of the new system is to image the small plane
mirror on the phototransistors by use of the concave mirror (Figure 5.2).
The mirror must have well defined edges and be sméll enough to reflect
through the window in the torsion head cover, This system proved to be
very successful.

Thé_electrpnics of the magnetometer are the same as described by
Welford (1974). The output of the counter torque coil was fed to the Y
terminals of a Philips PM 8120 X-Y fecorder via a potentiometer nefwork
sho&n in Figure 556. All the work reported here was Car;ied out using
the most senéitive output (Range 55 and varyiné the sensitivity of the X-Y
recorder as rquired. |

Other slight quifications were the adjustment of the lqwer suspension

to place the sample in the centre of the electromagnet and a reconstruction

of the vacuum system,

5.2.3 Température Measurement

Amighian (1975) had modified the magnetometer to allow it to Be used at
liquid helium temperatures using glass dewars. -A néw glass helium dewar
was designed with.thinnef walls to give greater cléarance around the tail
of the magnetbmeter. Tﬁis allowed more liquid héliuﬁ to surround the tail

and provide greater temperature stability. This was only partially

successful as temperatures of only 20 K could be easily maintained. Lower
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temperafures dould be reached with difficﬁlty. It was therefore decided
" to deéign_a stainless steel dewar which would enable even thinner walls
and smalier w;il spacing to be used; ~ The dewar design is shown in Figure
5.7 and it was constructed by Allbon-Saunders Ltd., Oxford. This dewar
allowed liquid helium temperatures to be reached.

Previdusly-(Amighian (1975?) a completely glass helium syphon had been
used but this'was found to be extremely difficult to use as it could not
tolerate any strain and hence the alignment of the liquid helium transport
dewar was critical. The glass part of the syphon within the magnetometer
was retained and a glass adaptor designed to fit a Thor Cryogenics, Oxford,
stainless steel transfer line for use with the helium-transport dewar,

The inner giass part of the syphon only extended as far'as the neck of the
_helium dewar and so a piece of heat shrinkable plastic tubing was added to
ensure that the liguid helium enter ed  the pottom of the dewar.

The temperéture of the crystal was measured using a copper-constantan
thermocouple situated just above it. The reference juncfion was immersed
in iiquid nitrogen and the thermal e.m.f. was measured with a Schlumberger
A200 digitél Qoltmeter, capable of reading to 1LLV: or a Pye portable
potentioﬁeter, capabie of reading to 1otlv. A standard copper-consitantan
calibration 6hart.was used to determine the temperature. This arrangement

gave a temperature sensitivity of +1 K over the range 4 K to 300 K.

5.2.4 Calibration of the Magnetometer

Welford (1974) described three methods of calibration, using a flux
meter, a torsion fibre and a current carrying coil. The first method was
found to'give inconsistent results. In'fhe present investigation the
method of‘fhe current carrying coil was used as it is capable of giving

very accurate results.
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A small éoil'was constructed on a brass former of square cross séction,
similar to the one used by Welford (1974). This coil gave very erratic
results especially in high magnetic fields. The reason for this was that
the brass former was found to be ferromagnetic or superparamagnetic, probably
due to impurities in the brass.

A coil of 30 turns (N) of 42 s.w.g. copper wire was wound on & circular
section Tufnol former, drilled and fitted with a grub screw so that the coil
could be fastened to the specimen holder af_the level normally oéchpied by
Athe specimen. The-diameter of the coil was 1.807 cm and it had a nominél
resistance of 9 ohm. The axis of the coil was set perpendicularAto the
magnetic field of the electromagnet. The lower suspension wire of the’
magnetometer movement was fastened to a heavy support which rested on the

yoke of the magnet. The lead in wires to the coil were made as long as

possible and were twisted together and then 1oose1y coiled around the magnetometer

suspensién.'_ The current was measured using a Cambridge Electrodynamic AC/DC
sub-standard ammeter and a current reversing switch was also included in the
circuit. Theghagnetometer output, on range 5, was measureq on the X-Y
recorder for currents flowing in both directions for each magnetic field
value. Currents between 0.1 and 0.5 amp. were passed through the coil
‘h;;‘magneticbfields up to 1 Tesla were used. The quantity BoAIN/V was
calculated’fér each value of current, I, and magnetic field, B,, where
V is the voltage obtaiﬁed f;om the X-YArecorder. A is tlecross sectional
area of the coil.

The mean of 22 readings wés found to be

1.24 + 0.01 x 107° No (av)

This corresponds to the sensitivity on range 5 of the output potentiometer.
The absolute sensitivity (i.e. the voltage applied to the counter torque
coil) was

6.44 + 0.05 x 10°% Nu (av) ™"
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The value obtained by Welford (1974) was 7.47 + 0,055 x 1074 No (@) !
andvAmighian gave 7.32 + 0.02 x 10_4 Nm (mV)—1 for the absolute sensitivity.
Sgbsequent values obtained by Edwards (1977) and Jackson (1978) were 6.68 % 10~4
Nm (m.V)"1 (no error quoted) and 6.5 + 0.2 x 10-4 Nm (mV)—1 respectively.

From an analysis of the calibration data the maximum torque measurable by

the magnetometer is approximately 3 x 1072 Na.

5.3 The Spediﬁens

The two sﬁécimens required were cut by Dr. B. k. Tanner using
electrospark efosion from a single crystal of gadolinium. The crystal had
been grown at the Cpntre for Materials Science, University of Birmingham,
using the solid state electrotransport technique by Drs. R. G. Jordan and
D. W. Jones. The Single crystal produced was without observable .inclusions,
with the oxygéh content reduced to 102 atomic p.p.m. and resistance ratio
greater than 90, : Ohe disc (A) was cut with the é axis lying in the plane
of the disc, with the b axis parallel to the axis of the cylinder, (1670),
and was the sample used by Corner and Tanner (1976) while the other (B)
was cut with the ¢ plane, (0001), as the plane of the disc. The dimensions
and masses of,the two specimens are shown in Table 5.1 as well as the
demagnetizing factor, N;,, for magnetization parallel to the plane of the
disc (equatioh,zllz). The two discs were polished mechanically and then
chemically pdlished in 50% nitric acid, 50% acetic acid, followed by a
thordugh'wash in_methanol, to reméve the surface strain. They were
mounted with ;Durofix' cement and back reflection Laue X-ray photographs
taken to check'the orientatiqn. The photographs showed sharp clear spots and

these proved the orientation to be correct to within approximately one

degree.

5.4 Analysis of Results

The magnetometer produces on the X-Y recorder a continuous trace of



~The Crystals

Crystal Diametef mm Thickness mm Mass mg Demagnetizing
Factor N,.
. ti
A 2.62 + 0.01 0.68 + 0.01 30.8 + 0.2 0.152
B 2.82 + 0.01 16.0 + 1.0 0.085

0.36 + 0.01

TABLE 5.1
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the voltage, via the output potentiometer, across the.counter torque
coil (torque) against the angular rotation of the electromagnet. Typical

torque curves obtained for crystals A and B are shown in Figures 5.8 and

5.9 respectively. The curves show three distinct features: symmetry,
hysteresis and shearing. The symmetry arises from the magnetocrystalline
anisotropy, equation 4.3, The hysteresis and shearing effects are due

to the applied field not being large enough to keep the magnetization
exactly parallel to it, section 4,5. Welford (1974) has discussed fully
the two effects and the methods used to correct for them. As the angle of
shearing was found to be small (section 4.5), of the order of a few degrees,
_an~inclined graticule was used to correct for it. fhe use of the inclined
graticule resteres the symmetry of the curves about the axis of the
graticule and the curves are analysed with respect to this axis. Welford
(1974) conducted a series of tests on this shearing‘correction as applied to
é fold symmetry curves, e.g. Figure 4.5, and showed that even a rough
correctioﬁ for shearing gave a great improvement in the accuracy of the
results; Te test if the same conditions applied to a curve of the form
of Figure 4.4.an artificial curve was constructed using the function

[ = 4.5 sin 20 - 6.0 sin 4@+ 0.5 sin 69 (5.1)
Starting at an arbitrary value of © this curve was deliberately sheared
and the shea;ed curve was then analysed as an experimental curve with the
inclined graticule. The Fourier analysis program produced an equation

for the curve,

" =1.11 + 4.834 sin 20 - 5.903 sin 46
+ 0.5087 sin 60 : ‘ (5.2)

in good agreement with equation 5.1.  The constant 1.1l is due to the
arbitrary choice of the zero on the vertical scale for the horizontal axis.

If the sheared curve was analysed without being corrected the following



3AJn) 3nbuo] 8udld 9 V 8'S JYNDIA

MSE _
Wi/AW 0L A-X _ |
9L°LL 0€ | |




6L

196-0
wi /AWy -0

9L°LLSL

A-X

aA4nNy 3nbuoj 3uD)4 |DSDE Y

6°'G3¥4NDI4




_.57_.

eQuatioﬁ was derived by the analysis program.
[ = 3.16 + 3.99 sin 26 - 4.99 sin 46
+ 1.44 sin 66 (5.3)
As the sheering has most effect on the higher order terms the correction
should aim.to minimize the errors in their coefficients when determining the
anisotropy constants (equation 5.4).
To determine the anisotropy constants from the torque curves a Fourier

analysis of the curves was carried out in terms of the series

r = Ao + ZAn sin 2n (e +®n)
. n

If we truncate the series at the 60 term then the anisotrepy constants are

expressed as

-Kl = Al + 2A2 + 3A3
- - A8
K3 = ~"3 43 ’

if we are analysing a torque curves of the type in Figure 5.8, and

_ A3 ' (5.5)
K4. 6 :

if we are anaiyeing a torque curve of the type in Figure 5.9.

The Fourier analysis was carried out humerically using the basic
program developed by Welford (1974). The values of the torque (in cm) were
measured at 5° intervals for both clockwise and anticlockwise curves from
0° to 175° with respect to the inclined graticule axis. These values,
along with the date of the curve, its number, the scale of the X-Y recorder,
the inclinatien of the graficule, the magnetic field and the temperature,
formed the.data'from which the program computed the anisotropy constants.
The calibration- factor of the magnetometer, the mass of the crystal and its
density were also required to give the final values of the anisotropy
constants inAJ m—3.._ The‘program for the analysis of the basal plane (K4)

curves is given in Appendix I. As this program did not give the signs of
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the éomponenfs due to the summation process used a least squares procedure
was added to derive the relative signs of the componenﬁs by comparison with
the original torque curve. This new program could be used to determine
Ky, Ky and Kg and it is given in Appendix Ii. Both of these p£Ograms are
written in the language P.L.1. Typical output data from the programs are
given in Tables 5.2 and_5.3. All the computing was carried out on the
N.U.M.A.C. (Northumbrian Universities Multi Access Computer) system.

The errors involved in the determination of the anisotropy constants
may be summarized as follows:

(a) Maés of the specimens A 0.65%
B 6.0%

(b) Calibration of the magnetometer 0.8%

(c) - Readihg the torque curves; the tordue ordinates were read to
an accuracy of 0.5 mm on the inclined graticule. A typical ordinate would
be 2.5 cm and as fhe K values were computed from 72 such readings the error
is of the order of 0;2%. The X-Y recorder has an error of 0.25% f.s.d.

(d) Theferrof due to the Foufier analysis summation process is negligible.
This was détermined by calculating a series of values of equation 5.1 and
then analysihé them, The error due to the shear correction is difficult to
estimate buf from consideration of equations 5.1, 5.2 and 5.3 it can be seen
that the use of the shear correction is vital and will reduce what would
have been én thremely large error down to single figure percentage. The
shear correction will also be field dependent. The result of equation 5.2
represents a shearing considerably larger than that found in any experimental
curve.

(e) Thé density of gadolinium was treated as a constant over the
tempgratufe range 4 K to 300 K to convert. the constants from J Kgm-1 to
J m—3. From an analysis of the lattice parameters as determined by

Darnell (1963) this would(produce a maximum error of 0,03%.

0
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'(f) Tehperatures were measured to an accuracy of 1 K.

(g) The magnetic field was measured to 2% at 1 T. The error was
almost entirely due to reading the ammeter on the control box of the power
supply.

- The totgl error for K4 values estimated as above was + 9%. From the
scatter of the experimental values, Figure 5.12, this would seem to be a
' reasonable estimate. The total error on K;, K, and Kj was estimated at
about + 4% which is reflected in the smooth variation obtained for these

constants, Figure 5.11.

5.5 The Results

5.5.1 The Anisotropy Constants

Térque cur&es were plotted for both crystalé.A and B over the temperature
range 4.2 K to 300 K.  For each temperature a series of measurements were
taken at applied magnetic fields of 0.64 T, 0.76 T, 0.85 T, 0.96 T and
1.01 T. The. torque cufves jrom crystal A changed character from a simple
20 curve (uniaxial anisotropy) to the curve ~ illustrated in Figure
5.8 at about 240 K. Crystal B only gave recognisable torque curves of
‘the type illustrated in Figure 5.9 below 120 K. .The signs of the
constants K;, K, and K3 were determined by comparison with the temperature
region whe?e‘there is uniaxial gnisotropy and K; is therefore positive.
The'computqr program only gives the relative signs of the constants. There
was no change of sign, and therefore of easy direction, in the caseﬂpf'K4.
For'the determination of Ky, Ko and'K3 a total of 98 torque curves were
analysed an§ 154 curves were analysed for K4. The curves for K, were in
general more difficult to analyse due to the small value of K, and also
the small crystal disc used. Mosf curves for K4 were plotted on the most

sensitive scale of the X-Y recorder (0.05 mV cm-l) and were extremely
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-‘susceptible to noise, mainly from vibrations in the magnetometer producing
a spﬁrious reepense in the optical system. A table of results is given
in Tabie_5.4 wﬁich;gives all the complete sets of values of K;, K, and Kj
obtained.

From Table 5.4 it can be seen that the anisotropy constants still
have a ﬁagnetic field dependence and some type of extfapolation procedure
is required to remove this dependen:e, Tﬁe magnetic(field dependence has
been discussed by Corner and Tanner (1976) in terms of the presence of
magnetic domains, as it was shown by Kouvel and Graham (1957) that domains
could still be present in crystals at fields well above the expected

esaturation field. Empirically the field dependence of the anisotropy

constants may be expressed, Corner et al. (1962), as

1 2 b

K; = K3 (1+BB,° + )

Bo

(5.6)

! 2 a

Ky = Ky (1+4B" + _ )

B,

A, B, a, and b ére temperature dependent parameters. A and B represent

a paramagnetic contribution and at low temperatures they should be negligible

and extrapoiation to Bo—1 = O should give a true value of the anisotropy

constant, Tbe extrapolationsof Ky, Kg and Kq are shown in Figure 5.10 |
at 79 K. A‘}east equares stfaight-line fit was carried out to determine
thevextfapqieted values. The program used to carry out the least squares
fitting is given in Appendix III and is written in the language Fortran IV.
Above 200 K khe.extrapolation was carried out with respect to Boz, i.e. to
zZero f;eld, but this wae_found to haee negligible effect on the K1 values.
The K3, Ky AAq Ky values are shown in Figure 5.11 at 1.0l Tesla and

the extrapolation is indicated by the dashed line.

For K4 the extrapolation procedure was found to be unreliable due to

the large errors involved in the determination of:K4, especially in low




Temperature
oK -

12‘ |
20
60
90
110

150

BO
Teslq
0-64
0-76
0-85
0-95
1-01
0:64
0-76
0-85
0-95
1-01
0.

64
0-76
0-85

10-95
1.01
0-64
0-76

0-85

0-95
1j01
0:-64
0-76
0-85
0:95
1-01
0-64

0-76

0-85
095
1-01
0-64
0-76
0-85
0-95
1-01

Anisotropy Constants T

Ky - K2 K3
~6-09x10% 18-1x10% -2-26x10%
~558 147 2:18
~5-81 15-7 1-86
-5.90 147 3-02
-6-36 168 1-55
-5.58 157 -3-23
471 118 425
“4-48 109 433
-5-76 142 3-35
-5.95 146 3-33
~4:54  12:6 1-50
-0 105 478
~4:65 117 A
-5.13 129 36
-5.23 121 426
-5-31 13-7 -5-34
443 9.59 3-74
-4-08 7-33 4-85
452 824 435
466 818 436
-3.72 527 174
~4-40 528 2:10
~4-68 591 1-79
-5.06 5-98 1-91
-5.06 608 1-85
-3-99 - 412 1-60
4,69 46T 1-45
~4-90 L-T75 149
-5.23 524 1-24

5.2 506 137

-5.34 295 1-01
-5.47 . 2:84 1-22
-5.61 2:97 1-20
-5.85 330 1-04

5.78 302 1:22

- TABLE 5.4 T_he-Anis_ofropy Constants

I



,'Tempﬁ'erufUre ‘ Bo - Anisotropy vConsfu'nfs Tm3 _'

OK._',' B <TeSlG ’ ' K1 K2 K3
170 C0-64 - 4-57Tx10% 2-24 x1040-78 x104
- 0-76 -4-63 2:20 084
0-85 ~4-78 2:38 076
0-95  -~4-64-  2:07 091
101 <489 2:36  0-80
1965 0-64 -2-98 2-64 =069
0-76 ~314 2-73  -0-70
0-85 -2-63 0-95  0-59
6-95 -2-75 1-08 0-11
| 101 -2-84 1-09 0-57
220 0-64 -1-29 0-81 0-25
| 076 -1-30 0-78 0:23
0-85 -1-37 083 026
0-95 -1 41 0-79 . 0-29
| 101 -1-45 0-86 0-21
240 0-64 0- 4l -
0-76 0-36
0-85 0-92
095 0-72
| 1-01 1-36
250 0-64 1-49
0-76 1-06
0-85 1-16
0-95 1-01
| 101 0-91
273 0-64  2-20
076 219
0-85 217
0-95 2:04
1-01 2:02
282 0-64 1-80
| 076 1-88
0-85 1-87
0-95 1-86
1-01 1-88

- TABLE 5.l+(ponf.)



~ Temperature B,  Anisotropy Constant

oK Tesla K T m-3
289 0-64 1:62x104
: 0-76 1-67
0-85 1:66
0-95 1-84
| 101 173
300 064 1-09
0-76 115
0-85 117
0-95 1:20
1-01 1-54

TABLE 5.4 (cont)
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magnetic fields. The vﬁlﬁes of K4 aré plotted in Figufe 5.12 for an
applied field of 1.0l Tesla and compared with the values of Darb& and
Taylor (1964) and Graham (1967) which were obtained using applied fields
of 1.25 Teslé'and 2.5 Tesla respectively. The agreement is found to be
generally good within the experimental errors. A signif;cantly higher
value for K4 at 4.2 K than that of Graham (1967) was obtained. Referring
to Figure 3.5 we see that the value of the saturation magnetization of
gadolinium obtained by Graham (1967) was also significantly lower than
the value ofiRoeland et al. (1975). By extrapolation.the values of
Graham (1967) for the saturation magnetization and K4 both correspond to
a tehperatufe of 20 K. This leads to the suggestion that the values for
these two quantities as determineq by Graham (1967) are cor?ect but that
the temperature was in fact 20 K rather than the 4.2 K quoted. The

" method. of temperature measurement was not quoted in the paper of Graham
(1967).

The valués obtained for Kj, K, and Ky (Figure 5.11) do not give
good ag;eement Qifh any of the previously détermined values, The general
shape of the Kl and Ké curves are similar to that determined by Corner
et al. (1962) and Graham (1962). This behaviour would be expected if the
caﬁse of the disagreement in the previously determined values was the
quality of the crystalé used. Useful comparisons with the results of
Tajima (1971) and Tohyama and Chikazumi (1973) are difficult for, although
the material each used appeared to be of common origin and quality and
measureﬁents had been made using the same apparatus, their results are
significantl& different from each other and there appears to have béen

no correction made for shearing effects in either case,
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5.5.2 The Easy Direction of Magnetization
The easy direction of magnetization was determined in two ways from

khe anisotropy data. The first was by direct inspection of the torque
.curves. For each torque curve analysed the easy direction was determined
by observing the effect of the shearing on the curve'as in Figures 4.4
.and 4.5, Below 240 K two easy directions were observed corfGSponding to
an easy cone. The easy direction was also obtained by using equafion
4.10 and the values of K;, K, and K3 determined at 1.01 Tesla and also
from the extrapolated values of the anisotropy constants, The calculated
values are in good agreement with those measured directly and are shown
in Figure 5.13 along with the direct mea surements of Cornef and Tanner
(1976). The agreement is again found to be very good and from reference
to Figure 5;1(a) the calculated values also agree with the neutron
diffraction'méasurements of Cable and Wollen (1968). The maximum angle
that the easy cone makes with the ¢ axis is 65° and this is in sharp
diagreement with the results of Franse and Mihai (1977), Figure 5.1(b).

A possible explanation for the discrepancy in the determination of
the easy diredtion could be that strain had been introduced into the
crystal when it had been mounted. Usually this is with an adhesive;
'Durofixftwas used in the present work. This could also introduce
stress into the crysfal as it was cooled down due to the differential
exéansion of the adhesive and the crystal. To test this explanation
crystal A w#s éarefully mounted on a torque magnetometer specimen holder
using four strips of 'Sellotape' crossed over the top of the crystal

.and down the sides of the sﬁecimen holder, A fifth strip was wrapped
round the specimen holder and over the ends of the other strips to secure
them, This should provide a firm attachment which is immune to thermal

cycling and differential thermal expansion. The crystal was placed in
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the>t6que mégnetometer'and the experiment of Corner and Tanner (1976)

was repeated. This involved the disconnection of the servo-system.tov
the counter torque coilAand the phototransistors weré replaced by a
translucent screen., The concave mirror was replaced by a plane mirror and
a small slit was introduced between the condenser and projector lenses in
the projector lamp. This slit was then imaged~op the translucent screen,
with no ﬁagnetic field applied to the crystal, and its position marked.

The easy difection in the crystal was then located by applying a ﬁagnetic
field of 0.85 Tesla. As the crysial could rotate freely the easy direction
aligned itself with the magnetic field, ahd then by rotating the magnet

to bring the sl;t image back to the mark on the translucent screen the

easy direct;on was located precisely. This is the position of zero
tdfque. . This procedure was carried out while the ambient room temperature
was below the Curie temperature of gadolinium, 18°C. The rotation of the
magnet could be read to io. The crystal was then cooled to liquid
nitrogen temperature and the magnet continuously rotated to maintain the
easy direétion in the initial position, The crystal was then warmed up
gently and the rotation of the magnet recorded as a function of temperature.
The resulfs ﬁre shown in Figure 5,14 along w;th the corresponding results
of Corner and Tanner (1976). The agreement is found to be excellent
except in thé température region 200 K to 240 K where the easy direction

is varying rapidly. This could b? due to thermal hysteresis. It is

also worth noting that the experiment of Corner and Tanner‘(1976) was
quasi-static with the temperature being stabilized for each measurement..
The presenf éxperiment was a dynamic investigation ' as readings were taken
as the temperature rose, This experiﬁent indicates that if the crystal

is mounted carefhlly with adhesive then the results will not be significantly

affected. An alternative explanation for the differences in the easy -

B
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direction reported by various workers will be given in section 5.7.

'5.5.3 Anisotropy Energy

Thetnfal anisotropy energy in a particular crystallographic direction
is given by equation 4.5. A program was written to use the experimental
data to determine the anisotropy energy sﬁrface at various temperatures.
The program is given in Appendix IV and is written in Fortran IV, The
program calculates the anisotropy energy for values of 9. and Q@ at 50
intervals using the values of K;, K,, K5 and K4 for each temperature.

The anisotrOpy energy éurfaces are shown in Figurgs 5.15 and 5.16 for a
(11505 plane (which contains the c¢c and b axis), These energy diagrams
have been normalized to give zero anisotropy energy along the easy
direction by the introduction of a temperature dependent parameter which
has been 1dent;fied with the quantity K, of equation 4.5. The variation
of this parameter with temperature is shown in Figure 5.17. The
magnitude-of the basal plane anisotropy is small on the scale of Figures
5.15 and 5.164and contributes only a small 6 fold perturbation when '
rotating about the c axis. Darby and Taylor (1964) also calculated the
anisotropy energy surfaces using the data of Corner et al. (1962)‘and

a value of K, from the magnetization data of Nigh et al. (1963). Their
results aré‘shown in Figure 5.18. The anisotropy energy surfades show
the same characteristic changes as the easy direction moves away from

the ¢ axis.at-about 240 K to form an easy cone, This, in effect,
éroduces two easy directions in a (11§b) plane. | If we plot Z:Kn against'
temperaturq, Figure 5.19, we are in effect looking at the anisotropy
energy in the basal plane ( © = 90°, Q- 90°).  Although the energy
becomes veryismall in the temperature regidn 150 K to 240 K it is never

zero and hence the basal plane does not become 'easy'. Darby and
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Taylbr (1964) arrived at similar>concluéions although théir>va1ue of K,
was derived from the magnetization curves of Nigh et al. (1963). The
validity of this procedure was discussed in section 4.2 and if we refer
to the ¢ axis magnetization curves of Roeland et al. (1975), Figure 5.20,

the difficulties are apparent.

5.6 - Theory of the Magnetocrystalline Anisotropy of
Gadolinium

Following'Callen and Callen (1966), who generalized tﬂe L (l+1)2
power law for the single ion mechanism, there have been two detailed studies
of the thebry of magnetocrystalline anisotropy in gadolinium. Brooks and
Goodings (1968) used a spin-wave model in which a crystal field of h.c.p.
symmetry and magnetic dipole-dipole interactions were treated as first

~order perturbations to the isotropic exchange, They obtained the
followiﬁg relations for the temperature dependence of the anisotropy

constants.
, 8 8 3
Ky (0 =] K, (0) + 7Kz (0) + 5 K3 (O) ] My

8 o 0
o[k © + 22 k5 @) '

. 8 21 2
+ i1 K3 (0) MT + EM

T (5.7)

8 10 _ 18 21
- ° -2 K
Ky (T) [K2 (0) + K3 () ] m = K3 (0) My
.1;‘3 (T) = K3 (0) MT21 | (5.8)
21
K4 (T) = K4 (O) MT

Where MT is the reduced magnetization and K (0) the value of the anisotropy

constant at OK . KICF indicates the contribution to Ki from the crystal
field and E is the dipole-dipole contribution., The derivation of equations

5,7 and 5.8 used linearized spin wave theory and it is assumed that only

the ground and first excitated states are populated. Both these
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approximations apply only to low temperatures although Brooks and Goodings
(1968) concluded that equations 5.7 and 5.8 shouldhawa wider temperature
range than spin wave theory would suggest. The expressions for K2' Ks,

and K4 are in agreement with the low temperature approximation of Callen and

Callen (1966) where

A 1|+ 1)/2
Il+’l¢_> MT

The comparisons with the experimental results available at that time are
shown in Figure 5.21(a). The value of E for gadolinium was determined
to be 0.724 x 104 Jm-3 but even after correcting the experimental results

of K. for maghetoelastic straining of the crystal, equation 4.14, no

1
satisfactory agreement with equation 5.7 was found. It should be noted

that the values of M_ were obtained from the data of Nigh et al. (1963)

T
and would need slight modification in the light of the new value of the
 saturation magnetization as determined by Roeland et al. (1975).

Yang (1971)'extended the ideas of Callen and Callen (1965) on the
Spinforbit coupling mechanism of magnetostriction and derived a general
expression for'mggnetic anisotropy in hexagonal crystals using quantum
mechanicallﬁave theories, These expressions, equations 4,31 apd.4.32,
include both single-ion and two-ion contributions with no correlation.
The expréééions were fitted to the data of Graham (1963) using the

magnetization data of Nigh et al. (1963) and the results are shown in

Figure 5.21(b). Analytically the results of Yang (1971) were expressed

as
£ 1, 1) 13,31 1 i T
L o s, - 3.63 T
N 52 (To 1) 3.63 T )y (T, H)
- 8.5 m? (T, H) (5.9)
Ky (T, H)

= ' I T, H
Ky (0, H) o/2 ¢ )
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Yaﬁg (1976) notes that because of the large number of variable
parameters used, four for Kl'and two for'Kz, any set of experimental data
could be matched by equations 4;31 and 4.32.. The constants can, in principle,
. be calculated but greater detail of the crystal field_than is availabie
at présent wquld be required.

The general conclusions of Brooks and Gopdings (1968) and Yang.(19f1)
are fhe same in that the anisotropy of gadolinium is due to both single

and two ion contributions for K. while K, is of single ion origin only.

1 2

Brooks and Goodings (1968) also conclude that K3 and.K4 should be of

single'ion origin only. The present data for the magnetocrystalline
anisotropy shows general agreement with the form of the experimental
constants used by Brooks and Goodings (1968) ahd Yang (1971) (Corner
ot al., 1962; ‘Graham, 1963, 1967) for K, and K,. The reversal of the

sign of K., which is not removed by any correction and must be correct

1

for the easy di;ection to exhibit the behaviour that it does, is a strong
argument that there are two competing interactions involved. Kz shows

a monotonic increase and is well behaved and givesAreaSOnable agreement

with the results ofAYang (1971), the slight variations being due to a K,
contributibn not cqnsidered by Yang (1971). K4 exhibits a similar behaviour

to K The results of Graham (1967) were fitted by a 215% power law

2°
and they are in reasonable agreement with the present data. The
behaviour of'K3_is not that predicted by Brooks and Goodingé (1968).
The values of K5 down to 50 K are in réasonable agreément with the K3
of Corner ét al. (1962) but below that temperature, where Corner et al.
(1962) indicate an increasing value of K5, the present vélués decreése,
Figure 5.11;.. The ektrapolated values of K3 show a more consistent

behaviour with a gradual increase as the temperature decreases. The

extrapolated value is in sharp contrast with that of Corner et al. (1962).



The_bnly other measurements of K 4have been made by the Japanese workers,

3
Tajima (1971) and Tohyama and Chikazumi (1973) but comparisons are

difficult for reasons already noted in section 5.5.1. Possible
expanations .for the behaviour of K4 are as follows:

(a) K., could be very field dependent due to its small magnitude in

3

comparison with K1 and Kz.

(b) What we are observing as K, is, in fact, a K ‘ in which a higher

3 3
order anisotropy constant is a component.
(¢) There could be a two-ion contribution to K3. The fact that

the values. of k3 are very erratic at low fields, Table 5.4, would suggest
that (a) is the most likely cause of the odd behaviour of KS’ the extra-

polated values giving the true indication of the behaviour of K3.

5.7 The Effect of Nonmagnetic Inclusions on the
Easy Direction

As mentioned in section 5.1 the previous investigations of the
anisotropy and easy direction of gadolinium have been carried out using
crystals of varying quality. In such material it was common to observe
hexagonél platelets precipitated parallel to the basal plane. Figure
5,22 shows such a platelet in a crystal of gadolinium originally . obtained
from Metalé Research Ltd., Cambridge. Its purity was given as 3N (99.9%)
with reSpéét to metallic impurities. The platelets were probably
gadoliniuﬁ oxide and from examination of micrographs such as Figure 5.22
the inclusion.conteht can be estimated as typically 1 to 2% by volume,
The crystalé used in the present investigation showed no such inclusions.
It will be shown in this section that the demagnetizing factor of these
inclusioﬁs_contributes a term to the uniaxial anisotropy which is

sufficient to explain the variation in the measured values of the easy

direction. ..
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At the surface of a non-magnetic inclusion embedded in a ferro-
L of which
magnetic body there appear 'free poles' thew;densityAis proportional to
thé intensity of the magnetization of the ferromagnet. The magnetic

field induced by these 'free poles' is parallel to the magnetization and

- is given by
= NMS
Ho

where N is the demagnetizing factor of a magnetic body of the same shape

H

in (5.10)

as the inclusion. The magnetostatic energy associated with the inclusion
is thus
E NMg . ' . .
= per unit volume of inclusion
Zub

For the purposes of this calculation we will consider the case of thin
‘discs of diameter d and thickness t, (d »> t), lying in the basal plane.
Except with respect to the small basal plane anisotropy this is a good
approximatioh to the hexagonal platelets observed. When the magnetization
makes an angle e to the ¢ axis there is both a magnetocrystalline
anisotropy term Ey and an inclusion shape anisotropy term E_ in the total
anisotropy energy ET. Thus for the total anisotropy energy per unit

volume we have

E. = Eg + Eg (5.11) -
" where "B = K_+K. sin0 + K. sin?® + Kk, sin®®  (5.12)
' : kK - o 1 2 3 .
) ' 2 '
and | ES = Mg V (N, cosze + Nll sinze ) (5.13)

2l
Here NL. and N11 are the geometric demagnetization factors perpendicular

and parallel to the plane of the inclusion platelet and V is the volume

fraction of inclusions. Therefore we have
‘ 2

'ET = (K, + NV Ms /2 )
2

- . VM 2
+ | K s -
[ 1 (N - Nj;)| sin™®

2H,

+ K, sin®®  + K, sin®@ (5.14)
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So to a first approximation the shape anisotropy predominantly affects

the second term in the energy expansion, leading to an effective anisotropy

constant Ki given by

K- ok - ovm® ooy - N /2 (5.15)

" For a thin disc N, + 2N = 1 (5.16)

and equation 2;12 approximates to

N, = I . (5.17)
4k

where ' k = S

t

. 2

! VM

Explicitly K, = K, - s (4k - 3T) (5.18)

skl

Figure 5.23 shows the variation of K! at 170 K with the volume fraction
of inclusipns for various values ofk .. It can be seen that the presence
of 1 to 2% volume fraction of inclusions can lead to a significant
variation in the value of K1 .

The effective easy direction is given by
S - 2 _ | ) E
sin l | K2 2 (K 3 K; Kj)

eE = (5.19)

3 K3

Figure 5.24 shows the variation of the effective easy direction with
inclusion;§ontent using the present values of the anisotropy constants
at 1 Teslé._ The presence of 0.8% of inclusiéns has a marked effect on
the eésy direction and yields a value in agreement with fhat of Corner
et al. (1962). On increasing the oxide content to 1.5%, the easy
directiop éﬁters the basal plane and this would seem to explain the
results of Grahaﬁ (1962) and Franse and Mihai (1977), although in the

case of Franse and Mihai (1977) their crystal had also been used for




X0LL 4D Ju3juo] uoisnidu] r_,tz ly jo uolypIDA €2°S 3YNOIA

Sl

NOISATONI
Ot

0L =3V

0 =4 ¢

0oL =4 +
3AiXo .

. S0

7

do_‘x

10-G-

"LNVISNOOD A dOULOSINY 3Al 133:3;13



fw
ON y e

00L=x+
M 0Ll 40 jusjuo) uoisn)au]g |
Uoi433410 ASD3 4o UOKDIIDA  %Z'S IYNDI4

Yitm
NOISNTONI 3dIX0 %
51 0t 50
L . @09
o @
@
B v « —10¢
.V -,
v M e .
e -9 . * -
) o 08
v ©
]q Ila — e e e e e Ge— —— — — o—  ommam  our——t  tmme  oo— —— o—
I * — | 2UD)d4 jospg 06

(Bap) o NOILDO3YIO ASV3



_high pressure experiments and strain could also have affected the

1

measured easy d1rection; Flgures 5,22 and 5.23 were plotted using the
anisotrOpy constant values at 170,K. This temperature was chosen as
the easy direction has its maximum.va;ue or code angle, Figure 5.14, and
Franse and”Mihai report the basal plane to be easy, Figure 5.1(b).

This treatment gives a simpie explanation of the various easy
directions previously reported. it weu;d also give rise to variations
‘in the anisotrOpyICOnstahts. 6n1y Kllwas considered here but a multipole
exeansion of equation 5.13 to take into account the.exact shapes of the
inclusions would introduce corrections to K, and K,. The fact that all

2 3

the measurements of K4 are in reasonable agreement gives some support

to this treatment as the platelets would have little effect on the basal
plane anisotropy.

Lee.(1977) has»suggested that the variance in easy direction is due
to a magnetostrictive contribution of the form of equation 4,14 arising
from the differential thermal expansion of the inclusions and the bulk
gadolinium.i The effect of such a mechanism is difficult to calculate

but if we assume isotropic magnetostriction then we can express the

magnetoelastic . energy ‘EO as .

N w

Eg = )\'s O cos’® (5.20)
where )\-s is the magnetostriction constant, 0 the applied stress and

© the angle between the magnetization and the stress; The stress due
to an inctdsion in the basal plane will be principally along the c axis,

Therefore we have a contribution to Kl of

' 3 .
K] = (K + _2_)\80) | (5.21)

We can estimate the required value of U to make the basal plane easy.
At 170 K, taking ).s from Corner and Hutchinson (1960), the required value

of O is approximately 10° N "2, Whether this order of stress could be




intfoducéd by-the inclusions is difficult to estimaté; Any such-streqs
effect would add to the maénetostatic effect (as ).s is negative) and
therefore reduce the amount of inclusion content required to make the
basal plane easy.

The actual composition of the inclusions in the gadolinium crystals
is unknown. The major impurity in the crystals used in .the present work
was oxygen (100 atomic p.p.m.), This would suggest that oxygen would also
be the méjof'impurity in poorer quality crystals and that the inclusions would
be gadolinium oxide. It is important that when physical megsurements
are méde on crystals‘the material used should be properly characterized

with respect to impurities and lattice defects.
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CHAPTER SIX

Magnetic Domains

6.1 Introduction

The concept of magnetic domains was introduced in Chapter 2

' to explain how a ferromagnetic material can exist in a demagnetized state.
It was also indicated in Chapter 2 that the formation of magnetic domains
‘can dramatieally reduce the large magnetostatic energy of a magnetized
body. The first experimental evidence for the existance of magnetic

domains was the discovery of the Barkhausen effect (Barkhausen (1919)).

but it was not until .thirteen years later that Bitter (1932) first observed

magnetic domain structures on the surface of .a ferromagnet and confirmed
the domain hypothesis first put forward by Weiss (1907). Observations

of magnetic domains have now been made on a wide variety of magnetic

materiale, including antiferromagnets, using a number of techniques. The
theory of magnetlc domains has also been extensively developed. The basics
of domain theory are discussed in the classic review of Kittel and Ga 1t

(1956) and some experimental techniques for domain observatlon were treated by

Carey and Isaac.. (1966).

6.2  Domain Walls

The introduction of ferromagnetic domains into a saturated magnetic
material will reduce ED and E (g (equation 2.14) but will also introduce
another energy term. The domain wall energyis just the total wall area
times the wall energy per unit area, 8’W . The energy of a domain wall is
principally determined by the magnetocrystalline anisotropy and the
exchange energy. In an unstrained ferromagnetic material, with no external
magnetic'field acting upon it, the priciple domains are magnetized along
the easy d1rect10ns. Following Lilley (1950) we can derive an expression
for the energy associated with rotating the magnetization from one easy

direction to another i.e. the energy of a domain wall.

e
The turn angle between nelghbourlng spins is( x )a , where a is

the lattice spacing and (5 ) the spatial derivativer of the angle of turn

is not necessarily constant throughout the wall. The total exchanée energy




“Th=

_ XE-' in the wall due to the misalignment of the spins will be
Y, - fF)
E ( dx sin” () (6.1)

per unit area of the wall surface. ¢ is the angle between the magnetization
vector M ) and the normal to the domain boundary and 9 is .the angle between
the prOJectlon of Mo on the boundary plane, Mp, and-some arbitrary

(zqro direction) in that plane, Figure 6.1. Mn’ the normal component of

M-o, shquld have the same value not only on each.side of the boundary, but
also within it. This corresponds to the absence of free poles in the
transition regioq, i.e. Y +M = o , 8o that there is no magnetostatic

- energy associated with the domain wall (N&el (1944)). The initial (x = - oo )
and final (x = oo ) difections of M are denoted by ({), e ) and ({, 62)

respectively, i e. these are the easy diections,

The total free energy per unit area of the domain boundary mdy be

expressed in the form

XA + XE 6.2

where XA is the anisotropy eriergy associated with the boundary. Putting
E, gqual .to _Bfa (QJ ,'G ), where ﬁ;’a is an expression for the reduced
anisotropy energy so that Bf is zero for the magnetization lying along

an easy direction the anisotropy energy in the boundary region is

A S B, ax (6.3)
per unit area,
Therefore o ' ‘
XW =§ [aaz 31n2’~|) ( 69 + Bfa ] dx (6.4)
where (A = ﬁ.z -0 A . '
o .
a

Using a simple variational procedure the stable spin arrangement can be

obtained by mihimizing the total energy for a small variation of the spin

arrangement inside the wall.
When the anglAe © of a spin at x = x 1is changed by 56 the total wall

energy is changed by

5X i[zaazsinzlp (66)(GJ—)
’ + Bﬁf(¢9) 59 ] dx
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whlch should vanish for a stable sp1n ‘arrangement.

As ij 2C( azsmz(p (5 5 e):ls equal to
5--2 A a sin LI)-ST dx we have

B (q_) e) -2(13 sin q,)( | 6_9

This is an Euler equatlon which can be solved by mult1p1y1ng by 6
Z=2
and then integrating, S dz, ,
-ad
' 2,00 ,2 :
Bf (Q) o) = sin (.I)(g—x (6.5)

This equation indicates that the exchange and anisotropy energy contributions

X

are equal throughout the domain wall. Therefore we can write,

d f, "3
3-5"- - (Cﬁai sin (6.6)

If we substitute equation 6.6 into equafion 6.4 we obtain

Xw 2 (JSZ ) 51anS Bf ) de (6.7)

for the wall energy per unit area. The wall th1ckness will be given by

_& .
2 . _
x = Js sin(.pge(Bfa) : a6 (6.8)
To estimate the thicknegs of the domain wall we note that the maximum rate
of change ‘of angle occurs at x=0. By assuming this rate of change to be

constant throughout the wall a minimum value of the wall thickness 6 is

given by
| 8 -(g-0) (I (6.9)
' 2 1(de X =0
. 8.0, ]
a b g -
= ©,- ) Ba(-Lz—]-) Csin
_ Js2
In a Simple uniaxial material where,
. 2 f
Ea, = Bfa = K1 sin” ©
then ) 3
R i
2K,
2Js2

with the exchange constant A =

These calculations only consider the anisotropy and exchange energy
contributions to the domain wall but in some cases, for example the heavy
_ rare earths where the magnetostriction is large, a magnetoelastic contribution

must be added. This can be taken into account by expressing Bfa as

Bz, =Bt + Bt (6.10).
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where ch is the magnetocrystalline anisotropy contribution and Bf is
) _ m

* the magnetoelastic contribution,

‘6.3 Domain Structures

Thé-combinatiqn of equations 2,14 and 6.7 should give the magnetic

structure of én unstressed ferromagnet in the demagnetized state,

i,e. E, =E5 + Xw A_ (6.11)
where A is the total wall area. ’

The major factors governing the domain sturcture in any particular material are,

a) its shape

by its saturation magnetization
c) the effective anisotropy

d) the exchange energy

In practice it is very difficult to make accurate predistions of the precise
domain structure for a given material, but the general principle in such
calculations is to minimize the amount of magnetostatic energy present

by introducing various domain systems. A brief outline will be given here
of the types of structure that have been predicted in uniaxial materials

as these are of the typé expected in gadolinium,

In a uniaxial material there is only one easy direction and the type
of wall that would be expected involves a 180o rotation of the spins. The
idea of such a wall was first put forward by Bloch (1932) and it is often
known as a Bloch wall. The first quantitative theory was derived by
Landau and Lifshitz (1935) and they proposed a parallel-plate domain
structure with triangular prism shaped closure domains to enclose- the flux
totally within.the specimen, Figure 6.2a. This structure gives a total

energy per unit volume of

E, =YL + KD -, (6.13)

where D is the width of the domains and L is the length of the crystal.
Kittel (1949) proposed three models for a material where the anisotropy'is
very large and the formation of closure domains would be energetically

unfavourable. They are illustrated. in Figures 6.2 b,.c and d and the energy

associated with each model is as foliows.
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Figure 6.2 b ET = 1.705 M§D + }(;L (6.13)
_ , D
Figure 6.2 ¢ E_ = 0.53 M:D + YL  (6.14)
f ' D
Figure 6.2 d E, =0.374 M:D + YL (6.15)
| D

Minimization of these expressions will yield the optimum value for the domain
width, Do.

p =, ¥ L
o ( Eﬁg——) | ( (6.16)

where C is the appropriate geometric factor.
The expreésions apply to an infinite parallel plate.

Goodenough (1956) put forward a reverse closure domain structure,
Figure 6.2e, to minimize the surface magnetostatic energy with only a small
increase in wall energy. This type of structure can become very. complex
in thick crystals where near the surface the walls show an undulatory
deformation and the formation of multiple domains of reverse magnetization,
. This type of behaviour is shoﬁn in Figure 6.3a. The observation of such complex
patterns on single crystals of BiMn alloys and cobalt have been intrepreted
by Goodenough'(1956), Tukata (1962), Kozlowski and Zietek (1966) and Kandaurova
~and Beketov (1975). Using a simple model of the observed surface structure
they then minimized the surface magnetostatic energy with respect to the
geometric factors of the model, Figure 6.3 b. Lifshitz (1944) proposed an
alternative closure structure, Figure 6.2f, which extended the model of
Landau and Lifshitz (1935) to take into account thick crystals as the Landau
and Liftshitz (1935) model becomes unstable abo ve a certain crystal thickness,
In certain materials whereAthe anisotropy energy, K, is greater than the
demagnetization energy, 2 TU Mz (fof an infinite plate with Ms'perpendicular
to the plane of the plate), it is found that when the plate is thin enough
isolated cyl-i'ndrical domains ‘Cah appear known as magnetic. bubbles‘and are.
finding épplicafion in computer memory deviées. An introduction to magnetic
bubbles has been given by Jones (1976). Privorotskii (1976) has reviewed
and exteﬁded the theories of Landau and Liftshitz (1935). He obtained

relationships for the multiple branching of reverse domaips'illustrated in

Figure 6.3 a, these were
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0.117 1

h, = h(l—.% J3) - (61D
by = ny
33y ™!

where | is the thickness of the crystal, h the length of the largest revérse

domain, and hn the lengths of successively smaller reverse domains within

each other.

A special cése, when the anisotropy and magnetostriction disappear,

has been discussed by Kittel and Gault (1956). Here all semblance of a

' discrete_domain structure will disappear and the requirements of flux

closure govern the orientation of the spins within the sample. This limiting
case may be expected to occur when the Bloch wall width becomes' comparable with

the sample dimensions., The possible domain structu:eSprbposed by Kittel (1949)

are shown in Figure 6.4 a and b.

o In Figure 6.2, it is assumed that the magnetization in the main slab domains
always lieé pérallel to the easy direction, However near to the surface the
magﬁetization vector .may be rotated slightly away from the easy direction

due to the demagnetization field. This will produce a component of magnetization
perpendicular to the easy direction., Thus, for small magnetization rotation, the
material may be considered to have a constant, effective permeability, LL* s

perpendicular to the easy direction. Williams et.al. (1949) calculated a value

* .
for | as

* . 2
Lo = 1 + 2 M. (6.18)
K _
6.4. Methods for Observing Magnetic Domains
6.4. 1  Colloid Techniques

. The first direct method of observing magnetic domains was devised by
Bitter (1931) who used a colloidal dispersion of magnetic iron oxide. If a
small stray field exists on the surface of a magnetic sample, such as the,
intersection bf a domain wall with the surface, the magnetic particles will

pe attracted by the stray field and thus produce a pattern determined by the




A &

o)
o

- FIGURE 6.4 Possible Zero Anisotropy
- Domain Structures
(AFTER KITTEL and GALT

(1956)) :




-79-

stray fields; (Craik (1966)). This technique requires a well polished and
strain free surface to produce domain patterns which represent the true
domain structure, Surface strain can produce a thin layer of very fine

domain structure which gives rise to 'maze' patterns,

As the methods of sample and colloid preparation have improved (Garrood
(1962)) the Bitter technique has found widespread application in the study
of magnetic domains. The technique has the advantages of being relatively
simple to use and allowing some dynamic observations, e.g. the effect of
magnetic field (Rosenberg et.al. (1964)) and applied stress (Cormer and Mason
(1967)), to be made. The disadvantages are that it only 'images' the surfacé
stray fields, which are not necessarily representative of the internal domain
structure, Also, because of the nature of the colloid suspension, it has a
limited temperature range of about 220K to 370K. A modified colloid technique,
now known as’ the dry colloid techhique, was developed by Hutchinson et.al.
(1966) and Essmén and Trauble (1966) to study domains at very low or very
high tempefatures. It. has also been used very successfully to study the
magnetic flux distribution in superconductors, Sarma and Moon (1967) and

Trauble and Essmann (1966). The colloid techniques will be discussed in further

detail in section 6.35.

6.4.2 Magneto-optical Techniques

There are two magneto-optic effects which can be used to observe magnetic
domains. These are the Kerr effect, where the plane of polarization of
polarized light is rotated on reflection from a magnetic surface, and the
Faraday effect, where the plane of polarization is rotated as it passes through
a magnetic material. Obviously the Faraday effect can only be used for
transparent magnefic materials such as garnets and orthoferrites. The degree
~and sense of the rotation of the polarized light is proportional to the
direction and.magnithde of the saturation magnetization of the magnetic
material under observation, Therefore domains maghepized in different
directions will produce different amounts of rotation and wi;l be visible
in light-dark gbntrast when viewed through an analyser., These techniques'

have the advantage that studies of rapid domain movement can be made, but

they also require very good quality surfaces. The rotation effects are small

and hence viewihg is usually through nearly crossed polarizing elements and

therefore high intensity illumination is required. Shilling and Houze (1974)
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have reviewed'the use of the Kerr effect on silicon-iron and Jones (1976)

the use of the Faraday effect for observing domains in garnet materials.

6.4.3 Electron Microsc0py,

Under certain conditions the domain structure of thin foils and films
can be seen in the transmission electron microscope (T.E.M.). This uses the
Lorentz force on an electron in a magnetic field and is theréfore known as
Lorentz microscopy. It provides a means of observing fine scale domain
phenomena and also fheir interaction with defects in the sample, which will
also be imaged. The samples used in T.E.M. are very thin, of the order of 100 nm,
and therefore the domain structures observed in them are not necessarily typical
of the bulk material, It is possible using T.E.M. to measure the actual domain
* wall widths. Cafey and Isaac (1966) gave a detailed treatment of T.E.M. as

applied to the observation of magnetic domains.

Over the past decade the scanning electron microscope (S.E.M.) has been
used to observe domain structures. This has several advantages over T.E.M.
in that bulk samples can be investigated and the problems with the magnetic
effect of the objective lens are removed. The mégnetic contrast can be obtained

in several ways and these have been discussed by Fathers and Jakubovics (1977).

The electron microscope can also-be used in conjunction with the colloid
technique. Here a carbon film replica of the colloid patterns is taken and

then investigated using the T.E.M. to obtain high resolution, Craik and Tebble

(1961).

6.4. 4 X-ray Diffraction

The.appiication of X-ray techniques to the study of magnetic domains
is unusual'amO“ng the methods described here in that it is the only method
that does not interact directly with the magnetlzatlon What is observed
is the 1oca1 variation in the X-ray diffaction conditions according to Bragg s
Law due to the magnetostrictive deformation on either side of a domain wall.
The method can show interior structures as well as surface domain configurations
and also can image dislocations and low angle boundaries. on the same X-ray
topograph AS'the domains. One disadvantage of the mgthod is that materials
with'a small magnetostriction do not give good contrast. A recent development
which nas;dramatically reduced the exposure time required to take an X-ray
tOpograph‘(usually of the order of 10-12 hours) is the use of synchrotron

rédiation. The application of X-ray techniques to domain studies has been
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comprehensively reviewed by Tanner (1976).
6.4. 5 Neutron Diffraction

Neutrons are, because of their magnetic moment, a unique probe
for the_investigatiqn of magnetic domains, They can be used to
distinguish ferromagnetic domains through Larmor precession in
simple transmiésion and both ferro and antiferromagnetic domains from
Bragg diffraction experiments (in analogy with the X-ray techniques).
The former method will give informafion about the relative numbers of
various kinds of domains, domain distributions and average domain size.
The second approach produces.the same information as the X-ray
techniques only the exposure times are much longer (of the order of days)
“and the fesblution is not as good due to geometric factors such as the
divergence of the diffracted beam, Schlenker and Baruchel (1978) have

reviewed the progress of neutron diffraction as applied to magnetic

domains.

6.4, 6 Other Techniques

All the techniques mentioned above will produce an image of the
dohain_structure. A further technique which has been used to investigate
- domain structures is the use of a magnetic probe., This could be a
search éoil; magnetoresistance element or a Hall probe and a map
~of. the mégnetic field intensity above a magnetic surface can be plotfed.
Obviously, the resolution will depend upon the size of the probe and the
accuracy of the.3canning machinery. Such techniques were discussed

by Carey and Isaéc,(1965) but are not in general use at the present

tilﬁe.

Another technique which has been used to observe domains is to
electro-etch a magnetic material in the presence of a magnetic field,
Evans and Garrett (1973). The exact mechanism which leads to the

preferential etching of the domains is not known.
'6.5. Techniques used in the Present Investigation

Fdr observing domains in bulk gadolinium the Faraday effect
(as the crystal is opaque), T.E.M. and neutron diffraction (due to the
>high'absorbtion of neutrons by Gd.) cannot.be considered. X-ray

tbpography-would be difficult due to the low magnetostriction of gadolinium.
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Sctud(1977) attempted unsuccessfully to use
- both the Kerr effect and S.,E.M, The main problem

with both these methods when applied to gadolinium, and the rare earths in
generar}vis the preparation and maintenance of a perfectly flat and
uncontaminéted surface. For these reasons the wet and dry colloid

techniques were used in the present work.

6.5. 1 Domain Pattern Formation by Fine Particles
Kittel (1949) and Bergmann (1956) derived limits for the formation

of domain wall patterns by a colloid of fine, single domain magnetie particles,

These may be summarized as . 1
' - 1 3 (6.19)
e S MG G v S
N
2TEMsMp§ _ T[ M

where, MS is the saturation magnetization of the material under investigation.

Mp is the saturation magnetization of the finesparticlés.
6 ~is the domain wall width,

d is the diameter of the fine particles, assumed

spherical.

Calculations pbased on this equation are appfoximate and usually at
room temperature the colloid properties required are produced by trial
.and error., The room temperature colloid used in this work was a commercial
water based magnetic fluid, 'Ferrofluid AOl', produced by Ferrofluidics

Corporation, Massachusetts, U.S.A. This was found to be highly satisfactory
when used in dilution,

Wyslocki and Zietek (1966) have discussed the interpretation of
patterns obtained by the colloid technique in terms of the stray fields

present in various situations.

6.5. 2 Production of Fine Particlesss for the Dry Colloid Technique.
The dry colloid technique, as used by Hutchinson et.al. (1865)
and Essmann and Trauble (1966), uses fine magnétic particles produced

by evaporation of the metal from a filament in a low pressure of an

inert gas. In the present work the metal used was iron and the inert gas

. was helium. Investigations on fine particles produced by this technique
have been' carried out by a large number of workers over the past twenty

years. This interest has been stimulated by the search for new magnetic
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recording materials and also the investigation of quantum size

phenomena in small particles. Most of these investigations have used
‘particles produced at room temperature and the main resuits with regard

to particlq size will be summarized here. The five experimental parameters

which govern the particle size are

‘a) the temperature of the filament,

" b) the pressure of the inert gas (0.1l to 100 Torr)
e) the type of inert gas,

d) the type of metal to be evaporated,

e) ‘the inert gas temperature.

The particles are sssumed to grow from the vapour by two processes.
First a condensation of the metal atoms take place to form small nuclei
whichlthen grow by coalescence; The exact theories of these growth
prbcesses have not been studied in detail and it is only. recently
that attempts have been made to quantify the processes (Kawamura (1973) and
Kaito (1978)). In all the experimental investigations it was found that the
preésure of the inert gas plays the major role in determining the size
of the metal particles (kimoto et.al. (1963), Wada (i967,1968)). Granquist
and Euhrman (1976) investigated the size distribution of the particles
and found that the logarithm of the particle volume has a Gaussian
distribution which is what would be expected for a coalescence growth
process;. It should be noted that all the pﬁrticles produced show
distinct crystal habits (Uyeda (1974)).

Using equation 6.18‘1t should be poésible to pfedict the size of the
particles_required to produce domain patterns at any temperature and hence
the pressure of the inert gas required. Saad (1977) found extremely tight
limits on the size of iron particles required to produce domain patterns
on gadolinium at any particular temperature, but the estimation of the

* . :
quantities |l and O was extremely difficult.

it was found in the present work that domain patterms could be
produced on silicon-irpnat room temperature over a pressure range of
0.5 to 5 Torr of helium. The other two critical parameters to produce

patterns are the amount of iron eVaporated and the distance between the
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Specimen_and the filament. These depend on the geometry of the

evaporation system and must be determined by trial and error.

' Theldry colloid techniquebhas been used successfully on a number
of ﬁagnetic materials; Hutchinson et.al, (1965) and Caroni (1973) on
sillcon iron, Essmann and Trauble (1966) on cobalt, (both these investigations
. were at room temperature), Corner and Al-Bassam (1971) on terbium at 210K,
Herring and Jakubovics (1973) on terbium and dySprosium at 4,2K and
Corner and Saad (1977) on gadolinium at 77K, '
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CHAPTER SEVEN

Magnetic Domains in Gadolinium

,_7.1 Previous Work.

Magnetic domains in gadolinium were first observed by Birss
and Wallis (1963) and Bates and'Spivey (1964) using wet colloidé
modified for low temperature work, The fofmer investigation was on
a siﬁgle Crysta1 at 268K and the later was on a polycrystalline sample
in the tempéfature region 180K to 210K, Both investigations suffered
from poor contras;, but.showed typical uniaxial type domain structures,
. Al Bassam and Corner (1969) used the wet colloia technique on gobd
single cryétals between 273K and 210K. They showed clearly the
closure structure at a crystal edge on a (1120) plane and complex

patterns, with no perferred direction for the domain walls, on the

basal plane; These observations were consistént with a uniaxial
material with low basal plane anisotropy. This is what would be
expected in gadolinium in that temperature range. ‘Al Bassam and

Corner (1969) also tried unsucéessfully to lower the temperature range
by using the dry colloid technique. Corner and Saad (1977a, 1977b)
have sucéeséfﬁlly used the dry colloid technique on good quality
single crystals.at 77K and interpreted the observed structure in

terms of an easy cone of magnetization. Shilstein et_al;(1976) used

the technique of small angle neutron scattering to investigate en-

riched Gd'%0 rolled sheet. They concluded that 180° type bound-

aries are still preferred below 250K, i.e. the magnetization vector
of neighbqufing domains were located on different conical surfaces,
McKendrick et.al. (1977) and Chapman et,al,(1977) have investi-
gated gadolinium foils using T.E.M. in the temperature range 160K to
300K, :They'observed_parallel arrays of domain walls in basal plane

foils, but these structures are thought to be a result of the foil
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thickness (.lodpmj and the stfess that had begn intro&uced during
their prepafaﬁioﬁ.

In the present work the two magnetic phase transitions in gadol-
"inium were investigated, These involve observations of domain struc-
tures around the Curie temperature (291K) and in the temperature
region around and below 240K where‘the.magnetization vector moves
away from the c axis. For the former ‘

the Bitter wet colloid technique was used and for the low temperature

work the dry colloid technique was employed.

7.2 Calculation of the Domain Wall Parameters.

Corner and Saad (1977b) Have discussed the poséible types of
domain wall. in an easy cone ferromagnet, Their’resﬁlts are summarised
in Figurg 7.1 where the 'possible modes' refer to the magnetization
processes in a hexagonal crystal as discussed by Birsgiand Martin (1975).
An estimation of the energy of each-wall type was obtained by consider-
atién'of;the anisotrbpy energy involved, Wallnenergy calculations
héve-been made using equation 6.7, the full anisotropy expression
(equation 4.5), the presenf values for the anisotropy energy at 90K
and,anlgstimation of the exchange energy obtained from the Curié
temperature. The results are shown in Table 7.1. The integrations
were carried out numerically using the values obtained for the aniso-

4 tr&py eﬁefg& gurfaces. The wall types 3b, 4a and 4b (Figure 7.1)
havé a very low energy which is to be expected as the basal plane
anisostrépy is very low, In the domain model of Corner and Saad
(1977b) it is assumed that these wall types do not occur and that the
magnetizafion is free to rotate about the éasy cone, Wall type 3a
has the next lowest energy, but it would produce a domain structure
that would have a large magnetostatic energy aséociated with it

The present calculations confirm the eStimates of Corner and Saad (1977b)
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"Magnetization directions and
wall planes for various possible domain
walls in an easy-cone ferromagnet

Characteristics of various possibie walls in an easy-cone ferromagnet including relative wall
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energies for Gd at 77 K My is saturation magnetization.
: Separating  Angle Plane  Normal Maximum anisotropy
Wall Possible magnetiza- through of component of energy term
type. modes - tion wal = wal magnetization (x10* erg/cm®)
" directions :
1a) LOB OA—OB #-20, PQRS M,sing, . Fx(a[2)-Fx(0,#K = 0-525
A®) ' . ABCD 0 Fx(n/2)-Fg(6,)=0-523
-2 | I OA—+OC « ABCD 0 ' Fx(a(2)-Fg(8 4K ,=0-525
-3(a) LI QA-OD 24, ABCD 0 Fy(0)-Fx(6,)=0-20
" 3(b) o © basal Mjcose, K,=0-002
4(a) I,1IC OA-~OE 0-26, TUVW “M,sin @, cosip K,=0-002
4 . basal  Mjcosd, K, =0002
$a) LIB OA-OF wx-20,~x TUVW M,sing, cosip Fx(n/2)-Fx(8,0K,= 0525
o : OAF 0 © Fr(nf2)-Fx(0 4K, ,=0-525

FIGURE 7.1 (AFTER CORNER AND SAAD
| (1977b))




Wall Type Wall Energy
T m~2
b 1:03 x103]
2 - 143
3a 0-40
- 5b 1-82

TABLE 7.1 Wall Energies at 90K
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that the most energeticaliy favourable wall type is-lb. Thé
estimation of the'energy of wall type 5b is shown to be too small,
the full integration procedure shéwing that the magnetization would
sample a iarge section of the aniéotropy surface in such a wall,

'~Using equations 6,7 and 6.9 and the anisotropy energy surface as
aone the teﬁperatdre dependence of the wall energy and thickress was
calculated. The calculation was for wall type lb, which becomes a
simple 180° Block wall above 240K. The results of the calculations
are shown invFigures 7.2 and 7.3. The discontinuity of the curves
is a resQIt of the change of sign of K1 at 240K and the very low total
anisotropy energy in this region (Figﬁre 5.19). If the total anisotropy
energy did.fall toAzero then we would.expect domain walls of zero energy
and infinite thickness, i.e, a single wall throughout the whole crystal,
Spin orientétions of the type suggested by Kittel and Gault (1956)

(Figure 5;4) would then be expected.

7.3 Experimental Techniques.
7.3.1 Bitter Wet Colloid Technique,

This techpiqué was simple to use provided the surface of the
crystal had Been properly prepared} A drop of the Ferrofluid was
placed on.the crystal surface and then covered with a microscope cover
slip to give a uniform film of colloid over the surface and reduce
the evapbration rate of the colloid . Misting of the cover slip gave
a 1owerrtemperature limit for this technique of 283K. Cooling was
obﬁained by mounting the sample on a hollow copper block through which
nitrogen'gés was passed which had first been passed through a heat
exchanger immersed in liquid nitrogen. The temperature could be
boﬁtrolléd by varying the rate of flow of the nitrogen gas. The

. temperature was measured using a copper-constantan thermocouple, placed
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in a small hole on the top of the copper bloek nedar the sample, and

a Noronix NTM 3 temperature meter, Magnetic fields could be appliedi
'by either small calibrated permanent magnets or a small electromagnet
B which'fitteu“ontb the microscope stage.

“It is obvious that domain walls‘will-be observed by this technique
(section 6.4.1),_but if a small magnetic field is applied perpendicular'
to the surface of’the eample the Ferrofluid barticles will'be polarized
_ and‘in turn will be attracted to. domains magnetized in directions such
that the.surfaCe has a suitable polarity. This mechanism is illus-

: ttated in thure 7.4, for a single crystal of gadoliﬁium._ By re-
. versing the‘apblied maénetic field, the contrast in revereedt(Figures

7.4b and 7.4c).

7.3.2 The Dry Colloid Technique,

The previous apparatus that had been ueed‘fdf observing domains
on gadolinium at low temperatures (Saad 1977) had several disadvahtages.
It was‘ve:y bulky and required a great deal of cooling and offered
little»éontrol over the final temperature obtained. It also required
a period of temperature stability, about 15 minutes, to allow the
dry COllOld particles to settle on the crystal surface under gravity,
A new evaporation system was designed in order to give greater control
over the.temperature. In particular the system was inverted so that
the erystalbwas mounted on a cold finger and the evaporation took
place from below it. The particles were carried to the sample by
the thermal currents produced by the hot filament, This method
was SuCCeSSfully tested in a standard vacuum evaporatlon chamber at

room temperatures " The use of a cold finger allowed the evaporation

chamber ‘to be made much smaller in d1ameter (4.5cm) and this could

allow large external magnetic fields to be applled to the specimen.
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This wduld'be of partiéular‘use ifAthe éppar;tus was used to study
the ferromagnetic domain structufe of other rare earth elements,
The'éppgratus is shown diagrammatically iﬁ Figure 7.5, The
specimen was mounted using 'Durofix' onto a brass holder which was
theﬁ screwé& onto the céld finger of the glass cryostat.. The evapor-
ating héating source consisted of a 'Vi shaped tungsten filament, O, lcm
diameter, of 99.97% purity. A new filament was used for each evap-
oration to reduce the risk of contamination of the specimen, The
filément was a push.fit into hdles which had been ﬂrilled into the
top of the,b:aés electrodes, Iron wire was used throughout to produce
the dry colloid particles. This was 0.027cm diaméter wire of 99.99% .
purity.  Before ;he wire was use& the outer layers were stripped off
using a pair of pliers to produce a shiny pure metal surface, The ,
power to the fiiament was Suppiied by a mains rectified D.C. source
capable of produciﬁg 120Aamp at 5V and controlled by a ;Variac',
The'temperature was measured using a c0pperfcohstanan thermocouple,
placéd in a hole in the brass specimen mount, and a Noronix NTM 3
temperature meter, The double walled glass cryostat was useful in
controlling the rate of cooling and the final temperaturéAreached_
depeﬁding upon in which well the coolant was placed, Using liquid
nitrogen the lowest.temﬁerature that could be obtained was 120K,
This was due to the convective and conductive heat losses when the
‘helium gas was introduced into the evaporation chamber, A later,
temporary, modification which involved enclosing the main body of
the evaporation chamber in a polystyrene nitrogen dewar reduced the
lowest téhpéfature obtainable to 90K. At low temperatures the con-
vectiv¢ tfaASport of the iron particles was so efficient fhat a
scrégn héd to be introduced into the evaporation chamber to reduce

the amount of iron deposited on the specimen, This consisted of a
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1/2 x 1/2mm copper. mesh mountea on the end of a plastic tube whose
diameter gave a Snug fit to the inside of the evaporation chamber,

The length of the tube was such that the grid was supported mid-way
‘between the-filament and the specimen, To obtain good contrast on
gadolinium a gmall verticgl magnetic bias field Qas required, This
was p;ovided by a small ferrite magnet with a hole drilled in it so
that it could sit ab§ve the specimen on the cold finger, It'produced
a vertical field of 14mT at the position of the Specimen and a stray
field of 4mT in the horizontal plane, ‘

From préliminaryvexperiments on silicon~iron polycrystalline
~samples the optimum evaporation.conditioﬁs:were determined.  The
gain'variables weré the helium gas.presSure,‘the filament to specimen
disténce,_the amount of iron wire evaporated and the power supplied
to the filémeﬁt; At room temperature the optimum conditions were
determined to be;

Helium gas pressure 1.5 Torr

Filament to specimen distance 4cm

Length of iron wire - Jem

Powef fo the filament  50amp at 2V for 15sec,

ﬁeforegan evapdratioﬁ was carried out the chamber was evacuated

to a pressure less than 10-4 Torr by a standard diffusion and rotary
vacuum pump system, The whole chamber was then flushed with high
purity hélium gas and then evacuated again, A low‘preSSure of helium
gas was then admitted and the system cooled to the temperature required.
After the evaporation the whole system was warmed up to room tempera-
tureibefére the specimen was removed and then placed under the micro-
scope. After each evaporation the chamber was thoroughly cleaned.

Figure 7.6 shows the patterns obtained on two polycrystalline

silicon-iron samples at room temperature and 168K and also the pattern
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_obtained on a polycrystalline nickel disc, The effect of the grain

boundaries on the domain structure can be clearly seen in each case,

7.3.3 The Specimens

| The test samples of silicon-iron were obtained from commercially
produced sheet daterial. After_mechanically'polishing, the surfaces
were electrolytically'poliehed using‘aﬁ electrolyte of chromic acid
(25gm), acetic acid (133c.c.)Aand water (7.c.c.). The final surface
of the polycrystalline nickel sample was obtained by chemically
pelishing with 507% acetic acid, 50% nitric acid. Etch pits are
clearly.visible,in Figure 7.,6c.

The gadolinium crystals were obtaihed trom the Centre for
Materiale:Science, Birmingham University and had been subjected to
the solid state electrotransport technique. One cryetal (F) had
been obtained from Metels Research Ltd., Cambridge and was of 99,9%
purity with respect to other metals; This eample contained a number
of.inelusions, Figure 5,22, Tﬁe'gadolinium samples had been cut
using electrOSpark'erosion by Saad (1977) and their erientation was
checked dsing the back reflection Laue X-ray technique, The specimens

are identified below:

Gd. AT' This crystal has been described in section 5.3.

‘Gd. B.. This crystal has been described in section 5,3,

Gd. C. This was a wedge-shaped crystal with a semi-circular
cross-section., The maximum diameter was 4, 5mm and
the maximum thickness was 1. lmm, -The-large 'top'

surface was a b-plane,
Gd. D. This was an elliptical disc of 7.5mm x 6.O0mm x O, 75mm
thick. The 'top' surface was a b-plane with the c-axis

" lying almost parallel to the semi-minor axis,




—g2-"

Gd. E. This was a circular disc of diameter. 4mm and a maximum

thickness of 0. 7mm, The 'top' surface was a b-plane,
Gd. F. This was the Metals Research crystal and was a rectang;

ular block 3.8mm x 1.4mm x 2.Omm, The ;top' (3.8 x 1.4)
surface was a basal plane,
Gd. G. This was in the shape of an uneven rod, diameter 3mm
and 10mm long. It was the anode end of the solid state
electrotran5p6rt processéd rﬁd. It was polycrystalline
in character, ‘
The,’tOp' surfaces in each case were the ones used for the
domain observafions and these were mechanically pdlished using éuccess-
ively finer grades of emery paper (2/0, 3/0, 4/0) followed by a
diamond compound paste (6/3 and 1/1/4pﬁ) on the rotating wheel of a
Metals Research Multipol polisher, To obfain a strain free surface
a chemicél polish was used comprising of 15ml nitric acid, 20ml lactic
acid, 10;1_acetic acid,'Sml orthophosphoric acid and lml sulphuric
acid. This chemical polish is very effective provided that it remains
uncontaminated, It was found when using the colloid techniques that
the crystal Qould oftén require re-polishing chemicaliy and occasionally
ﬁechanicaliy after removing the colloid with ethanol, In one case,
Gd, D, this'resulted in a hole eventually appearing in the centre qf
the crystal. This is obviously a disadvantage of any technique that

requires the:re-polishing of the crystal sample after initial prepar-

ation,

7.3.4  Photography.
The domain structures were observed using a Cooke M40440 or

a Vickers M.17 microscope at magnifications varying from 19x to 250x.

Photographs were taken with a Pracktica LTL 35mm camera, Various
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film typeé were tried for optimum performance and Ilford F.P.4 was
found to give the best overall results. The photographs were printed

on Kodak F4 Veribrom high contrast paper,

7.4 °~ Observed Domain Structures,
7.4.1 The Curie Temperature,

Figure 7.7 shows the effecﬁ of reducing the temperature of a
gadolinium crysﬁal through the Curie temperature, 291K, The obser-
vations were made by placing the Ferrofluid on the surface of the
sample and~theﬁ cooling it very slowly by méans of the nitrogen gas,
4The.formati0n of domains can be clearly seen, Figure 7;7c,.a; the
Curie tempera;ure. The wall contrast was diffuse, This would be
expectedidue to the low value of the saturation megnetization. On
cooliné a further degree Kelvin, Figure 7.7d, the definition was
greatly improved, ‘vThe domains were of the expected uniaxial type
with 180° Block walls, On warming up the crystal it was .often
observed that the'domain structure would remain visible to a tempera-
tﬁre of abéut 293K. It was difficult to determine wﬁether this was
a genuine fhermal hysteresis effect or whether it was due to the
interia of the colloid particles. The effects were also studied
ﬁsing a4 l6bmm cine camera mounted on the microscope to try to observe
ﬁore precisely when the colloid patterns form; The film showed a
grédual build up of colloid particles over the domain walls as the

crystal was cooled through the Curie temperature,

7.4.2 The Effect of an Applied Magnetic Field.
Figure 7.8 shows the effect of a magnetic field applied to a
gadolinium crystal at a temperature of 285K. At this temperature

gadolinium e%hibitS‘Simplé uniaxial anisotropy. The main domains
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co@ld be remerd by the application of a relativély.Small field, 31mT,
directed ‘along the c-axis (Figure 7.8'f). It shéuld be noted th.at _
the type of contrast changes from wall contrast in Figure 7.8a to domain
éontrast in Figure 7.8b due to a small vertical component from the
field of the electromagnet., Figure 7.9 shows the effect of reducing
the applied field and a marked hysteresis effect was observed with

a domain struétdfe reappearing when the field wasAfeduced to 8mT.

On applying a magnetic field perpendicular to the c-axis (Figure 7.105
it was found.impossib1e to destroy the domain structure even with the
highest figid.obtaiﬁabie from the electromagnet (62,5mT). As the

. crystal was éircular in the ﬁagnetizafion plaﬁe (Gd. E) demagnetization
effects can be ignored and therefore the observed behaviour can be
accounted for in‘terms of the uniaxial anisotropy of gadolihium.

In fact at this temperature K1 is almost at its maximum positive value
(Figure 5.11).

.Thé basal plane domain structure obsérved, Figure 7.11, was that
expecte& of a uniaxial material and was the same as that observed by
Al.Bassam and Cormer (1969). They also investigated the effectiof
ééplied magﬁetic fields on the basal plane domain structure, The
contrast was found to be very poor without a magnetic field appliéd
and the observations in Figure 7.11 were made using a small vertical
bias field‘perpendiCular~to the basal plane so that areas of opposite
polarity were observed, This was shown to be the case by reversing

‘the areas of light and dark, Figures 7,1la and 7.11b.

7.4.3 Observations Using the Dry Colloid Technique.

Using the dry colloid technique described in section 7.3.2 an
attempt was made to study the magnetic structure of gadolinium in

‘the:temperature region 120K to 290K. ~ This region is particularly
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_inﬁeresting'as it.contains the transition point at 240K where the

magnetization vector moves away from the c-axis to form an easy cone

and also the region of maximum cone angle, Figure 5.13. No magnetic

domains'were'observed in the present investigation below a teﬁpErature

of about.230K. This is believed not to be due to the apparatus as

it can produce clear and reproducible domaiﬁ patterns on Si-<Fe over

its entirevoperating temperature range, The apparatus of Figure 7.5

was modified.as noted in section 7.3,2 to enable it to reach a temp-

erature of 90K, but this still faiied to produce domain patterns on

gadolinium, This is paréicularly sﬁrprising‘as-Corner and Saad (1977a)

produced tlear_domain.pat;erns on gadolinium at 77K using thé dry colloid

technique.  Recently Saad (1978) has produced domain patterns on a

terbium crystal at 77K using the dry colloid technique, The behaviour

of the domain structures that were obserQed will now be discussed,
Figure 7.12 illustrates the effeét of reducing the temperature

on the domain structure on a b-plane of gadolinium. At 251K, Figure

7.12a, a clear uniaxial type structure was observed with domains

running parallel t§ the. c-axis, Reverse dagger domains were ohserved

coming ffom the edgé of the crystal (left hand side of Figure 7,12a),

On reducing the teﬁperature to 241K and 234K the domain contrast

deﬁefioréted and a large number of striations appeared perpendicular

to the p?incipal domains (Figures 7.l2b and 7.12c). .Reducing the

temperature further to 225K (Figure 7,12d) produced no obvious contrast,

This'BehaviOuf'is illustrated mofg clearly in Figﬁre 7.13 which presents

observations made on a basal plane, This shows a progressive change

in the deﬁinition of thé patterns obtained as the temperature was

reduced. At 233K a faint pattern was still present (Figure 7.13c)

but this diééppeéred completely on reducing the temﬁerature a further

5 degrees Kélvin. Figure 7.14 again shows the same temperature effect
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on another crysta1 kGd. D). Figure 7, 14d shows a domain structure
observed at 227K which was the lowest temperatufe at which a dbmain
pattern on gadolinium was observed. Unfortunately this particular
experiment involved a large temperature errof (+ 5K) and the observ-
ation is'tﬁerefore probably in agreement with the other observations,
The 'bregk-up' of the domain structure at about 240K to 236K

would be expected considering the behaviour of the anisotropy in this
temperature region, In a temperature region where the anisotrofy

is low, Figure 5.19, it would be energetically unfavourable to form
domains and a similar type of Spin'sys;em as proposed by Kittel and
Ga1t (1956) (Figure 6.4) would predominate, .The fact that domains
were not observed below 150K is disturbing as at this temperature the
anisotropy is certainly appygciable (Figure 5.19) and the easy cone
well formed. The reasons why‘domains were not observed below 150K

in the present work are not'khown.-. The effects of various rates

of cooling; methods of mounting the crystal and applied'mégnetic
fields Wefe investigated but gave no more information about the non-
appearance of a domain structure at low temperatures,

'In:Fiéure.7.15 the range of detail that was obtained with the

dry colloid technique is illustrated, Figure 7.15a shows the domain
'structure'over almost a complete crystal (Gd. C). This clearly
illﬁstrates the effect of thé cryqtal thickness on the uniaxial domain
structure as Gd.‘C was a wedge shape& crystal with the thinnest end
running along.the straight edge of the crystal. The thin crystal
edge brqducesAa very finé system of narrow domainsband reverse daggers,
-At the thickest part of the crystal the domain structure is very siﬁple,
composed of Slab domains running parallel to the c-axis separated by
iSbo Bloch walls, Figure 7.15b shows the intricafe'pattern of altern-

ating polarities on the basal plane at high magnification and indicates
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the limit of resolution on the dry colloid techniqde due to the

particle 'size,

7.4.4 The Effect of Defects on the Domain Structure.

if'the crystal used for domain observations contains defects of
various types these can dramatically affect the domain structure.
In the case of Figure T.1l6a there is a grain boundary running across
the centre.of the’phbtograph. Even though the misorientation of
thg grains is sméll a large number of reverse daggers are nucleated
to feduée the:magnetostatic'energy of the free pole distribution élong
the grain boundary. |

In Figure 7,.16b we see a basal plane domain'structure which varies
dramaticaliy in size from one area to another, This is in sharp
contrast with the uniform structure observed in Figure 7.11. Gd. F
is the Metals Research crystal cohtaining inclusions and Al Bassam 0161)
has shown that the variation in the spacing of the domain structures
is due to the inclusions forming different effective thicknesses of
pure gadolinium within the crystal,

| Figures 7.16c and 7.16d show the effect of scratches and surface

défectsAon the domain structure in a b-plane, Again, as in the case
of Figure 7.16a, reverse dagger domains forﬁ to minimize the magnéto-
static energy of the free poles, The main domain structure is then

unaffected by the presence of such defects provided they are not too

numerous,
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CHAPTER EIGHT

Conclusions
8.1 The Magnetocrystalline Anisotropy of Gadolinium.

The redetermination of the énisotrOpy constaﬁts was ﬁhought to
be necessary due to_the lack of agreement in thé previous measurements
and the reéenf‘controversy about the easy direction of magnétization
(Corner and'Taﬁner (1976), Franse and Mihai (1977)). The use of
high quality s;ngle crystals of gadolinium, which have recently
become avaiiable, would alsoAyield more reliable results than the
previogs determinations whiéhvhad usedﬁmharacterized‘crfstals from
various sources,

The results éf the present measurements 6f the anisotropy, as
described in Chapter 5, are shown in Figures 5.11 and 5.12. These
~resu1ts are in agreement with the general temperature deﬁendence of
the constgnté as previously determined, but are significantly different
in the actual values of the anisotropy constants, It would perhaps
‘appeat that the present determination has produced just one more set
of constant values, albeit on much better quality crystals.  The
deterﬁinatiqﬁ of the easy direction is a{critical test in this césg.
Corner and. Tanner (1976) determined the easy direction directly
using the same crys;éls as the one used above, Their easy direction
wés in excéllent agreement with the neutron diffraction result of
Cable and Wollan (1968). The easy direction of magnetization
deterﬁined in tﬁe present work b} calculation using the aﬁisbtropy
constants, inspection of the experimental torque curves and also a
further direct measurement using a different crystal mounting
technique gave consistent results which were in good agreement with
the result of Corner and Tannerv(1976) and hence tﬁat of Cable and

Wollan (1968). . These results are also in serious disagreement with




those of Franse and Mihai (1977).
In sectioﬁ 5.7 a theory was developed which cén explain the
lack of agréement in previousiy determined anisotropy constants and
easy direction, This involved the calculation of the magﬁetostatic
energy of é platelet:inclusion lying in the basal plane of a crystal
of gadolinium and its gontribution to the totallf directionally
dependent magnetic energy of the crystal, Such inclusions were
commonly obse;ved in the crystals used for the previous determinations
of the anisotropy constants and the easy direction and a few percent
By volﬁme of such.inclusions would account for the various results.
In particular if enough'inclusions.were present the easy direction
" could be driven into the basal plane, = No Suéh inclusions were
observed in the crystals used iﬁ the present work. Tﬁe crystal
used in the neutron diffraction work of Cable and Wollan (1968)
would probably have contained such inclusioﬁs in reasonable quantities,
enough to affect the easy direction measurements if they had been
made by a magnetic technique, The neutron measurements were méde
wiﬁhOut ﬁhe'application of an external magnetic field and hence tﬁe
crystél wo;1d be in its demagnetized state, i,e. it would have 5
domain structﬁre.. Carey and Isaac (1964) and Carey and Thomas (1972)
»have §hown that if inclusions are present in a uniaxial crystal then
feverse dagger domains will nucleate around the inclusion to reduce
the amount of free'pole present and herice the magnetostatic energy.
Sucﬁ domains are cdmmonly observed. Figure 7.16c and 7.16d show
revérse dagger do@aiﬁs nucleated on scratches aﬁdASurface defects,
These wili have the same magnetostatic properties as an inclusion.
Figure 8.1 shows schematically the domain structure gxpected in an
uniaxiallcrystal containingvplatelet inclusions ;ying perpendicular

to the easy direction. These inclusions have little effect on the
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bulk domain structure, This is the situation that would be expected

in the neutron diffraction work and hence the inclusions would have

little effect on the results since the easy-directions would remain

those determined by fhe magnetocrystalline anisotropy. The crystal
quality seems to have little effect on the basal plane anisotropy,
Figure(5.12, and this would be expected if the ﬁagnetostatic incluéion
ﬁodel is correct. Strain effects, although principally along the

c-axis, would be expected to show quite a large contribution to the

basal pléne anisotropy.

From the above arguments it can be concluded that the easy

direction of gadolinium is now firmly established as having the form

of Figure 5.13 and that the présent values of the anisotropy constants

are the most reliable available,

As the temperature dependences of the anisotrdpy constants, with
the exception of K3, are of the same form as those determined previously
no new information om the origins of the magnetocrystalline'anisotropy
in_gadolinium can be obtained, The change of sign of K1 clearly
indicates that the anisotropy must have a two-ion as well as a sing;e-
ion origiﬁjwhich have different temperature dependences. This con-
clusion was arriQed at by both Brooks and Goodiﬁgs (1968) and Yang
(1971). | KZ and K, both seem to bé of single-ion origin, as does K,
if the extrapolated value is taken to indicate its true behaviour
(section 5.6). The anisotroéy energy surfaces (Figures 5,16 and

5.17) ghow the basic mechanism of the temperature dependence of the

anisotropy. as proposed by Akulov (1936) (Figure 4,2).

8.2 The Domain Structure of Gadolinium.

For the investigation of the effects of the magnetocrystalline

anisotropy bn,the magnetic domain structure gadolinium is an extremely
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interesting ferromagnet. .The change in the eésy direction and the
formation of the easy cone due to the large changes in the anisotropy
}energy with temperatureAaliow observations of the domain structure

at yar10us temperatures to be linked directly to the anisotropy.

Marti and Paul (1977) have carried out an investigation of the effects
of anisotropy on domain wall widths in crystalline and amorphous
metal films using Loreﬁtz microscopy but only small changes'in K1
were stﬁdied. Gadolinium also provides a wnique opportunity to study
"the formation of magnetic domains at the Curie temperature,

In the present work an investigation of the two magnetic phase
transitions, the CUrié temperature  and uniaxial to easy cone transition,
was carried out, The results, discussed in Chapter 7, showed the.
formation of domains as the crystal was cooled through the Curie
temperature'and the.disappearance of an observable domain structure
at approxiﬁately 230K. The behaviour of the ddmain structure in
the temperature range 230K to 291K was shown to be consistent with
;he gniaxial aﬁisotropy of gadolinium in this temperature regién.

Corner and Saad (1977a) have shown that a domain structure exists
at 77K where there is an easy cone of magnetizatibn.. The transition
from the uniaxial structure to the easy cone structure would be éxpected
to'occu; at about 230K and, due to the small anisotropy energy (Figure
5.19), some intermediate spin system would be expected around this
temperatufeL ~ This would not necessarily be a definite domain.struc-
ture but would be a closure spin system of the types illustrated in
Figufe 6.4, 'This.analysis would seem to fit the observations with
‘the exception that, using the present apparatus, no reformation of
a domain sfructure was obtained at low temperaturesr(down to 90K).

The reasoné.fof not observing a domain structure below about 150K,

where the easy cone is firmly established and the anisotropy is large
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are not cleaf.- Thé'apparAtus.has,p;oduced domain patterns on other
matéfials at low temperatures, Figure 7.6. The posgibility that

" the crystal was severely strained by the cooling procedure, which
woﬁld affect the domain.structure, was investigated, The rate of
cooling, the lowest temperature reached and the amount of thermal
cycling that had taken place made no difference to the observationms,
If the e?aporation was carried out below 230K no patterns were
observed and if it was cérried out above 230K then clear,un;axial
 fype structures were obsefved. The unlikely possibility that the
bias field QSed in the apparatus was~satﬁréting ;hé crystal as it
passed through the low anisétropy region was shown not to be the case
_byvusing an external bias field and applyingvit only after the specimen
had been cooled down, This still failed to produce an observable

domain structure,

8.3 Suggestions for Further Work.

With re5pect-to the magnetocrystalline'anisotropy it is suggested
that more wérk should be carried out on the theoretical aspects of
,thé anisotropy. This would probably follow the work of Yang (1971)
rather than that of Brooks and Goodings (1968) as the former provides
a more general treatment, In particular the work should concentrate
on obtaiﬁing.detailed expressions for the parameters of equations 4, 31
aﬁd 4,32 thcﬁ depend upon the crystal structure and the electronic
structure.‘. If these parameters were known then a critical comparison
with the eXperiméntal data could be made. The present anisotropy
data could suppl& a set of vaiues for the parameters of equations 4,31
and 4.32, -but these would not necessarily be unique values and wogld

add little to our present understanding of the magnetocrystalline

anisotropy..
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'The.maénétié domain structuré of gadolinium has not been completely
elucidated by the present and previous investigations and therefore
further work would be useful, In particular‘work on the region of
the easy cone of magnetization at high cone angles; i.e., around 170K,
would help to complete the undersfanding of the changes in domain
structure with the anisoﬁrOpy. It is possible that a different
technique than the\one used in the present work will be required.

In Chapter.é the possible methods of domain obserﬁation and their
application to gadolinium were discussed, The most promising altern-
ative method would be S,E.M, provided that suitable surfaces could

be prepared. The dry.colloid technique is fairly insensitive to small
order topographical changes of a sample whereas the S,E.,M, technique

is very sepsitive to such changés. If a suitablé apparatus could

be developed to reach 4,.2K it would be interesting to see if the mag-

4

The present dry colloid apparatﬁs would provide a suitable

nitude of K, is sufficient to affect the basal plane domain structure,
system fdr investigating the domain structure of terbium and also
dySprOSiuﬁ. The apparatus would need to be modified to reduce heat
losses and be able té maintain a temperature of 77K.  This could
 possiB1y be achieved by replacing the present brass evaporation chamber
wiﬁh a stainless steel double walled chamber which_could be evacuated;
Tﬁis would ‘retain the possibility of using the apparatus in conjunction

with large external magnetic fields.
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APPENDIX o

Program for a Least Squares
Fit of a Straight Line
FORTRAN IX




ST FCFISF

1 $COMPILY
2 C PRCCEAM LSF
3 EEAL SNC o 3L ByRyCaSXyeSYsSXY,SX2 A 125,4),CE(25),RE{25),SCk,SF
4 IMTECER My Tyd
4ol 1 FEAC({5,13)1D
4g?2 13 FOEMAT(AN)
443 i WREITU (A, 14010
by b 14 FOSMAT(// 492X 1 A4%)
5 REAR(%,10) N
6 10 FCPMATII2)
. 645 JF (NoLTel) GO TC 8
7 . C CATA PEAD IN AS PAIRS OF X,Y VALUES
8 I1=0
9 J=0
10 A rtn 2 I=1,MN :
11 .2 S PFLL(S 11N Al Ty ) yd=1y2)
11,¢ 11 FOPMAT(2F19.4)
11,6 WPTTE (e, 12V (1A T,J),J=1,2),T1=1,N)
1147 12 FCFFATI/ oL OXy XY 314X e'Y! 4/ 432(5%X,F1044))
12 I=0
13 J=0
14 DO 2 I=1,N
15 AMITy2)=ACT,1)%A(T1,2)
15 3 f(Iv‘f'):A([,_l)‘—k*Z
17 $X=0,0
12 SY=0.0
19 $XY=C.0
20 SX2=0.0
21 CC &4 J=1,N
22 EX=CM4A(I,41)
23 SY=SY+A({ .}, 2)
24 CYY=SXY+a(Jy3)
2% _ GX2=SX24A(Jy4)
26 4 - CONTTMYE
27 P = (M EXY=S5YSX) /(NP SX2=5X%SX)
28 A SYTSX 2= EXESXY ) /{NESX2-SXESX)
20 A WETITI (5,907, C
.30 5 FORYAT(/ 33 %, ' YERX40 !, 7X ' B=1 4F10,%4,5Xy '0=1,F10,4)
31 SCE=0.0
32 - SPE=C,0
23 I=C
34 J=0
35 Ne 6 I=1,N
36 CRUII=C=(A(T,2)-R=A(1,41))
37 FECT)=3=((A(T,2)=C)/A(T,1))
38 SCE=SCE+CF () %%2
39 SRE-SAZH+RE(T) %2
40 6 CCNY [NUE
41 SHC=SORT(SCE/(N*(N=1)))
&2 CPR=SOOT(SREZ(N={M=1)))
43 ETITE(A,TYSCR,SOC
44 7 FORMAT( /3 ' STANDGNEYS! 4 X' SOR=1, F1I,4 373Xy 'SNDC="y[10.4)
45 6aTn 1 ‘
4Lt 8 STCP

47 END




APPENDIX IT

Program for the Calculation of
Anisotropy Energy Surfaces
FORTRAN IV




TNTRATCS
¢CNAMDT) MT qn"‘t’\f"DV .
(rpoﬂcpg?'F?DRfy1V K2V K3V, KoY
TATEGER O 27,77 L\
ﬂT“r”:,TT i#HF'V1V M2V K3V K8
100 HF'B;*(AL 6F17o/‘n Tq 172
TR KV oF N c

- 17,1
nn 2 1-1 0B ]
“=223(: 051 T-1.7)#3,1416/ 180,
A= S 1
N2 )=1,477, FRY AL )
o e v e
R=CPS ey +“*57)+(V?"‘ )
- V) ?
FT,0)=(K1 A
2 COMT INIE ] FACT AT 'y A4)
NTTMUF v ERaY SUPFACT
2 GETTF‘?v§! /ey ANTSOTRAPY EN
EMAT (1Y, //,
b rﬁgc 7=l;’7’1 ,
' =€x{T-1 T OVALLISS!
aQ"'-c“"lnzTSrng,T‘.%;’.(;Z(_v;;’“‘ v
10 ‘Q§¥975%¥i»(r(Y-~l'J§s3""
1 ?rDN»T(Ileo‘C]O° 'S
1.. T MY
CONT
° cC TN 1090
' <Irp
12 . ENP
$NAT A
¢STOP

cham Unjy o
9“ SCIENCE “"f

ey FEB 197y
SECTION
ibrary




