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ABSTRACT

The electrical resistivity of prasecdymium-cerium (Pr-Ce)
and lanthanum-cerium (La-Ce) alloys has been studied in the
temperature range 1.3 -~ 119# X and 0 - 900°C respectively. The
present data have confirmed the existence of a conventional Kondo
divergence at T = 0 K in double-hexagonal close packed Pr-Ce alloys.
In addition to this, evidence has been found of structure at about
20 K and 90 K. This is tentatively ascri%ed to the presence of
Kondo sidebands of the type discussed by Maranzana. These Kondo
sidebands are related to the cerium crystalline electric field
levels expected in the Pr-Ce alloys on the basis of Rainford's
(1971) crystalline electric field parameters for pure praseodymium.
Evidence has also been obtained, under certain conditions, for the
existefse of antiferromagnetic ordering in the alloys at around 26 K.

In connection with the structural properties, the dhcp Z fecc
phase transition in the Pr-Ce alloys and the absence of this transi-
tion in pure praseodymium have been discussed on the basis of
electrical ;esistivity and X-ray powder diffraction data. At high
temperatures, a hysteresis loop for the dhcp T fce transition in

the Pr-Ce alloys has been observed which decreased in size with

increasing praseodymium content and vanished in the Ce alloy.

.10°%.90
No hysteresis was observed with alloys of higher praseodymium con-
tent. The similarity between the atomic volumes of the dhcp - Pr
and the hypothetical fcc-Pr phases and the disappearance of the

dhcp 2 fcc transition in the Pr-Ce alloys containing more than

90 at.% Pr have indicated the possibility that there is a delicate



(iii)

relationship in favour of the dhcp phase towards the praseodymium
end. The observed positive deviation from the line connecting
the atomic volumes of the dhcp-Pr and dhcp-Ce has been attributed
to the change of the effective valency of cerium from 3.1 to 3.
A tentative phase diagram for the Pr-Ce sfstem has been presented

which is similar to the La-Nd phase diagram proposed by Gschneidner
(1961).
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CHAPTER 1

INTRODUCTION

The experimental results on a varlety of alloys and compounds
containing magnetic impurities show at high temperatures a decrease in
resistivity with decrease of temperature followed by a logarithmic increase
in resistivity with further decrease of temperature over a considerable
temperature range. This contrasts with the nionotonic decrease found in
many metals and alloys. Recently, there has been a great effort in order
to have a better understanding of this resistance minimum, both theo~ ‘
retically and experiméntally. Kondo made the first important step in this
respect in 1964 and the effect is usually given his name.

The Kondo effect, in systems containing rare earth impurities, is
closely c?nnected with the presence of a 4f level of the magnetic ions
close to the Fermi level of the conduction electrons. Two models are
generally considered to explain the Kondo effect.

1. The %s~f exchange model which assumes a localized magnetic impurity

> >
spin S coupled to the conduction electron spin s by an interaction of the

form

) H = -I“g.; T ; exchange coupling constant.
2. The Anderson model which introduces the impurity as a localized
extra orbital in a free electron gas, but it has been shown that the
Anderson model leads to an exchange type Hamlltonian in the case of small
mixing.

It is remarkable that of the fourteen rare earth ions only cerium
and ytterbium are known to give rise to a Kondo effect, and thenronly in
certain suitable paramagnetic host materials. Ytterbium has been relatively
little studied in this respect, attention having centred largely on

cerium either in a rare earth-like host (La or ¥) or in the form of com-

pounds or alloys with non-rare earth metals {aluminium and magnesium |
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respectively). In all these cases it has been established that the
cerium ion is in its trivalent (magnetic) state rather than the tetra-
valent (non-magnetic), yet the occurrence of the Kondo effect is
surprisingly variable. For example, the magnetically dilute Mg-Ce alloys
do not show a Kondo effect at all,while Al—Ce_compounds have a wealth of
Kondo behaviour extending out to temperatures as high as 300 K. The
La-Ce and Y-Ce alloys also continue to show Kondo behaviour for large Ce
concentrations. It has been explained that the absence of a Kondo effect
in Mg-Ce alloys is due to a large energy gap between the Fermi level and
the cerium 4f levels resulting in a negligible s-f exchange interaction.
Presumably in the other systems mentioned this gap is much smaller and
gives rise to considerable s-f mixing.

So far, the magnetic ion has been assumed to be a degenerate system,
but the effect of the crystal field from its enviromment is such as to
lift partially the (2J+1)-fold degeneracy. This is capable of profoundly
modifying the Kondo effect leading to the dramatic 'Kondo sideband!
structure in the electrical resistivity. The Kondo sidebands should
arise at the relatively high temperature corresponding to the crystal
field splittings. This has been used to give a qualitative explanation
of the structﬁ;e observed in the AlCe compounds.

To date, praseodymium appears to have received little attention
as a host material for the cerium ion apart from the initial demonstra-
tion by Nagasawa and Sugawara (1967) that two such alloys (of 0.5 and
1.71'at.% of Ce) do indeed show a Kondo effect. The motivation of the
present work was largely to‘extend these results to a wider range of
compositions and temperatures, and hopefully to analyse them in the
light of more recent theories of the behaviour of cerium alloys.

In addition, considering the absence of a phase diagram for the

PrCe system, it was thought that the electrical resistivity measurements



could be useful for the investigation of subsolidus equilibria. At
subsolidus temperatures, formation of a new phase will, in most cases,
be evidenced by a change in slope in the curve of resistivity versus
temperature.
By the Hume-Rothery rules of alloy formation, one would expect
Ce and Pr metals to be hiéhly soluble in one another. That is, the size,
valence and electronegativity of Ce and Pr are almost identical. How-
ever some interesting phase transitions were expected in PrCe systems
because of the complex structural nature of Ce metal. Ce is face-centred
cubic (y) at 25°C (after heat treatment at high temperatures) but trans-
forms partially to double hexagonal close-packed (B) structure just below
room temperature depending on its metallurgical past. Thus cerium with
a "collapsed" (more densely packed) fcc (a) structure at very low
temperatures has three allotropic forms between room temperature and 0 K.
The aim of this chapter is to provide a general outline of
fundamental concepts related particularly to the light rare earths

(La, Ce, Pr, Nd, Sm).

1.1 Electron Configuration of Rare Earth Metals

The rare earth metals are located at the atomic numbers 57-71
forming a sub-group in the periodic table. They have electron con-

162, in which the 4" shell

figurations of the general form (Xe)4fn5d
is progressively filled from n=0 for Lanthanum to n=14 for Lutecium

(see Table (1.1)). As n increases, the relative stability of the 4f
levels is enhanced and they fall increasingly below the outer electrons,
both energetically and radially.

The wave functions for the 4f electrons (Herman and Skillman,

1963) are nearly zero beyond half the nearest neighbour distance so



Table 1.1 Outer Electron Configurations of the

Atoms and ions of the Rare Earth Series

Element Stzgig Neutral Atom
La 57 5d1 652
Ce 58 4f2 682
Pr 59 4f3 6s2
Nd 60 4f4 682
Pm 61 4f5 652
Sm, 62 4s® 68
Eu 63 4f7 6s2
Gd * 64 4f7 5d1 652
Tb 65 4f9 652
Dy " 66 a0 gs?
Ho 67 4f11 652
Ex 68 as’? sl
Tm 69 4f13 652
b 70 as™ 682
Lu 71 4:EI45d1 6s2

agt? 562 5p° .

Trivalent Ion

4f

ag?

4f3

4f4

4f5

ag®

4f7

4f8

4f9

552

552

552

582

552

552

552

592

552

552

4£10 552
4t115s2
4&2552

433552

1

4f 4

T Normally divalent elements with configurations 4f7 5s

552

2

5p6

596

Sp6

5p6

5p6

5p6

5P6 )

5p6

5p6

Sp6

5p6

5p6
5p

6 T

5p

596 and
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there is almost no overlap between 4f shells of adjacent atoms (see
Figure (1.1)). Thus the metals can be considered as consisting of
tri-positive ions surrounded by a sea of conduction electrons. This
view was introduced by measurement of the high temperature suscep-
tibilities which follow a Curie-Weiss law and possess effective moments
very close to the free 3+ ion values. Therefore, in calculating the
properties of the rare earth metals, it is justifiable to consider an
isolated ion, initially and subsequently introduce the additional effects
due to the metallic environment. The outer electrons 5d1652 are easily
removed to become conduction electrons in the metallic state.

It is well known that the 4f radius and the radius of the valence
electrons decreases with increasing atomic number. This phenomenon is
known as the lanthanide contraction and arises because the electron
distribution in the 4f shell is such that an electron added to this
shell cannot screen the remaining 4f electrons qr'the outer electrons
from the added positive nuclear charge. As a result the radil of the
outer shells is decreased because of the increased electrostatic
attraction. This contraction exerts an influence on the magnetic and
structural properties of these metals. Because of the decrease in the
radius of the 4f shell across the series which is accompanied by the
decrease in the ionic radius there will be a decrease of the spacing
in the metals, alloys or compounds of the rare earths as the atomic
number increases. Divalent EU and Yb constitutes exceptions to this

contraction.

1.2 The s-f Exchange Interaction

This exchange interaction between the localized and conduction
electrons has been studied in detail by several authors. The

Hamiltonian of this interaction is usually written in the scalar form
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H = -T 8.3 (1.1)

The effect of exchange of this type was flxst examined By Rudexrmann
and Kittel (1954) for the case of nuclei interacting via the hyperfine
interaction with the conduction electron. Kasuya (1956) and Yosida
(1957) extended these ideas and obtained the so-called Rudermann,
Kittel, Kasuya, Yosida (RKKY) exchange interaction for materials such
as the rare earths.

As a result of the scattering produced by equation (1.1), the
4f shell moment polarizes the spins of the conduction electrons in the

neighbourhood of the nth ion. This polarisation Pn(R) is given by

2
= 9mz_ T
P_(R) palice s, F (2k.R) (1.2)

where z is the number of conduction electrons per atom, v is the
atomic volume, €p is the Fermi energy, kF is the Fermi wave vector,
R 1s the distance f£rom the ion and

F(x) = X COSX4"‘ sinx x = ZkFR
X

The function F(x), and hence the polarization is long range, decreasing
as R-‘3 for large R so that it is closely centred about the lon site.
This reéultaéz polarization is carried over to the vicinity of the
othexr ions and then interacts with the moment of their 4f shells to
produce an alignment of the moments. Rudermann and Kittel (1954) showed
that the energy of a system of localized moments was lowered by this
indirect exchange between the moments.

The main features of this model have remained intact, despite
many attempts to improve upon it. Perhaps the most fundamental improve-
ment is the generalization of the interaction for a non-spherical Fermi

surface.



The important thing in applying the RKKY interaction to the
rare earth metals is to correctly include the effect of the spin-
orbit coupling on the spins. de Gennes has shown (1962) for ELS>>kT’

that it is necessary to make the substitution
<> ->
s = (g ~-1)yg . (1.3)

and the s—-f exchange Hamiltonian becomes;

B = -T(g -1) J.8 (1.4)

where g is the Landé g factor.

This type of Hamiltonian leads to a rather puzzling result,
namely in the case of cerium alloys, (g-1) is negative, so that there
would be a Kondo effect only if T were positive, in contrast to
transition alloys. This matter will be dealt with in detail in

Chapter 6.

1.3 Crystal Structures of the Light Rare Earth Metals

The heavy rare earth metals crystallize in a simple hexagonal
close-packed (hcp) structure. The light rare earth metals are con-
siderably more complex in crystal structure than the heavy ones. The
first two eleﬁents in the series lanthanum and cerium occur in both
fcc and double hexagonal close-packed crystal structure. Ce transforms
into a more densely packed fcc phase at low temperature. Praseodymium
and neodymium, the next two metals in the series, also occur in this
dhcp structure. Promethium, which has no stable isotope has not been
studied but predicted to have the dhcp structure at 25%¢ (Gschneidner
and Valletta 1968). Sm has the most complex structure of any of the
rare earth metals. The crystal structure of Sm is basically hexagonal

but it goes through nine layers before it repeats itself. Divalent

eurcopium which is the last of the light rare earths has a body-centred



cubic structure. See Table (1.2).

The stacking sequences of the double hexagonal close-packed
structure is ABACABAC.... where the layer orientation can be visualized
by comparison to the hexagonal close-packed structure (ABAB....) and
cubic close-packed (ABCABC....). A.Schemagic representation of dhcp
and fcc, hcp and Sm-type crystal forms is shown in Figure 3.1. 1In the
dhep structurxe it can be seen that the atoms in the B and C layers have
the same nearest neighbours as does an atom in an hcp structure. The
atoms in the A layers have the same nearest neighbours as does an atom
in an fcc lattice. Thus there are two inequivalent sites in the lattice
which makes the dhcp lattice unique among the rare earth crystal

structures.

1.4 ’Alloying Theory

The empirical rules of alloying behaviour for primary substi-
tutional solid solutions were formulated by Hume-Rothery (1936) and
relate to lonic size, electronegativity and valence. Gschneidner and
Waber (1959) have shown that the Hume-Rothery rules are also applicable
to alloy systems containing other metals, lanthanum, cerium, praseo-

dymium and yttrium. Very briefly, these rules are as follows:

Hume-Rothery Rules:

(a) The atomic size factor

If the atomic diameter of the solute atom differs by more than
15 per cent from that of the solvent atom, the extent of primary solid
solution is small. The closest distance of approach of the atoms in
the lattice has been used as a measure of the atomic size. A favourable

size factor is necessary, but not sufficlent for extensive solid

solubility.



Table 1.2 Crystallographic data for the Rare Earth Metals

Element  Structure 1Lattice Parameters Axial Ratio
c®  af “/a

La d~hex 12.134 3.762 -  3.224 '
Ce f.c.c. 5.161

d-hex 11.778  3.666 3.214 T
Pr d-hex 11.807  3.664 3,222 1
Nd d-hex 11.771 3.649 3.226 T
Pm ?
sm Sm-type 26.178  3.621 7.23
Cu b.c.c. 4,572
cd h.c.p. 5.770 3.627 1.59
Tb h.c.p. 5.686 3.599 1.580
Dy h.c.p. 5.642 3.586 1.574
Ho h.c.p. 5.616 3.572 1.572
€ h.c.p. 5.582 3.554 1.571
Tm h.c.p. 5.560 3.536 1.573
Yb f.c.c. 5.474
In h.c.p. 5.555 3.503 1.586

t Normally the c/a ratio is given at half this value so reducing
it to an effective single layered structure.
Tt Frequently the c/a ratio of this element is given as c/4.5a,

again reducing the structure to a non-primitive hexagonal form.
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(b) The electrochemical factor

Electronegativity ls a measure of the reactivity of a metal.
The greater the difference in electronegativity between the two metals
of a binary system, the greater is the tendency for the two metals to
form intermediate phases at the expense of extensive solid solution.
Since the electronegativities of the rare e;¥th metals are almost the
same, the intermediate phase formation would not normally be expected
if both components were the rare earth metals. However some inter-
mediate phases have been shown to exist in a number of binary rare
earth alloys indicating that there must be some other factors to explain
the alloying behaviour of these systems. For example see La-Gd system,

Spedding et al. (1962).

(c) The relative valency effect

The size factor and electronegativity being equal, a metal of
lower valency is more likely to dissolve in one of higher valency than
the reverse. Since the Qalencies of the rare earth metals are almost
the same, the effect of this rule in binary rare earth alloys will be
negligible.

In view of these three empirical rules, one would expect
extensive soiid solutions in intra - rare earth alloys. However if the
components forming a binary system do not have the same crystal structure,

the above case should not be expected.

1.5 Crystalline Electric Field

An ion in a lattice is situated in an electrostatic field due
to effect of the surrounding charges. This field is called the crystal-
line electric field. The generai effect of this field is to split the
degenerate energy levels of the magnetic ions depending on the symmetry
properties of the field. This symmetry is related directly to the

structure of the lattice.
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The crystalline electric field splitting may be typically of
,

the oxdex of 1 eV for 3d-transition elements. In the case of the
rare eaxths, the ions with uncompleted 4f electrons are shielded from
the crystalline electric field by the outer filled 5s and 5p shells.
Thus crystalline electric field splitting for the rare earths is
reduced to a typical order of 10 meV, Puxwins (1972). However,
cerium, praseodymium and neodymium possess crystalline electric fields
which are sufficiently strong to affect their physical and chemical
properties. This internal electric field may be expected to modify
the magnetic contribution to the total electrical resistivity as will
be discussed in a later chapter.

The ground state of a rare earth ion situated in a lattice is
a (2J+1)-fold degenexate multiplet(J==IﬁFS according to H;;d‘s Rules
and Russell-Saunders coupling). The potential at a point (r,0,¢) due

to the effect of charges qi at _ﬁi is

q
Vir,0,4) = Z—I;——i—;— (1.5)
r—

i R, |
1

on a simple point charge model, where qi is the charge at the ith

neighbouring ion. The effect of this field on the ion is to split
the (2J+1)-foié degeneracy to an extent depending on the symmetry of
the field. There are two important theorems about the energy levels

of magnetic ions in a crystalline electric field.

(a) Kramers' Theorem

This states that in the absence of any magnetic fields, the energy

levels of an ion with an odd number of electrons can at most be split
into doubly degenerate levels by the crystalline electric field. Thus
rare earth ions with half integral values of J when situated in a

crystalline electric field will have Kramers' degeneracy, (e.g. Ce3+)..
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(b}, Jahn-Teller Effect

When Kramers' theorem does not apply the environment of a
magnetic ion will distort and the degeneracy will be lifted. 'This
occurs because the small displacement of the ion will reduce the energy.
That is, ions with an even number of electrops will always have a singlet
ground state (e.q. Pr3+, J=4}.

The potential V (equation (1.5)) is assumed to obey Laplace's
equation and therefore may be expanded into spherical harmonics in
which case the numbexr of terms in the expansion is greatly reduced by
the symmetry of the crystal. The terms in the expansion ar%fthe following

type (Hutchings 1964).

m £ Jn

AZ r P£ l(cose) eim¢

(1.6)

Here r,9,¢ are spherical co-ordinates dnq(cose) are Legendre poly-
ya

nominals and A? are constants which are treated as empirical parameters.
In evaluating the matrix elements of V between coupled wave
functions that are specified by an angular momentum quantum number J,
the angular integrations are easily achieved by the "operator equivalents"
method (Stevens 1952). This method eliminates the need to return to
the single electron wave-function by using, instead, an "operator
equivalent” to Hamiltonian (H), comprising angular momentum operators
which act on the angular part of the wave-functions of the coupled
system.
The cartesian function £(x,y,z) of a given degree converts to
"operator equivalent" form by the replacement of x,y and z by Jx' J
and JZ respectively, allowing for non-commutation of Jx, J and JZ.

A few examples are:
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2 2 2 2 - 2_.0
2(32 -r)) o _<r > EBJz - J(0 + 1)] = aJ<r >02

T i i J
;( xi - yi) E aJ<r2> E,Jz - Ji)] = 0 <:r2>02
Z\( X - 6oyt = ;{Exi +ayt e oy - iyi)“] /2}
= BJ<r4>% [Ji + Jf] = BJ<r4>02
(where Ji = Jx S in are the step up and step down operators). ’

Thus matrix elements from the expression

2 2

E {3z, - *,)

7 i i
2.0

between coupled states IIJSCIJZ> are equal to those of aJ<r >02

between the angular part of the coupled wavefunctions, i.e.

2

2 2 - 2
<LsJ ) Z 3z - v lus33 >2 a<x®><nsaal] |33, - 33 + IZ‘ILSJJ;

i
<r2> is the radial part of the integral, o are multiplicative con-
stants depending upon £ (the orbital quantum number of the electrons
in the unfilled shell). The multiplicative constants for the fourth
and sixth degree expressions are BJ and YJ respectively.

The crystal field Hamiltonian can be written in the following y
form by using Hutchings' (1964) notation

g = ZB? 02 (1.7)
£,m

where B?'s depend on crystal field parameters

By = A? <r'e>e£
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Hutchings has tabulated the matrix elements for all these operators
between states |J,MJ> for J values corresponding to the rare earths.
The enexgy matrix can be constructed by using these tables.
By suitable matrix operations the original matrix may be simplified
to form submatrices, the number of such submatrices being deéendent
upon the symmetry of the crystal field. Tﬁe submatrices may be solved
in the usual way, by the subtraction of eigenvalues (A) from the
diagonal elements and finding the solution of the resulting seculaxr
equation by equating its determinant to zero.

The crystal field levels of Ce3+ in double-hexagonal close

packed environment of Pr are given in Appendix 1.

1.6 Resistivity near the Néel transition TN

* The characteristic resistivity behaviour of antiferromagnets
is a "hump-backed" curve which has a maximum at a temperature below
that of the order-disorder Néel temperature TN. See Figure (1.2).
This anomaly at antiéerromagnetic—paramagnetic transition in metals
has been explained by several authors (Mackintosh 1962, Kasuya 1965,
Meaden 1971). In normal metals, the electron states in which the con-
duction electrons exist are surrounded by Brillouin zone boundaries.
In the simple metals the Fermi sphere is completely within a Brillouin
zone (see Figure (1.3)). The conduction electrons are at the surface
of this sphere, and the conductivity is governed by the area of this
surface. Now considexr a simple antiferromagnet with two inter-
penetrating sub-lattices. Each sub-lattice contains parallel spins
which are antiparallel to those of the other sub-lattice. Since every
sub-lattice has a period within the crystal lattice greater than that
of the crystal lattice itself, other zone boundaries will occur.

These new zone boundaries may intersect the Fermi sphere. Since these
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Fig.1.2: The resistivity of Dy: 0, C-axis resistivity in zero
magnetic field; A, c-axis resistivity with the super-zone
compeonent eliminated; @, Basal plane resistivity in zero
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boundaries will bring with them an assocliated energy gap, the inter-
sections will result in a transfer of electrons from the cut-off (and
energetically less favourable) parts of the Fermi sphere to more
favourable regions. The effect of these new periodic potentials is
shown in Figure (1.3b). Since the electrons on the planes of energy
discontinuity cannot contribute to the cond;ctivity, it is clear that
the effective surface area of the Fermi sphere in Figure (1.3b) is
less than that in Figure (1.3a) and consequently there will be a
resistivity increase from a to b.

This is very lmportant when explaining the electronic
behaviour of the heavy rare earths with helical and conical spin
structures. These have a periodicity in the ¢ axis direction which is
appreciably greater than that of the lattice and once formed on
decreasing the temperature from the paramagnetic to the antiferromagnetic
phase, will lead to the introduction of several new "superzone"
boundaries within the fundamental Brillouin zone, some of which will
intersect the Fermi surface causing the observed increase in
resistivity at TN‘

For the hexagonal rare earths this super-zone scattering has
a strong anisotropy which depends on crystal orientation. The effect
is maximum along the c¢-axis and minimum for the basal plane directions.
In polycrystalline samples the characteristic hump is considerably
weakened due to averaging over the randomly-oriented crystallites.
(Colvin, Legvold and Spedding 1960). This would be the situation in
polycrystalline double hexagonal close packed Praseodymium and will

be discussed in detail in Chapter 7.
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CHAPTER 2

EXPERIMENTAL METHODS, APPARATUS

2.1 Alloy Preparation

PrCe and LaCe alloys used for the resistivity measurements were
prepared from stock material of nominally better than 99.9% purity
purchased in the form of ingots. Pr, La were obtained from Rare-Earth
Products Ltd., and in the case of Ce from Kock-Light Laboratories Ltd.

Quantities of the stock metals in the correct proportions for thg
alloy composition required, and sufficient to form a 5 gm button, were
cut and weighed to an accuracy of +0.05 mg on a balance kept in an
argon atmosphere in the glove box where all the metal cutting was
performed.

These buttons were melted in the arc—-furnace under a high purity
argon atmosphere. This consists of melting together the desired quan~
tities of the required metals on a water cooled copper hearth and a
tungsten electrode (see Figure 2.1).

The arc-furnace was pumped down to a pressure of 10-3 torx
several times and then flushed with high purity argon (Oxygen content
less than 3 ppm). Again it was pumped down to 10—5 torr and then filled
to 300 torr with high purity argon. Remaining oxygen was removed as far
as possible by melting a mass of 100 gm of tantalum for abou£ one minute
as a getter before melting the sample components together. In order to
minimise the loss of material by evaporation the melting of samples was
performed at as low a temperature as possible. The buttons were turned
over and remelted twice to ensure homogeneous distribution of the Ce
solute. To check the homogeneity of the impurity ion in these alloys,
the residual resistivity of two specimens which were cut from different
parts of the same button were measured and there was not any measurable

difference between them. Electron probe microanalysis of the alloys
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vexified the accuracy of the nominal Ce concentration, and checked the

absence of contaminants from the melting process. Observed weight loss

after melting of these alloys was less than 0.01% of the total weight.
Suxface contamination was checked visually. If present it was filed

off in argon atmosphere before annealing the -specimens.

2.2 The Preparation of the Powders for X-ray Work

The powders were obtained from the alloys by filing them under

carbon tetrochloride to prevent oxidation. 1In order to improve the

quality of the x-ray film the powders were given a stress relief anneal
at 600°C for five hours and cooled down to room temperature at a rate
of 1°C min:-1 by a linear programmer. The following steps were taken

for the stress relief anneal:

(a) Tantalum boats were prepared in cylindrical form of 3mm
diameter with one end closed.

{b) The powders were loaded into the tantalum boats by a funnel and
the open ends of the boats were roughly sealed.

{c) The boats containing the powders were transferred from the carbon
tetrachloride to a vacuum annealing tube. The furnace temperature
was lncreased slowly for degassing the tantalum boats and pressure

did not exceed 6.10"5 torr. After five hours of annealing, the

powders were cooled down at a rate of 1% m:l.n.-1

2.3 Annealing

The alloys were annealed prior to any resistivity measurements,
at a slightly lower temperature («.1oo°C) than the expected crystal-
lographic phase transition temperaturé to ensure phase purity. The
specimens were placed in protective tantalum boats and sealed under a

vacuum, better than 10"6 torr in individual quartz capsules prior to
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annealing for seven days at a temperature of 600°C followed by cooling

to room temperature over a period of two days.

2.4 Samples for Resistivity Measurements

Specimens in the form of rectangular parallelepipeds were cut
from the buttons using a high speed diamond saw equipped with vernier
traverses. Typical specimen dimensions were 1.7 x 2.8 x 12 mm. The
surfaces were sufficiently flat after cutting, that only rubbing on a
fine emery paper was necessary to remove any surface oxide layers
before applying the electrical contacts to the sample.

Four copper electrodes were lightly spot-welded by a 'Hirst'
resistance welding machine to the broad face of each specimen along the
central lengthwise dividing line. The current leads were located
typicall§ about 1.5 mm from the ends of the specimen, whilst the potential
leads were located about 3.3 mm from the ends, thus leaving about 5.4 mm
in the middle of the specimen across which the potential was measured.
Spot welding of contacts in this way ensures a good metal to metal con-
tact without a complex of intermediate layers.

The connections to all samples used at high temperatures were )
made with tantalum wire to avoid contamination of the samples. Accurate
measurements of the specimen dimensions and lead positions were made for

each specimen, using a travelling microscope.

2.5 Resistance Measuring System

The system generally employed for making the resistance measure-
ments was an A.C. one, which had the advantage of eliminating the
troublesome effects of thermal e.m.f's. in the leads. The signal current

of about 50 mA at 1 kHz was supplied by a Farnell type LFM2 oscillator,
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and the specimen voltage was fed to a Brookdeal type 432 high input
impedance differential preamplifier and then to a Brookdeal type 401
lock-in amplifier. Using a time constant of about 30 sec., this
system had a resolution of about 3 nV, corresponding to a maximum
resolution of about 5 x 10-'3 pQcm for a typkcal specimen. However,
the absolute resolution of the 401 is a few tenths of a percent of full
scale -deflection so that at high temperatures (‘v 300 K), the resolution
is effectively limited at best to about 7 x 10-2 pQ em. For accurate
data~logging, the 401 output was read using a general purpose digital
voltmeter and the e.m.f. developed by a thermocouple in contact with
the specimen was monitored on a Solartron type A200 digital voltmeter
with 1 PV resolution, giving at worst a resolution of about 0.2 K at

70 K énd at best about 0.03 K at 300 K. For general purpose data-
logging,.the amplifier and thermocouple voltages were fed to an X-Y
recorder. The signal current was monitored by measuring the voltage
across a Q.01 Q@ standard resistor in series with the specimens.
Occasional checks on the absolute accuracy of the A.C. measuring system
were carried out by comparison of the measured A.C. resistance of a
specimen at room temperature with that obtained by D.C. means; in this
case a constant current of about 0.5 A was passed through the specimen,
and voltage developed read with the Solartron digital voltmeter. There
appeared to be a consistent difference between the two values so
obtained, of rather less than 1% which no doubt can be ascribed to a
calibration error in the gain of the 432 amplifier. Fortunately this
error was constant from specimen to specimen, and so will have no
influence on the comparison between specimens. Block diagram of the

resistivity measuring system is shown in Figure 2.2.
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2.6 Calculation of the Resistivity

Ideally, the specimens would have been long and thin with
large separations between the ends of the specimen, the current probes,
and the voltage probes. However, due to the limited size of the
buttons available, a compromise had to be reached resulting in the
necessity of making corrections for the non-uniformity of the current
flow in the specimen. Stephens, Mackey and Sybert (1971) have treated
the case of the geometry of our specimens (termed by them ‘Ff')
theoretically, and it can be shown that provided w % t < £,d<<s

thelr calculation reduces to

p = R-2-‘;-’E [1 —% (-uslexp (- md/w) +§-exp (—'rrd/t))] ( 2.1)
where R is the specimen resistance, w is the half-width, t is the
thickness, s is the separation of the potential leads, 4 is the
separation of neighbouring current and potential leads, and £ is the
distance of the current lead from the end of the specimen; under these
conditions the measured resistance is independent of £.

No correction has been made in the resistivity for the change
in dimensions of the specimens with temperature.

2.7 Cryostat Design

The cryostat for the electrical resistivity measurements between
1.3 - 300 X which was built by the author, in general resembles that
of ‘Lehmann and Meier (1970). A cross section of the cryostat is shown
in Figures 23 and 2.4. The dewars were made from pyrex glass. It
contains a simple heat exchanger in thermal contact with the sample
holder and thermally insulated from the liquid coolant container.

The control of the liquid coolant passing through the heat

exchanger is achieved by two Edward's needle valves. One was located
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in the bottom of the cryostat which could be controlled from the top
of the cryostat by means of a flexible steel cable. The other needle
valve was inserted between the exhaust tube of the heat exchanger and
pump A in FPigure 2.3.

A thin walled stainless-steel tube (outéide dlameter 3.2 mm)
connects the liquid helium reservoir and a helical copper tube. This
copper tube is mounted around the stainless steel tube of outside
diameter 13 mm, which extends up to the top of the cryostat and
gives the necessary rigidity. The heat exchanger is made of copper.
The thickness of copper sheet used for the end-plates of the heat
exchanger was 2 mm. A kanthal resistance wire of 4 2 is wound around
the heétexchangerfor the temperature region of 77 - 300 K, in the case
of 4.2 - 77 X a constantan wire of 200 Q was ﬁsed in the same manner.

Accommodation was provided for a maximum of six specimens on a
copper sink which is soldered to the heat exchanger in order to get a
good thermal contact. This also provides rather uniform temperature
for the specimens. The current leads of the specimens were connected
in series and a pair of potential leads per specimen being taken via a
multiple switch to the voltage measuring system. The broad faces of
the prepared specimens were glued by wvarnish (G.E. 7031 supplied by
Oxford Cryogenics) to the specimen holder to minimise the temperature
gradient along the samples. This varnish maintains a good thermal
contact in the required temperature region and at the same time works
as an electrically insulating medium between the sample and the copper
block.

The heat exchanger and the sample holder is surrounded by a vacuum
can made of brass and in this way thermally isolated from the liquid

coolant container. The vacuum can is attached to the cryostat by
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means of sixhtightening screws using an indium O-rxing. The indium
ring was formed from indium wire of 1.6 mm diameter. The ends were
cut on a A10° angle with a razor blade and tw6 surfaces pressed
together to form a cold weld joint. The dimensions of the vacuum
can are 6 cm outside diameter x 18 cm long. - A stainless-steel tube
{(outside diameter 3.2 mm) was used for the exhaust tube‘of the heat
exchanger and leads along the liquid helium reservoir to the top of
the cryostat where it is connected to a vacuum pump (A) via a needle

valve.

2.8 Temperature Measurements

2.8a 1.3 - 4.2 K Region

i The usual procedure for taking data in this temperature range
was to ;emove the vacuum can from the cryostat and £i1ll the inner dewar
with He4. It was possible to obtain a fine control of the pumping

rate and therefore of the temperature by means of a needle valve between
pump B and the liquid helium bath.

In order to measure the vapour pressure of helium and control
the pumping rate, a combination of mercury and differential oil manometer
was used. This is shown in Figure 2 5. The needle valve controls the
pumping rate and it was possible to measure the vapour pressure from
the mercury monometer. To obtain a particular temperature, the tap on
the differential oil manometer (T) was closed so that the oil could
follow the changes in the vapour pressure of the helium. The changes
in the oil level were detected and controlled photoelectrically with
an Adkins'! stabilizer (1961). The associated circuit is shown in
Figure 2.6. The signal resulting from the change of oil level was used
to control the power for the heater in the bottom of the helium bath

(200 Q). Thus it was possible to take readings at every 0.25 K down
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to 1.3 K, having a temperature stability of better than 10_4 degrees.
The mercury and oil manometers are made of pyrex tube with

about 13 mm and 8 mm external diameters respectively. The oil manometer

was filled with silicon oil (DC 200) and the light was obtained from

a pea lamp (6 V, 150 mA),

2.8b 4.2 XK - 77 K Range

To achleve temperatures in this range the vacuum can was placed
around the heat exchanger. Both needle valves or the heat exchanger
circuit were opened for the cooling of the samples down to the helium
temperature. The desired temperature was obtained by the valve between
the helium bath and the heat exchanger which controlled the amount of
liquid circulating in the heat exchanger. The sample temperature is
then ralsed above the temperature of the helium bath by closing this
valve and passing an appropriate current through‘a resistance heater
attached to the heat exchanger as mentioned earlier. The liquid helium
loss rate increased with increasing temperature of the sample in this
system.

The temperature of the heat sink was monitored by a calibrated
Cu - (AuFe) thermocouple. The gold wire, available from Oxford
" Instruments Cryospares Division, had a small (0.2 % ) iron addition,
giving a thermoelectric power of about 10 uvV per degree at helium
temperature. The thermocouple voltage was measured by means of a

digital voltmeter (Solartron A200).

2.8¢ 77 K - 300 K Range

The temperature range from 77 K to room temperature was obtained
by using liquid nitrogen in the liquid helium reservoir with no liquid

nitrogen in the outer dewar. The temperature of the heat exchanger
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was varied in the same manner as when liquid helium was used. The
temperature of the samples were determined by a calibrated Cu-Constantan
thermocouple. Both thermocouples were attached to the sample holder.

The reference junctions of both thermocouples were at liquid nitrogen.

2.8d 300 K - 1200 K

The samples placed in a quartz tube in which the pressure was
kept lower than 10-4l torr during the experiment. The specimens were
heated in a 60 cm long Kanthal-wound horizontal resistance furnace.

Electrical connections were made of tantalum wire and electrically
isolated by means of "Refrasil" high temperature insulation sleeving.
The thermocouple wires and all other electrical\connections emerge
through a glass-metal seal.

Temperature control was achieved by a Eurotherm controller and

achromel-alumel thermocouple was used to determine the temperatures

and were dpelieved to be correct to F 3%.

2.9 X-Ray Techniques

2.9a The Room Temperature Measurements

The annealed powders were sieved through a 250 grade mesh sieve
and coated on to a greased silica fibre. A Debye-Scherrer camera was -
used for the room temperature x-ray diffraction pattexns. The
unsymmetrical method of £ilm loading was employed because of accounting
for the errors due to f£ilm shrinkage.

CrK, radiation was used. The accurate value of the lattice
parameter was found by plotting the lattice parameters containing

random and systematic errors against the Nelson-Riley function.

(Nelson and Riley, 1945).
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£(6) = [(°s°isne° (°°§2° )] (2.2)

The corrected lattice parameters were obtained by extrapolating to

£(0) =

2.9 The High Temperature Measurements

The alloys were cast in the arc-furnace in the form of cylin-
drical rods of ~1 mm diameter for the Unicam high temperature camera.
The surface of the specimen was cleaned before mounting it at the axis
of the furnace. The furnace was evacuated by a rotary-diffusion pump
combination to a pressure of better than 10'-5 torr. The temperature
of the furnace was controlled by a Eurothexrm controller. The temperature
of the §pecimen was ralsed very slowly to avoid possible contamination.

Cu Ko radiation was used.
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CHAPTER 3

THE PHASE TRANSFORMATIONS IN La, Ce AND Pr

3.1 Introduction

In this chapter, the effects of temperature, pressure and
alloying on the crystal structures of La, Ce and Pr will be outlined.
As mentioned in the first chapter, the light rare earth elements have
more complex crystal structures than the heavy rare earths. The common
crystal structure of La, Ce and Pr at room temperature is the double-
hexagonal close packed structure which is formed by stacking close-
packed hexagonal layers in the sequence ABACABAC... . A drawing of
the observed crystal structures for the rare earth elements is shown
in Fig. 3.1. One can easily see that the atoms in the B and C layers
have the same environment as does an atom in an hcp lattice. The atoms
in the A layers have the same environment as does an atom in an fcc
lattice. Thus there are two non—equivalent sites in the dhcp lattice
which makes it unique among the rare earth crystal structures.

There are four atoms in the unit cell of the dhcp lattice.

121
3'3'2 3’ 3 4

X,Y.2 are the fractional co-ordinates of the atoms (see Appendix 2).

These are located at (0,0,0), (=»=—),. (0, 0,2) and ( ) where

-> -+ -> -
The crystal translational vector is xa, + ya2 + zay where the ai are

the fundamental translation vectors of the lattice. These three vectors

can be written in terms of the lattice constants aand ¢ as follows:-

3, = al

> 1 > /5 >

8, = "gat5a
>

23 = ¢k

&> > >
where i, j and k are a set of orthonormal base vectors.
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FIG.3-1 The four close packed structures observed
for the rare earth metals (a) fcc;tb) hep; (c) dhep;
(d) Sm - type.
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3.2 Lanthanum

The room temperature dhcp structure of Lanthanum (o~ La) trans-
forms to the fcc phase at approximately 322°C [Spedding, Daane, and ’
Herrxrmann (1957) , Zinov'ev, Gel'd, Morozova and Chuprikov (1974)]. 1In
the present work, electrical resistivity measurements vs. temperature
for La yielded two critical temperatures for the transformation, 315°C
on heating and 225°C on cooling. The area of the hysteresis loop in
the curve of resistivity vs. temperature seemed constant in La-Ce
alloys up to 50% Ce concentration. The resistivity decrease during
this transformation was about 3%. Spedding, Hanak and Daane (1961)
found that the transformation of the dhcp structure to the fcc form
was accompanied by a decrease of 0.5% in volume. This transition has
also been detected by thermal expansion measurements of La at high
temperature [Barson, Legvold and Spedding (1957)].

The fcc structure of Lanthanum ( f-La) transforms to becc structure
at around 865°C with about a 10% rise in the resistivity. The atomic
volumes of the three phases of La are shown in Fig. 3.2 [from Spedding
et al (1961)].

Pressure induced phase transformation has been shown to occur
in both the rare earth metals and the intra-rare earth alloys. See
for example Klement and Jayaraman (1967). The P-T phase diagram is
shown in Fig. 3.3a for La. The fcc-bece transformation and the melting
point temperatures increase with pressure. The volume decreases for
the dhcp-fcc transitions induced by temperature and high pressure are

close enough to assume that the transformations are identical.

3.3 Cexium
Ceriumjthe first metal of the 4f transition elements,has five

different solid crystallographic phases., Because of the complex nature
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of these structures, a great deal of effort has been given to undexr-
stand this metal. Here, the information available in the literature
will be given brief}y. The crystal structure of Ce is fcec (y-Ce) at
room temperature when annealed at high temperature. The lattice
parameter is a = 5.1612 % [Gschneidner (1961)f . This structure starts
transforming to dllxcp cerium (B~-Ce) just below room temperature. This
transformation temperature is influenced by the thermal and mechanical
history of the specimen [McHargue, Yakel, Jetter (1957)]. 1In the
present work, as will be seen in Chapter 4, this transition began at
about 10°C evidenced by the increase in the resistivity as the specimen
was cooled down to liquid nitrogen temperature. This sample was annealed
at 600°C for seven days. The B-+Y-Ce transformation temperature was
found to be 110°C when the specimen was heated up to 750°C. McHargue
et al. found that the v to B transformation does not occur isothermally
and that the most favourable reglon of the B -Ce formation is 263 K -
230 K. From the sluggishness of the transition, it was concluded that
the amount of B -Ce formed depended on the cooling rate, impurities,
thermal cycles and cold work. For more information see Gschneidner (1961).
The remainder of the room temperature ¥ - Ce transforms to the more dense
fcc form (o -Ce) with a lattice parameter a = 4.85 £ around 100 K. It
is also known that B -Ce transforms to o -Ce between 77 and 4.2 K.

Ce has two more solid phases bcc cerium (8 ~Ce) above 730°C and
o' -Ce above 50 k bar. The P-T phase diagram is shown in Fig. 3.3b. At
room temperature and at a pressure of 7 kbar the lattice parameter of
Y - Ce changes discontinuously from 5.16 R to 4.85 g for the a-Ce
[ Franceschi and Olcese (1969)]. This is the same a - Ce induced by
lowering the temperature below 100 K at atmospheric pressure. The high

pressure phase o' is stable above 50 kbar at room temperature.
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Fcc [Franceschi and Olcese (1969)] and hcp [McWhan (1970)] structures
have been reported for the a' -Ce phase. o' -Ce is superconductive
below 1.8 K [Wittig (1968)] and the superconducting transition tem-
perature decreases linearly with pressure.

The phase transition line between the y and o phases ends in
a critical point C corresponding to p, = 17.5 - 20k bar and
Tc = 550 - 630 K [Beecroft and Swenson (1960), Ponyatovskii (1958),
Jayaraman (1965)]. Thus it is possible to go continuously from the
magnetic y-phase to a more dense non-magnetic o phase.

The Yy ~Ce-+ B -Ce transformation has been explained in terms of
the movement of certain planes of atoms [McHargue and Yakel (1960)].
This can explain why the favourable temperature range is 263 to 230 K
for this y -B transformation, because at low temperatures the driving
force for this kind of transition gets smaller.

Several theories have been put forward to explain the y Z o
transition in Ce. The increase in density (decrease in volume) accom-
panying the y-+a transformation has been attributed to an electronic
transition by Pauling (1950), and Zachariasen (1949). They suggested
the promotion of one electron from an £ orbital in the Y phase to an
s - d hybridized conduction band orbital in the o phase, 1.e. the
electronic configuration of the Ce atom changed from 4f1(sd)3 to
4f°(sd)4 during the Y=o transition. Neutron diffraction data [Wilkinson
et al (1961)] and Hall coefficient studies [Kevane, Legvold and Spedding
(1953) , .Likhter and Venttsel (1962)] are consistent with the presence
of the localized magnetic moment in Y- Ce and zero magnetic moment in
o -Ce. However, there is also evidence that the large volume change
at the Y3$o transition corresponds to the transfer of less than one
electron to the conduction band [Lock (1957), Gschneidner and

Smoluchowski (1963)1].
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Gschneidner and Smoluchowski have found an effective valency of
3.06 ¥ 0.06 for Y and 8 phases at room temperature and 3.67 ¥ 0.09 for
o -Ce at low temperatures. They have calculated these valencies, the
exact values depending upon the temperature and pressure, from the
metallic radii and magnetic data. )

In support of the promotion of the 4f electron to the conduction
band, Blandin and co-workers(1965) Cogblin and Blandin (1968) have
proposed a model based on the hybridization of the £ shell and the
conduction band with a strong spin orbit interaction. 1In this model
the localized f-like energy levels were assumed to be strong functions
of temperature and pressure.

Ramirez and Falicov (1971) presented a somewhat different model
for the ¥y ¥ o transition. They assumed both localized f states and
itinerant conduction band states. They included the electron-electron
matrix elements between f states and conduction band states in the cal-
culations‘of the occupation probability of localized electrons in £
states. This occupation number was found to be a function of temperature
and pressure.

Two different types of electron states were assumed by Ramirez
and Falicov (1971). (i) an extended band, obtained from hybridized
s- and d-like Bloch states. They have assumed, for the sake of simplicity,
a conduction band with a constant density of states of about 20 states/
Ry atom and a total bandwidth W = 8.16 eV, In addition to this it was
assumed that in the o phase at T = 0 there are four electrons per
atom in the conduction band, and energies are measured from the Fermi
enexgy € = 0. Then the conduction bands extend from --Wh = «~2.72 eV to
We = 5.44 eV. (il) Localized f-states., These states with an energy

E (measured from €_ = 0), being highly localized accept only one electron

F
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per atom. It was also assumed that the energy necessary in order to
place a second electron in the same localized f states was infinite.

The following figure shows a schematic diagram of the density of states

of this model.
-(3 - stales .

-2.1 0 54 €lev)
Ee

The quasiparticle excitations of the system are:

(1) Electron excitations in the conduction band with

. energies 0 € € € We
(ii) Hole excitations in the conduction band with energies
02 €3 W,
(1ii) ILocalized electrons in the £ shell, with energy € = E,

After making several assumptions about the excitation energy
of a given many-electron state, they have obtained the equilibrium values
of the occupation functions ne(e), nh(e) and nc for conduction

electrons, conduction holes and localized electrons respectively as

follows:
-1 -1
ne(e) = g a exp [(s-E+2Gnc)/kBT] +1§ (3.1)
-1
nh(e) = g a exp [(€+E—2Gnc)/kBT:[ + 1 i (3.2)
whexe
a = n, / (2J+1)(1-nc)
and 12 k,T A, +e 91 A_+1
B T TTw £n A +1 G.3)

A +e 20 1
o
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where .
Ao = 1/A1 = a exp [(E-—2Gnc)/kBTJ ‘
Q, = Wh/kBT ’
Q = W /k.T

E is an enerxrgy difference between the energies of an £ level and a

hybridized s-d conductlon band and varies appreciably with pressure.

G represents the interaction between an electron in the f shell and a

hole in a Wannier orbital. J is the angular momentum quantum number.
The occupation function of localized electrons given by equation

3.3 is shown in the figure on the right

as a function of temperature. They have

assumed the values of G and E as 0.44 eV

and 0.1899 eV respectively. This curve
o:t

shows critical behaviour corresponding

to Ce at a critical pressure Pc==19.5

k bar with a critical temperature by " i 3
-\
3 °
T, = 579 K (see Fig. 3.3b). 10/7 CK)
Therefore a relationship between transition temperatures and transition

pressures might be found by varying E.

The number of conduction electrons per Ce ion is given by
n(p.T) = 4 - nc(p.T) (3.4)

Ramirez and Falicov have also presented several points to improve

this method.

1. A more realistic density of state function D(eg).

2. A hybridization term, mixing £ and conduction band states
can be included.

3. Interactions between itinerant quasiparticles should be taken

into account.
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The difference between the model by Cogblin and Blandin (1968)
and Ramirez and Falicov (1971) is the treatment of the secondary effects
accompanying to the promotion of 4f electron. ,

In connection with the:a—Y transition in cerium, Johansson {(1974)
has recently argued that this is a Mott transition of the 4f state.

Y-Ce is on the low density side of a Mott transition with the localized
nature of its 4f electron. He argues for an itinerant behaviour of

the 4f electron in the o phase which is assumed on the high density side
of Mott transition (i.e. 4f band states). This localization-
delocalization transition of the 4f state has been put forward by
discussing the inter-atomic interactions and the general behaviour of
cohesive energies of the elements. Therefore he rejects any promotion
type model for the y-o transition in cerium. He points out that,

in the a' phase the 4f band becomes sufficiently broad to permit the

observed superconductivity.

3.4 Phase Stability in Ce and its alloys

Considering the five different allotropic forms of Ce one can
examine the effects of impurity, thermal treatment, cold work and
alloying on the stability of these phases. Several investigations have
been carried out to clarify these points. Gschneidner et al (1962)
have investigated the effects of total impurity content on the a Z ¥
transformation. They have also discussed the effect of cycling on
the formation of B phase. This is shown in Fig. 3.4. Dillamore,
Harris and Smallman (1964) have shown that deformation, created by
decreasing the thickness more than 70% by rolling, caused partial
transformation of Y to B-Ce. They interpreted this result to indicate

a nearly zero stacking-fault ecnergy for y-Ce.
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Fig. 3.4: Effect of cycling on the amount of p-cerium present

in the sample. ® Dilatometric data; A dilatometric
data for a second Ce sample from the same manufacturer,

B X-ray data. [Gschneidner et al. 1962].
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Otte and Chessin (1965) have observed the formation of extrinsic
stacking faults!? by deforming Ce at room temperature. The stacking
sequence is ABCABCABC... for fcc y-Ce and ABACABAC... for dhep, B-Ce.
Thus, deformation of y-Ce at room temperature will cause extrinsic
faults, which are regions of ABAC stacking (i.e. ABC[ABAC]ABC...) .

That is why it is generally believed that the formation of B by thermal
cycling is related to the deformation and faulting in y-Ce during the
Y + B transformation.

Clinard (1967) has shown that some rare earth solutes in Ce
enhance B formation. Two graphs from his work are presented in Fig.3.5.
From this resistivity data he showed that the amount of dhcp B~phase
formed at low temperatures was maximum for Ce-2 at.% La and Ce-2 at.% Lu,
minimum with those rare earths near Gadelinium except for Eu. The
presence of B phase is evidenced by a steep rise in the resistivity -vs.
temperature curves around 12 K which is associated with the paramagnetic

antiferromagnetic transition [Wilkinson (1961)].

3.5 Praseodymium

The room temperature structure of Pr is double-hexagonal close
packed (a—-Px) Qith lattice parameters of a = 3.6721 % 3°a and
c = 11.8330 + 6°A [Beaudry and Palmer (1974)]. Neutron diffraction
work on polycrystalline samples has shown that a-Pr is antiferromagnetic
below 25 K [Cable et al (1964)]. Bucher and co-workers (1969) reported
that they were able to retain the high temperature fcc phase of

polycrystalline Praseodymium (B-Pr) at room temperature and below by

t The insertion of an extra close-packed layer of atoms
[Howie and Valdre (1963)]
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quenching in the arc-furnace. They found a ferromagnetic transition

in this metastable structure at 8.7 K. It was mentioned that when
sanples which had been quenched were subsequently heated to temperatures
greater than 560°C partial conversion to the dhcp phase took place.
They could not detect the dhcp-fcc transition by means of differential
thermal analysis (D.T.A.) suggesting that it could be a sluggish one

in their high purity Pr. This metastable fcc Pr has also been observed
electrically by Meaden, Sze, Krithivas and Zuckermann (1971).

Pr transforms to becc (Y-Pr) at high temperatures. In the
present work, this transformation was found to be at 79500 from resis-
tivity measurements which is in good agreement with Spedding et al (1957).
But Bucher et al (1969) have found 860°C as a fce-bec transformation
temperature in their two high purity samples and 792°C in the less
pure Pr by means of differential thermal analysis (DTA). Meaden et al.
(1971) have reported 855 % 1% for this B-y transition in Pr without
its dependence on impurities.

Piermarini and Weir (1964) have found the fcc structure (B-Pr)
at pressures above 40 kbar at room temperatures. But this fcc phase
has not been detected in the high pressure work by Stephens (1965). A
P-T phase diagram for Pr is shown in Fig. 3.3c. The change in the slope
of the dhcp-bee transition line was interpreted as the meeting point
of the dhcp-fcc boundary line. The triple point co-ordinates for
fce-bee-1liquid and dhep-fec-bec are (48 k bar, 938°C) and (v8 kbar,
~810°C) respectively [Jayaraman (1965)].

The lattice parameter was found to be 5.18 8 for temperature
induced fcc Pr at room temperature [Bucher et al (1969)] which is higher
than one would extrapolate from data concerning the Th-Pr (fcc) system

[Noxman, Harris, Raynor (1966)].
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3.6 Crystal structure sequence in rare earth metals and intra-rare

earth alloy systems
/

On the basis of pressure induced phase transition experiments,
Jayaraman and Sherwood (1964) showed that in rare earth metals transitions
between different phases were in the order hép——Sm—type——dhcp-—fcc
with increasing pressure in the trivalent rare earth metals. If h
represents the hcp lattice (stacking sequence ABAB...) and ¢ represents
the cubic structure (stacking sequence ABCABC) then the sequence of

structures becomes:
(hhh...) - (hhchhec...) - (hche...) - (ccce...)

i.e. hep — %hcp%-fcc —_ -;-hcp-;-fcc — fcc

This means that the amount of fcc layering is increasing according to
this sequence [Taylor and Darby (1972)].

It can be seen that the observed structure sequence in intra-
raxre earth alloys is fcc — dhcp — Sm—type — hcep. This is just the
opposite direction of the pressure induced structure sequence mentioned
above whicﬁ indicates that the effect of pressure acted in the same
way as the addition of a light rare earth to a heavy rare earth. Thus,
when a light rare earth such as Ce is alloyed with a heavy rare earth,
such as Gd, the structure sequence at room temperature is
fcc — dhcp — Sm-type — hcp with increasing gadolinium [Burov,
Terekhova and Savistskii (1963)].

Several workers have investigated the relation between the
structure sequence and either the atomic size orc/aratio. Harris and
Raynor (1969) considered the correlation between &/a ratios and
structure types as a function of atomic number. This is shown in

Fig. 3.6. From this figure one should be able to predict the structure

of a gilven intra-rare earth alloy by calculating its "average" atomic
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number by considering the composition. Since the ¢/a ratioc does not
change much with pressure, the above method of determining the phase
cannot be a useful criterion [McWhan and Stevens (1967)] .

Although it was mentioned in the first chapter that the wave
functions for the 4f electrons are nearly zefo beyond half the
nearest neighbour distance, it has been suggested that at least a
fraction of 4f electrons take part in the bonding in the rare earth
metals. The light rare earths are known to possess larger extension
in their 4f orbitals than the heavy rare earth metals because of the
lanthanide contraction. The contribution of 4f electrons in the bonding
will be expected to decrease with increasing atomic number because the
amount of decrease of the metallic radius across the series is less than
that of 4f radius.

Considering the decrease in the metallic radius with pressure,
McWhan and Stevens (1965) suggested that the sequence of crystal
structures formed at high pressure could be explained by the decrease
in the localization of the 4f electrons with increasing pressure.
Because,the participation of 4f electrons in the bonding will be increased
with increasing pressure of the metals and alloys.

In support of this idea, Gschneidner and Valletta (1968) have
calculated the ratio of metallic radius to 4f radius for the rare earth
metals. They explained the structure sequences induced by temperature
and pressure by the variation of this parameter in metals and alloys.
The variation of the four crystal structures of the rare earth metal
and alloys as a function of the metallic to 4f radius ratio is shown in
Fig. 3.7 which 1s taken from their paper. From the figure, one can
see that the radius ratio is about 3.25 for the fcc — dhcp phase
boundary, 3.6 for the dhcp — Em-type boundary and 3.65 for the Sm-type —

hcp phase boundary. This is in good agreement with experimental data.
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In order to explain the crystal structure sequence at high
pressures they made the following assumption:
1. the 4f radius is independent of pressure,
2. the metallic radius decreases with increase of pressure which was
calculated from the known compressibility data. The high pressure data
are shown in Fig. 3.8. It can be seen that the dhcp - fcc transformation
of Pr and Nd agree well with the dhcp - fcc phase boundary obtained frm;
alloying data. Thus one can conclude from this classification of the
experimental data that at least a small fraction of 4f electrons con-
tributes to the bonding and therefore has a stabilizing effect on the

various close-packed phases, particularly fcc.
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CHAPTER 4

RESULTS AND DISCUSSION OF STRUCTURAL PROPERTIES OF PR-Ce ALLOY

Essentially nothing has been published concerning the phase
relationships in the Pr-Ce system. This is mainly due to the expected
similaxity in the phase diagrams between Pr-Ce and other intra-light
rare earth binary alloys (i.e. La-Nd, Ce—N&...) . The first detailed
investigation of structural properties of the Pr-~Ce alloys was carried
out by Harris in Birmingham University. In order to determine the phase
boundaries of this system, it was thought that further information might
be obtained from resistivity data, since the formation of a new phase
will, in most cases, be evidenced by a change in slope in the resistivity
vs. temperature curves. :

Measurements of the electrical resistivity of Pr-Ce alloys have
been carried out in the temperature range 1.3 X to 1100 K and the
results are shown in Fig. 4.1 for the high temperature region. These
curves present two types of anomaly, the negative and positive steps in
p (T) associated with structural phase transformations and a considerable
nonlinearity (convex upwards). A similar departure from linearity has
been observed particularly in light rare earth metals and explained by
anomalous variation of the phonon resistivity (Meaden 1972).

The electrical resistivity curves for most of the alloys seemed
to be more or less linear with temperature in the initial heating run
and the resistivity values were lower than those obtained on cooling.
The cooling curves which showed the nonlinearity characteristic of the
light rare earths were reproducible in the second thermal cycle. The
increase of resistivity on thermal cycling is in contrast to what one
would expect from a process involving the relief of strains incurred
during the specimen preparation (i.e. cutting from the annealed bulk,

polishing and spot-welding).
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It is clear from Fig. 4.1 that Pr and Pr show only one

.92°%.08
phase transformation (dhcp -bcec) but that the other alloys and pure Ce
exhibit two transitions with an increasing hysteresis loop as Ce concen-
tration increases (l.e. dhcp - fcc and fcc-bee). The resistivity
decreased aboﬁt 3% in the case of the proposed dhcp - fcc transition. In
the case of the fcc -bce or dhep -bec transition, the increase in the
resistivity was about 10% which is in good agreement with the reported
data of Spedding et al (1957). These steps for two different transitions
seemed constant (within the experimental error) across the alloys.

(Exror bars calculated from the scatter of the observed dimensional data
are typically of the order of 2%). Table 4.1 shows the structural

transition temperatures for the Pr-Ce system obtained from examination

of the resistivity vs. temperature curves.

Table 4.2: The Y Z B-Ce transformation temperatures in Ce

Y:+B-Ce B-+y~Ce |Hysteresis | Purity(a/o) Reference
~23°+ 3% | 168° % 7% 191% 99.53 Gschneidner et al (1962)
10°¢C 100°¢c 110°% 98.967 |McHargue and Yakel (1960)
10°7 5% | 100°+5°% 100° 99.9 Present data
1°+3% | 81°:7% 80°¢ 96.41 Gschneidner et al (1962)

The v T B-Ce transition temperatures for two cerium samples at
different purity were investigated by Gschneidner et al (1962) and shown
in Table 4.2 with the available data from the other sources. The;e
figures show that the presence of impurity decreases the hysteresis
between the Y+ B and B~y transformation temperatures in cerium, i.e.
the higher the purity of the Ce the larger is the hysteresis between the

B+ v and vy > B transformations. Gschneidner et al (1962) have also
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Table 4.1: The structure transformation temperatures
in PrCe system obtained from the resistivity
vs. temperatur; curves.
Alloy dhcp+ fec | fece+ dhep gﬁ;?:zci;s fccZbee | dhepZbee
Pr 795°%
Pr.gzce_og 775
P:t:.g()Ce-10 600°¢ - 755°%
Pr gCe .o 535 545° 10% 765
Pr.,mCe.30 415 435 20 760
JP:t:.GOCe.40 380 365 15 770
P:r.SOCe.50 335 255 80. 765
Pr.zoc'e.80 225 105 120 740
Pr.OSCe.95 125 35 20 738
Pure Ce 110 10 100 735
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investigated the pressure dependence of the Y % B-Ce hysteresis and
found that the hysteresis loop does not change much but shifts to lower
temperatures.

In the case of Pr-Ce alloys, the addition of Pr to Ce up to
20 at.% does not change the area of the hystéresis loop significantly
but shifts it to the higher temperatures (Fig. 4.1). For concentrations
more than 50 at.% Pr in Ce, the hysteresis loop decreases with increasing

amounts of Pr and vanishes in the Pr alloy at around 600°C.

.90°%.10
Further increase of Pr causes the disappearance of the dhcp 2 fco
transition.

In view of the existence of metastable fcc~Pr at high temperatures
(see Chapter 3.3), one would expect to see evidence of this dhcp fcc
transition at concentrations more than 90 at.% Pr in Pr-Ce alloys and
even in pure praseodymium. It is tempting to postulate a relation, if
any, between the area of hysteresis loop and the driving force for the
dhcp 3 fca transformation. In line with this, one can conclude that the
driving energy for this transformation decreases towards the Pr end.

This point will be discussed later in this chapter in the light of
x-ray data.

The values for the lattice parameters a, ¢, axial ratio and atomic
volume determined by means of x-ray powder-diffraction by Harris are
listed in Table 4.3. These values were obtained at room temperature
after rapid cooling of the fiiings from the annealing temperature of
600°b. The lattice parameter against composition curves in the fcc
phase and the dhcp phase are shown in Fig. 4.2 and Fig. 4.3 respectively.
The atomic volume vs. composition is plotted in Fig. 4.4.

The initial investigation of Gschneidner, Elliott and Prince 11962)

showed that the lattice constants follow Vegard's linear approximation

»
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Table 4.3: The lattice parameters of Pr-Ce system

determined by Harrxis, I. R.

Praseodymium - Cerium
Lattice Parameters of Main Phases

Double -~ hexagonal

Face =~ centred

Atomic %

bx a(°a) c(®a) | c/a Voﬁgi?%gg) a(n) Vsﬁ§$:?°A3)
0 N 5.15200 | 34.18751
10 5.16143 | 34.37559
20 5.16231 | 34.39317
30 5.16315 | 34.40997
40 5.1643 |34.43296
50 5.16446 |34.44016
60 5.16451 |34.43716
65 5.1632 134.41096
66 3.67539 |11.84195 | 3.22196] 34.63387 | n.M.7T

68 [3.67544 [11.84098 | 3.22165| 34.63254 | N.M.

69 3.67502 [11.84153 |3.22217 | 34.62622 [5.165  |34.44697
7 3.67467 [11.84077 {3.22227 | 34.61741 | N.M.

72 3.67487 |11.83951 |3.22175| 34.61750 | N.M.

73 3.67527 [11.83889 |3.22123 | 34.62322 | N.M.

74 3.67428 [11.84065 |3.22258 | 34.60970 5.165  |34.44697
75 3.67442 [11.84110 |3.22258 | 34.61366 | -

80 3.67344 |11.83566 |3.22196 | 34.57961 | -

85 3.67339 [11.83777 |3.22258 | 34.58452 | -

90 3.67300 [11.83541 |3.22227 | 34.57030 | -

(-196T)90 {3.67200 {11.8338 |3.22227 | 34.55620 | -

95 3.67135 |11.83199 |3.22279 | 34.52926 | -

99.5 [3.67110 |11.83042 |3.22258 |34.51999 | -

100 3.67192 [11.83269 {3.22248 {34.54204 | -

.'.
not measured.
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up to 5 at.% Pxr addition to Ce. (i.e. The lattice constants of solid
solutions vary linearly with composition). In Fig. 4.2 it is seen that
the lattice constant of Ce increases almost linearly by the solid
solution of praseodymium up to Pr concentration of 50.% and then
decreases with increasing Pr content when thé fcc phase becomes unstable.
The double—hexggonal solid solution of Ce in Pr becomes more stable with
further increase of Pr. Atomic volume vs. composition curve (Fig. 4.4)
indicates that the phase boundary between fcc and dhcp is approximately
67 at.% Pr.

Norman, Harris, Raynor (1966) found an extensive solid solution in

. the Th-Pr system in which the structures involved are the same as those

in the Ce-Pr system. The stable fcc solid solution extended from thorium
to 96 at.% Pr. They extrapolated the lattice constant vs. composition
curve fo; Th-Px alloys to 100 at.% Pr and found 5.15940 4 for the lattice
constant of the hypothetical fcc form of praseodymium. This is identical
within the experimental error with the lattice constant of +y-Ce
(5.16120‘%). The relative volume change between the atomic volume of
the double-hexagonal form of praseodymium and the hypothetical face-
centered form was found to be 0.4% by the same group.

In the case of the Ce-Pxr system, the linear extrapolation of the
lattice constant vs. composition curve (Fig. 4.2) in the fcc phase to
100 at.% Px gives a value of 5.169 A for the lattice constant of a
hypothetical fcc form of Pr. This is somewhat higher than that obtained
from the Th-Pr system. A lattice constant of 5.18%A {(determined from
flakes which had been splat cooled) for the fcc Pr was given by Bucher
et al (1969) which is the highest value among the availlable data for
the fcc form of Px. This difference is unlikely to be due to a change

in the electronic structure of Pr [Norman et al (1966)].
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In the dhcp phase of the Ce-~Pr system, the atomic volumes of the
alloys increases linearly with increasing cerium up to the phase boundary
at approximately 67 at.% Px and fall sharply to the values in the fcc
phase. The extrapolation of the linear part of the curve to 100 at.%
gives 34.88 9A3 which is 1% higher than the atomic volume of B-Ce
(34,49218 9A3). This positive deviation from the line connecting the
atomic volumes of dhcp-Pr and dhcp-Ce is quite similar to the situation
in the Ce-Nd system [Speight, Harxis, Raynor (1968)]. However, in the
Pr-Nd system [Lundin, Nachman, Yamamoto (1963)] have found complete
solid solubility and no deviation from the line joining the atomic
valumes of Pr and Nd. In view of these three systems, the positive
deviation of the atomic volumes of the Pr-Ce alloy could be due to the
change of effective valency of Ce from 3.1 to 3 as suggested by Speight
et al (1968) for the Ce-Nd system, the atomic diameter of 3-valent
cerium being larger than that of 8-~Ce of 3.1.

Now 1f we extrapolate the atomic volumes of Ce-Pr alloys in the
fcc phase to 100 at.% Pr, 34,527 9&3 will be obtained for the atomic
volume of the hypothetical fcc Pr. This is almost identical to the atomic
volume of dhcp Pr (34,54204 QA3) within the experimental and extrapolation
errors. So the relative difference between the atomic volume of the
dhcp Pr and the hypothetical fcc form is considerably less than that
value of 0.4% obtained from the Th-Pr system [Norman et al (1966)].

The similarity between the atomic volumes of dhcp Pr and fcc Pr
and the disappearance of dhcp—fcc transition in the Pr-Ce system containing
more than 90 at.% Pr, leads one to conclude that there must be a delicate
relationship in favour of the dhcp phase towards the Pr end. (i.e. The
free energy of the observed double-hexagonal form of Pr must be only

slightly lower than that for a hypothetical face~centered form of Pr).
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THE EFFECT OF SLOW COOLING OF FILINGS ON THE POSITION OF THE

dhep-fcoc PHASE BOUNDARY

It can be seen from the examination of the resistivity data
(Fig. 4.1) that Pr and Pr-Ce alloys containing cexrium up to a concen=~
tration of 80 at.% do have dhcp structure at.room temperature. This
contradicts what has been said about the dhcp-fcc phase boundary in
the Pr-Ce systém based on the atomic volume data. However, it must
be borne in mind that the lattice parameters were determined from
filings which were rapidly cooled from 600°C to room temperature. It
should be noted that this procedure is not a proper guenching to cbtain
the high temperature phases at room temperature; nor is it the proper
treatment of the filings to investigate the phase relations in Pr-Ce
alloys at room temperature. This is because of the phase transitions
occurring below the annealing temperature of 600°C in most of the Pr-Ce
alloys.

Therefore it was decided to determine the lattice parameters of

some Pr-Ce alloys from the filings which were homogenized at 650°C

1

and cooled down to room temperature at a rate of 1% min~". It was

observed that the phase boundary tends to shift towards the lower con-
centrations of Pr in the system. The x-ray powder photograph of
3.>:r:h‘.:’OCe.50 showed predominantly the dhcp form with some cubic lines.
The atomic volume of this alloy was found to be 34.73039 °A3 which

is in good agreement with expected phase of this alloy considering its
resistivity behaviour at high temperatures. The atomic volume of this
alloy is marked as s.c. (slow cooled) in Fig. 4.4. It should be noted
that Ce.BOPr.20 is fcec, despite the expected existence of a dhcp phase

from the resistivity data, therefore one is forced to conclude that

the transition towards the cerium end evidenced by the resistivity
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data is a partial one rather than a 100% transfoxrmation from dhcp
to fcc or vice versa.

In an attempt to identify the high temperature fcc phase of
Pr.BSCe.ls, some x-ray powder diffraction photographs were obtained
at 650°C by means of a high temperature camera. The pattern was found
to be characteristic of a fcc structure for this temperature and the
structure converted to dhcp when the specimen cooled down to room
temperature. This is in good agreement with the resistivity data which
indicated that the dhcp~fcc transition occurred at around 540%. 1t
was not possible to measure the lattice parameter accurately due to
inadequate quality of the films for Bragg angles approaching 990.
Therefore, there is no information about the volume change accompanying

the dhcp-£fcc transition.

CALCULATION OF THE POSITION OF THE PHASE BOUNDARY IN THE Pr-Ce SYSTEM

BY THE RADIUS RATIO METHOD

In view of partial participation of the 4f electrons in the
bonding of the rare earth metals and alloys, we might be able to calculate
the approximate phase boundary of Pr-Ce alloys by means of the relation
between radius ratio and crystal structure sequence in rare earth given
by Gschneidner and Valetta (1968) , (see Chapter 3.6). The calculated
4f radius and the metallic ra§ius to 4f radius ratios for cerium and
praseodymium are given in Table 4.3.

Table 4.3: The 4f radius and radius ratios

Rare earth Metals 4f radius (°A) Metallic to 4f radius ratio

Ce 0.580 3.18

Pr 0.551 3.32
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The radius ratio values for the Pr-Ce alloys wexre obtained by
summing the products of the mole fraction and radius ratio of Pr and

Ce which make up the alloys, i.e. for Pr xCex, the radius ratio is

i-

R Ry

b =\ (1-x) H-—x f4.1)
R R R
4f Prl_xCex 4f /Pr 4f /ce

The calculated radius ratios for a number of Pr-Ce alloys are given

in Table 4.4.

Table 4.4: The radius ratios of some Pr-Ce alloys

Metallic to 4f Metallic to 4f
Alloys radius ratio Alloys radius ratio
Pxr 3,32 Pr.GOCe.40 3.26
Pr.goCe.lo 3.31 Pr.SOCe.50 3.25
P:c.BSCe.15 3.30 Pr.:‘mCe.70 3.22
Pr.'.?oCe.30 3.28 Pr.mCe.90 3.19
Pr.65Ce.35 3.27

According to the classification of Gschneidner and Valetta (1968), the
regions of existence for fcc and dhcp phases are listed in Table 4.5.
From the examination of the calculated radius ratios for the alloys,
one can deduce that the dhcp~-fcc transition boundary can occur at

any concentration of cerium between 15 at.% and 40 at.%. Bearing in
mind the somewhat arbitrary method of calculating the radius ratios

for the alloys, the determination of the dhcp~fcc phase boundary cannot
be as reliable as the other methods.

Table 4.5: Regions of existence for dhcp and fcc phases

RM/R4f Radius Ratio
Phase

Lower Limit Upper Limit
fec <3.18 3.24 £ 0.03

dhcp 3.28 £ 0.02 3.54 £ 0.06
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PHASE DIAGRAM

So far the dhcp Z fcc phase transition in the Pr-Ce alloys
and the absence of this transition in pure praseodymium were dis-
cussed on the basis of electrical and x-ray diffraction data.

Because of the close similarity of these éwo elements (electronic
structure, atomic diameter, valency effect etc.) and the possibility
of having a metastable fcc praseodymium, it was expected that there
was a high probability of forming complete solid solutions in the
solid state. However this does not appear to be in the Pr-Ce system
as discussed in the earlier sections.

Despite having very little information on the phase boundaries
in the solid state for the Pr-Ce alloys, it would be a useful step
to propose a phase diagram for this system. The transition tem-
peratures obtained from the resistivity data (Fig. 4.1) are plotted
against composition in Fig. 4.5. The error in the determination of
the dhcp : fecc transition temperatures is estimated to be about + 7%
and in the case of the fcc 7 bcc, +3° from several runs on the same
specimen. This is because of the sensitivity of the transition tem-
peratures to the heating and cooling rates. The hysteresis looé for
the dhcp 7 fcc transition decreases with increasing praseodymium con-
centration and vanishes beyond 90 at.% Pr indicating that pure
praseodymium does not transform to fcc structure.

In the Lanthanum-Cerium alloys the hysteresis loop for
dhcp % fcc transition seemed to be more or less constant which is
evident from the electrical resistivity of La-Ce alloys up to 50 at.%
cerium (Fig. 4.6). This is in good agreement with the phase diagram

of the La-Ce system [Gschneidnexr (1961)].
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A proposed phase diagram for the Pr-Ce system is sketched
in Fig. 4.5. The 6-Ce (bcc), B-Pr (bcc) solid solution decomposes
eutectoidally at around 760°C with Y~Ce (fcc) forming a closed
field, the approximate position of its boundary being shown by a
broken line, and B8-Ce (dhcp) and o~Pr (dhcp) forming a complete
soltd solution below 110°C. The position of the boundary between
the mixed phase and the dhcp regions appears to depend on the
direction in which the temperature is changed. This type of con-
struction emphasizes that the so-called dhcp ¥ fcc transition in the
alloys is a partial one rather than 100% transition as discussed
earlier. Although the x-ray pattern of the P:L'.E‘,’SCe.15 alloy at
650°C was predominantly fcc, the extra faint dhcp lines might support
the above notion.

In fact this diagram is in good agreement with the high pressure
diagram for praseodymium (Fig. 3.3c). The thing to note from this
p~-T diagram is that it indicates no fcc phase at high temperatures
and atmospheric pressure in praseodymium. It is obvious that one
needs a combination of metallographic, thermal, x-ray diffraction,
density electrical resistivity etc. data to delineate the phase
boundaries in the solid and liquid state of the system.

Lastly, mention must be made of the close similarity between
the proposed phaée diagram for the Pr-Ce system and the La-Nd phase

diagram given by Gschneidner (1961).
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CHAPTER 5

5.1 The formation of Magnetic Moments and the Kondo Effect

In this chapter, a brief summary of the physical concepts
related to the formation of magnetic moments' in metals and some ;f
thelr properties (the Kondo effect) will be given. The literature
is extensive and many of the recent theories involve sophisticated
calculations.

The main question is this, "What are the conditions under
which the transition metal impurity atog may retain its magnetic
moment in a nonmagnetic host metal?" An isolated atom generally has
a spin and orbital angular momentum according to Hund's rules. If
the perturbation that acts in a metal on the impurity atom is not

strong, the impurity atom may retain the magnetic moment which existed
in free space.

Friedel (1958) introduced the concept of a virtually bound
state for impurities by considering the bandwidths of the free electron
states in metals. This virtually bound state is strongly admixed
with the free electron states of the host metal. Such a state is not
localized in the strict sense since it has a finite energy width.

As an example of the nearly localized impurity state let us

consider a potential shown in Fig. 5.1.

III II I II III

Fig.5.1: A one-dimensional sgquare well potential.
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The solution is expressed by § = cos kx’(E ='h2k2/2m° in region I

and by ¥ = A exp (klx) + B exp (-kix), Vo - E ="h2k2/2m° in region II
for E < Vo. A and B are determined by the continuity condition at

x= %a. In region III, the solution is expressed by

Y= Ccos kx +D sin kx. C and D are also hetermined by the contin-
uity condition at x = *b. When kl(b—a)>> 1 i.e. region II is

sufficiently large

2 2 2 : k . 12
c® + D & (V_/E) cosh” |k, (b-a)|.|cos ka -~ (K/kq) sin kaJ (5.1)

~

when the condition
cos ka = (—li-> sin ka (5.2)
ky

is satisfied, the wave function is largest in the region of the potential
well. Equation 5.2 determines the discrete energy levels in the
potential well. One may consider that reglon I corresponds to the
impurity atom and region III to the host metal. It is expected that

the level in the perturbed lattice will be deviated from the pure Bloch
orbital and concentrated around the impurity. This is the state called
a virtually bound state. Region II allows the electrons to tunnel from
region I to region IXI or vice versa (Kondo 1969).

It would be useful to look at the effect of impurity on the
electronic properties of the material. Imagine that a transition metal
impurity ion is placed in a noble metal, i.e. CuFe or CuMn. Suppose
for the moment that the broad s-band is completely absent, so we
consider only the behaviour of electronic states in the d-band. The
effect of the s—-electrons will be considered later. The host matrix
has been idealized to the point where the electrons move in a single,

narrow d band of width W.,
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In the case of large lattice constant, each unit cell of the
host has a single Wannier state characterized by an energy € In
the impurity cell, an electron has an energy Ed = € + VI' The

density of states of this idealized system is given below (Mills1972).

pA(e) = (N-1) 6(e-eo) + & (t-:-Ed) (5.3)

If the energy difference VI satisfies the condition V_ > W/2, then

I
the impurity level will remain outside the d-band of the host. The
density of states of this simple model is given in Fig. 5.2a. Now if

we superimpose on this picture the density of states of the s-electrons,

the impurity level at E. will fall within the s-band so long as VI is

d
not extremely large. This is shown in Fig. 5.2b. A given electron in
the impurity level is free to move into the conduction band of the
material. Thus, the impurity state acquires a finite lifetime

(Tt =h/8A). In this case, the contrigution to the density of states

from the life time broadened impurity level may be written as

(Andexrson 1961)

1 A
p.le) = =— (5.4)
da 27 (E:—Ed)z + (%)2

A, the width of the virtual level is given by

2
A = 7 |v| N_(e) (5.5)

where V is the matrix element that describes the amplitude for the
electron to hop from the impurity level into the conduction band. It
is this mixing interaction which broadens the localized state into a

virtual state. Ns(e) is the total s-electron density of states.
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Fig.5.2: (a) Schematic illustration of the effect of a repulsive
impurity potential on the density of states of a metal.

(b) The effect of the presence of the s-band is to broaden
out the discrete peak at Ed in Figure (a) into a virtual
level (D.L. Mills 1972).
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If one alloys a given host with a sequence of impurities,the
virtual level shifts its position in Fig. 5.2b. When it coincides
with the Fermi energy, the electronic density of states 6f the alloy
becomes very large. The increase in density Pf states has important
effects on the magnetic contribution to the resistivity of the alloy
as well as the specific heat and Pauli spin susceptibility. The
magnetic contribution to the resistivity arises because the conduction
electron is scattered strongly by the impurity when the virtual level
lies close to the Fermi level. The above properties can be explained
in terms of the effect of the magnetic impurities on the electronic
density of states within the framework of one electron theory. This
picture needs modifications as soon as electron-electron interactions
are introduced.

So far, the localized electronic states of the impurity have
been described in terms of virtual bound states. 1In the Hartree-Fock
theory of atoms, the Coulomb interactions between electrons play the
primary role in providing an atom with a magnetic moment. Similarly,
as pointed out by Friedel (1958), the Coulomb interaction between two
electrons in the virtual level can produce a localized magnetic moment
at the impurity site.

The total contribution of the Coulomb interaction to the energy
of the system is U < nt >< nt > in the Hartree-Fock picture. <n¢> and
< nt > are the number of electrons with spin down and spin up respectively
in the virtual level, and U is the strength of the intra atomic Coulomb

interaction. By making a state with

<n¢ > # <n} > (5.6)

the Coulomb energy of the system is reduced. But this unbalance in
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the spin density will increase the kinetic enexgy of the system. It

can be shown that when

Uop, (EF) >1 (5.7)

the gain in kinetic energy will be smaller than the saving in

Coulomb energy, and a state with the virtual level spin polarized lies
lowest in energy. In other words, one can divide the impurities into
magnetic and nonmagnetic according to the ratio of the two parameters
U and the width A of the impurity states. The region of validity of
the Hartree-Fock approximation for magnetic moment formation is

limited as
% > 1 (5.8 )

In this region a given electron remains localized on the site for a
rela@ively long time while tending to keep other electrons away via
the Coulomb interaction and thereby forms a moment. Friedel (1958)
described this moment formation qualitatively and Anderson (1961)
introduced the mathematical formalism. The above description of the
moment formation is incomplete, because it omits the time scale over
which a moment exists (Heeger 1969).

The existence of magnetic moments in dilute alloys can be
understood experimentally if the impurity contribution to the suscep-
tibility is temperature dependent in the form of a Curie-Weiss law.
Impurities which do not possess magnetic moment have temperature
independent susceptibility at low temperatures. The second experimental
evidence for the existence of magnetic moments is obtained from the
resistance minimum phenomenon observed in dilute alloys. Sarachik,

Corenzwit and Longinotti (1964) showed a one-to-one coxrrespondence
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between the existence of temperature dependent susceptibility and
a ninimum in the resistivity against temperature. This resistivity
minimum in magnetically dilute alloys will be described in Section 5.3.
Another approach has appeared in the %}terature, this is called
the localized spin fluctuation (LSF) theory. Accoxrding to this theory
the appearance of the magnetlc moment is the consequence of fluctuations
at the impurity site. This model, which was supposed to work for
nearly magnetic impurities, can also lead to anomalous electrical and

magnetic properties I[Levine and Suhl (1968), Heegexr (1969]].

5.2 The Anderson Hamiltonian

Since it was found that most systems including anomalous rare
earths t could be described by the Anderson Hamiltonian, it will be

briefly introduced here (Anderson 1961).
The Anderson Hamiltonlian for the localized 4 orbitals (f

orbitals in the case of rare earths) and host metal conduction

electrons is

H = H + H + H (5.9)

where
H = e o T 5.10
s x %k¢ ko (5.10)

t Cerium, ytterbium, europium and probably lanthanum are "anomalous"

rare earth metals. Their valency is different from 3 and they have a
non integral number of 4f electrons which can vary with pressure

and temperature (Cogblin 1971).
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m'n .
+ +
Hsd = (Vkm ckc cmo + Vﬁk cmc ckc) (5.12)

Hamiltonian (5.9), the impurity states are

introduced as extra orbitals; in the most simple case one orbital

with two spin directions ¢ = + , = and energy Em is considered.

Hs is the Hamiltonian for the conduction electrons. ¢ + and ¢

ko ko

are the creation and annihilation operators of the electron with wave

vector k and spin o,

for the d electrons.

€1 being its energy. Hd is the Hamiltonian

U and T' are the Coulomb exchange integrals

between two electrons localized on the impurity atom in the metallic

environment. mG is the admixture matrix element between d states

and conduction electrons. The second term in equation 5.11 corresponds

to the Coulomb interaction between electrons of parallel spin on

different orbitals.

The last term in equation 5.11 describes the

Coulomb interaction between the arbitrary electrons with opposite spins.

It should be noted that the Anderson Hamiltonian does not

include the following:

(a)

(b)

(c)

Electron-electron interactions except for electrons in the

localized state,

Spin-orbit and orbit-orbit interactions,

The crystalline electric field terms, responsible for the

crystalline splitting, are not included.



- 58 ~

An extensive theoretical review was given by Kondo about
dilute magnetic alloys (1969). Also a detailed review by Heeger
(1969) covers recent developments and gives references to the

experimental literature.

5.3 The Kondo Effect

After having given an extremely simplified picture for local
moment formation, some of thelr properties will be given here.

Schrieffer and Wolff (1966) found that Anderson's Hamiltonian
can ke replaced by the s-d exchange model used by Kondo (1964) when
the Coulomb repulsion between opposite spin electrons located on
the 4 orbitals is large. In the s-d exchange model, a spin angular
momentum'g is assigned to the impurity spin and the s-d Hamiltonian
is given as
s

->
H = —rs-

. ex (5.13)

where Z is the conduction electron spin, I' is the negative (i.e.
anti-ferromagnetic coupling) s-d exchange integral. This model was
proposed by Zener (1951) and has been widely used in consideration

of transition metals and alloys. Since this model implies the existence
of a well defined impurity spin § which is expected in the infinite
Coulomb 1limit, one should consider the validity of the s-d model

for real impurities in metals.

The scattering of conduction electrons from the impurity produced
by Héx leads to a contribution to the electrical resistivity. This
magnetic contribution is often called spin-disorder resistivity. The
scattering can either lead to a flip of the conduction electron and

impurity spin or without a spin flip. The spin flip processes allow

the impurity moment to exchange energy with the conduction electrons.



For most alloy systems, the exchange integral I' in equation
5.13 is quite small with a value of the ordexr of 0.1 eV in typical
cases (Béal-Monod and Weiner 1968). Thus the term H; in the
Hamiltoniagn can be regarded as a weak perturbation since it is small
compared to the kinetic energy of the electf&ns. Such a term can
be treated by perturbation theory. But Kondo (1964) found that this
is not the case. He showed that the interaction (Hex) cannot be
treated satisfactorily in the framework of one-~electron theory, but
leads to a many-body problem. Two very impoxtant conclusions came
out from Kondo's work:

(1) The contribution to the resistivity in the second-order
perturbation theory can explain the occurrence of a well defined
minimum.in the electrical resistivity of alloys at low temperature.
(11) The scattering amplitude diverges logarithmically at T = 0.

Thus, even though Héx is a small term in the Hamiltonian,
these results indicate that low-order perturbation theory 1is inadequate
at low temperatures.

Before giving Kondo's result for the contribution to the resis-
tivity in the second-order perturbation theory, let us see the typical
temperature dependence of resistivity of alloys. If the impurity is
nonmagnetic, the resistivity of the alloy will be similar to curve a
in Fig. 5.3. The extrapolation of this curve to T = 0 will give the
residual resistivity which is due to the impurity potential. The
variation with temperature comes from lattice scattering. In the case
of magnetic impurities, the variation of the resistivity curves looks
like b and ¢ in Fig. 5.3. The resistance minimum occurs mostly at
around 10 - 20 X which varies from alloys to alloys. When the con-

centration of the magnetic impurity is increased beyond a limit,



=

FIG. 5-3.

Typical R-T curves of alloys.

(a) Nonmagnetic case.

(b) Case of magnetic impurities (Kondo effect).
{c) Large fraction of magnetic impurities.
{d) Still larger fraction. ‘
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the resistivity minimum disappears as shown in curve 4 in Fig. 5.3.

Now the main result of Kondo's work will be outlined. Consider
an electron of wave vector ¥ and spin up (which will be denoted by it),
and let it scatter off the impurity by means of Hex (equation 5.13),
Suppose no spin flip occurs in the scattering process. If the electron
ﬁf is scattered to K'f , then to lowest ordexr in Hamiltonion, the

matrix of scattering theory is given by

vy _ _T
T = N sz (5.14)

vhere Sz is the impurity spin operator and N is the number of atoms
in unit volume. The scattering cross section is proportional to
[:(—P/N).Sz:r. The impurity-impurity scattering is neglected.

Now consider the second order contributions to the conduction
electron scattering amplitude. Let sk be the energy of the electron

-5
in the initial state (k), and € the energy of the electron in the

k"
intermediate state. There are two successive scattering processes.
BAs far as the intermediate state is concerned there are two possibilities:
(i) First the electron with the wave vector i is scattered from
the initial state into the intermediate state with the wave vector i",
and then this electron with i" is scattered into the final state with K'.
(ii) In the first scattering process an electron—-hole pair is
created by the spin of the impurity, and in the second process the
created hole annihilates the electron with the wave vector ﬁ, leaving
the created electron in the final state.

These processes are represented by diagrams in Fig. 5.4(a) and
(b) respectively {Griiner and Zawadowski 1974). The second order
contribution to the T scattering matrix from the processes in

(2a) and T(Zb)

Fig. 5.4(a) and (b) are given respectively by T in
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equation 5.15 and equation 5.16 (Kondo 1969).

X
'
]
'
¢
> 1
Kkt . '
h 3 il
: : .
-5 ) > ] > k"y
1 1t ) 1
kt ! o K" b k't r »
1
t
(a) ' (b)
X

Fig.5.4: Two time-ordered diagrams corresponding to second order
scattering processes with spin-flip in the intermediate state.
The full lines represent electrons or holes; the broken lines
with a cross at the end represent the exchange interaction. These

are the processes responsible for the Kondo effect.

(28) _ _g_f 2 P e 6. 15)
T ( N (sz * 8 S+) ;;4 (ek— ek“) 15

o (2P)

2 £
..(- YI;') (si s, s_) Z (E;,_—k?,)' (5.16)

kll

The quantity f(ak“) is the Fermi-Dirac distribution function and .
S+ and S_ are the step up and the step down spin operators respectively.
The minus sign in equation 5.16 enters because of the Pauli principle;
thé final state electron (§‘+) is created before the initial state
electron is destroyed in Fig. 5.4(b). The opposite is true in

Fig. 5.4(a). This is\equivalentcﬁfinterchanging the initial and

final state electrons (ﬁf) and (ﬁ'+), and the two matrix elements

differ by minus sign as a consequence of the anti-symmetric character

of the wave functions of Fermi systems.
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Considering the energy conservation € = €

(2a)

elements T and T

(2b)

k k
combine to give

(¢ the matrix

2
@ o (5 [eboren] S ()

+ ('11\13)2 (s_s+-s+s_)Z _('EEL-_E—

kll

£ -

k“ kll

|~

~ N

(5.17 )

The first texm in this equation does not depend on €p (Fermi

enexgy). The second term in equation 5.17 is the crucial term. 1In

the thebry of electrical resistivity, one is concerned with the

scattering from an impurity of electréns with energy ek very close

to €_. It should be noted that S_S+ - S+S_ # 0 because of the

F

uncommutativity of the spin operators (XKondo 1964).

The resistivity

in the second order perturbation is given below as derived by

Kondo (1969)

R = ¢ py, [} +4T pdn (3%§EE5]

vhere
Pm

- 21 pm
z N e2 ol

2

S(s + 1)

(5.18 )

In this equation, pM 1s a measure of the strength of the exchange

scattering; ¢ the impurity concentration; m the mass of electron

and z is the number of conduction electrons per atom.

of states is specified

p (e)

as:

otherwise .

The density



- 63 -

It means that the density of states p(c) assumes a value p within
a band of width 2D.

Equation 5.18 is the basis of Kondo's explanation of the resis-
tivity minimum observed in a large number of dilute alloys. For
example the temperature dependence of the resistivity of Cu containing
Fe impurities is shown in Fig. 5.5. On theoretical grounds, one
expects I' < 0 for many alloy systems (Schrieffer and Wolff 1966).
Assuming kBT < D, (which is well satisfied in practice) the con-
tribution to the resistivity from magnetic impurity scattering (spin
disorder scattering) increases with decreasing temperature. This is
just the opposite of what one expects from other mechanisms which
contribute to the electrical resistivity of metals. The origin of
this phenomenon comes from the dynamical nature of the spin gystem
and is associated with the sharpness of the Fermi surface (Kondo 1964).

When one combines the various contributions to the total resis-
tivity (= residual resistivity + spin-disorder resistivity + phonon
resistivity), a minimum appears, as one passes from the region where
electron-phonon scattering makes the dominant contribution to the
resistivity, to the region where the temperature dependent magnetic
scattering dominates. The £nT variation of the resiséivity below
the resistivity minimum temperature is observed in many alloy systems.
Daybell and Steyert (1968) reviewed the data on a large number of

alloys which exhibit the Kondo effect.

5.4 The Kondo Temperature

As is seen from equation 5.18, the resistivity will continue

to increase with decreasing temperature and becomes unphysical for
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FIG. 5-5. The resistance as a function of temperature

for CuFe [Franck et al. 1961]
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T + 0. This means that second order perturbation theory becomes

invalid below a certain temperature:

- B -t
T, = - %P ) (5.19)

B Ir|e

This characteristic temperature is usually called the Kondo
temperature and varies widely from alloy to alloy. The temperature
dependence of the impurity contribution to the susceptibility varies
with temperature roughly like C/'I‘k + T, where C is the curie constant,
and a well-defined peak appears in the specific heat when T = Tk'
Suhl (1967) and Nagaoka (1967) have shown that the electrical
resistivity increases with decreasing temperature for T > Tk and turns
over, flattens out, and approaches a constant value as T + O, i.e.
the spin—-disorder resistivity saturates to the "Unitarity limit".
Griner and Zawadowski (1974) suggested that a strong correlation
between the impurity spin and conduction electrons with opposite spin

direction is built up for T < T This correlation leads to the

"
"Spin compensation cloud" in the conduction electron gas. The energy
associated with the formation of the compensation cloud is of the order
of the Kondo energy kﬁTk‘

Several sophisticated theories of the region, where T £ Tk have
appeared in the literature and reviewed by Kondo (1969), Heeger (1969),
Fischer (1971), Griiner and Zawadowski (1974).

Sq far, the magnetic impurity ion has heen treated as a
degenerate system. Praseodymium possesses crystalline electric fields
which are sufficiently strong to modify %Pe behaviour of the magnetic
resistivity contribution to the total eléctrical resistivity. 8o, the

effect of the crystalline electric field on the Kondo exchange scattering

will he discussed in the next chapter.
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CHAPTER 6

THE INFLUENCE OF THE CRYSTALLINE ELECTRIC FIELD ON THE KONDO EFFECT

OF ALLOYS WITH CERIUM IMPURITIES

6.1 Introduction

In Chapter 5, a simple description of localized magnetic
moments and some of their propertiles in alloys were outlined. It
was clear from Kondo's work that the s-d exchange interaction be-
tween the spins of the conduction electrons and the 1ocalized
magnetic moments of the transition elements leads to an increase
of spin disorder resistivity (magnetic resistivity) with decreasing
temperature. This anomaly comes out when one calculates the resis-
tivity 'in second order perturbation theory and under certain con-
ditions. These conditions are:

(1) the freedom of the localized moments to flip

«
(ii) an effective s-d exchange integral with a negative sign.
It should be noted that interactions between the magnetic impurities
have been neglected in magnetically dilute alloys showing the Kondo
effect. Correlation between the localized magnetic moments prevents
the freedom of these moments to flip and can eventually quench the
Kondo effect. The disappearance of the Kondo effect in AuFe at Fe
concentrations more than 1 at.% was attributed to short-range order
effect by Harrison and Klein (1967). However, in rare earth systems
direct magnetic coupling between the localized moments is negligibly
small because of the localized character of the 4f electrons. The
4f state of the rare earth atom will have a magnetic moment close

to that of the free ion. 1In the absence of strong indirect coupling

it is conceivable that rare earth metallic systems could show a
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Kondo effect in the non-dilute case too. Evidence for the occurrence
of Kondo effect has been found in non-dilute alloys of LaCe [Sugawara,

Eguchi (1966), Arajs, Anderson (1969) and Edelstein (1968)]1 and in

¥-Ce [Sugawara (1965) and Hill, Miner, Elliot (1969)].

In this chapter, an outline will be given of the effect of
the crystalline electric field on the Kondo exchange scattering.
Some relevant data with regard to the alloys and compounds with cerium

impurities showing the Kondo effect will also be presented.

6.2 Kondo Sideband Model

So far, the magnetic ion has been treated as a degenerate
system. The effect of the crystalline electric field from its environ-
ment is such as to lift partially the (27 +1)-fold degeneracy. [For
example, in the Pr-Ce alloys the hexagonal crystalline electric field
splits the ground state multiplet of the Ce3+ ion (J = %9 into three
Kramers® doublets, i.e. 1i-§—> ' 11% > and 1t-2§ > see Appendix 1].
This is capable of profoundly modifying the magnetic resistivity as
has been shown by a number of authors, [Hirst (1967), Watabe and
Kasuya (1969), Maranzana (1970), Maranzang and Bianchessi (1971)].

Let us consider the Ce3+ ion in the presence of a hexagonal
crystalline electric field. As was seen in Chapter 5, in the Kondo
exchange scattering the z component of the localized spin moment in
the intermediate state differs by one quantum f£rom the corresponding
initial and/or final state. In a normal Kondo system, the localized

spin, e.g. the doublet |%

N f=

>, can flip in the paramagnetic range
without energy expenditure. If the s-f exchange integral is negative,
the magnetic resistivity diverges logarithmically at T=0 for scatter-

ing of the conduction electrons at the Fermi level.
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In the presence of hexagonal crystalline electric field,
scattering processes involving the pairs of doublets such as 1:t§->,
‘i% > or ‘i—i— >, ‘.i%’- > become inelastic. Maranzana (1970)
showed that for each pair of doublets Kondo exchange scattering
leads to a sharp resonance peak at T = 0 in the magnetic resis-
tivity (transition probability) at an energy shifted away from EF
of an amount equal to the energy separation of the pair. These
resonance peaks are called "Kondo Side-Bands". Thus one expects
the existence of two peaks in the p - T curve at temperatures equiva-
lent to the distances of the energy level in the two pair of doublets.
The higher the temperature at which they occur, the broader are the

peaks. This is due to the Fermi level becoming diffuse at higher

temperatures [van Daal, Maranzana and Buschow (1971)].

6.3 Modifications in the Kondo Sidebands Theory
L

Maranzana (1970) considered the crystalline electric: field

effects on the Kondo resistivity using the usual exchange Hamiltonian
; .E (Eq. 5.13). Since this restricts transitions to Am = 0,1, some
transitions become energetically unfavourable in the presence of a
crystalline electric field. For example, if the lowest doublet has

J = i% or i% ¢ transitions within tﬁe doublet are no longer possible,

g0 that there is no divergency appearing at energy e-+EF and con-

v

sequently no Kondo effect for temperatures much lower than A (A is

the energy separation between the lowest two doublets),
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7

Cornut and Cogblin (1972) used a generalized Hamiltonian,

H = E € c.F c - E r c + c c+ c
k km “km m' k'm! km m m!
k,m k,k!
m,m'

o ck'm Crm (6.1)
k,k'm

which permits transitions Am =0, +1, ... *2J. They have found
in addition to the Kondo sidebands that there is also always a
singularity at EF' whatever the nature of the ground state. Thus
resistivity should again increase at low temperatures. Careful resis-
tivity measurements of suitable rare earth alloys will be able to
claxify the situation.

*The Hamiltonian (Eq.6.1) is considerably different from the
s-f (Eq.5.13) exchange Hamiltonian and describes spin and orbit

exchange scattering. The third term in Eg.6.1 represents direct

interaction coming from the impurity potential.

6.4 Alloys with Ce Impurities

The alloys with cerium impurities can be classified accord-
ing to the position of the narrow 4f level relative to the Fermi

level (Cogblin 1971).

(1) Magnetic Cerium Alloys

If the 4f level is below the Fermi level the cerxium alloy
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is magnetic. According to Kondo (1962) the effective exchange

integral between the conduction electrons and the localized moments

is written as

r = 7P, +T . (6.2)

where P1 is the integral for direct interaction and is small,

positive and almost pressure independent. P2 comes from the effect

of mixing and given by

(6.3 )

e(e< 0) is the distance from the 4f level to the Fermi level. The
sign of T' depends on the relative magnitude of the two terms, and
becomes negative if the amount of mixing is large. The magnitude of
P2 of the rare earth ions in dilute alloys depends on the electronic
structure of the host metal. P2 varles with pressure, because |e|
decreases (Cogblin 1971).

As was mentioned in the first chapter, the classical

Hamiltonian for rare earths is given by Eq.l1.4 [de Gennes (1962)]

B = -T(-1) 3.8 (1.4)

However, it was pointed out by Cogblin and Schrieffer (1969) that
the Hamiltonian (1.4) leads to a rather puzzling result. In fact in
the case of cerium impurities (g - 1) is negative so that Hamiltonian
(1.4) would give a Kondo effect only for I' > 0 in contrast to trans-
ition metal alloys for which I' < 0.

This situation has been clarified by Cogblin and Schrieffer

(19692) by following a different approach to the problem. Starting
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from the Anderson model of a 4f1 configuration of Ce, they treated
the exchange interaction taking into account spin-orbit interaction.
The new Hamiltonian (Eq. 6.1) leads to a Kondo effect when the
exchange interaction constant 1s negative, as it is in the case of
transition metal impurities.

The examples for the magnetic alloys (with cerium impurities)
which show Kondo effect are Y-Ce, La-Ce, LaAlZCe e In this case
I' is negative and |F2| >I‘1 .

Some magnetic alloys with cerium impurities such as Mg-Ce, \,
Ag-Ce do not show Kondo effect, i.e. I' is positive and |P2| < Fl .
Hedgcock and Petrie (1970) have explained the absence of a Kondo
effect in their Mg-Ce alloys as being due to a large energy gap (€)

between the Fermi level and the cerium 4f levels resulting in a

negligible s-f exchange interaction.

(ii) Nonmagnetic Alloys

When the 4f level is above the Fermi level, the mixing term
is negligible and cerium alloys behave as normal nonmagnetic alloys.
The absence of the Kondo effect in Lu—-Ce and Sc~-Ce [Sugawara, Yamase,
and Soga (1965)] may be attributed to the instability of the 4f
electron of cerium.

As we have seen in Chapter 3, the magnetic y-Ce stable at
room temperature and atmosphere pressure transforms to a-Ce at low
temperature and high pressure. The decrease in volume accompanying
the ¥y -0 -Ce transformation has been attributed to the change of
valency of the Ce ion towards the nonmagnetic tetravalent state.

The same transition has been suggested when cerium is dissolved in



Lutetium and Scandium, as these host metals have atomic volumes
smaller than that of the magnetic cerium. This leads to the large
residual resistivities of Lu-Ce and Sc-Ce reported by Sugawara et al.

(1965) .

6.5 Lanthanum-Cerium Alloys

Sugawara and Equchi ()966) have observed a Kondo effect in
Lanthanum-Cerium alloys containing up to 3.1 at.% Ce. Resistance
mipnima were found at about 6.5 K in fcc La-~Ce alloys and at about
5.8 K in dhecp La-Ce alloys as is shown in Figure 6.1. They state
that the temperature at which the minimum occurs, is independent of
cerium concentration. Arajs and Anderson (1969) have extended these
results up to a cerium concentration of 8.5 at.% for the temperature
range of 4 - 30 K. From their work which is presented in Figure 6.2,
it is clear that all the samples show the Kondo effect. The speci-
mens were of fcc structure. Tmin increases very slowly with
increasing concentration of cerium.

In addition, Elliot, Hill and Miner (1969) have found minima
in the resiséivity—tempefature curves in some nondilute Ce-La (14 to
18 at.% La) alloys. Figure 6.3 shows the resistivity behaviour of
some nondilute La-Ce alloys taken from Elliot et al. (1969). The
minimum occurs at around 17 X, is most pronounced in the alloy con-
taining 18 at.% La and disappears at solute concentrations below
14 at.% and above 18 at.%. The sharp change in slope of the resis-
tivity curves around 9 K has been attributed to the antiferromagnetic

transition of the alloys.
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FIG. 6-1. Resistivities of fecc and hcp La-Ce alloys
less the residual resistivity of La. The
arrow indicates the minimum.

[Sugawara and Eguchi 1966]
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FIG. 6-3. Resistivity of d.h.cp. Ce-La alloys. Indicated
alloy .compositions are in at % La.

[Eniott et al. 1969]



Sugawara and Eguchi (1966) have interpreted the logarithmic
dependence of the resistivity (the Kondo effect) in terms of the
s-f exchange interaction,(—I“g.E) between the cerium ion and conduc-
tion electrons. This logarithmic variation is shown in Figure 6.4.

From this figure they have concluded that T

%’ the Kondo temperature

should be much lower than 0.4 K, because in the lower concentration
sample the resistivity is proportional to £nT down to 0.4 K. 1In the
higher concentration sample, the resistivity at low temperatures shows
a tendency of saturation due probably to the magnetic interaction
between Ce ions.

The magnetic susceptibility measurements on the La-Ce alloys
glve departures from a Curie-~Weiss law around 20-30 K and lead to an
extrapolated Curie temperature of -27 K [Edelstein, Windmiller,
Ketterson and Culbert (1971)]. They have found that the magnetic
moment of a cerium atom dissolved in Lanthanum at low temperatures is
smaller than that expected from a localized f electron. This results
from the formation of a spin compensating electron cloud in the vicin-
ity of the magnetic impurity. In fact, the magnetic susceptibility
per gram of eerium of La-Ce alloys follows the T-% law in the tem-
perature range 30 > T > 1.4 K. Anderson (1967) has suggested this
temperature dependence in the case of spin compensation.

Edelstein et al. (1971) have concluded from the suscepti-
bility measurements that the Kondo temperature of La-Ce alloys was
of the order 10 - 20 K., This is significantly different from the
Kondo temperature value determined from the resistivity data.

The same uncertainty on the value of the Kondo temperature

of La-Ce alloys could come from the interpretation of thermoelectric
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power experiments. Sugawara and Eguchi (1969) measured the thermo -
electric power of La-1.15 at.% Ce and found almonotonous variation
between 7 - 30 K. They concluded that the Kondo temperature TK can-
not be in this temperature range because qf the absence of a peak
in the thermoelectric power. However, Grobman (1971) has found a
negative peak in the thermoelectric power of La-Ce alloys at about
20 K and has suggested that this is the Kondo temperature. Cornut
and Cogblin (1972) have suggested that this peak might be connected
to the crystalline electric field rather than the Kondo temperature.
In view of this notable difference between the Kondo temperatures
of La-Ce alloys obtailned from different sources, further experiments
would be helpful to clarify the situation.

Studies of the pressure dependence of the resistivity and
superconducting temperature Tc showed that the position of the 4f
level could be increased relative to the Fermi level by applying
pressure. This is the case in the La-Ce system. The 4f level moves
above the Fermi level and the transition of the cerium impurity
from a magnetic to a nonmagnetic state can be located at around

30 K bar [Maple, Wittig and Kim (1969)].

6.6 Yttrium-Cerium Alloys

Sugawara (1965) first investigated the resistivity of
Yttrium~Cerium alloys in the temperature region between 1.6 and
300 K and found a resistance minimum at around 18 K. His result
on Y-Ce alloys is shown in Figure 6.5. He reported that the depth

of the minimum, p (0° K) -p (Tm.n ), was nearly proportional to

L

the cerium concentration.
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FIG. 6:5. Resistivity of Y-Ce. The residual resistivity
of Y has been subtracted. [Sugawara 1965]
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Sugawara and Yoshida (1968) have extended the measurements
of the resistivity of ¥-Ce alloys to lower temperatures down to
0.4 K. The temperature variation of the normalized solute resis-
tivity AR(T)/ AR(0) of Y-Ce alloys is pre.sented in Figure 6.6,
where AR (0) is the value of the solute resistivity at 0 X. We
can see from this figure that the solute resistivity increases as
the temperature is lowered and remains constant at temperatures
below 1.5 K. One can also notice the same temperature variation
of the AR (T) / AR (0) for every specimen. These observations are
in qualitative agreement with the theoretical resistive behaviour
of the spin compensated systems (Nagaoka 1967).

Hill, Miner and Elliott (1969) have observed the resis-
tance minima indicative of a spin compensated state in hcp Yttrium-
Cerium alloys containing up to 44 at.% cerium. Their result is
presented in Figure 6.7. They have found the same logarithmic
variation for the magnetic resistivity in nondilute alloys at low
temperatures as Sugawara and Yoshida (1968) did find for dilute
¥-Ce alloys.

These resistance minimum (the Kondo effect) in nondilute
alloys have led to speculations that even pure cerium may exhibit
a spin compensated state (Edelstein 1968).

It should be noted that the data presented so far for La-Ce
and Y-Ce were obtained on polycrystalline specimens. 1In oxrder to
get further information, particularly about the effect of crystal-
line electric field on the Kondo system, Sugawara and Yoshida (1971)
have carried out a detailed study of dilute Y-Ce single crystals.

They found that the temperature variation of the normalized solute
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resistivity was the same for the current direction parallel and per-
pendicular to the ¢ axis. The resistivity behaviour of single
crystal Y- 2 at.% Ce is given in Figure 6.8. From this work, they
showed that the normalized parallel and pexpendicular resistivities

below 5 K could be expressed by

AR(T) 4 . l_>2

AR (0) '1'K
where TK is the Kondo temperature which is isotropic and indepen-
dent of the cerium concentration. The Kondo temperature is esti-
mated to be at around 40 K from the resistivity data which is in
goéd agreement with that obtained on polycrystalline specimen,
42 K [éugawara and Yoshida (1968)]. The resistivity behaviour
below the Kondo temperature was attributed to the existence of a
bound sfate between the Ce3+ ion and the conduction electrons.

Sugawara and Yoshida (1971) have also measured the magnetic

susceptibility of single crystals of ¥~Ce alloys. The existence
of the crystalline electric field splitting of cerium can be con-
firmed by the similarity between the observed temperature depen—
dence and the theoretical curves. They proposed the following
crystalline electric field levels diagram for Ce3+ ions in Yttrium
in order to fit the susceptibility data to the calculated curves.
The deviation of the experimental points from the theory was

attributed to the Kondo effect.
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t 3/ '
!
[
5A1=240K
t 5/, 7 s
! p4, = 120K
! .
t 179 LIS |

3+, .

The energy-level diagram for the 2F state of Ce™ ion in

5/2
yttrium proposed by Sugawara and Yoshida (1971).

The ¥-Ce alloys become nonmagnetic at high pressures as
it can be seen from the disappearance of the resistance minimum
in Figure 6.9 (Cogblin 1971). This is again due to the ihcrease

of the 4f level with increasing pressure relative to the Fermi

level.

6.7 Kondo Effect in some intermetallic compounds of cerium

A number of intermetallic compounds of cerium such as
CeAlz, Ce3A111 and CeAl3 for which T, exchange interaction con-
stant, has large and negative values show a Kondo effect. The
behaviour of p , resistivity, as a function of temperature in the
above mentioned compounds is presented in Figure 6.10 [van Daal,
Maranzana and Buschow (1971)]. The gradual increase of p with
decreasing temperature below about 15 K in CeAl2 and 20 K in
Ce3A111, followed by a sharp maximum is considered to be due to
the presence of the Kondo effect in the paramagnetic range. The
sharp decrease in resistivity of CeAl2 { < 4 K) and Ce3A111
( < 6 K) is attributed to the magnetic ordering. 1In CeAla, with

decreasing -temperature, a gradual increase of p, starting below

room temperature, continued down to about 35 K and reaches a

¢
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maximum and then falls rapidly. No magnetic ordering has been
reported for CeAl3 at low temperatures.
The observed temperature dependence of the electrical

resistivity of CeAl. has been explained in terms of the "Kondo

3
sidebands" by Buschow, van Daal, Maranzana and van Aken (1971).
They have proposed that, in CeAl3 the hexagonal crystalline elec-
tric field splits the Ce3+ ground multiplet in such a way that
the doublet |i 3/2 > is the lowest. The relative position of
the levels is such that Kondo sideband effects lead to two reson-
ant peaks in the resistivity. The peaks merge together to one
broad peak, the two peaks corresponding to the pairs of doublets
<% 3/2 I, |i1/2> and < %x3/2 |, |i5/2>. The normal
Kondo effect due to the Ii:1/2>state is quenched at temperatures
which are low in comparison to the total splitting because this
state is practically unoccupied.

The resistivity should exhibit not only a maximum but
also a minimum at a lower temperature according to Cornut and
Cogblin (1972) in view of the cémbined effect of a crystalline
electric field and the Kondo scattering. In order to clarify
this point Edelstein, Tranchita, McMaster and Gschneidner (1974)
measured the resistivity behaviour of CeAl3 down to 0.4 K. This
is shown in Figure 6.1l with the theoretical prediction based
upon the work of Cornut and Cogblin. As is seen, the expected
minimum does not occur down to 0.325 K and it is difficult to
understand the data with the proposed theory.

In these last three sections, we have seen that La-Ce

and Y-Ce alloys show Kondo effect but do not possess the dramatic
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"sidebands" structure in the electrical resistivity as it is
suggested for intermetallic compounds of cerium. Kondo effect
in some intermetallic compounds of cerium is reviewed by

van Daal and Buschow (1970).
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CHAPTER 7

RESULTS AND DISCUSSION OF ELECTRICAL PROPERTIES OF Pr-Ce ALLOYS

7.1 Results .

The electrical resistivity of prasecdymium—-cerium alloys con-
taining up to 25 at.% cerium has been studied in the temperature range
1.3 - 300 K. Alloys of six concentration were made, namely 0.5, 2, 5,
10, 20 and 25 at.% Ce. The position of the dhcp -~ fcc phase boundary
in the Pr-Ce alloys has been discussed in Chapter 4. Since the trans-
ition from dhcp to fcc occurs beyond 67% at Pr, the alloys which we
have studied can therefore be expected to occur in the double-hexagonal
close packed phase at room temperature.

In Chapter 2.2, the necessity of making corrections fér the
non-uniformity of the current flow in the specimen was pointed out for
the calculation of the resistivity from the measured resistance. This
is because of the limited size of the available specimens. The dimen-
sions of the samples appear to satisfy the conditions sufficiently well
for Eq. 2.1 to be an adgquate approximation. Table 7.1 gives a summary
of specimen dimensions. The percentage corrections estimated using
Eqg. 2.1 are listed in Table 7.2. The correction for the 20 at.% Ce

/
Table 7.2: Percentage corrections for non-uniform current f£low.

at.% Ce 0 0.5 2 5 10 20 25

% correction -2.0 -1.1 -0.3 -0.5 ~1.6 -5.3 -1.9

specimen appears to be the largest because it has a rather small value
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of d (the separation of neighbouring current and potential leads)
and large value of t (thickness). In no case does the correction
exceed 6%, and so it is believed that the approximation used should
be reasonably valid.

The derived alloy resistivitigs as a function of the alloy
concentration X at room temperature and at 95°%C are shown in Fig.7.1.
It will be seen that on this enlarged scale the results are rather
scattered. The principal reason for this is the occurrence of random
errors in measuring the specimen dimenslons using a travelling micro-
scqpe, the errors in measuring the specimen resistance R being con-
slderably less. Error bars calculated from the scatter of the observed
dimensional data are given in Pig. 7.1, and are typically of order
+ 2.5%, Despite careful measurements it was found difficult to reduce
the errors much below this, largely because of the intrinsic roughness
of the specimen surfaces and corners. An exror of 2.5% in a thickness
of 1 mm corresponds to about 10-3 inch, which is a typical machining
tolerance. Perhaps polishing the specimen surfaces might have improved
matters in this respect. Since the temperature variation of the resis-
tance R of a specimen can be measured to considerably better accuracy
than this, it seems valid to smoothly rescale the results of Fig. 7.1
in order to exploit the inhexently greater precision of the tempera-
ture variation of resistivity. To this end, the results have been
fitted by least squares regression using the error-bar of each point

as a weighting factor. Thus we £ind:

%ﬁ- = (0.23 * 0.06) p@ cm/at.s Ce.
T =296 K

%{’(— = (019% 0.06)
T =368 K
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The best straight lines corresponding to these gradients are shown
in Fig. 7.1 together with lines showing estimates of the errors in
the gradient. The data points are well fitted by the linear var-
iation within the limits of the exror bars. Within experimental
error the gradients at room temperatures ard 95°C are equal, but
on our assumption that the resistivities can validly be rescaled
to the best straight lines, the difference in gradients between
room temperature and 95% may be significant.

On this basis, all subsequent resistivity data have been
rescaled by the appropriate factors to smooth the scatter in Fig.7.1.
The temperature dependence of the resistivity, o(T) for pure
praseodymium and the six alloys plotted between 1.3 K and 300 K is
shown in Fig. 7.2. Fig.7.3 is an expanded plot of the region up
to 50 k, and clearly shows the existence of a Kondo effect below
about 4 K in the 0.5, 2, and 5 at.% cerium alloys. The 10% alloy
resistiwity, however, is virtually flat below about 5 K and the 20
and 25% alloys show an increasingly sharp drop in resistivity below
about 4 K with no sign of the conventional Kondo effect evident in
the more dilute alloys.

Figures 7.1, 7.2 and 7.3 are all results obtained not on
the initial low temperature runon each specimen, but during sub-
sequent runs, after they had been thermally cycled between 1.3 and
300 K several times, usually with some weeks or months intervening.
In these runs there is no sign of the antiferromagnetic transition
reported by Meaden, Krithivas and Sze (1972).

However, it should be recorded that this transition has
been observed in certain of the specimens after recent annealing

and during the first low temperature run on these specimens. The



70 B s i | | i
60
50
;"7 40r
S
<
.
e 30 -----Pure Pr
Q{\ -------- 0.5% Ce
———————— 27 e
7 . -5; ge
--10Z Ce
—-=e===---20% Ce
20 ----------- 25% Ce -
f
10 -
0 J 1 1 | | i
0 50 100 150 200 250 300
T (K)

Fig. 7.2: The resistivity of Pr-Ce alloys as a function of temperatu}e



25% Ce

20°s

10%

2%

0%0-5%

p(pn.cm.)

1 1
30 40 50

An expanded plot of Fig. 7.2 in the range
1.3 - 50 K-

Fig. 7.3:



results of such observations are shown in Fig. 7.4 for pure praseo-
dymium and the 5 and 10 at.% cerium alloys. It is noteworthy that
the 5 at.% Ce alloy still shows a Kondo effect while exhibiting signs
of antiferromagnetic ordering at about (26 ¥ 1) K. Within experi-

'
mental erroxr, there appears to be no consiéerable shift in the trans-
ition temperature with cerium concentration. The appearance of the
transition seemed to be very evanescent in that it was not observable
on the subsequent runs for these same three specimens.

There seems no reason to believe that it was not also present
in the other alloys but unfortunately the necessity of making measure-
ments immediately after annealing was not fully appreciated at the
time the original results were taken.

Results of the electrical resistivity of Pr-Ce and La-Ce
alloys in the temperature range OOC to 800°b have been discussed
in Chapter 4 in connection with structural phase transformations.

From Fig. 7.2 one can see that the general shape of the re-
sistivity curve for pure praseodymium is very similar to that found
by James, Legvold and Spedding (1952) and by Krithivas, Meaden and
Sze (1972), but differs from that observed by Alsted, Colvin,
Legvold and Spedding (1961), who found an abrupt increase in the
slope of 61 K and a decrease at 95 K.

After the annealing process, the resistivity of pure Pr at
1.2 K was found to be 0.7 pQ cm (Table 7.3). This figure is signifi-
cantly lower than others reported in the literature except for that

of Krithivas et al. (1972) which is about 0.5 uQ cm.

7.2 Discussion: Total Resistivity of a paramagnetic binary alloy

In attempting to analyse the present results, we are faced
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T Protay (HOCm)
(° k) :
Px  |PT995C%005|PX0g %02 | P¥as%®.05|FF00 %10 [F¥80%20 | FX75%%25
1.3 0.703 1.580 2.771 4.488 ) 10.21 13.23 14.81
4,2 0.772 1.509 2.454 4.367 10.32 14.59 17.63
10 2.415 3.36 4.23 5.95 11,13 15.52 18.92
15 4.56 5.56 6.36 8.16 13.07 17.19 20.31
20 7.07 7.99 8.84 10.39 15.04 19.12 22.51
25 | 9.82 | 10.79 11.62 12.29 17.13 21.19 24.60
30 13.23 13.50 14.09 14.86 19.62 23.56 27.67
40 17.22 18.77 18.96 19.84 24.31 28.11 31.03
50 21.51 22,12 22.62 23.98 28.12 31.86 36.48
75 28.82 29.32 30.02 30.83 35.45 38.90 41.50
100 |33.99 | 34.56 35.10 36.64 40.14 43.32 45.95
125 |38.96 | 39.32 39.83 41.46 44.81 47.58 50.02
150 |43.24 | 43.65 44.15 45.40 48.53 51.55 53.52
175 47.46 47.50 48.10 49.60 52.00 55.18 57.30
200 51.15 51.40 51.90 53.30 55.51 58.75 60.61
225 | 54.78 | 54.88 55.40 56.60 58.62 61.88 63.72
250 | 58.06 | 58.40 58.80 60.00 61.71 65.14 66.61
275 61.38 61.48 62.20 63.30 64.83 67.55 69.12
300 64.53 64.70 65.10 66.10 67.07 69.03 71.14
Table 7.3: Some selected values of p(T) at different temperatures.




- 85 -

with the problem of separating out the different contributions to the
total alloy resistivity. Dekker (1965) has treated the spin disorder
resistivity of a paramagnetic binary alloy (Prl_xCex in our case) on

the basis of Matthiessen's rule and the Nordheim approximation and

has obtained an expression for the total resistivity equivalent to:

m m
p(T) = pph(‘l‘) + (1--x)pPr (T) + x Pee (T) + x(1 - X)pv (7.1)

wherxe P is the phonon contribution, pm is the total spin disorder

Ph
resistivity (including the Kondo term arising from the second Born
approximation), and pv is simply due to potential scattering from the
impurity ions. The spin disorder terms are expected to be temperature
dependent on account of the modification by the crystalline electric
field splittings. At this point it should be noted that the use of
Matthiessen's rule for such alloys is not beyond question. For example,
Fulde and Peschel (1972) give a rather sophisticated calculation of
the first and second order spin disorder resistivities due to a crystal-
line electric field split impurity ion with a singlet ground stafé in
which even the first order resistivity violates Matthiessen's rule to
an extent depending on the ratio of exchange to potential scattering.
However, for simplicity such a possibility will be neglected in what
follows. Thus in the light of Eq. 7.1 we hope to be able to calculate
the spin disorder solute resistivity of cerium in the double-hexagonal
close packed environment afforded by the praseodymium host from the

equation:

LR

m m
Pee (T) = = [p(T) -pph(T)-(l—x) Ppy ()] - (1-x) Py (7.2)
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In general, we have no unambiguous way gf separating out pv from our
results since the presence of the Kondo effect and probably absence
of magnetic ordering at low temperatures prevent the strict deter-
mination of residual resistivities for the alloys. Therefore, we
have to be satisfied with leaving out the last texm of Eqg.7.2 in the
hope that it is constant, which should be true to a good approxima-

tion for the dilute alloys.

7.3 The Phonon Resistivity

One is faced with the problem of how to separate out the
phonon contribution from the total resistivity. In the case of heavy
rare earths [see, for example, Smidt and Daane (1963), Popplewell,
Arnold and Davies (1967)], this presents little problem. The high
temperature resistivity tends to a constant slope (9p/9T), which may
be fitted to the usual Bloch-Griineisen expression. The case of light
rare eartns (including lanthanum) is much more difficult since here
P(T) has a strong downwards curvature up to the melting point
[Spedding, Daane and Herrmann (1957)]1. It is also apparent from
Fig.7.2 and Fig.4.1 that in the paramagnetic region the resistivities
of praseodymium and the Pr-Ce alloys increase more slowly than would
have been supposed from a linear law. Two approaches, neither of
which seems very satisfactory, have been suggested in the literature.
Watabe and Kasuya (1969) in discussing the spin disorder resistivities
of pure praseodymium and neodymium, suggested that their phonon
resistivities might be taken to be rescaled values of the resistivity
of pure lanthanum as measured by Alstad, Colvin, Legvold and

Spedding (1961).
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p.(T) = ap

ph (T) (7.3)

La

The scaling factor a was adjusted so as to fit as closely as possible
the shape of pph(T) to that of p(T) for praseodymium and neodymium at
temperatures above about 100 K where the spin disorder resistivity is
taken to have saturated. The philosophy behind this approach is that
solid lanthanum is supposed to be nonmagnetic, its 4f levels lying
above the Fermi level and therefore being unoccupied, and should thus
have a resistivity composed of merely residual plus phonon contribu-
tions. In addition its electronic band structure and lattice dynamics
should be very similar to those of the other light rare earths, and
consequently its phonon resistivity should also be very similar. The
disturbing feature of this method of fitti;g, however, is that rather
drastic values of the rescaling factor o are required, being of the
order 0.7 for both praseodymium and neodymium, the resistivity of
lanthanum as given by Alstad et al. (1961) being actually larger at
300 K than that of either praseodymium or neodymium. The resistivity
of lanthanum given by Alstad et al. (1961) is shown in Fig.7.5.

An alternative approach was suggested by Meaden et al. (1972)

in which an expression of the form:

= m 00
™m = () + Dph(T)

pPr Pr

(7.4)

1t
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was fitted to the high temperature behaviour (between about 100 and
"

300 K) of pure praseodymium. Ppy

©) is here the high temperature
limit of the spin disorder resistivity, and A and To are treated as

adjustable parameters. As pointed out by Meaden, this expression is
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well known to be a good representation of the phonon resistivity of
the transition metals where T° is related to the enexgy interval over
which the density of states of the d-band is significantly curved,

and is therefore rather a high temperature; but there is little
fundamental reason to consider such an expression applicable to the
rare earths. Also the value of T° which Meaden finds necessary to

' fit his data, namely 580K, is too low for the explanation to be tenable.
He therefore almost retreats to the position of regarding equation 7.4
merely as an empirically useful fitting formula. Another problem with
Meaden's approach is that it should be possible to fit the lanthanum
data with an equation analogous to equation 7.4, but with pL;m(w) =1 0.
Using this method an attempt has been made to evaluate the parameters

leading to best values of: pL;m(w) = 13 nQcm, A = 0.262 pficm K-l,

To = 784 K for the data of Alstad et al. (1961). Hence it must be
concluded either that lanthanum has a finite spin disorder resistivity
at high temperatures, or that Eq.7.4 is an inadequate representation
of its phonon resistivity. It is conceivable that if the 4f levels

in lanthanum happen to lie sufficiently close to, but above, the Fermi
level, there cguld be a form of spin disorder scattering which would
set in at high temperatures. On the other hand, it might be that there
is some unknown suﬁﬁety in the phonon resistivity of lanthanum which
prevents good description by existing theories; if so, such would
probably be true of praseodymium.

In view of the apparent absence of a reasonable theory of
resistivity of lanthanum, it was preferred to adopt the approach of
Watabe and Kasuya and use Eq.7.3 for the phonon resistivity. The data
for pure praseodymium given in Fig.7.2 were fitted with equation 7.4

and best values of : A = 0.179 pQcm K_1 and To = 860 K were obtained.
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These are to be compared with the values given by Meaden et al. (1972)
of A =0.2 uQtcm K'-1 and To = 580 K respectively. A plot of the
equation p(T) = 0.179 T (1 - (T/860)2] is shown in Fig.7.6 with the
reésistivity of pure praseodymium and of (0.696 pLa). it appears to
us that Meaden et al's choice of To introduces rather too much down-
ward curvature of the phonon texm at T > 240 K as is evident frxrom
Fig.l of their paper [Meaden et al. (1972)].

Also curious is the rather low value he obtains for the
absolute resistivity at T = 270 K, namely about 51 U cm compared with
a value from the present measurements of about 61 LQcm and that of
Alstad et al. (1961) of about 63 pQcm. Meaden believes this occurs
because his sample has a lower residual resistivity (0.45 pQ cm)
than that of Alstad et al., although the latter authors do not men-
tion a figure for this quantity. The residual resistivity of our
annealed specimen (0.7 L Qcm) does not appear to be significantly
worse than that of Meaden's.

One can see that for the given values of A and To' Eq.7.4
reduces to a linear form at very low temperatures. In fact this does
not represent the phonon resistivity of praseodymium at very low
temperatures. The logarithmic plot of p (T) - po, where po is the
residual resistivity, for praseodymium is shown in Fig.7.7. Table 7.4
shows the coefficient of T in the expression p = C ™ for pure praseo-
dymium, 10 and 25 at.% cerium alloys. The present low temperature
result for pure Pr (n = 3.69 % 0.05) is in good agreement with that

of Arajs and Dunmyre (1967).
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Table 7.4: The exponent of temperature in the phonon resistivity

at.% Ce n (5 - 10 K) ‘ n (11 - 20 K)
0 3.69 £ 0.05 «+ 1.95 £ 0.05
10 2.69 = 0.05 1.96 £ 0.05
25 0.49 + 0.06 1.85 * 0.06
7.4 Spin Disorder or Magnetic Resistivity of Praseodymium

It is now possible to make an attempt at extracting the
magnetiq component of the electrical resistivity. In attempting to
obtain the rescaling factor o suitable for the praseodymium spécimen,
the problem arises that the high temperature curvatures of the present
praseodyﬁium data and the lanthanum data of Alstad et al. (1961)
differ slightly, as evidenced by the different values of T° for best
fits (T° = 860 K and 784 K respectively). Thus the rescaling must be
a s}ight compromise, and it was decided to take & = 0.696, a value
similar to that used by Watabe and Kasuya (1969). The spin disorder
resistivity calculated for pure Pr is then shown as the lower cuxve
of Fig.7.8. Also shown are the high temperature limiting values of
Meaden et al., and of Watabe and Kasuya, with which the present
results agree fairly satisfactorily. In accord with both these sets
of authors, it is found that the spin disorder term saturates above
about 60 K. The inexactitude of fit of the shapes of the praseodymium
and lanthanum data at high temperatures is manifest as a slight down~-

ward bowing (by about 1 uQ cm) of the curve at around 160 K. By a
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consideration of the possibility of using a lanthanum specimen with
high resistivity (because of observed mixed dhcp and fcc phases in
the specimen) Meaden et al. have interpreted the high value for the
magnetic resistivity of praseodymium found by Watabe and Kasuya.

The spin disoxder resistivities of the heavy rare earth
metals are found to be constant and proportional to the de Gennes
factor (g-—1)2 J (J+1) above the magnetic transition temperature.
[See for example Smidt and Daane (1963)]. But in praseodymium the
effect of the crystalline electric field is sufficiently important
to modify the situation. As is evident from Fig.7.8 the spin disorder
resistivity of praseodymium decreases below about 60 K according to
what would be expected when the population of the crystalline electric
field level of the Pr ions varies according to the Boltzmann law
{Meaden et al. (1972)]. Without the crystalline electric field
effect, the spin disorder resistivity would have remained constant
down to about 26 K, the Néel point (Fig. 7.4). It should be noted
that this temperature of V60 K agrees with the energy separation
between the ground state and the first excited doublet on the hexag-

onal sites (63 K) found by Bleaney (1963).

7.5 Spin Disorder Resistivities of PrxCe alloys

We now turn to the question of the subtraction of the phonon
term in the alloys. Since praseodymium and cerium may be expected
to be rather similar in their electronic and lattice dynamics, one
would hope that the same scaling factor a would suffice for the
alloys as for pure praseodymium. However, from the cuxves of Fig.7.2

it is evident that the high temperature slope decreases systematically
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with increasing cerium content. Plots of alloy resistivity versus

T(1 - (T/860)2] were made at high temperature, and confirmed that
this value of T° still gave a satisfactory fit for all the alloys.

A graph of the gradients of the plots so obtained is given in Fig.7.9
as a function of cerium concentration, from which the drop in gradient
with increasing x is clear. Apart f£rom the point for 10% Ce, the

data are well fitted by a linear decrease with slope:

TN 1

o (0.104 + 0.003) pQcm K

if the 10% Ce point is included the estimated error in slope rises to
0.02 uQcm Kfl. In passing, it should be noted that there is other
evidence that the 10% Ce alloy may be somewhat anomalous in its be-
haviour; its room temperature resistivity is rather lower, and its
reéistivity at 4.2 KX rather higher, than expected on the basis of a
smooth variation with concentration (see the plot of p(x) at 4.2 K
shown in Fig.7.10). Possibly this alloy has some form of contamina-
tion, although we have no other evidence to support this point.

If the simple assumption is made that it is implausible that
the phonon reéistivity should be modified by as much as 15% in the
25 at.% cerium alloy (say) compared with pure praseodymium, since
their electronic and phonon dynamics should be so similar, i.e.
o = 0.696 for all alloys, then Eq.7.2 may be used to calculate the
cerium solute resistivity (plus the residual contribution). A plot
of the resistivities pCem so calculated is shown up to 300 K as the
upper curves in Fig.7.8 for the 5,10,20 and 25 at.% alloys; the
error bars indicated correspond to absolute errors in the raw resis-

tivities ofv0.1 p@cm, a not unreasonable figure. Data for the



0-18

017

K™

—_— A ('P.n..cm.

016}
O
. | i ] | ]
o 5 10 15 20 25

X(at % Ce)

Fig. 7.9: The variation of the phonon fitting parameter A with

alloy concentration X.



15

=(0-6520-05)
10k pa.cm/fat %

-——w-/a(g.zn.cm.)

{ .
00 l 1|0 15 20 25
——w= X (% Ce)

Fig. 7.10: Alloy resistivities at 4.2 K as a function of

concentration X.



- 93 -

more dilute alloys are not plotted since the error bars become too
large for the results to have much significance. Clearly the system—
atic agreement of the curves expected for the different compositions

is not entirely satisfactory, particularly for the possibly anomalous
10 at.% cerium alloy. However, the general trend of the data is an
increase towards lower températures, with a hint of structure, in the
form of an upward bulge, around 100 K. In fact, the curves loock
remarkably similar to those predicted by Maranzana [Buschow et al.
(1971) , Maranzana (1970), Maranzana and Bianchessi (1971)] on the
basis of the Kondo sideband model for a total crystalline electric
field splitting of the cerium ion of 50 -100 K (see Chapter 6.2). It
seems reasonable to propose that the high-temperature tail of the
Kondo si?eband may well be quite sufficient to explain the negative
slope up to 300 K of the cuwves of Fig.7.8, and thus also the decreasing
slope of the total resistivities as a function of temperature for in-
creasing Rerium content (Fig. 7.9). Moreover, the structure apparent
at about 100 K may well be the sideband in question, since the cerium
crystalline electric field levels calculated in Appendix 1 on the basis
of Rainford's crystalline electric field parameters for praseodymium
suggest the existence of a state (the ‘ k4 §-> doublet) at about 90 K.

The energy level diagram is drawn below.

5/2 1
:
i—>b, = 87.2 K
{
t
)
3/2 : !
. t
1/2

Crystalline electric field levels of Ce3+ ion in praseodymium
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An alternative approach to the problem of the decreasing
slopes shown in Fig.7.9 has been hinted at previously, namely that
the phonon resistivities must be individually scaled for each alloy,
and this will now be discussed at more leﬁgth. Ziman (1964) gives
an expression for the (constant) limiting hiéh—temperature slope of

the phonon resistivity of a metal:

o 2/3 2

op s
ph > 0) = a ( free)
o (T ) KI vy S (7.5)

vhere K is a constant involving some fundamental constants, I is a
complicated integral depending on the Fermi surface geometry and the
form of the electron-phonon scattering anisotropy, na is the number

of conduction electrons per atom, M is the ionic mass, a is the lattice
parameter, © is the Debye temperature, S is the Fermi surface area,

and Sfree is the value of S calculated on the free electron model. Of
course, the strict relevance of Eg.7.5 to the light rare earths must
be dubiocus in view of their failure to reach a constant limiting slope
at T > 0 ., However, for qualitative purposes, perhaps the left-hand
side of Eq.7.5 may be represented by the parameter A of Eg.7.4. Thus
Fig.7.9 implies 9A/3x = =0.10 pQocm K—i, and A_l 9A/3x = =-0.55,

a very rapid variation. Now if in Eq.7.5 it can be assumed that I is
independent of x, then since M, a, and 6 can only vary by a few percent
across the alloy series, the major variation can only arise from the
tendency to an increasing valency na with increasing cerium concentra-
tion and probably to an increase in the ratio (Sfree/s) consequent on

the resultant increasing complexity of the Ferml surface. Thus Eq.7.5

would tend to indicate 09A/9x > 0 for increasing valency, a conclusion
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which is supported by Ziman's interpretation of the increasing ideal
resistivity with valency for polyvalent metals [Ziman (1964)].

Hence the present result: 0983A/9x < 0, is inexplicable on this
simple basis. However, perhaps relevant is the fact that athigh tem-
peratures (between about 300 K and 1000 K), the ratio of the change in
resistivity for pure cerium to that for pure praseodymium is less than
unity (about 0.75) [Spedding et al. (1957)], although account must be
taken of their differing structures (fcc and dhcp) in this range.
Unfortunately, the resistivity data on pure cerium below about 180 K,
which show a much higher slope, are probably not relevant because of
the structural collapse to a mixed hcp and £cc phase (see Chapter 3.3).
Thus it is possible that the Pr-Ce system may be expected to violate
the Ziman formula (Eq.7.5), or at any rate our simple interpretation
of it, or alternately the unknown variation in the scattering integral I
may be dominant.

A;cordingly, it seems worthwhile to consider the effect of
using a phonon scaling factor q(x) dependent on alloy composition, and
on the basis of Fig.7.9 the following scaling factors have been taken,

(Table 7.4). The data of Fig.7.8 have been recalculated with these

Table 7.5: Scaling factors of Pr-Ce system
at.% Ce 0 0.5 2 5 10 20 25
a (x) 0.696 | 0.694 | 0.688 | 0.676 | 0.655 | 0.614 | 0.594

factors, and are shown in Fig. 7.11. The results are now, of course,

much more nearly constant than those of Fig.7.8; the high-temperature
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tail has been eliminated (except for the possibly anomalous 10%
cerium alloy). Again, however, the sideband structure is visible
at around 80-100 K in the 10, 20 and 25% cerium alloys; in the 5%
cerium alloy there is a suggestion of a shift to higher temperature,

but the size of the exror bars prevents certéinty of this point.

7.6 The Kondo Effect in the Low Temperature Region

So far we have discussed only the gross high-temperature
behaviour of the Kondo effect, and we now turn to a consideration of
the low temperature region where a Kondo divergence is observed in the
three most dilute alloys.

As is seen from Fig.7.3, the temperature at which the mini-
mam occurs, Tm = 4 K, is almost independent of the solute concentra-
tion. However, theory predicts that Tm should vary like cl/n, whexe
c is the solute concentration and n is the exponent of temperature
in the phonon resistivity (see Table 7.4). The experimental results
on Tm definitely contradict this expected concentration dependence,
suggesting that there must be some other factors which determine Tm'

In Fig.7.12 are shown the calculated solute resistivities
for these alloys as a function of £nT, where for clarity the results
have not been normalized to the concentration x (Eg.7.2), but are
plotted absolutely. We have arbitrarily chosen to use the individual
scaling parameters 0 (x) given previously, rather than that for pure
praseodymium; the effect of not having done so would have been to
lower the ends of the curves progressively towards 30 K by a maximum
of about 0.2 pQcm at 30 K for the 5% cerium alloy and proportionately

less for the more dilute alloys. The depression is quite negligible
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below 4.2 K, however, so that the shape of the plots in that region
is independent of assumptions about the phonon scaling. Also shown
in Fig.7.12 are error bars-estimated on the basis of an error in tem-
perature measurement [using the Cu- (AuFe) thermocouple]l of about +0.2 K3
the errors in resistivity are negligible at iow temperature but increase
rapidly towards 30 K on account of the difficulty in accurately sub~-
tracting two steeply rising resistivity curves.

The results of Fig.7.12 are remarkable in again showing,
within the limits of the error bars, a hint of structure in the form
of a maximum around 20 K independent of the phonon scaling assumptions
and again we wish to propose that this could be associated with the
20 X Kondo sideband incurred by the 1 + 3/2>- doublet (see Appendix 1).
However, in view of the possible antiferromagnetic transition around
26 K seen in annealed, non—thermally cycled, specimens to be discussed
later, the origin of this structure is a little more ambiguous than
for the structure at 80 - 100 K (the data in Fig.7.12 are on thermally
cycled specimens).

The last point to be made on the data of Fig.7.12 concerns
the well established negative slopes below 4.2 K characteristics of the
classical Kondo effect, arising probably from the 1 + 1/2 >.ground-
state doublet (see Appendix 1). As is seen in Chapter 5.3, the slopes
in this region are expected to be proportional to concentratién x (see
Eq.5.18), but this is clearly not the case for the concentrations shown.
The slopes normalized to solute concentration are in the ratios
1 : 0.6 : 0.15 in order of increasing solute concentration, and there-
fore these alloys are far from approaching the dilute limit. Clearly

the Kondo effect is being quenched at these levels, and it is of some
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interest to consider the possible mechanism for this. An obvious
candidate is the possible incipience of magnetic ordering, since the
20 and 25 at.% cerium alloys show evidence of what is probably an
antiferromagnetic transition at around 4 K (see Fig.7.3). Efforts
were made to check this by magnetic measurements using both a sus-
ceptibility bridge and a vibrating specimen magnetometer with a
sensitivity of about 0.01 uB/atom; no sign of ordering could be
detected. A second possibility is that the variable electronic
structure of the alloys with increasing cerxium content is drastically
modifying the electronic density of states, and the position of the
crystalline electric field levels relative to the Fexrmi level. 1In
view of these various possibilities, there appears to be no unam-
biguous way to extrapolating the slopes of Fig.7.12 to zero concentra-
tion, and thus there appears to be little point in claiming to be
able to calculate a value of the exchange interaction TI. This is
particularly so since the temperatures attained in the present
experiments were insufficiently low for the unitarity limit to be
approached (see Chapter 5.4), and thus we have no information on

the value of the Kondo temperature.

7.7 The Néel-Type Anomaly

Finally, it remains to comment on the occurrence of the
apparently antiferromagnetic transition around (26 + 1)K in the pure
praseodymium sample, and in the 5 and 10 at.% cerium alloys, during
the first low temperature run after the anncaling, as shown in

Fig.7.4. A gqualitative explanation of the hump-backed anomaly at
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antiferromagnetic-paramagnetic transitionsin metals was mentioned in
the introduction chapter (Chapter 1.6). The transition temperature
should be compared with 23 K reported by Bucher et al. (1969) from
magnetization measurements, ¥ 25 K by Cable et al. (1964) from neutron
diffraction work and 22.2 K by Meaden et al. (1972) from electrical
resistivity. Meaden attributed the smallness of the resistivity
anomaly at the Néel temperature to the crystalline electrxic £field
effect which modifies the spin disorder resistivity of praseodymium

as digcussed in Section 7.4.

The coexistence of this transition with the low temperature
Kondo effect in the 5 at.% cerium alloys argues strongly that only
one, at most, of the two types of cerium ion (i.e. hexagonal or cubic
slite) can order; of course it may be that neither participates in
the ordering, which may be purely characteristic of the praseodymium
matrix. On the basis of the susceptibility measurements on dilute
La~-Pr alloys Nagasawa and Sugawara (1967) have concluded that of the
two types of atomic sites occurring in the dhcp structure of praseo-
dymium, (namely the sites of hexagonal and cubic enviromments), it
is the forme;—which order magnetically at low temperatures while the
latter do not. This seems to support the Kondo effect observed in
the Pr-Ce alloys.

The disappearance of the transition after sporadic thermal
cycling seems to occasion no drastic changes in resistivity at tem-
peratures other than close to 26 K, while x-ray diffraction studies
(Harris 1975) indicate that minor strains in the dhcp praseodymium
structure tend to anneal out at room temperature anyway. Thus it
would seem that if the effect of thermal cycling between 0 and 300 X
is structural, the occurrence of the transition must be very sensitive

to the precise ratios of hexagonal and cubic sites present.



- 100 -

CHAPTER 8

CONCLUSION AND SUGGESTIONS FOR FURTHER WORK

8.1 Conclusion

The electrical resistivity data ha;; confirmed the existence
of a conventional Kondo divergence at T = 0 K in dhcp Pr-Ce alloys
and have suggested the existence of Kondo sidebands at temperatures
of about 20 and 90 K. The size of the structure in Pr-Ce alloys is
relatively more subtle than that obtaining in the CceAl compounds,
but it has proved possible to relate it to the crystalline electric
field parametrization of pure praseodymium given by Rainford. No
considerable claims can be made for the accuracy with which the
phonon contributions have been subtracted, but at the least the
methods adopted are useful means of displaying the structure in-
herent in the results. Accurate data on other alloy systems should
be able to be analyzed in a similar way; for example, those of
Elliott et al. (1969) on La-Ce appear to show slight evidence of
similar structure at around 60 K (Fig. 2 of their paper). It could
be object;d that such structure is an artifact of the method of sub-
traction used. For example, for reasons discussed in Chapter 7,
present data on the magnetic resistivity of pure praseodymium show
evidence of a maximum around 70 K; it should be pointed out, how-
ever, that smoothing out this structure would in fact serve to
increase that observed in the alloys at around 90 K (Fig. 7.8).
Quenching of the Kondo structure with increasing concentration is
observed for all three sidebands while below 4 K there is the possi-

bility of ordering in the 20 and 25 at.% cexrium alloys. Sporadic
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evidence of antiferromagnetic ordering around 26 K has been observed
in some alloys, extending the work of Meaden on pure praseodymium.

In connection with the structural properties of the Pr-Ce
gystem, the transition temperatures have been obtalned in the solid
state from the high temperature electrical‘resistivity data. At high
temperatures, the decreasing hysteresis loop for the dhcp T fcc trans-—
ition was observed with increasing praseodymium content and vanished
in the Pr.goCe.10 alloy. Alloys with higher Pr content showed no
evidence of the transition. The observed similarity between the
atomic volumes of the dhcp-Pr and hypothetical fcc-Pr and the dis-
appearance of the dhcp T fcc transition in the Pr-Ce alloys contain-
ing more than 90 at.% Pr have indicated the possibility of there
being a delicate relationship in favour of the dhcp phase towards
the praseodymium end. (i.e. The free energy of the observed double-
hexagonal form of Pr must be only slighly lower than that for a
hypothetical face-centered form of Pr). The observed positive devia-
tion from the line connecting the atomic volumes of dhcp~Pr and
dhcp~Ce has been attributed to the change of effective valency of
cerium from 3.1 to 3. A tentative phase diagram for the Pr-Ce system
has been presented which is similar to the La-Nd phase diagram pro-
posed by Gschneidner (1961). X-ray powder diffraction studies have
showed that the position of the boundary between solid state phases

depends on the thermal treatment of the specimen.

8.2 Suggestions for further work

In order to get more information about the Pr-Ce system it

would be instructive to carry out the following:
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(a) Detailled resistivity measurements should be extended to
lower temperatures ( < 1.3 K) in order to test the predicted con-
tancy of solute resistivity, "unitarity limit," below the Kondo

temperature. . -

(b) Thermoelectrlc power and specific heat measurements could
be useful in order to get some information on the value of the
Kondo temperature since, in most cases, a well defined peak appears

in the above properties at around Tk' the Kondo temperature.

(c) Magnetic susceptibility measurements on single crystals of
Pr-Ce alloys would be a useful check on the existence of crystalline

electric field effect in the alloys.

(d) Magnetic measurements at higher sensitivity are needed to
resolve the possibility of ordering in 20 and 25 at.% cerium alloys

below 4 K.

(e) Systematic studies of the influence of annealing and thermal
cycling on the occurrence of the antiferromagnetic-paramagnetic
transition in the praseodymium-cerium alloys are necessary in order

to investigate the precise nature of the transition.

(£) A combination of metallographic, themmal, X-ray diffraction,
density etc. experiments are essential to delineate the phase
boundaries in the solid and liquid state for the construction of

a complete phase diagram for the Pr-Ce system.
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APPENDIX 1

Crystal Field Levels of Ce3+ in d.h.c.p. environment of Px

To a first approximation, we may suppose that the crystal field
seen by each Ce ion in an alloy is identical with that seen by each
Pr ion in pure Pr and is thus independent of ' x, at least in the dilute
alloys. Hence it is of interest to consider the nature of the crystal
field levels of Ce ion in both cubic (c) and hexagonal (h) environments
of Pr ions. Now Rainford (1971) has given expressions for the spin
Hamiltonian for each type of site relative to spin quantization along

the d.h.c.p. c-axis as:

| o 1 o 3 1 o_3 3,77 .6

H_ = By (c)0) + B, (c) E)4 + 20/2 04] + B () (o6 = 0g + 4 06) (a1.1)
| o 1 o 1 (o] 77 .6

H_ = B,(h)0j + B, (h)0] + B6(h)(06 + 2 op ) @12

where the B; term vanishes for an ideally close-packed crystal structure,
but was taken by Rainford as finite in order to represent the departure
of pure Pr from the ideal (c/a) ratio for d.h.c.p. On the unscreened

nearest neighbour point-charge model:
ey = Bl (a1.3)
n B n .

Howevexr, Rainford, in attempting to fit the magnetic heat capacity and
susceptibility data on Pr, rather arbitrarily takes equation (Al1.3) to
hold for n = 4 and 6, but not for n = 2. His fitting parameters are

given in Table Al.l, together with those suggested in the earlier work
of Bleaney (1963) which treated the structure as being ideally close

packed (Bé = 0). In discussing the crystal field levels of the Ce ion
in the Pr crystalline electric fiéld, a considerable simplification of
the gamiltonians (7Al.1) and (Al.2) occurs since the terms in Bé may be

neglected. This is because for J = 5/2 the matrix elements of the

m

operators 06 vanish identically (Hutchings 1964). The hexagonal site
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Table Al.l Crystal field coefficients for Pxr as given by
Rainford (1971) and Bleaney (1963) expressed in Kelvin,

for cubic (c) and hexagonal (h) sites.

Rainford Bleaney
c h c ) h
B; 0.0 4.92 0
5L 2.32 x 1072 4.63 x 1072
B} 9.8 x 1074 4.9 x 1074

can now be treated very simply, since the remaining terms of Hamiltonian

Al.2 are diagonal. Thus the crystal field eigenstates are the Kramers'

doublets: Ii -;—> ’ li %> , and |* -2—> with energies which may be

read directly from Hutchings' tables (1964):

e(t3) = - 8B, + 1208,
E(t3) = - 28] - 1808 (a1.4)
E(:2) - 108, + 608,

Numerical values using both Rainford's and Bleaney's parameters
are given in Table Al.2, It can easily be shown from equation (Al.4)
that the critical values of B;/B:1 at which the li -;—>and i—g-> levels

i-g—> . and the .4:—23- > -and |i-g—> : cross are 50, 10/3

the

i-;-> and
and -20 respectively. We wish, therefore, to point out that there
appears to be a slight error in the graph (Fig.5 of their paper)

shown by Buschow et al (1971) of the relative positions of the doublets
as a function of B;/Bz when they considered the problem of the Ce ion
in the hexagonal crystal field appropriate to CeAl3;

values for lthe level crossings given there are of the orxder 45, 10

the critical

and -10 respectively.
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v

Table Al.2° Crystal field levels of Ce3+ ion in Pr host expressed
in Kelvin relative to the ground state as zero, using
both Rainford's and Bleaney's crystal fiela parameters.

\ '
Rainford Bleaney

| + 1> 0 13.9 '

2

3
l i-§> 22.6 0 hexagonal
| £ 2> 87.2 11.1
F8 0] 0

cubic

F7 12.5 25.0

The crystal field levels on the cubic sites are almost as

easily dealt with.
off-diagonal elements which arise from 03
state with the

diagonalized exactly to yield eigenstates consisting of a quartet T

5
+2>.

3 V5
3> (5

and a doublet F7:

(

win
|5

|.t-3—>+

the enerxgy levels being

]

E(P8)

E(P7)

If B

1
2

4

and couple the

= 0, the Hamiltonian can be

5 2 1
125> -5 1+3°)

3

>)

1
2

1
-~ 180 B4

+ 360 31

4

+

The Hamiltonian of equation Al1.1 has only two

>>

8

(a1.5)

Again, numerical values are given in Table 3. These results are

~

identical with those obtained by Lea, Leask and Wolf (1962), when due
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allowance is made for the fact that their eigenstates are referred to

the tetrad as quantization axis, whereas ours refer to the hexad (c-axis).
If, however, unlike Rainford, one were to assume that the valués of B;
should be as large for the cubic sites as for the hexagonal, since the
lattice distortion from close~packing is the same for each, then the

term in 02 in the Hamiltonian of equation (Al.1) becomes merely a small
perturbation on that of equation (A1.2), and the energy levels are

then very nearly identical with those of the hexagonal site.

To summarize the results obtained, it is only in the case of the
hexagonal site that there is disagreement between the predictions using
Rainford's and Bleaney's parameters over which state is the gound state,
being I £ 4 %—> and | t %-> respectively. Thus on Maranzana's sideband
model, Rainford's hexagonal site would give rise to a Kondo divergence
at T = O while Bleaney's would not, provided of course that the site
does not order at low temperatures. On the other hand, both predictions
for the cubic site agree in givinga Kondo effect atT = 0 since the rs
wave~-functions are such as to allow internal spin-flips. On the
Cornut-Cogblin model, however, even Bleaney's hexagonal site would give
a Kondo effect. The largest overall splitting is for Rainford's
hexagonal site, and the smallest for his cubic site. On our tentative
assumption that the cubic site could have as large an axial crystal field
as Rainford's hexagonal site, both sites would give rise to Kondo side-

bands at about 20 and 90 K, assuming that the ground state is located

just below the Fermi level.
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APPENDIX 2

SYSTEMATIC ABSENCES OF LINES IN POWDER PHOTOGRAPHS OF

d.h.c.p. STRUCTURE

The rule for simple h.c.p. is:

absence if (h+2k) is a multiple of 3 and £ is odd (see Cullity:

"Elements of X-ray Diffraction" pp.122).

Clearly if (h+2k) = 3n, then (h~k) = 3(n-k) is a multiple

of 3, so the rule may be restated:
absence if : (h-k) is a multiple of 3 and £ is odd.

The rule for d.h.c.p. can be expected to be more restrictive
than this owing to the increased complexity of the structure.

We may draw a unit cell for d.h.c.p. structure

4 atoms per unit cell
o (0,0,0)
211
< ("3"1"3'12)
12 1
(-3-'?'— 4)
o
1
/ (0'0'-2_)
b
o/ 120

Structure factor:

F = E £ exp [—2‘"1 (hxj+kyj+£zjzl
J

where x,y,2 are fractional co-ordinates of the atoms,
h.k.£ are relative to reciprocal of lattice

£, is atomic scattering factor.
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. my ~Ceriredipom -GneZe-loyom
Therefore 3 =1+ e + e + e

It is appropriate to consider the following cases:

£ = 4n, 4ntil, 4nt2, 4n+3 (equivalent to 4ntl)

. !
(1) £ = 4n
-(-g-h +-1-k)21ri —(lh+ -2—k) 2wl
F_ 3 3 373
z=2+e + e
£
-Ff= 0 for systematic absence of reflection.
Now since Ieiel = 1, this equation can only be satisfied provided:
2 1 1 2
(3h+3k)21ri ~ —(3 h+-§k)21ri -~
= e = =]
i.e. 2 1 _ 2p+1i
(3n+5x) - )
1
(%— h + 2 k ) = -29—21—1- P, p' - integers
. 1
Therefore h = (2p - p') + 5
1
k = (2p'-p) + -é-

But this is impossible because h, k must be integral, i.e. no line
with £ = multiple of 4 can be absent. This rule represents the fact

that there are four equivalent layers per unit cell in the z direction.

i) £

= 4n3l (or 4n 3 3)

2 1. .1 1 2.-1

- (= = = - (= SxI 2Ty
F_ (3 h+3k+4)21 (3 h+3k+.4)2:.
= =e + e
£
—?—= 0, since e21rni = 1

For this to be true, the arguments of the exponentials must differ

only by (2p3 1)wi
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.50,
2 i 1 1 2, =1 1
3h+3k+4 = 3h+§k+4+p$2
Therefore
(h-k) & 3p
i.e.,
systematic absence if (h-k) is multiple of 3 and
£ = 4n T 1 (ox F 3).
(1ii) L = 4n¥F 2

All the previous cases also satisfy the rule for hcp, but
case (iii) which would give a systematic presence for hcp will be seen

to give an absence for dhcp.

- 2y + L L I E RN PSP 3 1Y Py
= 2 + exp [3h + 3k + (n+zﬂ 21i + exp [3h +3k (n+2)]21r1—0

i

By argument similar to that for £ = 4n, we must have

2 ly sl _ 2t
311 + 31< + > 5
- AN
1, ,2, 31 . ¥
3}1 + 3]< + > >
Therefore
h = (2p - p")
k = (2p'- p)
Therefore
(h+k)= (p + p') ..... No restriction
(h - k) = 3(p - p') 1l.e. (h - k) must be multiple of 3.
i.e. systematic absence if (h-k) is multiple of 3 and
L =4n ¥ 2.

Combining the three rules gives:
Systematic absence of relfection (h,k,£) for dhcp structure

provided (h-k) is multiple of 3 and £ is not multiple of 4.
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Now it is easy to enumerate those lines which should be
present in Pr using a Bunn Chart for (c/a) ® 3.2 in oxder of increasing

angle. Absent lines are shown in brackets.

000 © 202 © 208
(001) 107 (0,0,11)
(002) 008 215
(003) 203 (119)
100 (115) 300
101 204 (301)
004 (116) (302)
102 108 1,0,11
103 (009) 216

. (005) 205 (303)
104 (117) . 209
(006) 206 (1,1,10)

. 105 109 304

110 210 0,0,12
(111) (0,0,10) 217
(112) 211
(007) 212
106 207
(113) 118
200 213
201 1,0,10

114 214



10.

11.

12.

13.

14.

15.
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