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ABSTRACT 
Systems of faults and joints ar~ observed to SLJ•1n •i"lany 

sc<iles of length and displacement. Spacing and orientation are 
rarely constant within any area of int~rest to groundwater 
engineers. 

It is suggested that the methods used by en9ineer~ng surface 
topographists should be applicable to ueological frdcture 
surfaces. Each fissure is regarded as resultincr froll1 the 
displacement of tHo, initially matched, rowJh surfaces. 

It is argued that a fractured aquifer is best modelled as a 
pipe network. This would 'oe a similar system to the vore 
network in a s111all unfractured subvolLtnte of that aquifer. 
However, the manipulation of models having an infinite nur1ber 
of elements and many scales of length is not in an advanced 
state. Accordingly, the fissure sytem is tredted as a pipe 
network, and the JOint blocks are regarded as being subject to 
one di1nensional diffusion. 

The concept of Pore Span Distribution can be developed £rout 
the extensive literature on petrolewn r~s~rvoir engin~erin~. 
Experirnentally determined values of porosj ty and permeability 
should be functions of lithology, and also of speci111en size an<.l 
shape. It ~s a measurable lithological property which <.lescr1.. ·)·:!s 
the de0ree of interconnection dis~layed by a ~ore network. 

A falling head gas method is developed and used to 
determine the low permeab.1lities found in weathered limestone 
joint block mar~ins. 

Unusually high seismic anisotro~y is o~served in the 
corallian Limestone due to layering of weathered and 
unweathered rock, parallel to a dominant JOint set. 

A new interpretation of the deformational 2hase affectinc.:r 
the Scourie dykes near Loch Torridon, Ross-shire is included. 
It is related to the problem of describing fault and joint sets 
adequately. 



The secret of healthy tubes 
is to keep a good steady flow. 

Anon, Sheffield. 
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Note on formulae. 

Note on formulae: 

*means raised to the power, e.g. 'd*2' ueans 'd' 

squared, and 'd*O.S' means the square root of 'd' . 

• means multiplied by, e.g. 'a b' means 'a' 

multiplied by 'b'. 
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I means divided by, e.g. 'dp I dl' 10eans 'dp' divided 

by 'dl', or grad 'p'. 

Note on symbols: 

s, second, 

N, Newton, 

Pa, Pascal, or (N I m*2) 

Dimensions, expressed in terms of: Length, L; Time, T; and 

Force, F, are enclosed in square brackets. 

The SI code is followed except where oil 1ndustry units 

are more cortunonly used. 
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Chapter 1: Introduction. 

1.1 Aims and scope of study. 

1.1.1 Synopsis 

15 

Most previous studies of groundwater flow have assuJI1ed that 

aquifer properties are constant with time. Darcy's law and the 

Laplace equation allow analysis where the geometry and 

hydraulic conductivity of the aquifer, and the fluld's 

viscosity and hydraulic head are known. Where fissure flow has 

been taken into account, the hydraulic conductivities of the 

individual fissures have been integrated with that of the 

unfractured aquifer. In order to model the development of 

secondary porosity and permeability two other considerations 

must be lllade. The chemical a<Jgressivness of the fluid towards 

aquifer litholo<)ies must be known, as must it's rate of 

decrease with reaction time. A reallstic description of the 

fracture ~attern is also required. One lar<Je fissure is no 

longer directly equivalent to several smaller ones in a purely 

auditive manner, Chapter 5. Discrete flows wust be calculated 

for each fissure in the network. Darcy's ld\-/ is tll<2refore no 

longer ctpplicable. 

A numerical model that accurately described the fracture 

pattern and change in aggressiveness could also take account of 

the phenomenon of mischungkorrosion, Bogli (1971). Although 

pipe networks can be analysed for discrete flows, a 

satisfactory numerical model of dynamically lncreasi~g fracture 

permeability cannot yet be constructed. The outstandlng 

problems relate to the description of fracture networks and are 

dealt with in Chapter 4. Theoretical work which will allow 

realistic models of fracture patterns to be generated is 

becoming available. Much field and laboratory work is required 

before the hydraulic conductivities of individual fractures can 
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be calculated, Chapter 3. 

1.1.2 Sources and related work. 

Since so many phenomena need to be taken into account, a 

variety of studies have contributed to this thesis. Their 

inter-relationship within the text is shown in Fig 1. They have 

been grouped into three main areas of study, i.e.: fieldwork, 

laboratory work, and numerical modelling. Observations relatlng 

to the two outstanding areas of: fracture pattern description: 

and engineering surface metrology, or roughness studies have 

been Made both in the field and in the laboratory. Studies 

which now seem to be of peripheral importance are referred to 

in the appendices. 

Within the County of Yorkshire it is posslble to compare 

cavern development v'lithin three limestones of very different 

lithology and age. Yorkshire is also a classic area for 

speleological studies. Flow tracing in the Jurasslc Corallian 

aquifer of North Yorkshire has been undertaken by MlerzeJewski 

(1978) and Kendrick (1979) in related M.Sc. studies. The search 

for exmnples of the very early stages of the solutional 

development of secondary porosity took the author to the 

Carboniferous Limestones of South Wales and the Mendip area as 

well as West and North Yorkshire. 

Since the rate of development of a flow network depends upon 

its initial topology as well as the hydraulic conductivities of 

it's individual elements, descriptions of fracture patterns are 

of importance. Fracture patterns have been observed and the 

heterogeneity of their effects on seismic propertles studied by 

Dowlen (1979), in an M.Sc. linked to this thesis. Although the 

u.nisotropies observed are far in excess of those reported in 
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the literature, this work is of purely illustrative value. 

Seismic properties are summed over a large body of rock and 

depend upon the number, the width, and the weathering of the 

fissures reponsible. An attempt to solve for the variables of 

fissure frequency and fissure porosity using existing empirical 

relations and observed attenuation and velocity anisotropies, 

led to large error bounds, Appendix 7.5. Resistiv1ty is an 

analogue of permeability, but in most engineering applicat1ons 

varying saturation in the vadose zone makes it an unreliable 

data source. Consequently, the direct detection of bulk 

properties cannot supply the detailed information required for 

a predictive dynamic model. 

The mathematical description of fracture patterns, which are 

observed to occur on many scales of length, does not yet allow 

a good predictive model to be generated. The controlling 

mechanisms which generate the observed fracture patterns are 

becoming well understood. The Scourie dykes of the Loch 

Torridon area were studied during this research, and their 

mechanism of emplacement can be related to the fracture pattern 

observed at Spaunton Moor. In the Lewisian the fracture pattern 

has been infilled by basic dykes so there is no question of any 

development of secondary porosity; and the permeability remains 

effectively zero, except along late brittle fractures. The 

importance of relating the two study areas lies in the fact 

that the mappable distribution and size of the basic dykes 

illustrates the dependence of primary hydraulic conductivities 

upon the stress field which generated the fracture pattern. A 

Finite-Element model was used to illustrate the mechanism, 

Appendix 7.6. 

Laboratory studies involved the use of standard oil industry 
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apparatus for the measurement of porosity and permeability in 

small srunples of rock. Weathering studies were undertaken by 

Riemer (1978) in a related M.Sc. and pore geo~:1etry has been 

studied using the scanning electron Microscope. Patsoules (pers 

conun) has used similar methods on a concurre.1L ., Ludy of the 

chalk. The relevance of studies on weathered mar~~ns lies ~n 

comparing the rate of development of secondary pen1eab~l~ ty in 

different limestone types. Apparently limestones of low 

porosity do not develop weathered Qargins. All solut~on is 

concentrated on fissure widening, and large cdvern systems 

develop. Reeve's (1979) piston wechanisrt for the recharge of 

the chalk aquifer represents the converse case. 

An important laboratory study upon which nuch more vJOrk 

needs to be done for the purposes of engineering geology was 

undertaken by Jonassen (1980). Fracture .couyhness has been 

described before by engineer~ng geologists and it's importance 

recognised for slope stab~lity studies. However theory relat~ng 

measurable, and eventually predictable properties of a fissure 

to it's hydraulic conductivity under varying loads has oeen 

developed by engineer~ng surface metrologists. Tuis theory will 

eventually allow ind~vidual fissure hydraulic conduct~v~ties to 

be predicted for var~ous depths. At present, evidence from 

boreholes and se~smic experiments are the only sources of such 

informat~on, Snow (1968). It should eventually be ~ossible to 

model the distribution of init~al fissure hydraul~c 

conductivities from the stress field deduced frrnJ the part~ally 

observable fracture pattern, and a knowledge of the roughness 

parameters associated with the shear strain history and normal 

load on each fissure. 

Observations made in the field enable one to justify the 
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modelling of a fissure system by a pipe network. The 

relationship between intersecting rough fissures and the pipe 

observed at their intersection during later stages of 

solutional development must ue considered, Chapter 5 and Fig 

28. Pipe networks are solvable for flow rate, and so in theory 

a viable model can be made. This numerical r:todel compares 1.·1ith 

previous electric analogues and physical models involving 

frameworks of small tubes. A numerical model \nll allmn 

calculation of the rnischungkorrosion effect; stat1sticdl 

analyses; and computer graphic descript1ons of the development 

of the model through time. Natural systems are far too large 

and complex for any r:-todel to be useful in a preclicti ve manner 

at present. 

1.1.3 Summary and applications. 

It must be concluded thdt for engineering geological 

coughness ~arm~eters and of purposes, the description 

fracture patterns observed 

speleological potential and 

of 

w1ll not only allow ind1ces of 

mineralisation votential to be 

mapped, but will eventually allo\l the construction of realistic 

predictive models. Prediction of the position, shave and size 

of fracture controlled m1neral deposits and of cave systems are 

related problems. Attempts are made at direct detection uacked 

by exploration models. 

Many factors have been recogn1sed as influencing the size 

and distribution of the voids caused by solution in rock. They 

can ue split into those related to the fissure porosity, and 

those related to the intrinsic poros1ty. The different ways in 

which f>Ore space has been described are related to groundwater 

modelling requir~nents. In this study local flowrates through 
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the fissure network are required so that the rate of growth 

each element can be predicted. Existing theories 
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of 

and 

experimental results on solution rates can only be applied 

where the provenance, flow rate, and consequently the 

aggressiveness of the pore fluid is known. System sources 

(infiltration and stream sinks) and system sinks (resurgences) 

should be represented. Observations of karst suggest that the 

early stages of subterranean development do correspond to a 

system of anastomosing solution tubes. Later, more cavernous 

stages involve several other mechanisms, in addition to 

solution, which are not treated here. 

Natural systems occur on a vast scale, and the basic data 

describing them are not usually sufficiently well known to 

allow predictive numerical modelling. A numerical model is of 

interest for testing theories of speleogenesis. Predictions of 

solution tube development would be of use in site investigation 

work for dams, barrages and wells in fissured aquifers. It is 

possible that similar mechanisms operate during the inceptive 

stages of fault controlled hydrothermal deposits. 

Mineral veins may not follow the same developmental path as 

cave systems. Fissure controlled orebodies result from a 

depositional process which often involves ion exchange with the 

wallrock. If the depositional phase 1s preceeded by an 

erosional phase, then pipe-like cavernous systems may be 

expected. If, as in most gold-quartz veins, emplacement was 

purely depositional, then roughness studies and stress analysis 

will be of importance in understanding the distribution of ore. 
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1.2 Basic concepts and definitions. 

1.2.1 Porosity. 
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The porosity, N (dimensionless) of a rock or soil is defined 

as:-

where: 

:t-1 = vv I v. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ( 1 > 

Vv (cc) is the volume of voids, and 

V the volume of the specimen. 

The specimen volume may be determined to a high accuracy, by 

displacement. The volume of velds is also determined by 

displacelflent; but indirectly since:-

V = Vv + Vg ••••••••••••••••••••••.•.•.•••.••• ( 2 ) 

Various assumptions are made in cletermin~ny the grain 

volume, 'Vg' ; depending on the method used. If a non­

destructive method is adopted, there is an implicit assumption 

that the whole of the void space is accessible from the surface 

of the specimen. Since the sampling fluid cannot be inJec;:ted 

into them, closed voids within the specimen will oehave as part 

of the grain volume, Appendix 7.3.1. Thus the effect~ve 

porosity, 'Ne' may be defined as that part of the total 

porosity which is accessible to the sampling fluid:-

N == Nc + Nresidual ...•...•................... ( 3) 

In the case of soils and poorly-cemented, coarse-grained 

rocks the pore space is probably infinitely connected, so that 

'Ne == N'. In the case of 'tight' rocks such cis granites and 

well-cemented limestones this assumption is harder to JUstify. 

Norton and Knapp (1977) subdivide porosity dS follows:-

N == Nflow + Ndiffusion + Nresidual ......••..• (1) 

and show that "the maJor portion of total ,t:>orosity in pluton 
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environments is due to residual pores not interconnected to 

either flow or diffusion porosity". 

For present purposes, it is better to redefine the flow 

porosity, the diffusion porosity, and the residual porosity 

using equation (1). The volume of voids, 'Vv' then subdivides 

into 'Vf', 'Vd', and 'Vr'. 'Vf' comprises the volumes of those 

pores, {Pf} which provide continuous flow channels. 'Vd' 

comprises the volumes of those pores, {Pd} which "either have 

apertures that are too small to permit significant fluid flow 

or are discontinuous". 'Vr' comprises the volumes of those 

pores, {Pr} which are not interconnected to either flow or 

diffusion pores. 

Figure 2 shows that the set of pores {P} does not subdivide 

uniquely into {Pf;Pd;Pr}. The faces of two schematic spec1mens 

are shown by dashed lines. In general, the volume of an 

individual pore may become attributed to any one of: 'Vf', 

'Vd', or 'Vr'; during specimen preparation. 

In a sufficiently thin specimen: 

vv = Vf, and: 

Vd = Vr = 0. 

In Section 3.2, it will be suggested that the effective 

porosity of a small subvolume, 'Nes' may vary with distance 

from the main specimen face. When the subvolume is at the main 

specimen face, 'Ves = vvs', and 'Vrs = O'. As the subvolume is 

moved into the specimen and away from the main specimen face, 

'Ves' reduces until 'Vrs = vvs'. 

It is also possible to subdivide the porosity by:-

N = Nfissure + Nintrinsic .................... ( 5) 

where the intrinsic porosity is taken as the porosity 

characteristic of the unfractured lithology. Again, there are 
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problems of scale. Norton and Knapp (1977) show that in igneous 

rocks, most of the small pores are microcracks. In Chapters 2 

and 4, it will be argued that, even on a lar~e scale, the 

fissure porosity is not necessarily e':iual to the flow porosi t~l· 

Faults and JOints are observed to have distributions of 

characteristic lengths. The relationship bet\lc~n the land 

surface and such a fracture pattern is analogous to the 

relationshi~ between the faces of a laboratory s~ecimen and thu 

intrinsic porosity. 

Finally, the effective porosity has been divided into:-

where: 

Ne = Nrnicro + Nmacro .....••.•................ ( 6) 

Nrnicro is the microporosi ty, and 

Nmacro is the macroporosity. 

Scott Russell (in Schaffer, 1972) assumed a value of 5 LUicrons 

for the liPliting size of a micropore. He used a microscope to 

measure the macroporosity, due to pores above that size. The 

effective porosity ~las measured by water absorption in vacuo. 

In Schaffer (op cit) it is shown that rocks having a high 

microporosity degrade quickly under natural weathering 

conditions and crystallisation tests. The mechctn~sms ~reposed 

involve the growth of product crystals in the pore space. The 

rock suffers disruptive interference during expansion and 

contraction, wetting and drying. 

Jones and Hurt (1978) used the rock suction characteristic 

curve to rank the susceptibilities of natural limestone 

aggregates to frost heaving. This osrnot~c method produces a 

full effective pore size distr~bution curve, similar to that 

obtained from a mercury capillary pressure; curve. Such curves 

can be integrated to estimate the internal surface area of a 
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lithology. 

1.2.2 Permeability 

Darcy's law may be written as: 

Q = { c I u I.( d*2 . A l .( dp I dl) •........ (7) 

where: 

Q is the flowrate ( L*3 I T ) , 
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c is a dimensionless constant dependent upon grain 

size, shape, sorting and porosity etc., 

dis the grain size (L), 

u is the absolute viscosity (10 poises ~ 1 Pa.s) 

A is the cross-sectional area across which flow is 

measured, and 

( dp I dl is the pressure loss per urut length of 

flow line. 

Darcy (1865), first def~ned his law as: 

where: 

where: 

Q = K • A • ( dh I dl ) • • • . • . . . • . . • . . . . . . . . . . ( 8 ) 

K is the hydraulic conductivity ( L I T 

dh I dl ) is the headless such that: 

d}.J = w • dh •.•.•••.••••••.••••.•••. ( 9 ) 

w is the specific weight ( N I m*3 ). 

Raudkivi and Callander (1976, plS) show that: 

k =c. d*2 •••••••••••••••••••••••••••••••.• (10) 

where: 

k is the coefficient 

per1neability ( L*2 ) • 

They also show that: 

of permeability, or the 

K = k. w I u = c • d*2 . w I u •••••••.••••• (ll) 
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The permeability is therefore independent of tlie £lu~d t.i.l:J~, 

and was defined by Bear ( 1972) as follows: "a J:>Orous n~diw.1 is 

said to have a permeability of one darcy if a single-f>hase 

fluid of one centipoise viscosity that completely fills the 

pore space of the medium will flow through it dt a rate of 1 

cm*3 I s per cm*2 of cross-sectional area under d ~ressure 

gradient of 1 atm. per em". So 1 darcy = 0.987 x 10*-8 cm*2. 

The remarks associated with Fig 2 may be pertinent for low 

porosity specimens. Pores that behave as flow pores in a thin 

spec~men could become accessible only by diffusion, in a thick 

specimen. Permeability is not a scalar quantity. It has been 

represented as a tensor by Scheidegger (1954, 1956, 1957), so 

that variations with direction must be taken account of. 

Geological 

anisotropic. 

materials 

Raudkivi 

are 

and 

usually inhomogeneous, and 

Callander (op cit, pll5-126) 

following Scheidegger (1956), show that for hydraulic 

conductivity measured parallel to the stre~nlines: 

KSl = Kx . Kz I ( Kz . cos*2(Beta) + Kx . sin*2(Beta)) 

where: 

•.••••.•.•.•.. ( 12 ) 

KSl is the hydraulic conductivity measured, 

Kx , Kz are orthogonal minimum and maximum hydraulic 

conductivities for the anisotropic (planar) medium, 

and 

Beta is the angle between the 'Kx' axis and the 

direction of 'KSl'. 

For hydraulic conductivities measured parallel to the head 

gradient, or perpendicular to the equipotentials: 

KS2 = Kx. cos*2(Alpha) + Kz . sin*2(Alpha) •.........• (l3) 
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where: 

KS2 is the hydraulic conductivity measured, and 

Alpha is the angle between the 'Kx' axis and the 

direction of 'KS2'. 

The equations for 'KSl' and 'KS2' are different forms of 

inverse ellipse and have been plotted for comparison in Fig 3. 

The permeability,'k' has been separated into:-

k = kfissure + kintrinsic ••.•........•...... ( 14) 

compare equation (5). 

Norton and Knapp (op cit) define permeability a~ a function 

of the abundance and geometry of continuous flow channels. The 

functional relationship between the per1neabili ty and the flow 

porosity is usually derived by using simple models, Scheidegger 

(1957). These rely on known relationships between pore or pipe 

geometry, viscosity and the flowrate. 

system of fissures is The hydraulic conductivity of a 

usually described as if the system 

continuum. 

conductivity 

Ronun 

of 

(1966) has shown 

were 

that 

an 

the 

equivalent 

hydraulic 

anisotropically fissured media varies in a 

similar manner to 'KS2', above. 

Louis and Main! (1967) have shown empirically that for flow 

parallel to a joint set: 

where: 

K = { w I 12 . u }.( e*3 I sp ) ............. (15) 

e is the joint opening, and 

sp is the joint spacing. 

Howard and Fast (1970) give the permeability of an open 

fracture in laminar flow as: 

k = 10*8. hf*2 I 12 •.••..•..........•...... (16) 
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where: 

k lS the per,neabi li ty ( darcieS ) 1 anu 

hf is the fracture width ( 1nches ) . 

For the penteabill ty of a packed fracture -!:hey rJl ve: 

where: 

k = n*3 I Ck . S*2 . 1- n )*2 ............ (17) 

n is the porosity, 

Ck 1s the Kozeny-Carmen constant, al_.)proxlmately equal 

to 5. 0, and 

S is the area of l:Jarticle surface per unit volurrte of 

packed space ( per inch ) . 

The last relat1onship is noted since fault ~1lanes are usually 

packed w1th gou~e, and values for 'S' and 'n' will depend upon 

the shec1r history of the fracture and var1ables such as the 

nonnal load and the shear strength of the apophyses. 

Patir and Cheny (1978) have used flew sinulat1.on by a 

Flnite-difference method to derive an expression for the flo~ 

thouuh a rough f1ssure: 

Q = r Pf£! 12 . u}.( h*3 . 1 J .( dp I dl ) ........... (18) 

where: 

where: 

h is the average yap of the fissure betv1een '\(~a'l 

surface heights, 

i is the fissure width (L), and 

Pff lS the pressure flow factor ( d~_J•\r_Jns lOnl<?ss) 'Jl ven 

by: 

Pff = 1- 0.9. exp( -0.56. hI sl•Jnta ) .... (19) 

sigma is the standard dev~at1on of the combined 

roughnesses of the two surfaces :such that: 

sir;ma = (sigrna(a)*2 + sigrna(b)*2)*0.5 ....... (20) 
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where: 

s1yma(a) slgma(b) are the stand~rd deviat1on 

surface roucJhnesses of the heights from surface 

prof1les for s1des 'a' dnd 1 b 1 of the fl3sure. 

Pcttir and Cheng (op Clt) also give expressions for the effect 

of anisotrop1c surface rou0hness. 

The Reynold's number for vipes lS given ~y: 

where: 

Re = V • D.wl u • ~ •••••...••••.••••..•••••.•.. ( 21 ) 

Re is the Reynold 1 s number ( d11nensionless ) 1 

V 1s the average vslocity through the J..n:)e (LIT] 

D 1s the diameter of the 1.npe ( L) . 

Jeppson (1976) describes the Darcy-Weisbach equat1on as 11 the 

most fundamentally sound method of computing heau losses''. The 

Darcy-Welsbach equatlon can be written for flowrate as: 

where: 

Q = ( p l I 12 8 • u } • ( D * 4 ) • ( dp I dl ) .... ( 2 2 ) 

Pl lS the ratlo of a clrcle's clrcUMference to it's 

dlarneter. 

N1kuradse (1933) described the variation in the frlctlon factor 

(dimensionless] 1 whlch is equlvalent to Patir and Cheng's 

Pressure flow factor 1 over laf11inar and turbulent flm1 regimes 

for pipes of d1fferent relatlve roughnesses. ~is extenslve 

experlments showed that flov1 was lar.1lnar belovJ 1 Re=2100 1 
1 

lndependently of roughness, 

fr1ction factor was given by: 

and that ln thls region the 

f = 6 4 I Re .....................•........... ( 2 3 ) 

where: 

f 1s the frictlon factor. 
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In the esuations given above, for flowrates i~: 

Dctrcy flow, (equation 7); 

f~ssure flow, (equation 18); ctnd 

pipe flow, (eqliation 22), 

the square-bracketed terms have been arrdnyed to be of 

dimension ( L*4 J. The curly-bracketed ten1s dre of dimenslon 

(L*2 I F.T] since they contain the inverse of the absoll!lte 

v1scosity. In Darcy flow, the hydraulic conducttvity is the 

product of terms in all three brackets, (compare eguatlons 9 

and 11). For a g1ven fluid, the hydraulic con6uctivity Wlll 

vary as the square of the grain s~ze (d*2) as solut1on of the 

rock proceeds; though in fact the constant I C I var1es as 

porosity increases, and the yrain s~ze dimtnlshes. In porous 

media the gra~n size lS usudlly swall, so that the SI.Jeciflc 

surface .LS large. Large volumes of mater1al JTlust be renoved ln 

solutlon to s1gn1ficantly change the porosity. 

For fissure flow, the flowrate varies as the culJe of the 

fissure width (h*J) multiplied by the pressure flow factor 

which ls 1tself an exponent1al funct1on of the fissure width. 

For plpe flow, the flowrate increases as the fourth power of 

the dialfleter ( D*4). Accordingly pipes w1ll grm; at a faster 

rate than f1ssures, and both will grow at a much greater rate 

than the intrinsic permeabil1ty in a given rock. However, rock3 

with a larc;e nUJf'lber of small fractures and a h,_,Jh lntrinsic 

porosity such dS Chalk may contr~bute material to solut1on by 

diffusion, so that fissure size only increases slowly. Rocks of 

low intrins1c porosity and fracture frequency will conversely 

show a high rate of increase in fracture permeability. 

Variations in the separation and width of f1ssures lead to 

rapid variations in permeability, for the same fissure 
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porosity. 

A static model of a flow system solves Laplace's equations, 

wh1.ch are governed by conservat1.on of mass. A dynamic model 1.s 

required for lnvestigating the development of secondary 

t>Orosity and permeability. Follow1.ng an initlal stat1.c solution 

for d1screte local flowrates, flowchannels will be modified 

according to the flowrate and composition of the water in each 

channel. In the dynamic model, local flowrates are lmportant 

because flows will concentrate exponentially. Local flowrates 

are not merely a function of the geometry of the local flow 

channel. As ln a road network, the position and size of each 

flow channel in the system mu~t be known before local flows can 

be predicted, Chapter 5. 

The dynamic analysis of a discrete flow systew depends upon 

it's being described as a network of nodes and arcs , or 

junctions and pipes, Section 1.2.4. Because a rough crack is 

bridged by asperities, it is suggested that 1t can be replaced 

by an equivalent pipe network. Flows can then be calculated for 

each p1.pe in the system. 

1.2.3 Homogeneity and scale. 

Geological phenomena are usually described by verbal and 

graphical means. Some can be modelled in the laboratory,using 

scale model theory. Scheidegger (1958) f1nds that most or all 

rnathemat1cal models of geological processes suffer from serious 

defects. Diff1.culties arise from the range of t1.me and length 

scales involved; and because data must be collected at var1.ous 

scales and with 1.rregular density. Usually, an homogeneous 

material is assumed. If anisotropy 1s allowed, Neumann's 
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pr~nciple that the solid behaves as a large centrosymmetric 

crystal is applied (Nye, 1957) 

The hydrogeology of an area should describe the several rock 

types and their distr1bution. For the purposes of a dynam1c 

model the solubility, porosity and intrinsic permeability of 

each should be known. Typically the whole would be cut by a 

system of fractures. Oescript1ons of the fracture pattern 

dominate the calculation of permeability. In Sections 2.2 and 

7.7, two naturally occuring fracture patterns are described 

which are not regular. A model is requ1red to describe discrete 

flows in an irregular network. Fractures from several ranges of 

scale can be 1mportant, so that the model is limited to 

describing only a small part of a natural system. 

1.2.4 Nets and trees. 

The integral descr1pt1ons of fissure flow summar1sed 1n 

Section 1.1. 2 have proved very satisfactory for most 

groundwater flow problems. However, it was argued that 1ntegral 

descriptions do not form an adequate basis for the modell1ng of 

a dynamic flow system. In Chapter 2, field evidence 1s 

assembled which suggests that a pipe network constitutes a 

realist1c model of the flow paths in a system of fractures. Two 

other attributes are required of a numerical model apart from a 

topological similarity to the natural system. It must be able 

to utilise computational algorithms that already exist, or that 

can be invented for the purpose. It must be capable of 

describing a sufficiently large part of the natural system, so 

that significant problems can be analysed. 

The initial pipe network is formed by the lines of 
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intersection between the various fracture sets, and the lines 

of 1ntersection between the fracture sets and the bedding 

planes. The position of the initial net with respect to the 

topography will determine where the inputs and outputs will be. 

Deo's (1974) theorem no.3-ll states that every connected graph 

has at least one spann1ng tree. A fissure flow network, 

contrasts with a surface stream drainage syste1o in be1ng 3-

dimensional so that 6-fold nodes are more freque11t than 3-fold 

nodes. Any net comprises nodes and arcs. The arcs may represent 

pipes, or roads, or resistors, etc .. 

Three main analytical 

analysis. The method 

techniques are available for flow net 

chosen depends upon the relationship 

between the potential across a single element of the network, 

and the flow induced in it: 

In road networks and traff1c flow problems, it is usually 

assumed that each arc has a limiting capacity assoc1ated with 

it. Ford and Fulkerson (1957) provide the Maxi1num Flow 

Minimum Cut algorithm for the analysis of such problems. 

In electrical resistance networks, the flow within each arc 

is governed by Ohm's Law. In this case, a gradient is 

associated with each arc which describes a linear relationship 

between electrical potential and current. ,Jennlngs (1977} 

describes alternative methods of solution using either the Node 

Conductance Matrix, or the Loop Resistance Matr1x. 

In hydraulic pipe networks, the flow within each arc bears a 

non-linear relationship to the drop in hydraul1c head across 

it. The Darcy-Weisbach equation empirically describes the 

experimental results of Nikuradse (1933) most exactly, but 

cannot be solved expl1citly. Jeppson (1976) describes the 

Newton-Raphson method of obtaining a solution iteratively. He 
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also gives several other methods based on approx1mate 

descriptions of Nikuradse's curves. For laminar flow at low 

Reynold's numbers the relationship between headloss and the 

flowrate in a pipe is linear. Accordingly, the Node Conductance 

Matrix can be used to solve for flowrntes, provided that 

Reynold's numbers above 2100 are not 1nvolved. I~ this region 

permeability is an analogue of diffusiv1ty. Reeves's (pers 

comm, 1981) method of Monte Carlo simulation of the d1ffusion 

process can then be applied to flow problems. 

It will be shown in Chapter 5, that the the posit1on of a 

pipe in a flownet 1s more important than it's 1nitial size, 1n 

determining the flowrate through 1t. The positional 

relationship of fissures which conduct waters of d1f£erent 

qualities, is also important in the mischungkorrosion effect, 

Fig 28. Consequently, a dynamic model requires a more detailed 

description of the fracture network than a stat~c model. In the 

dynamic model, local solubilities and flowrates are 1mportant, 

because flowrates will concentrate exponentlally into certain 

pipes. The rate at which a pipe 1ncreases in s1ze will be a 

function of the flowrate and aggressiveness of the fluid, and 

the solubility of the rock. The aggressiveness of the fluid 

depends upon it's history. The initial concentration of carbon 

dioxide in water can be modified, both by gaseous diffusion, 

and by mixing of waters. Whilst in contact with a react1ve 

lithology, the aggressiveness decl1nes exponentially with time, 

Harrison (1973), Mercado (1972). 

Much of the f1eld and laboratory work in this thesis is 

background towards the design of a dynamic model of groundwater 

flow. 
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Text figures. 

Fig 4: 

Geological environment of the study are3: 

Fig 5: 

a) large scale, after Kent (1974). 

b) small scale, after Geological Survey 6 inch sheet. 

a) General view of 

from the southeast. 

Spaunton Moor Quarry top bench 

The length of the bench is 

approximately SOOm east-west. 

b) View down the eastern graben and over the Vale of 

Pickering to the south. Scale: M~ss K.J.Wilkinson. 
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2.1 Fracture patterns 

2.1.1 Spaunton Moor case study. 

General geology. 

Spaunton Moor Quarry (NGR SE 720 872) lies JUst north of the 

east-west fault system which bounds the Askrigg Block and 

Cleveland Basin on their southern margins, Fig 4a. The area has 

been studied in M.Sc. dissertations by MierzeJewski (1978), 

Kendrick (1979) and Dowlen (1979). Rocks from Spaunton Moor 

Quarry have been studied in M.Sc. theses by Jonasson (1980) and 

Riemer (1979). The quarry lies within the Corallian Aquifer 

which has been intensively studied by The Yorkshire River 

Authority (Reeves, 1974a and 1974b), Harrison (1973), and 

Reeves et al. (1978). 

Wllson (1948) tabulates the Corallian Series as comprising 

from top to bottom:-

Upper Calcareous Grit 

Osmington Oolite 

Middle Calcareous Grit 

Hambleton Oolite 

Lower Calcareous Grit. 

The Series is about 67m thick and is underlaln by the Oxford 

Clay, and overlain by the Ampthill, and then Kin@erldge Clays. 

Around Kirbymoorside and Spaunton Moor Quarry, the Osmington 

oolite has the local name of the Malton Oolite Coral Rag, or 

Malton oolite. In the vicinity of the quarry the beds dip 

gently at about 2 degrees south, Fig 4b. 

Photolineaments striking north-south are evident on the air 

photographs, but the mapped intensity of faulting is much lower 

within the Cleveland Basin than it is in the Vale of Pickering 
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to the south. The Vale of Pickering is underlain by Kimmeridge 

Clay and occupied by faults of overall east-west strike. 

Springs from the Corallian Aquifer are often close to the 

boundary with the Kimmeridge Clay, 

Groundwater tracing by Kendrick (1979) 

(Mierzejewski, 1978). 

suggests that the m1nor 

north-south trending faults within the Corall1an Aquifer 

control the flow within it, Fig 4b. 

Site description 

Spaunton Moor 

Limited. It was 

Quarry is operated by Hargreaves Quarcies 

chosen for detailed study because fault 

controlled solutional development is well d~splayed, and the 

exposure is excellent. Viewed from the southeast, Fig Sa, the 

top bed of the Malton Oolite can be seen cleared of the 

weathered Upper Calcareous Grit which forms the overburden of 

the quarry, Fig 4b. A thin but distinctively blue-weathering 

laminar bed of the Upper Calcareous Grit marks the base of the 

overburden. The Upper Calcareous Grit has been classified as 

overburden because it has become deeply weathered and easily 

bull-dozed, in complete contrast to the Malton Oolite which is 

drilled, blasted and broken with a drop-weight before being 

crushed and screened to roadstone mesh sizes. The sequence of 

beds at the top of the Malton Oolite is also quite distinctive 

with a blocky micrite being particularly regular in 

development, Fig 6. {The uppermost shelly limestone varies in 

thickness, and the topmost bed appears to thin out away from 

the centre of the quarry as an original depositional feature). 

This means that a survey of the quarry's top bench is a 

structural map of the top of the Malton Oolite. Figure 7 

presents in summary the fault pattern from the detailed survey 



Text figures. 43 

Fig 6: 

Stereo pair looking north, to show the stratigraphy in 

Spaunton Moor Quarry. Part of the western worked face w~th 30m 

tape for scale. 

Fig 7: 

Fig 8: 

a) swnmary map of faults on Spaunton Moor Quarry top 

bench. 

b) Section showing faults ~n relation to the western 

syncline and the eastern anticline. 

Tachymetric survey of the top bench, Spaunton Moor Quarry, 

near Pickering, Yorkshire. 
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Chapter 2· Field ~bservations. 4? 

of Fig 8. Ideally, such maps should be contoured to define the 

structural lows and highs. Contouring routines to handle break 

points (or fault lines) are not yet generally available and 

have limitations of applicability, Grassie (pers comm). Cubic 

splines may be fitted with break points on a rectangular gr1d; 

but at Spaunton Moor break points die out laterally and have 

varied orientations. 

The general view of Flg Sa shows that superimposed on the 

general southerly dip are cross folds with axes trending north­

south. The fault pattern associated with the western synclinal 

area d1ffers markedly from that in the eastern ant1clinal part 

of the quarry. Figure Sb shows the keystone graben of 

subparallel faults in the anticline. These are the largest 

faults in the quarry and have been a nuisance throughout it's 

life. The many small caves developed within the downthrown 

keystone, are infilled with overburden. The faults associated 

with the western syncline are far more numerous, and not only 

vary in throw over a short distance but ramify in plan. Figure 

9 shows a view to the west across the faults of the syncline 

and Fig 10 shows the central members of this fault set viewed 

from the north. 

In Fig 10, the relationship between solutional activity and 

the fault pattern is clearly seen. The cavern entrance labelled 

'C' in Fig 7 is seen at the foot of a fault scarp, and the mud 

cracked site of a small pond can be seen in a structural low 

formed by the scissors faults. The unfaulted Malton Ool1te 

appears 

through 

as an aquiclude to the percolating waters descending 

the Upper Calcareous Grit. Fault blocks form 

underground 

large area 

catchments so that percolation from a relatively 

is directed towards the lowest point in the fault 



Text figures. 

Fig 9: 

Stereo pair looking west, to show scissors faults at the 

western end of the top bench, Spaunton Moor Quarry. Scale: Sm 

ranging pole, and Ford Transit van. 

Fig 10: 

Stereo pair and sketch looking south across the area in Fig 

9, to show scissors faults and the position of solutional 

features. Scale: vehicle tracks. 

Fig 11: 

a) Stereo pair looking south-southeasterly at the 

western flanking face, Spaunton Moor Quarry, to show 

long wavelength waviness of maJOr JOint surfaces. 

b) Stereo pair looking north-northeastly at the 

eastern fault face of the eastern anticlinal graben 

in Spaunton Moor Quarry. Note en echelons joints in 

fault zone. Scale: Mr. H.J·onasson with plumb bob. 
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Chapter 2: Field Observations. 52 

system. The lowermost point here corresponds to a fault having 

one of the larger throws in the system. It will be argued that 

there is a proportional relationship between the throw on a 

fault and it's hydraulic conductivity. 

Figures 11 and 6 illustrate the generally vertical dip of 

the faults and joints in the quarry. The large surface area 

seen in Fig lla shows the joint surfaces to be wavey rather 

than planar. Clearly the shearing of such surfaces will create 

a room problem and a relationship between throw and 

transmissivity may be expected. The surface may be said to have 

large scale and long wavelength surface roughness. Shear of a 

rough surface creates a fissure, Hoek and Bray (197S, pBS). 

Stress analysis. 

Comparing Figures llb and 7a illustrates the relationship 

between faults and joints at Spaunton Moor. Joints are used by 

the faults en echelons. In the eastern, anticlinal part of the 

quarry, the obtuse angle subtended by the two joint sets used 

by conjugate pairs of faults is greater than that subtended by 

the faults. In the central and synclinal part of the quarry the 

two obtuse angles are about the same. In the west of the 

quarry, corresponding perhaps to the axis of the syncline, (Fig 

7b), the angle subtended by the joint sets is less than that 

subtended by the later faults. 

Near localities 'C' and 'D' in Fig Sa sections of fault 

faces can be seen with horizontal slickensides. coupled with 

the vertical dips and the angles subtended between conjugate 

sets, this suggests that all the fractures at Spaunton Moor 

were first formed in shear. Since the dihedral angle of the 

joints is more uniform than that of the faults, it seems that 
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the joints formed before the folds, and that the faults formed 

later as the folds grew and locally modified the stress field. 

A theory describing the energy balance criteria during the 

propagation of an elliptical crack, was first given by Griffith 

(1920). Griffith's crack theory has been extended to predict a 

parabolic Mohr envelope for tensile stresses, and a linear 

envelope for compressive stresses, Brace (1960), compare Fig 

88. The parabolic envelope takes the form:-

where: 

T*2 + 4Sn*2- 4Sn.St =0 ..•.......•.......... (24) 

T is the maximum shear stress along the plane at 

failure, 

st is the tensile strength of the rock, i.e. the 

intercept of the Mohr envelope on the normal stress 

axis, and 

Sn is the stress normal to the shear plane at 

failure. 

The linear envelope has the familiar form of the Mohr­

Coulomb failure criterion:-

where: 

T = 2.St + Sn.tan(Phi) •....•................ (25) 

Phi is the angle of internal friction, and 

2.St=C, is the cohesion of the rock, or the intercept 

of the Mohr envelope on the shear stress axis. 

Muelhberger (1960) has shown that the parabol1c shape of the 

tensile portion of the Mohr envelope can be used to relate 

tension gashes and cOnJugate shear sets subtending an obtuse 

angle near to 180 degrees. A plastic yeild criterion is 

proposed in Section 7.6.4, Westerman and Holland (submitted). 

This closes the Mohr envelope at the high pressure end, and 1s 
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based on thermodynamic considerations comparable to those which 

form the basis of Griffith's crack theory. Systems of brittle 

failure planes can then be related to plastic failures in rock, 

and a coherent body of theory applied to the study of fracture 

patterns, Fig 88. 

Hydraulic conductivity. 

From these observations it can be seen that the normal 

stresses to the failure surfaces in jointing and faulting can 

be worked out from the Mohr envelope. The throw on the fracture 

surfaces is known and can be related to fault length. In 

Chapter 3 the surface roughness of geological fractures will be 

discussed. It will be shown that an improved knowledge of the 

surface roughness characteristics of rocks would allow the 

primary hydraulic conductivities of ind~vidual geological 

fractures to be calculated. In Appendix 7.6 a comparison is 

made with the Inverian fracture pattern affecting Lewisian 

rocks near Loch Torridon. There the primary fracture pattern is 

infilled with basic dykes, emplaced at hydrostatic stress. 

Groundwater will also exert an hydrostatic stress in a 

tectonically active sedimentary basin, though it's head is less 

due to a lower density. The main relevance of the Torridon 

study is that conjugate shear bounded blocks can be seen to 

have rotated slightly, and that the rotational couple was an 

important mechanism in controlling the distribution of primary 

fracture permeability. Finite-Element models are useful in 

calculating the stress trajectories in such a system. 

Figure 12 shows that the ratio of throw to length in the map 

areas of Figs 4b and 7a appears to have a maximum of 1:30. 

Anderson (1954) found a similar ratio of 1:50 for faults in the 
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Fig 12: 

Log. log. plot of throw vs. length for faults in the 

vicinity of Spaunton Moor Quarry, North Yorkshire. 

Fig 13: 

Plot of projected elevations of the top of the Malton Oolite 

across the eastern anticlinal graben, Spaunton Moor Quarry. 

Fig 14: 

Diagram to illustrate the dependence of primary fracture 

hydraulic conductivity upon surface roughness and shear 

displacement across a normal fault. 
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Scottish coalfields. Because the graben faults at Spaunton Moor 

have been a problem to the quarrying operation, he~ghts of the 

top of the Malton Oolite, near to the graben, have been 

recorded in some detail on the quarry surveys. These are 

super~mposed in Fig 13 which shows a profile of both faults. 

Most of the faults in Spaunton Moor Quarry have well developed 

subvertical sl~ckensides. If they die out vertically as well as 

laterally, they would appear as large penny-shaped Griffith's 

cracks, F~g 14. 

Lawn and W~lshaw (1975) classify failure modes as:­

! - opening mode. 

II - sliding mode. 

III - tearing mode. 

As the faults die out hor~zontally the two surfaces have 

rotated relative to each other by approximately arctan(l/30) or 

2 degrees, and the failure has been in mode III. The central 

area of the faults have failed in the sliding mode II. It is 

possible that slickens~des on several overlapping JO~nts within 

the fault zone have varying angles of d~p because they were 

formed at different stages during the growth of the fault; and 

so w~th different components of tearing and shearing failure. 

Lawn and Wilshaw (op cit, pp 60~61) show that the stress 

intensity factor for a plane crack with an elliptical border 11 

will always be greatest where the elliptical crack front 

intersects the minor axis. The implicat~on here is that a crack 

free from ~nterference from outer boundaries will tend to 

extend on a circular front ". It is not known whether the 

faults at Spaunton Moor have ell~ptical fronts as depicted ~n 

Fig 14, due to interference from bedding planes; or whether 

they are circular: but this is of importance if a full 
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Fig 15: 

a) View looking east at the eastern fault face of the 

eastern anticlinal graben ln Spaunton Moor Quarry. 

Note that solutional features alternate with fault 

gouge. Scale: Miss K.J.Wilkinson. 

b) Detail from the far right of Fi0 15a. Note 

sllckensides. 

Fig 16: 

Stereo pair of detail from Fig 15b. Note: slickensides7 

marked solution of fault/joint and fault/bedding plane 

intersections; and early stage, peripheral anastomosing 

solution tubes with dominant development parallel to the 

sllckensides. Scale: ruler in 6 inch (15.24 em) sections. 

Fig 17: 

Stereo palr and sketch looking north at the western worked 

face 
9 

near the quarry floor at Spaunton Moor Quarry. Note the 

development of solution tubes within a block between conjugate 

normal faults. 
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description of primary fracture permeab~lity is to be known. 

This work could best be extended with access to coal mining 

records, where throws have been recordec ln several sections 

through the surface of a single fault. 

Figures llb, 15 and 16 illustrate the ~ature of the fault 

scarp on the eastern of the two graben faults at Spaunton Moor 

Quarry. Because the faults postdate the JOints, as discussed 

above, individual joint slices have been rotated by movement on 

the fault. At a distance from the fault plane, the earlier 

joints show no detectable shear displacement. As they approach 

the fault plane at a small angle tearing mode III failure has 

ocurred during faulting even where the overall movement on the 

fault plane is in the sl~ding mode II. The joint surfaces are 

also seen to be refracted across shale beds, creating 

lithologically controlled roughness of the failure surface. 

Structural features noted along the fault plane fall into 

two groups, Fig 15: 

Zones of strong slickensiding and fault gouge produced 

by the tearing of joint slices are strongly developed. 

zones of dog tooth spar and of later solutional 

activity occur between them. 

It is thought that the dog tooth spar is an early feature which 

developed soon after faulting by pressure-solution and 

redeposition. Solutional development of cross JOints and the 

development of flowstone - seen on the western graben fault 

is a feature of the vadose zone. The alternation between these 

two groups of structures along the fault plane, is not regular. 

It does suggest that the shear of a surface with large scale 

waviness, as seen in Fig lla, leads to patches of asperity 

contact surrounded by net-like zones of open fissure. 
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consequently, calculations based upon statistical descriptions 

of fracture surfaces are expected to lead to a good description 

of primary hydraulic conductivities. 

It was found that roughness profiles could be collected from 

fracture surfaces ~n the field by Rawl-bolting on about 2m 

length of angle iron as a reference stra!ght-edge and offering 

up a profile gauge (Vitrex, regd. design A921942) to the 

surface of the rock, so that a linked sequence of small 

profiles could be traced. A more elegant method of gathering 

roughness data in the field would be to use a surveyor's camera 

to take stereo photographs. Photogrammetric methods have been 

developed for contouring and digitising s~rfaces directly from 

such stereo photographs. The small scale roughness would be 

studied by conventional profiling machines operating on hand 

specimens of the surface, Section 3.2.2. 

Figure 17 shows a further mechanism for the formation of 

primary fissure permeability. Here the failure is in the 

opening mode I, and ~s caused by the rotation of conJugate 

fault bounded block due to the refraction of one of the fault 

planes across a lensoidal shale bed. 

Solutional features. 

The location of observed solutional features ~s shown in Fig 

7. Locality 'A' is exceptional in that there is solutional 

widening of a JOint having no vertical displacement. However it 

is along strike from local~ty 'B' which is decribed above and 

in Fig 17, and so may also result from opening mode I failure 

between conjugate normal faults. Localities 'C', 'D', and 'E' 

are enterable cavities developed on fault planes. Locality 'H' 

has also developed in joints opened in mode I where flexure has 
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occurred on the downthrown side of a normal fault. Sites 'I' to 

'L' are described above and lie within the graben, the keystone 

or downthrown block of which is occupied by man-sized potholes 

on a spacing of about 20m. Figures 15 and 16 show that solution 

has progressed most rapidly where cross joints 1ntersect the 

fault plane so that a network of small pipes develops within 

the zone affected by solution. Solutional activity tapers 

rapidly downwards. Locality 'F' is the only observed solutional 

development in an east-west striking minor JOint. As with 'B', 

the solut1onal pipe is horizontal in development and lies only 

1.5m above the present water-table, at the quarry floor. 

Dowlen (1979) studied the seismic velocity anisotropy of the 

Spaunton Moor Quarry top bench. Anisotropy was pred1cted from 

the strongly directional fault and JOint pattern shown in F1g 

18. Weather1ng of the JOint block faces has lead to an increase 

in porosity and a reduction in Young's modulus. F1gure 19 

summarises Dowlen's (op cit), and other field results which are 

discussed in more detail in Appendix 7.5. The heterogene1ty of 

the fault and JOint pattern and of subsequent weathering and 

solutional development can be seen. The array 'Farrthree' shows 

160% seismic anisotropy, compared with a previously recorded 

maximum of about 20% found in the carbonif~rous limestone of 

the North of England, Bamford and Nunn (1979). In the array 

'DBARRAY' attenuation results were gained using a dropweight 

and the gain levels of the 'Bison' recorder. However it was not 

possible to calculate useable values of hydraulic conductivity 

from these results, although in theory th€re are relationships 

between fracture porosity, intrinsic porosity, and seismic 

velocity and attenuation, Tourenq et al, (1971). 

The promise of the seismic refract1on results 1s that 
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F~g 18: 

Joint rose diagram for the western worked face of Spaunton 

Moor Quarry, North Yorkshire, after G.R.Dowlen (1979). 

Fig 19: 

Map and diagram summarising the results of radial seismic 

velocity arrays on Spaunton Moor Quarry top bench. Most results 

are from Dowlen (1979). 
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heterogeneity of development, and principal orientations of 

fissures can be well illustrated. Backus (1965) have shown that 

the method is applicable at great depths. Thus, when the 

development of secondary porosity and permeability associated 

with Mississippi Valley type orebodies, hydrothermal areas, and 

fracture controlled oil reservoirs is of interest, the method 

could be considered as a useful tool. In particular, when 

casing is being perforated using explosives 1n one of the many 

wells from an oil production platform, downhole geophones 

placed in the other wells could gather data on the anisotropy 

of fissure permeability within the most critical zone of the 

reservoir. The amount of cable required to log several holes at 

once will prevent this from being done on offshore 

installations; but the method should be considered for site 

investigation purposes in nuclear waste disposal. Large volumes 

of rock can be tested for heterogeneity, at depths where the 

probability of intersecting a vertical fissure irt a borehole is 

low. 



Chapter 2: Field Observations. 71 

2.2 Speleology. 

A great deal is 

formation and Ford 

thorough summary. 

known about the mechanisms controlling cave 

and Cullinford (eds. 1976) provide a 

Waltham (1971, 1974) has discussed 

morphology, and has pointed out the over-rid1ng influence of 

climate and lithology on the rate of cavern development in 

different parts of the world. The solutional features described 

at Spaunton Moor Quarry are very well displayed in relation to 

the fracture pattern and should be placed in perspective. 

Similarly, the observations made by speleologists can be 

compared with the solutional mechanisms generating fracture 

controlled orebodies of the Mississippi Valley type. 

Solutional development at Spaunton Moor is predominantly 

vertical. Horizontal pipes are observed near the quarry floor 

just above the present water table. The extent to which 

fissures are dissolved away tapers markedly downwards. Pitty 

(1968) shows from calcium carbonate concentrations, that most 

most of the limestone dissolved is removed from the surface 

since "more limestone is removed" from the southern Pennines 

11 in a single year than the volume of 

Mercado (1972) has shown that the rate 

known cave systems". 

of increase of calcium 

carbonate concentration in groundwater decreases exponentially 

with time; Harrison (1973) has demonstrated the same time 

dependancy in the laboratory. The resurgence near Bogg Hall at 

NGR (SE 710 865), Figs 4b and 20b, represents the flow system 

developed in a horizontal plane at or below the water table. An 

impression is gained of percolating waters rapidly losing their 

chemical aggression on first contact with limestone. The large 

size of cave systems such as that represented by the Bogg Hall 
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Fig 20: 

Fig 21: 

a) View looking west at the cliff section below 

Kirkdale Ford (NGR SE 6795 8525). Anastomosing 

solution tubes seen in section. Scale: 1 foot, (30.5 

ern) • 

b) View looking east at Bogg Hall resurgence. (NGR SE 

710 865). 

Survey of Kirkdale cave after G.Stevens and P.F.Ryder (1973) 

and photograph looking east at Kirkdale Quarry cliff section 

(NGR SE 677 856). 

Fig 22: 

Stereo pair of bedding plane anastomoses seen in plan 

looking upwards at the cliff section below Kirkdale Ford, near 

the view of Fig 20a. 
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resurgence may be explained by either the great volume of 

coalescing flows, or by the mechanism of mischungkorrosion, 

first pointed out by Bogli (1971). Probably both factors 

contribute. 

Four kilometers west of the Spaunton Moor area, and also in 

the corallian, lies the Kirkdale cave, Fig 21, and the cliff 

section of Hodge Beck, Figs 20a and 22. Kirkdale cave is very 

similar in appearance to Bogg Hall although it is now dry. A 

survey 

joint 

by the Moldywarps Speleological Group shows the strong 

control and maze-like pattern of the cave system, Ryder 

stevens (1973). It has developed along one particular bed and 

and has not cut down significantly into the bed below. 

Cross-correlation of storm pulses recorded at gauging 

stations above and below Bogg Hall Resurgence by Kendrick 

(1979) resulted in smooth correlograms with a long correlation 

length (days). The single-shot fluorescein ~racer between the 

sinks in Hutton Beck and Bogg Hall also emerged as a diffuse 

peak. Ashton (1965, 1966) gives a method of digitising flood 

pulses and dye peaks that have been convolved by passing 

through cave systems having several loops. He presents a way of 

deconvolving the record and solving for lhe topology of a 

flooded system. It seems that, in the CoLallian aquifer, a 

multiplicity of overlapping peaks prevents analysis at the 

resolution available from tracing techniques. The caves appear 

to be confined to single beds, providing a baseflow through the 

phreatic zone, near to the water table. 

Of the Upper Limestone or Malton Oolit~ seen in Spaunton 

Moor Quarry and at Kirkdale cave, Fox-Strangeways (1881) wrote 

1 1 In a quarry near the roadside at Kirkdale are the remains of 

the famous Kirkdale cave in which were found the bones of no 



cnapter 2: Field Observations. 77 

less than 27 species of Mammalia and Birds. The cave, which has 

now been mostly quarried away, is situated about half way up 

the face of the quarry along an irregular line formed at the 

junction of the Chemnitzia limestones with the more earthy 

limestones above; the upper surface of the Chemnitzia 

limestones throughout this region is very hummocky, and is 

known to the quarrymen of Pickering and Hutton as "hilly and 

holey;" on this irregular surface repose the more earthy 

limestones above with soft marly partings which are easily 

worked away and form the cave line throughout the district. It 

is probable that at this horizon in the limestone are formed 

the numerous "swallows" or underground channels, in which most 

of the streams in the neighbourhood lose a part or all of their 

water, and if the denudation of these valleys was carried 100 

feet lower, it is probable that a fine series of caves would be 

exposed in this region.'' 

Atkinson and Smith (in Ford and Cullingford, eds 1976) 

consider that lithological differences between limestones are 

of minor importance compared to other chemical factors; but 

Ford {1971) describes the avoidance of reef limestones in 

Derbyshire by stream valleys. In the Hodge Beck section below 

Kirkdale Ford the concentration of solutional features within a 

few beds is clearly seen, Mierzejewski {1978). Furthermore, the 

smaller solution tubes are invariably developed upwards from 

the bedding plane, and not downwards, Fig 20a. 

By comparison with solution tubes, or anastomoses, described 

from other areas it seems that the earliest stages of cave 

formation occur in the base of beds selected by JOinting and 

solubility. Doughty {1968) has shown that limestone beds are 

often better sorted and exhibit a higher joint frequency at the 
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base. Porosity increases with sorting. Also, by comparison with 

the cave systems of the Great Scar Carboniferous Limestone it 

would seem that thin bedding and alternating lithologies have 

prevented the second stage of cave development in the Malton 

Oolite. Large cave systems in the Carboniferous limestone 

appear to have formed as solution has cut down into underlying 

beds, leaving the first formed solution tubes in the roof. 

Little is known of solution tubes in the Chalk, though they are 

known to exist. Large (2m diameter) caverns with high hydraulic 

conductivities have been intersected by water-supply boreholes 

in East Yorkshire (Chadha, 1979 pers comm) and the south of 

England. There is an example of sea cliffs intersecting a chalk 

cave in France. The high frequency of small joints in the chalk 

probably lead to the collapse of pipes in the vadose zone, so 

that they are active in the phreatic zone but rarely observed. 

Efforts were made to find examples of early solution tubes; 

called "anastomoses" by Ewers (1966). Commonly they appear to 

have been destroyed by roof falls in cave systems that are now 

large enough to enter. Where the cave system is phreatic they 

(should they have existed) will have been removed by radial 

growth of the solution tube, Lange (1959 and 1968). 

Figure 22 shows that some joint control has been exercised. 

Figure 23, from Yapley Quarry, adjacent to the Bogg Hall 

resurgence shows anastomoses intermediate in size between an 

enterable cave and those of Fig 22. Figure 24 shows a similar, 

rare example from the Great Scar limestone of West Yorkshire. 

Joint control is clearly evinced here by parallelism between 

the solution tubes and lines of later stalagtites. 

Figures 25, 26, and 27 all come from the entrance chamber of 

Ogof Ffynon Ddu II cave in the Carboniferous limestone of South 
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Fig 23: 

Stereo pair of a section through bedding plane anastomoses 

at Yapley Quarry (NGR SE 710 868), near Bog~ Hdll resurgence. 

Scale: 6 inches ( 15.24 ern). 

Fig 24: 

Stereo pair of bedding plane anastomoses with m1nor joints 

marked by lines of stalactites. The roof of Straw Chamber, 

County Pot, Easegill System (NGR SO 673 RlB). Scale: Mr. 

D.Chester. 

Fig 25: 

Oblique and close up photographs, with sketch, to show 

bedding plane anastomoses in plan looking upwards. Entrance to 

Ogof Ffynon Ddu II cave, South Wales, (NGR SN 8637 1590). 

Scale: 6 inch (15.24 em). 

Fig 26: 

Stereo pair of bedding plane anastomoses seen in plan 

looking upwards. Adjacent to location of Fig 25. Note the rough 

bedding plane surface. 

Fig 27: 

Stereo pair of bedding plane anastomoses and rough bedding 

plane surface seen in plan looking upwards. Adjacent to the 

location of Figs 25 and 26. Note the vertical joint surface 

left by the fallen block which revealed this texture. 
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Wales, whence the author was directed by Mr. A.C. Waltham. The 

survey of Ogof Ffynon Ddu (South Wales Caving Club, undated) 

a very large system - shows strong joint control on a large 

(Km) scale; some areas have a similar plan to pillar and stall 

mine workings. In Fig 25 some joint control st~ll appears in 

evidence. Figures 16, 26 and 27 show smaller and presumably 

earlier developments of anastomoses. They appear to be entirely 

random and to die out laterally into the rough surface of an 

undissolved bedding plane. Figure 16 is rare in that 

anastomosing solution tubes do not appear to have been 

described from fault surfaces before. Th~y are particularly 

well developed parallel to the slickensides, so that the 

anisotropy of the surface roughness appears to have been a 

controlling factor. Consequently, it would seem that joint 

control of solution tube development is a later feature of 

solutional development. The earliest, rarely preserved stages 

appear to be random. It is proposed that slight movement across 

bedding and joint planes creates fissures by shearing the rough 

surfaces. Stress concentration at joint block corners leads to 

comminution of the joint/joint and joint/bedding intersections. 

This would be comparable to the distribution of primary 

fractures described in Appendix 7.6, though on a much smaller 

and less obvious scale. 

A calculation of primary fracture hydraulic conductivity 

based upon descriptions of surface roughness, distance sheared, 

and normal load should therefore give an accurate value for 

primary fracture permeability. Once the comminuted corners of 

joint/joint intersections have been dissolved away, the pipe 

like tubes so formed will have the fastest flow fronts. Fluid 

at the centre of intersecting fissures of equal size is at 
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least square-root(2) as far from the nearest rock as the fluid 

at the centre of either individual fissure. 

cave systems are being described on increasingly large 

scales; particularly as interconnections are found between 

known systems, and exploration proceeds by diving and water 

tracing. On a scale of 3-10 kilometers cave systems appear 

particularly pipe-like with cross sections of 5-10 meters, see 

surveys presented by Waltham et al {1980) and Brooks et al 

(1974, 1976). The vadose zone open to most explorationists 

often presents a slot-like section due to subaerial downcutting 

and roof collapse, but phreatic systems are notable for their 

tubular cross-section and lack of gravitational control. 

The mischungkorrosion effect proposed by Bogli (1971) may 

also favour the development of pipe-like solutional forms at 

fissure intersections. Figure 28a illustrates the mechanism 

whereby two saturated solutions become undersaturated on mixing 

due to the nonlinearity of limestone solubility with respect to 

carbon dioxide concentration. Provided that the cave system is 

large enough to receive waters from sources with different 

carbon dioxide concentrations, cavern development can occur 

where waters mix after travelling through undeveloped primary 

fissures. Mixing will occur at fissure intersections, and the 

high hydraulic conductivity pipes so formed, will have a 

different orientation, in general, to those of the confluent 

flowlines. This may also apply to the meeting of meteoric and 

connate waters and in hydrothermal systems. The mischungkorros~ 

on effect depends simply on a nonlinear solubility curve, and 

it has since been extended to include many common-ion effects, 

e.g. Picknett and Stenner (1978). Thus not only must the carbon 

dioxide concentration of surface waters be known over the last 
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10,000 years, but the chemical effect on the groundwater of all 

the lithologies present must be traced throughout the flownet 

before an accurate description of chemical aggressiveness could 

be made for the system. 

It is also clear that at an early stage of development, the 

flownet comprises a very large number of small tubes. The 

number can be reduced for the purposes of analysis by using the 

principal of "equivalent pipes", Jeppson (1976), so that only 

pipes joining six-fold nodes are conside=ed. The pipes formed 

at the intersection of minor joints with another surface join 

three or four-fold nodes only. However sclution tube numbers 

cannot be further reduced, since position within a spanning 

tree could be as important as initial size in deciding future 

growth-rate. Even with these provisos, too little is known 

about the detailed fracture pattern of any area to allow the 

development of a realistic predictive flow m~del. 

Lange (op cit) and Mowat (1962) have described progressive 

changes of shape in theory, in the field, and in the 

laboratory. In purely solutional erosion, centres of curvature 

for the cavern walls are constant for concave surfaces, and 

migrate outwards along the bisectrix for sharp convexities. 

Solutional histories are not back-calculatable in the general 

case since surrounded blocks drop out to create space that 

could have been formed by several sequences. One must therefore 

know the primary hydraulic conductivities of all the fissures 

from structural geological, and other independent 

considerations. The effect of Lange's desc~iption of erosional 

processes is the same as that of the Minkowsxi sausage used to 

smooth out a class of non-differentiable curves studied by 

Wiener, and described in Mandelbrot (1977). 
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2. 3 summary. 

Anastomosing solution tubes are described from a fault 

surface as well as from bedding planes. It ~eems that they are 

controlled by the character of the fissure formed between two, 

initially matched, sheared, rough surfaces. As the size of 

individual solution tubes increases, the number of tubes 

through which the majority of the flow is transmitted 

decreases. Three stages of development can be recognised, each 

dominated by solution tubes of a different type: 

1) The earliest s.tage. A large number of solution tubes, 

most of which a·re randomly disposed anastomoses, is 

controlled by the roughness characteristics of the fault, 

joint, and bedding plane fissures. 

2) The intermediate stage. A smaller number of solution 

tubes, most of which are linear anastomoses, is controlled 

by the intersection lines between minor joints and major 

joints, faults, and bedding planes. 

3) The final stage. Relatively few, large solution tubes 

are controlled by the intersection lines between major 

joints and faults and bedding planes. 

Underground catchments can be controlled by the fault 

pattern, each fault block forming a drainage area. Large faults 

are fed by such catchments on their downthrown side. Faults may 

be considered as large Griffith's cracks with a distribution of 

surface roughness and shear which results in a maximum fissure 

hydraulic conductivity at the lowest point of the underground 

catchment. 
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3.1 Intrinsic Porosity. 

3.1.1 Relevance. 

91 

In general, changes in permeability will be mainly 

controlled by the solution of wallrock, and the enlargement of 

existing fissures; but changes in bulk porosity may also be 

controlled by the leaching of matrix from the rock mass. The 

leaching of matrix from joint blocks is observed to occur in 

the oolitic limestones of the North York Moors, and the 

changing character of the wallrock may be expected to affect 

the rate of growth of the fissure. 

Karstic landforms are described from rocks such as: 

granites; the Roraima Formation conglomerates, grits and 

sandstones; as well as from limestones and evaporites. Under 

appropriate conditions, internal and ext~rnal erosion of rock 

masses of most lithological types is possible by solution. Yet, 

in the limited lithological and geographical ranges of the 

limestones of the North of England, the rate of chemical 

erosion, the landform produced, the response of water-supply 

boreholes drilled in them to pumping, and their (theoretical) 

classification as oil reservoir rocks is diverse. 

Lithological controls of solubility such as geochemistry and 

mineralogy are well researched, but only in recent years has a 

rapid method of determining the porosity at varying suction 

pressure (pF), or effective pore diameter been applied to 

rocks, Jones and Hurt (1978). The Building Research 

Establishment have shown that microporosity - i.e. the porosity 

determined when only pores less than 5 microns in diameter are 

saturated - is the main variable in determining the resistance 

of building stone to chemical attack, as well as to disruption 
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of the fabric by the crystallisation of ice or weathering 

products. 

Solution tubes are demonstrably more common in particular 

beds of the Corallian rocks of the North York Moors. The width 

of the tubes often varies with position in an apparently 

uniform bed, Fig 20a. Microporosity could be a relatively 

unexplored key to the understanding of the large variation in 

the susceptibility of limestones to chemical attack. 

Doughty (1968) has shown that coarse grained limestones and 

shelly limestones have higher joint dens1ties than carbonate 

mudstones. He states that "bed thickness does not control 

densities" of jointing, whereas Ladeira and Price (1981) find a 

relationship between bed thickness and joint frequency. Reeves 

(1977) and Gaida et al (1973) have shown the general decrease 

in porosity with geologic age. The Yorkshire limestone types 

compare as: 

carboniferous; low joint density, low porosity (0-

2%), thickly bedded, large cave s~stems with several 

cycles of interglacial development; 

Jurassic; higher joint density, moderate porosity 

(5%), thinly bedded, small cave systems with one 

cycle of development; 

Cretaceous; very high joint density, high porosity 

( 30%), thickly bed,ded, cave systems stable in the 

phreatic zone only and less well developed than in 

Jurassic limestones. 

Rocks with a high porosity seem to develop a higher joint 

density, being mechanically weaker. 

Both a high joint density and a high intrinsic porosity 

result in percolating waters becoming rapidly saturated and in 
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flow being diffuse, almost Darcyan. With low joint density and 

low intrinsic porosity, flow is distinctly non-Darcyan and all 

solution within the aquifer leads to fissure widening. Doughty 

(op cit) has shown that the base of limestone beds tend to be 

better sorted than the tops. The base of a bed will 

consequently tend to have a higher porosity and a higher joint 

frequency, with joints dying out upwards in the bed, compare 

Section 2.2 and Fig 29b. 

3.1.2 Work done. 

In the Malton Oolite, oolites, rnicrites, and shelly 

limestones occur. Primary intrinsic porosities are of the order 

of 5%. Secondary intrinsic porosity increases hyperbolically in 

the weathered margins towards a thin powdery surface layer. The 

fresh rock is blue-grey but the weathered margins are 

yellowish, Fig 29. In Fig 29b minor joints can be seen 

terminating within the bed. This is frequently observed in the 

micrites at Spaunton Moor but has not been observed in the 

shelly limestones or oolites. This may be due to varying 

strength characteristics within an apparently uniform bed or it 

may be a beam bending phenomenon: the micrites occur at the top 

of the Malton Oolite, Fig 6, and the Quarry represents a 

section from syncline to anticline through the limb of a fold 

of 1 kilometer wavelength, Figs Sa and 7b. 

Riemer (1979) has shown the usefulness of the NCB cone 

indenter for detailing the rock strength characteristics of 

thin weathered margins. His results on porosity variations 

through the weathered margin correlate well with the point 

hardness profile and have a hyperbolic distribution, showing 

that weathering is by the diffusion of soluble rock materials 
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Fig 29: 

Photographs of lithologies from Spaunton Moor Quarry, North 

Yorkshire, to show the yellow weathering margins of the joint 

blocks. Scale: transparent ruler marked in inches and em. 

a) Shelly limestone, 

b) Micritic limestone with terminating cracks. 
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towards the fissure. In rocks that comprise a soluble matrix 

around an insoluble skeleton of grains this process would limit 

the development of fissure porosity. Mechanical erosion is 

required to detatch the insoluble residue from the fissure wall 

and remove it from the system. 

A falling-head gas method based on the Ruska Gas Permeameter 

was developed for testing the permeability of these low 

porosity limestones, it is described in Appendix 7.1. Shelly 

limestones show considerable anisotropy ~hen the axes of 

accurately cut cubes are tested separately, but they also show 

great heterogeneity. 

Swanson (1979) has described the injection of porous rocks 

with Wood's metal. His technique was modified using a high 

pressure cell and the pore space down to 8 microns diameter was 

stereoscopically photographed under the scanning electron 

microscope, (SEM), Appendix 7.2. Patsoules (pers com) further 

modified the method by using resin and found Chalk pore sizes 

down to 0.1 microns diameter. He describes pore coordination 

numbers of about 16 for the Chalk of Flamborough Head, East 

Yorkshire. Similar values were found for the Corallian shelly 

limestone from Hovingham Quarry at NGR (SE 678 748), Fig 59b. 

The coordination number is characteristic of packing, not grain 

size. Surface roughness is well displayed in SEM photographs of 

pore space. Morrow (1975) has discussed the influence of pore 

surface roughness on petroleum recovery. Within the diffusively 

weathering margin of a joint block, both pore surface roughness 

and microporosity increase the internal surface area, and so 

reduce the growth rate of fissure porosity. 
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3.1.3 Pore Span Distribution. 

In Fig 2, and Section 1.2.1, Norton and Knapp's (1977) 

division of porosity into: flow porosity, diffusion porosity 

and residual porosity was illustrated. Clearly specimen size is 

of importance since residual porosity ana diffusion porosity 

are defined in terms of connectedness with respect to the test 

specimen or joint block surface. The Kobe method was used for 

porosity determinations in the Ruska Porometer and is described 

in Appendix 7.3. A number of one inch cube~ and slices from a 9 

inch concrete block made with 6 rnrn diameter aggregate show a 

trend of porosity values with increasing specimen thickness. 

The mean is equivalent to a mean pore span of 6 rnrn. The pores 

in concrete are considered to form preferentially at the 

interface between the aggregate and the matrix. The idea of a 

pore span distribution can be applied dt all scales in both 

intrinsic and fissure pore systems with low levels of 

connectedness. Since fissure systems with low joint density 

host the largest cave systems and by analogy the highest grade, 

least diffuse orebodies, this concept is of interest. The 

intrinsic pore span distribution is also an experimentally 

determinable characteristic of a rock. 

The pore span distribution is equivalent to the site 

percolation problem of classical probability theory (Broadbent 

and Hammersley, 1957), redefined in terms of the openness of 

pore throats. If any given pore throat has a probability (p) of 

being unblocked what is the probability P(p) that a given pore 

throat belongs to an infinite cluster? And what is the 

distribution of cluster span? The heirarchy of pore lengths and 

diameters can be compared with the Sierpinski Sponge and the 
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Appollonian Gasket fractals of Mandelbrot (1977). 

Budworth (1970) describes the increa~e in closed porosity 

and decrease in open porosity during the sintering of ceramics. 

Open porosity and permeability fall to zero and closed or 

residual porosity reaches a maximum of 4 to 5% at a relative 

density of 96.4%. In general the mean pore span will increase 

with porosity and also with connectedness and coordination 

number. For intrinsic porosity, it is a mensure of the depth to 

which diffusive processes can operate within a joint block. 

Coats and Smith (1964) have considered dead end pore volume 

and dispersion in porous media. Chatzis and Dallien (1977) have 

made statistical numerical models of 2 and 3-dimensional pore 

networks. Purcell (1949) and Pickell et al (1966) have 

described the use of capillary pressu~e curves with the 

injection of mercury and the calculation of the effective pore 

size distribution. In all such experimental work the assumption 

made is that all the porosity can be reached from the specimen 

surface. The pore size distribution curve may be expected to 

change with specimen size. Large specimens will have a lower 

proportion of small pores since they are More likely to become 

ascribed to residual porosity. This makes little difference to 

permeability and storage calculations within the range of 

porosities of interest in petroleum engineering; but 

microporosity is the major influence on the specific surface of 

a rock. The effective specific surface presented by a joint is 

important to diffusive processes such as weathering and 

mineralisation. Probably the most satisfactory description of a 

rock for diffusive processes would be to reeasure the internal 

surface area by nitrogen condensation, as a function of 

specimen thickness. 
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Chemical analysis by X-Ray diffraction, carbon dioxide train 

and thermal balance is described in Appendix 7.4. A relative 

increase in silica and alumina is evident with increasing 

weathering of joint block margins in impure limestones, Fig 65. 

An abstraction model was constructed for comparison with 

porosity variations but limestones have too restricted a 

chemical range for this to be useful. 
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3.2 Fissure porosity 

3.2.1 Engineering Surface Metrology. 

The statistical description of surfaces for engineering 

purposes is generally traced back to Longuet-Higgins (1957). 

Thomas and King (1977) provide a bibliography and the 'Short 

course Notes' available from Teesside Polytechnic, 

Middlesborough provide a 

reference to the subject. 

useful working state-of-the-art 

Williamson et al (1969) point out 

that most naturally occurring surfaces will have a Gaussian 

height distribution as a consequence of the Central Limit 

Theorem, by which a large number of events is shown to produce 

a Gaussian distribution whatever the distribution associated 

with an individual event. They show (op cit) that non-Gaussian 

distributions occur in transitional topographies, as a Gaussian 

surface produced by one process is partially worn into the 

eventually Gaussian surface produced by a different process. 

Nayak (1971) has shown that the statistical geometry of an 

isotropically rough 

the power spectum 

radially disposed 

surface can be defined by the moments 

of any profile through it. Thus, 

profiles are required to specify 

of 

five 

an 

anisotropic Gaussian surface. Of course, the discussion of 

geological surface roughness in Section 2.1 

natural surfaces will be heterogeneously, 

anisotropically rough. 

implies 

as well 

that 

as 

Patir (1977) has shown that satisfactory numerical models of 

rough surfaces can be generated from two parameters: the 

standard deviation roughness - a measure of the surface-normal 

roughness, and the correlation length a measure of the 

surface-parallel waviness. However, Thomas and Sayles (1978) 

show that since natural surfaces taken across eight orders of 
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magnitude are non-stationary, the autocorrelation length is 

dependent upon the sampling interval, which is effectively a 

low-pass filter. ( Perhaps engineering surface metrology should 

be reworked in terms of geostatistics, which has been designed 

specifically to deal with non-stationary, 2-dimensional 

populations.) Care is therefore required in using statistical 

surface descriptions: the sampling interval and profile length 

should be quoted. This caution particularly applies to the 

shear of two initially matched rough surfaces, see Section 

3.2.3. 

Thomas and Sayles (op cit) point out that the development of 

stochastic theories of surface geometry has permitted the 

quantification of surface roughness in a form suitable for 

input to tribological theories. Insofar as the present study is 

concerned, Patir and Cheng's (1978) solution by numerical 

modelling of the flowrates through a rough fissure, illustrate 

the promise of this approach to surface roughness, equations 

(18) and (19), Section 1.2.2. Models of asperity deformation 

are not yet advanced enough to take account of the extreme 

plastic deformation of asperities seen in the production of 

fault gouge under high normal loads. However, numerical 

modelling coupled with further laboratory work of the type 

described below should illuminate the problem. 

Geological surfaces are much rougher than most engineering 

surfaces so that the sliding stylus instruments with 

resolutions of 2 microns cannot be operated. The experiment 

described below was therefore conducted with a sawn block of 

rock which was acid etched to produce a tolerably rough 

surface. Weissbach (1978) has developed a profile measuring 

machine employing v~~~~:,,~ tylus, so that extremely 
1 

<0 -sc!i'.:'Nte ~ 

~ 2 2FEB 1982 
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rough 
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geological surfaces can now be automatically digitised. A 

profile gauge was used in the field at Spaunton Moor Quarry to 

trace fault roughness profiles successfully, Section 2.1.1. 

3.2.2 Experimental work. 

New and West (1980} describe an experiment whereby a PUNDIT 

(Portable Ultrasonic Non-destructive Digital Indicating Meter} 

was used to monitor the acoustic closure of an artificial crack 

subjected to normal load. This experiment ~as extended by: 

a} monitoring the intact rock as a control, before 

sawing it in half and etching the crack so produced 

for the main experiment, 

b) monitoring the surface roughness both before and 

after loading, 

c) comparing 

roughness, 

d) using a 

across the 

sawing, and 

the effects of increasing surface 

Dernec gauge to take strain measurements 

site of the crack, both before and after 

e) the monitoring of seismic attenuation using the 

Pundit and an oscilloscope, ~s well as the P-wave 

velocity monitored by New and West (op cit}. 

The experiment was performed by Jonassen (1980} and Dowlen 

(1979} and is summarised in Figs 30 and 31. 

By comparison with Fig 30b the sample S3, etched for 90 

seconds had a more Gaussian height distribution and a more 

'normal' exponential autocorrelogram. Samole Sl, etched for 60 

seconds, has a transitional topography between a sawcut and an 

etched profile. Whitehouse and Archard (1970} proposed an 

asperity contact model from which they derive a plasticity 
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Fig 30: 

Profile taken with a continuous profiling mach1ne, with 

computed correlogram and histoyrams, after Jonassen (1980). 

Micritic Corallian limestone, sawn and etched. 

Fig 31: 

Variations in strain, sonic 

rough cracks under normal load. 

Dowlen (1979). 

velocity and attenuation, for 

After Jonassen (1980) and 
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index, expressed in terms of surface roughness and material 

strength parameters. J,onasson (op cit) used their expression to 

calculate that most asperity deformation will be plastic, i.e. 

by crushing. This was found to be the case, Fig 30b. 

Figure 31a shows that the maximum strain across the cracks 

at any given load increases with surface roughness. Bearing in 

mind the extreme surface roughness of natural geological 

surfaces in comparison to these test specimens, one must 

question New and West's (op cit) conclusion that natural cracks 

close at relatively low stresses of 1.0 MPa. Their conclusion 

is valid only for lapped surfaces, as used in their experiment, 

and for joints across which no shear displacement has occurred 

so that the two surfaces are still perfectly matched. Walsh and 

Brace (1966) state that pressures of lOOMPa are required to 

close cracks, but that pores do not close. Attenuation results 

are not convincing, but both strain and sonic velocity (P wave) 

show that the the roughest sample, S3 was not accoustically 

closed until a normal load of 17MPa; equivalent to a depth of 

600 metres, or 1 kilometer in the presence of groundwater, and 

three times these depths if the crack is oriented vertically. 
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Surface roughness characteristics for the two samples: Sl 

etched for 60 seconds, and S3 etched for 90 seconds, are given 

by Jonasson as: 

TOTAL SURFACE. 

Number of samples: 

Sample interval: 

Vertical resolution: 

Roughness range: 

Sl 

1162 

7 microns 

2 microns 

0.24 rrun 

Standard deviation roughness: 0.05 mm 

Skewdness: -0.11 

Kurtosis: -0.55 

PEAKS. 

Number of peaks: 96 

Number per mm: 9.9 

Range: 0.18 rrun 

standard deviation: 0.04 rrun 

Skewdness: -0.3 

Kurtosis: -0.4 

S3 

1042 1 

10 microns, 

2 microns, 

0.8 rrun, 

0.15 mm, 

-0.2, 

-0. 004 . 

73 1 

7 • 0 1 

0.7 rrun, 

0.12 mm, 

-0.05, 

0.3. 

The bearing area equation describes the surface contact as a 

Gaussian surface is planed away and so corresponds to the 

cumulative Gaussian height distribution function: 

A(h) = ( erfc( hIs • (2*0.5))) I 2 •••.......••..••.. (26) 

where: 

A(h) is the bearing area at separation 'h', and 

sis the standard deviation roughness, for a single 

surface. 

The combined roughness of the two surfaces 'sc' is given by: 

sc = ( s*2 + s*2 )*0.5 = s . (2*0.5) •••.•••• (27) 
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The strain across the crack at 17 MPa in specimen SJ was 

0.0024, less 0.002 strain across the intact sample, or control. 

This corresponds to 0.11 mm for a 5 em Demec gauge, and 

converts to a bearing area of 46% using the total surface 

standard deviation, and 37% using the peak standard deviation. 

Acoustic closure at only 46% bearing area can be explained by 

the fact that the surface is not being planed away, but crushed 

outwards into the remaining fissure. Also some peaks intermesh, 

since as Jonasson has pointed out, some high asperities are 

preserved, Fig JOb. 

Asperity contact models which are valid to bearing areas of 

100% and under both plastic and elastic asperity deformation 

are required. In 

spectrum Nayak, 

closure related to 

further experiments, moments of the power 

op cit) should be calculated and fissure 

Francis's (1977) mixed elastic-plastic 

asperity deformation model. Experiments should be conducted for 

surfaces modified under varying condit1ons of load and shear, 

Celestino and Goodman (1979). 

3.2.3 Numerical modelling. 

As an initially matched rough surface is sheared it can be 

expected that a transition topography will be produced between: 

the surface typical of a propagating crack in the lithology 

with the fracture mode pertaining; and the surface typical of a 

surface worn in shear. surface waviness of at least the length 

of the shear should be included in the profile or profiles. 

Fortunately, on a fault plane, several samples taken in 

parallel will sample roughness of the two distinct characters: 

that due to heavily modified asperities in contact areas; and 

that which is partially original in non-contact areas. Provided 
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the mechanics of mixed mode roughness production on fault 

planes is understood, the two topographies could be separated 

for stress analysis, and for hydraulic conductivity 

calculations. It would be interesting to know whether the 

surface waviness of fault surfaces is partially a function of 

normal load, and whether fault surfaces ar~ more nearly planar 

at great depths. If they are wavey, considerable hydraulic 

conductivity must be present albeit in sporadic and convoluted 

'pipes'. Gash {1971) has described fracture surface markings 

and related them to stress trajectories and interface 

conditions at the time of formation. 

There is an essential difference b~tween the surfaces 

described by engineering surface metrologist3, and those which 

create geological fissures. Engineering surfaces can be 

regarded as being independently and randomly rough so that 

their standard deviation surface roughnesses may be combined by 

equation {27), regardless of relative position in surface 

contact problems. Geological surfaces form from cracks within 

the material. Initially the two sides of the crack are matched 

and they remain a perfect fit whilst undispldced. The concept 

of an autocorrelation length must be applied at all scales; 

from that of the individual grain, to the diameter of the 

penny-shaped crack. The displacement varies over the crack, Fig 

14, as do the lithologies intersected, so that two independent 

heterogeneities , are involved, as well as an anisotropy 

controlled by the direction of the displacement vector. 

A simple model can be designed to compare the size of the 

autocorrelation length with the size of the displacement 

vector. One would expect that surface roughness features with a 

wavelength less than the displacement vector, will interact in 
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an unrelated or random fashion. Surface roughness features 

with a wavelength greater than the displacement vector will 

control the dilation of the fissure as it forms. It will be 

important to know how the autocorrelation length and standard 

deviation surface roughness of geological surfaces vary as a 

function of lithology, and of the surface-normal stress at the 

time of formation. 

Patir's (1978) algorithm was used to create a numerical 

model of a surface with an isotropic, linear autocorrelation 

function having a length of ten sample intervals. The surface 

generated was one hundred samples square, so that only a small 

section is displayed in Figs 32 and 33. The generating function 

'RELATE' is given in Fig 34. The surface, 'S' has a mean of 

zero and a standard deviation surface roughness of one, Fig 32. 

To model the shear of a rough crack with no dilation, the 

surface, 'S', is shifted with respect to a copy of itself and 

the two surfaces are then subtracted. The surface, 'T', Fig 32, 

is then a model of the fissure width created, such that 

negative 

terms of 

values are areas of asperity contact, expressed in 

the unit standard deviation surface roughness o£ one 

original surface, 'S'. They represent material that has been 

plastically deformed, or comminuted to gouge. These negative 

areas are elongate, aligned normally to the displacement 

vector, and have widths that are approximately equal to the 

length of the displacement vector, i.e. three for Fig 32, and 

seven for Fig 33. As the length of the displacement vector 

approaches the autocorrelation length of thP. original surface, 

the areas of contact become less elongate, Fig 33. 

A function 'SHEAR' was written to appJy this modelling 

principle to the situation in which dilation is allowed. For a 
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Fig 32: 

Numerical model of heights on a rough surface, s, generated 

to have a linear autocorrelation function, using an algorithm 

due to Patir (1978). Shear with no dilation produces the 

fissure, T, illustrated. Negative areas are asperity overlaps 

and positive areas are inter-surface gaps. Numerical values are 

units of the standard deviation surface roughness of the 

original surface, s. 

Fig 33: 

Numer1cal model of the fissure, T, between a sheared, 

originally matched surface, s. Here asperity contact areas are 

isotropic since the shear displacement is close to the 

autocorrelation length of the original surface, s. In Fig 32, 

the shear displacement is less than the autocorrelation length 

of the surface, S, and anisotropic areas of asperity contact 

are aligned normal to the direction of shear. 

Fig 34: 

APL functions used in Figs 32 and 33. 
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Chapter 3: Laboratory studies. 

constant asperity 

the total area, 

contact area, expressed as a percentage 

the dilation is a linear function 

115 

of 

of 

displacement~ as may be expected with a linear autocorrelation 

function. At low percentages of asperity contact, the contact 

areas were isotropic, but increasing the amount of surface 

contact increases the anisotropy, as illustrated in Fig 32. 

3.3 Summary. 

In similar lithologies, an increase in porosity leads to a 

lower rate of growth in hydraulic conductivity. The higher 

joint frequency associated with a high porosity, leads to a 

more dispersed flow~ and the presence of a significant 

intrinsic mean pore span allows diffusion from a much greater 

specific surface. 

The techniques of engineering surface metrology will be 

applied to engineering geological problems in the future, and 

will allow the hydraulic conductivity of individual fissures to 

be predicted at depths where little direct evidence is 

available, but where stress conditions and shear histories can 

still be deduced. An extensive program of research will be 

required to fully explore the surface topographies produced in 

naturally occurring surfaces under varying load and shear 

conditions. With statistical descriptions of surface roughness, 

continual comparison can be made between: laboratory produced 

surfaces~ surfaces observed in the field~ and surfaces produced 

by numerical models having different mechanisms for the 

comminution of asperities. 
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4. Fractures and networks. 

4.1 Observed patterns. 

In Fig 35 the maps of apparently different fracture patterns 

all include the area of Spaunton Moor Quarry. The map of Fig 

35a is after Kent (1974), see Fig 4a. The map of Fig 35b is 

after Richardson, reported in Mierzejewski (1978). The map of 

Fig 35c is from Fig 4b and is based on air photographs (Vl 

543/RAF/4278 26 APR 68 DOE numbers 0119, 0120, and 0121). The 

maps of Figs 35d and 35e are from Figs 7 and 8. 

The large jump in scale between Figs 35c and 35d illustrates 

a common gap in geological mapping scales. Fracture patterns on 

the scale of Figs 35d and 35e are not usually mapped, as they 

can only be observed within restricted localities. They are the 

scales of interest during mining, quarrying and engineering 

geological investigations. The other three scales illustrate 

the range considered in mineral exploration and regional 

geology. 

In Fig 35a the predominant trend of the fault pattern is 

east-west, but at an even greater scale the faults associated 

with continental drift and the North Sea graben would appear, 

Whiteman et al (1975). According to Kent (1967) these are 

northwest-southeast in the west of the southern North Sea 

Basin, and north-south in the eastern 

large scale northwesterly and 

part of it. The very 

north-10-degrees-easterly 

trending faults of the southern North Sea Basin are considered 

to be early transform faults~ surfaces parallel to them have 

low fissure hydraulic conductivity as they are packed with 

fault gouge. The Dowsing Fault of the southern North Sea Basin 

belongs to this set and may extend to the Scarborough and Peak 
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Faults of Fig 4a. Later faults in the southern North Sea Basin 

trend' northeasterly, supposedly following Charnian trends, and 

surfaces parallel to them have high fissure hydraulic 

conductivity, being extensional. Moseley (1973) relates small 

scale structures to the regional featur-as of: the Borrowdale 

Volcanics centre; the Weardale Granite; and the Wensleydale 

granite which underlies the Askrigg Block of Fig 4a. Moseley's 

(op cit) Fig 1 shows an hexagonal disposition of these large 

scale igneous structural units. In Appendix 7.6, the formation 

of a rhombohedral regional fracture pattern is described in the 

basement of the North West Highlands of Sc~tland. (The Inverian 

fracture pattern described in Appendix 7.6 could have 

controlled the Caledonian and Charnian orogenies in the 

southern North Sea area, being modified in the North of England 

by hexagonally centred later igneous intrusions.) Moseley (op 

cit) gives several examples of fracture patterns formed in the 

first brittle deformation of the crus~ being copied into 

overlying sediments. Indeed, the mobility of a particular zone 

in the earth's crust may have been predetermined at a very 

early stage after it's formation. 

Ramberg et al (1977) and Johnson and Frost (1977) describe 

large scale fracture patterns taken from Landsat images. For 

present purposes it is held to be im?ortant that regional 

fracture patterns be understood, because not only are they the 

most permeable zones but they also define tr.e structural blocks 

which control the distribution of minor faults. Huskey and 

Crawford (1967) have shown experimen~ally that the total length 

of a nearby fracture is closely correlated with the producing 

capacity of a well. Chinnery (1966a, ~) has discussed the 

formation of second order faults due to stress concentrations 
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near the ends of the first order fault. In Appendix 7.6 it is 

shown that early formed conjugate-shear bounded blocks can 

rotate between later shear zones formed in the dominant member 

of the conjugate shear set. This mechanism produces stress 

concentrations within shear zones. Not only are large scale 

fractures the most important hydrologically and for mineral 

exploration purposes, 

small structures in 

but they also control the formation of 

an heirarchical manner. Mathematical 

descriptions of the fracture patterns will probably be based on 

a similar heirarchy. 

The small scale cross joints have not been shown on Fig 35e 

since they do not form mappable features on the quarry bench. 

However they do form hydrologically important cross-links 

between the otherwise isolated north-south trending faults at 

Spaunton Moor. They also influence seismic anisotropy in small 

scale arrays, Appendix 7.5 and Figs 72 to 77. Individually, 

they terminate at the north-south trending f~ults, just as the 

latter terminate at the east-west trending larger scale faults 

of the Vale of Pickering, Fig 35b. On a very large scale there 

may be a similar relationship between the east-wes~ trending 

Helmsley-Scarborough Fault System of the Vale of Pickering, and 

the north-south trending North Sea graben faults. Four 

hydrologically important fracture sets wouln then be involved 

in a truncation relationship which is repeated three times. 

Fractures are discrete, and when observed across four orders of 

magnitude the pattern exhibits self-similarity. Moseley and 

Ahmed (1967) show that this pattern may no longer be tenable at 

the scale of a 1 metre thick bed, since they observe that one 

bed may develop a minor joint system entirP.ly different from 

that in the bed above or below, particularly in flaggy 
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sandstones. It has been shown in Section 2.2 that minor joints 

control the distinctive linear solution channels in cave roofs, 

but that the earliest and critical ntage of solutional 

development is controlled by the primary hydraulic conductivity 

of the bedding planes and master joints, which together form an 

interconnecting system of flow fissure porosity. Minor joints 

contribute to the diffusive fissure porosity, and flow within 

them is parallel to the major surfaces they intersect. 

Consequently, for hydrological purposes. although fracture 

patterns are observed across at least eight orders of 

magnitude, (as are scales of roughness, Section 3.2) fractures 

less than a metre long may be disregarded. 

In Section 2.1 geological fractures were described and 

compared with 'penny-shaped' rough Griffith's cracks. A 

relationship between length and throw ras observed and a 

relationship between local stress fields and orientation shown 

by considering structural position. To c;•merate a fracture 

pattern purely in plan, the following variables would have to 

be produced for each fracture: 

where: 

F ( i) = { L I X I y I A ) •••••••••••••••••••• ( 28) 

Lis the length of fracture (i), 

X1Y are the coordinates of it's ce~tre, and 

A is it's angle of orientation with respect to True 

North. 

This would be a very simple description and would not allow 

intrinsically for truncation by other fractures unless the 

generating algorithm produced the members of the fracture set 

{F} in a dynamic and heirarchical sequence. They are also 

considered as straight - or the centre-line average roughness 
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plane is described. 

Rats and Chernyashov 

additive function of 

(1966) state that permeability is an 

jointing and confirm a 

distribution of permeability for oil and water wells. 

(1951, 1953) finds a lognormal distribution of 

lognormal 

De Wijs 

ore assay 

values. An apparent lognormal distribution can be produced from 

an hyperbolic distribution by non observation of the low grade 

or of the impermeable. A plot of pitch, or underground 

waterfall heights for British caves shows a maximum 

corresponding to a 10 foot ladder length. This is predetermined 

by the size of the creatures observing the physical obstacle. 

Rowlands and Sampey (1977) have proposed that Zipf's law- an 

hyperbolic distribution 

rank of orebodies since 

- may be used to relate the size 

it has been applicable to 

and 

such 

populations as: word counts, the sizes of companies and cities, 

and of colonies of bacteria and political parties. They surnrn up 

Zipf's law as "the biggest is twice as big as number two, three 

times as big as number three, and so on": so that size may be 

plotted against rank on a log. log. scale. The possibility that 

the size and grade of orebodies may be controlled by fracture 

size and frequency should not be overlooked. 

4.2 Modelling possibilities. 

Hoyle (1953) distinguishes two types of turbulence in the 

general sense. Ordinary turbulence in fluid flow, and the 

formation of eddies in a pressure field are both evanescent, as 

the rise of pressure due to compression tends to disrupt the 

denser elements of the material. In gravitational turbulence 

denser materials tend to become permanent concentrations. 

Novikov and Stewart (1964) have constructed a theory for 
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ordinary 

velocity 

dissipative turbulence based upon the moments of the 

field. Mandelbrot (1977) provides numerical models 

illustrating energy condensing and energy 

turbulence, and finds that they have different 

fractal, or Haussdorff-Bessicovitch dimension. 

dissipating 

ranges of 

Richardson (1961) found self-similarity in turbulence and 

also found an hyperbolic relationship between the apparent 

lengths of natural boundaries and the basic unit of length used 

to measure them. Mandelbrot (op cit) shows that Richardson's 

latter unpublished result is an illustration of the Haussdorf­

Bessicovitch, or fractal dimension. 

In the models created by Mandelbrot, the algorithms generate 

heirarchies of scalar values. Two dimensional representation 

follows fixed and arbitrary rules. He shows that the Sierpinski 

Sponge, the Appollonian Gasket and percolation models, which 

are all relevant to studies of intrinsic porosity have fractal 

dimensions greater than one. The Cantor Set and the models of 

Hoyle's energy condensing turbulence have fractal dimensions of 

less than one, and one respectively. The Cantor set has been 

found applicable to the modelling of error bursts in telegraphy 

and bears a strong resemblance to the clustered nature of fault 

patterns. Although faulting and jointing are processes in which 

strain energy is dissipated, later movements tend to 

concentrate near preexisting zones of weakness, or to splay 

from them. Thus energy is dissipated in a spatially 

concentrated manner. Unfortunately, fractal descriptions of 

vector sets, such as those needed to describe fault patterns, 

have not yet been provided. 

All the leading contenders for a numerical basis to the 

generation of fracture patterns are subsets of Group Theory. 
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The exception is a body of theory known as geostatistics 

(David, 1977) which gives the best available prediction of 

scalar values in 2 or 3-dimensions, on the basis of current 

scalar data. The area of interest is sampled on a grid, and the 

functional equivalent of a non-stationary correlogram evaluated 

in several directions. 

Group Theory is being used to describe many relations within 

the physical sciences, including random graphs (or nets), 

Bollobas {1979). The Renormalisation Group allows complex 

computational models to be based on energy states, and the 

interactions 

have applied 

problem, but 

between the nodes on a grid. Harris et al (1975) 

the Renormalisation Group to the percolation 

it is notoriously difficult to apply to new 

problems, Wilson (1975, 1979). Fractals are a group whereby 

non-differentiable curves are generated across a wide range of 

scales by repeatedly applying the transformation at the 

previous, less detailed scale. Nooshin (1979) created the 

Formex Formulation method of automatically 

layered grids. Formex is a set of 

generating 

exotically 

double 

named 

transformations designed to create groups of vectors. As with 

fractals, the method of spatial representation is arbitrary, 

but follows strict rules for each implementation. 

The basic ingredients for the numerical generation of 

fracture patterns thus seems to be contained in a combination 

of Formex and Fractals. Formex illustrates the manipulation of 

a few basic vectors into a description of the full set 

required. 

{vector 

Fractals allow inter-relation9hips to exist between 

sets at) several different scales. They can both 

describe sparse, discrete patterns rather than the regular grid 

of inter-related averages treated by geostatistics. 
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The first aim would be to match a model with the joint and 

fault sets observed. Observational detail is not uniform at the 

scales of interest~ though fortunately it is at the larger 

scale of the controlling block faults. ?atterns could be 

generated in a predictive manner, then tested and modified by 

subsequently aquired data. That is, it would be used in a 

similar manner to geostatistics, and where mineralisation is 

fracture controlled, 
comparable. 

the two methods would be directly 

4.3 Analysis 

The graph that is required to be constructed by the methods 

discussed above bears a resemblance to the model of conduction 

on a tree with random links, Ziman (1979, p381). Ziman (op cit) 

shows that the average conductance of such a net can be 

calculated, so that maps of fracture permeability could be 

drawn from a fractal model of the fracture pattern. 

Consequently the requirements of engineering geology and 

mineral exploration would be fulfilled by such a model. For 

dynamic purposes however, the flowrate must be known along each 

arc of the net and this involves the inversion of an impossibly 

la,rge conductance matrix. An heirarchical method of flow 

analysis would have to be developed. Reeves (pers comm, 1981) 

has proposed a Monte Carlo method of net tracing to avoid the 

inversion of the conductance matrix. This will be valid where 

the Reynold's number is less than 2100, so that the 

relationship between flowrate and headloss is linear, and 

diffusion is an analogue of permeation. 
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4.4 Summary 

The numerical description of fracture patterns is a 

fundamental pre-requisite for predicting ~he dynamics of the 

development of secondary porosity and permeability in fractured 

rock; but it is one of the areas in geology where most progress 

remains to be made. Although it is not possible to solve for 

discrete flowrates within flownets of natural proportions at 

present, an algorithm to simulate fracture patterns would be 

useful in mineral explora·tion and hydrogeology. Geological data 

is gathered at a variety of scales, but becomes particularly 

fragmentary on a small scale; the scale of interest in mining 

and engineering geology. The modelling of fracture lengths over 

four orders of magnitude is required. The generation of new 

fractures is believed to be controlled by the fracture pattern 

on a larger scale. An heirarchically baseJ numerical model is 

most likely to be successful. Basic large scale patterns 

include hexagonal or pentagonal sets controlled by igneous 

bodies, and rhombohedral sets controlled by early fracture 

sets, compare Legeza, 1975. 
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5.1 Related models. 

Models of fissure flow networks may be classified in several 

ways, including: 

two, or three dimensional~ 

physical or numerical~ 

electrical or hydraulic~ and 

pipes or planes. 

Numerical models have been made using: the Finite-element 

method~ the Finite-difference method~ and by the inversion of 

conductance matrices describing electrical or hydraulic 

networks. 

Wittke (1970) and Wittke et al (1972) constructed both 

physical and numerical models of flow through joint planes in a 

rock slope. 

the problem 

planes were 

The joint planes considered were coaxial, so that 

was essentially two-dimensional: the edges of the 

joined by pipes. Wittke (op cit) used the Finite-

element method to obtain a numerical solution. Duguid and Abel 

(1974) developed a two-dimensional Finite-element model to 

analyse the flow in fractured porous media. 

Bedinger (1966) used a two-dimensional physical array of 

electrical resistors to model the flow through a fissured 

limestone bench. He iteratively decreased the resistances of 

those resistors which had the highest current flow. His appears 

to be the only dynamic model in the literature. 

Ollos (1961) constructed a three-dimensional, physical model 

using pipes, and used it to describe the drawdown near a 

production well in a fissured aquifer. 

Herbert and Rushton (1966) discussed the modelling of Darcy 

flow by resistance networks. They found that the water table 

was best modelled by Redshaw's (1948) algorithm. For fissure 
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flow however, a less complicated algorithm may be used in which 

the partially empty pipes have a hydraulic conductivity 

described by their wetted perimeter. This is the Hazen-Williams 

equation described in Jeppson (1977, p40). 

The transition from fissure flow to pipe flow localised 

along the lines of fissure intersections, would be best 

modelled using the Finite-element method of Wittke (op cit). 

His method of 'stitching' the edges of elements from 

intersecting fissures together, by simply giving them the same 

node numbers would have to be modified. The cross-section of a 

fissure intersection differs from that of a single fissure 

because the fissure intersection has zero flow wallrock 

conditions at only the four corner points. The fissure 

intersection would need to be represented by separate elements 

since their boundary conditions will lead to higher initial 

hydraulic conductivities parallel to the axis of the 

intersection. Fluids of different chemical composition will 

meet at fissure intersections so that the greatest rate of 

wallrock solution will occur adjacent to these elements, Fig 

28. 

Finite-element models to explore the transition from fissure 

flow to a predominance of flow along fissure intersections 

would be of theoretical interest. That this transit~on does 

occur at an early stage has been established in Chapter 2. For 

practical purposes however, a model which describes as large a 

system as possible is of more interest. 

5.2 Model presented. 

A numerical model to illustrate the dynamics of a pipe 

network subjected to internal erosion does not seem to have 
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been constructed before. The many complicating factors observed 

in natural systems, may be added to the model as data sets 

describing them are acq·uired. The model is constructed as a 

simple loop which is iterated to represent time steps. Within 

one cycle: the size distribution and connectedness of the pipes 

is determined: conductivities and thence flowrates and 

headlosses are calculated for each pipe in the system: and 

finally the internal erosion of each pipe is worked out as a 

function of flowrate, water aggressiveness, and lithological 

factors, etc •. 

The present model is also simple in that pipes are generated 

to represent major fault/bedding intersections at only one 

scale. Fault and bedding plane separations can be on any 

spacing but are oriented rectilinearly. This input is through 

the function 'STARTSQNET', Fig 44. Several stream sinks and 

resurgences may be chosen in the function 'FIN', Figs 45 and 

46. Flowrates are calculated on the basis of a constant head 

however: runoff and an internal water table are not computed in 

the function 'DEV', Figs 47 to 49. Furthermore, the computation 

is by the inversion of a sparse node conductance matrix, 

Jennings (1977, pp 38-47). The APL matrix inversion operator is 

used for the inversion, Smith (1972). The volume of material 

removed from pipe walls at each iteration is taken as a linear 

function of flowrate, so that the mischungkorrosion effect is 

not yet incorporated. The graphical representation is in 

Fortran, using a program Ignet9, Section 7.7.2, which allows 

interactive selection of perspective and scale, and a choice of 

output as an anaglyph, stereopair or three orthoscopic views. 

Orthoscopic views are commonly used for cave surveys but 

stereoscopic views are more easily appreciated when complex 
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systems are involved. 

Two runs of this system of programs are presented. Firstly a 

regular cubic network of equal sized pipes, Fig 3·6. Figures 37 

and 38 show the flowrates in such a system when one input and 

two symmetrical outputs are available. Note that the three­

dimensional position of the pipes in the network is important. 

Flows concentrate near stream sinks and resurgences, but are 

diffuse between. Figure 39 shows a lateral orthoscopic view of 

the flownet in Figs 37 and 38. A cantor set, {Mandelbrot, 1977) 

was chosen to illustrate the relative magnitudes of the 

flowrates in the system because an orthoscopic view then 

presents the maximum flowrate in that plane. 

Figures 40 and 41 show tha distribution of pipe sizes used 

in the second run of the program suite. Equal spacing is used 

again, though this is not a program restriction. In this run, 

two inputs and two outputs are used. Figures 42 and 43 

illustrate the extreme degree to which the larger flowrates are 

concentrated near sinks and resurgences 1n systems of many 

pipes, regardless of pipe size. Because the version of the 

program 'DEV' given in Figs 47 to 49 does not examine for a 

water table or set a maximum flowrate for the system, the pipes 

increase in size at constant relative rates in subsequent 

iterations. The model is equivalent to a phreatic system. 

The addition of mischungkorrosion criteria and of 

exponential decay of solvent aggressiveness would alter this 

picture, as would the presence of a water table. The water 

table would be lowered in a constant flow system as pipes at 

deeper levels enlarge. It would be computationally more 

efficient to perform the matrix inversion using routines 

designed for sparse matrices. Jeppson {op cit) and Sharir and 
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Fig 3·6: 

Print of an anaglyphic drawing: red and green, right and 

left images of a stereopair superimposed. A s~u1ple network of 

pipes formed at the intersections of nine equally spaced, 

eyually sized fissures in three orthogonal directions. 

F~g 37: 

Left stereo image of pipe network in Fig 36. Flowrates, 

'VFLl', calculated in the function 'DEV' for the input and 

outputs shown in Fig 28, with constant head. Key: 

Percentage of Percent aye of Number of 

maximum flow. gaps in line. pipes. 

80-100% Full line. 2 • 

60-80% 20. 6 . 

40-60% 10, 20, 10. 0. 

20-40% 5,10,5,20,5,10,5. 32. 

0-20% Blank. 14. 

Total= 3 . 18 =54. 

Fig 38: 

Right stereo image of flowrates in the pipe network of F~g 

37. Input and output points are arrowed. 

Fig 39: 

Orthoscopic view of the flownet in Figs 37 and 38. 
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Fig 40: 

Left stereo image of a pipe network, grouped as in the key 

to Fig 37, but for percent maximum size. Three orthogonal sets 

of 5 by 5 by 3 fissures with pipe sizes taken as the maximum of 

each pair of intersecting fissures. There is a linear decrease 

in fissure size with: the vertical, or depth axi~; from right 

to left; and from back to front. 

Fig 41: 

Right stereo image of the pipe network in Fig 40. 

Fig 42: 

Left stereo image to show flowrates, 'VFLl' , frorn the 

function 'DEV', applied to the pipe network of Fi0s 

Constant head, with the inputs and outputs shown 

Flowrates are grouped as in the key to Fig 37. 

Fig 43: 

40 and 41. 

in Fig 43. 

Right stereo image of Fig 42, with inputs and outputs 

arrowed. 
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Text figures. 142 

Fig 44: 

APL function 'STARTSQNET' used in Figs 36 to 43. 

Fig 45: 

APL function 'FIN' used in Figs 36 to 43. 

Fig 46: 

APL function 'FIN' continued. 

Fig 47: 

APL function 'DEV' used in Figs 37, 38, 39, and 42, 43. 

Fig 48: 

APL function 'DEV' continued. 

Fig 4 9: 

APL function 'DEV' continued, and the function 'PERSPECTIVE' 

used in 'STARTSQNET'. 

Fig 50: 

APL functions 'PIPESF', 'SORT', and 'DEGREE'. 
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Howard (1968) describe the analysis of flowrates in pipe 

systems taking account of non linearity at Reynolds numbers 

greater than 2100. 

5.3 Summary. 

A model is presented which solves for flowrates in a system 

with constant head and with erosion dependent only on flowrate. 

To model conditions near and above the water table, and to take 

account of the mischungkorrosion effect and the decrease of 

aggressiveness with reaction time additional algorithms would 

be required. The graphical presentation is adequate for the 

model presented since relative flowrates remain constant, but a 

more complex model will have a more complex evolutionary 

history and it would be advantageous to place output on 

microfilm. Anaglyphs will allow the presentation of the 

erosional history of a fissure system as a three-dimensional 

motion picture. It is not yet possible to produce computer 

graphics on microfilm at Durham. 
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6. Conclusions. 

Several lines of investigation have been followed. The 

inter-relationship of data on: seismic anisotropy, rock 

chemistry, hardness, pore network characteristics, and solution 

kinetics, could best be studied through a numerical model. Two 

characteristics of faults and joints must be better understood 

before an adequate numerical model can be constructed. Firstly, 

rock surface metrology, or roughness parameters must be known 

for different types of fracture. Existing statistical theory 

will then allow the calculation of mean fissure widths and 

hydraulic conductivities at given stresses. Secondly, realistic 

numerical models of geological fracture patterns are required. 

Several fracture sets, covering a length range of 10 kilometers 

to 1 meter are typically involved in hydrological problems. A 

combination of two subsets of Group Theory is seen as the most 

promising approach. 

A larger system of 3-dimensional fissures may be solved for 

fluid flowrates if it is modelled as a pipe network. Evidence 

has been presented to show that a pipe network model ~s in fact 

realistic. However, in the early stages of naturally occurring 

fissure flow systems, extremely large numbers of flow lines or 

'pipes• are involved. The computation to solve for discrete 

flows is too large for existing algorithms. Effects such as 

mischungkorrosion could be illustrated on a model of analysable 

size, for theoretical purposes. 

Compared with the design requirements of a computer based 

numerical model, speleogenesis is a complex process requiring 

an impracticably large and poorly known database. Empirical 
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analyses and direct exploration methods based on descriptive 

works such as those by Waltham,(l971) and Ford and Cullingford 

(eds, 1976) will probably continue to be the most practicable 

lines of investigation. 

The work described in Chapter 3 indicates that studies of 

rock surface roughness which follow the illethods of engineering 

surface metrology will prove very powerful in the analysis of 

engineering geological problems. For mineral exploration 

purposes, emphasis must be placed on the development of a 

mathematical description of fracture patterns observed across 

four orders of magnitude. 
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7.1 Falling-head gas permeability. 

7.1.1 Falling-head gas method in Ruska permeameter. 

The Department of Geological Sciences in Durham ~quired a 

Ruska Gas Permeameter in 1977.This instrument comprises: 

a) three flowmeter tubes. 

b) a selection switch, 

c) a sensitive bourdon gauge (0-1 atm. in steps of 

0.01 atm. above atmospheric pressure) , 

d) a sample holder with thermometer, and 

e) an inlet pressure controlling valve. 

It is designed for the Constant Head method wh1ch is based on 

Darcy's Law for gas: 

Qav = Kapp . A . Pm ) I ( u . L ) ........... ( 2 9 ) 

compare equations (7) and (8), where: 

where: 

A (cm*2) is the cross-sectional area of the specimen, 

L (em) is 1t's length, 

Pm (atm) the pressure drop across the specimen, 

measured on the bourdon gauge, 

u (centipoise) is the viscosity, 

Qav (cclsec) is the volumetric flowrate, which is 

taken at the centre of the specimen, because the 

local volumetric flowrate depends upon the local 

pressure in the specimen. 

Kapp (darcys) is the apparent permeability at the 

average pressure Pav (atm), where 

Pav = (Pm + (2 x Pa)) I 2 ......•....... (30) 

Pais the atmospheric pressure. 

The flowmeter tubes are calibrated against upstream pressure 
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at 1.0, 0.75 and 0.25 atm. (see Anon.). Three determinations of 

'Kapp' are made and plotted against reciprocal 'Pav'. The 

intercept (Kinf (darcys)) of the best fitting line on the 

'Pav=infinity' axis is taken as being equivalent to the 

permeability for an inert liquid. The extrapolation proceedure 

is based on the Klinkenberg equation:-

Kapp = Kinf x ( 1 + (b I Pav)) .............. (31) 

Klinkenberg (1941), Rose (1948). A program was written to solve 

(Pressure, time) values for 'Kinf' and the constant 'b' 

directly, but the matrix is ill conditioned, so the method to 

be described below was retained. 

The flowmeter tubes cover the range 0.185 to 60.0 (cc/sec) 

and since gauge pressures (Pm) of 1.0 and 0.25 atm. should be 

used, a specimen which is say a one inch cube will allow a 

range from 1.27 to 1650 (millidarcys) to be covered. Figure 

5la, after Raudkivi and Callander (1976) shows that this 

corresponds to the range of permeabilities for petroleum 

reservoir lithologies, or 'oil rocks'; and is well above the 

range of permeabilities associated with 'good limestone'. 
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Low permeabilities in soils and concrete are usually 

determined by a Falling-head water method, with the attendant 

difficulties discussed in Section 7.2.1 .. In fact three main 

methods have been used to determine either the permeability of 

a porous medium, or the viscosity of a gas, employing a falling 

head of the gas (Calhoun and Yuster, 1947a). They are: 

"1, maintaining a constant upstream pressure, usually 

atmospheric, and measuring the rise in pressure in an 

evacuated downstream vessel; 

2, maintaining a constant downstream pressure, 

usually atmospheric, and measuring the fall of 

pressure in a closed upstream vessel; and, 

3, measuring the rise in pressure in a downstream 

vessel and simultaneously measuring the fall in 

pressure in an upstream vessel". 

The pressure controlling valve on the Ruska permeameter is a 

very efficient seal when turned off. The enclosed gas pressure 

can be maintained for as long as a week, with a steel blank in 

the sample holder. Temperature changes accounted for all the 

observed variations. It is therefore suitable for the second of 

the above methods. 

The governing formula was derived as follows:­

By Boyle's Law: 

where: 

vout = Vinst x(Pml- Pm2) I Pa .............. (32) 

Pml is the first, and Pm2 the second of two measured 

pressures, 

Vout is the volume of gas that has flowed through the 

specimen for the pressure drop of 'Pml-Pm2', and 

Vinst is the instrument volume, see Fig Slb. 
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So: 

( dVout I dt) = ( vout . Vinst . dPm )I( Pa . dt ) ... (33) 

From Fig 5lb: 

vav = Vout x (2 x Pa) I (Pm + (2 x Pa)) .............. (34) 

From Darcy's law (27), and equations(31) and (32): 

Kapp={2.u.L.VinstiA.Pin(Pm+2.Pa)} .(dPmldt).(l-((Pml-Pm2) 

I ( Prn + 2 P a ) ) • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • . • • • • • • • • • • . . ( 3 5 ) 
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As (Pml-Pm2) tends to zero, the slope of the graph (dPmldt) 

can be used to work out the apparent permeability 'Kapp' at a 

number of different points. These are then regressed against 

reciprocal average pressure, as described above. If discrete 

values of the measured pressure are read from the graph, 

instead of the slope, these should be close together. A 3 to 5% 

error is introduced for '(Pml-Pm2)=0.latmosphere'. 

The instrument constant, 'Vinst' was determined by 

collecting displaced nitrogen over water, and also by testing a' 

sandstone sample by both the falling-head and constant-head gas 

methods. 

The bourdon gauge may be read directly and 

values recorded together with 'Pa', 'A' and 'L'. 

(Pm , time) 

All bourdon 

gauges 

full 

error 

are prone to stick, and it is tedious to wait for the 

range of pressure drop required to reduce the standard 

to reasonable limits. Accordingly, a YIT chart recorder 

was attached to a sensitive pressure transducer inserted in the 

instrument's thermometer mount. The transducer used was kindly 

lent by Kulite (UK) Ltd. and had a range of 0-50 psi. Circuits 

for power supply, and partial protection from mains voltage 

spikes, zero adjustment and scaling were designed by Mr. J.M. 

Lucas. A typical curve from the chart recorder output shown in 

Fig 52. 
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Fig 52: 

Falling-head gas (pressure, time) curve. 

Fig 53: 

APL function 'FALL2' for calculating permeability values 

from falling-head gas readings. 

Fig 54: 

APL function 'FALL2' continued. 

Fig 55: 

APL function 'FALL2' continued. 

Fig 56: 

Comparison table of falling-head gas and falling-head water 

permeability values for specimens of Yorkshire Chalk. Data from 

Patsoules (pers comm). 
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FALLING- HEAD GAS PERNEABILITY VALUES VS WATER PERNEABILITY 
Att•r Patsoules (pend~) 

Sample 001/S 001/L 002/L BH1/S BH11 L CRHII L LTH1/ S LTH11L BSA/ BSAb L18S 

Kwahr 0.029 0 037 0 066 0 036 0 031 1. 08 0.021 0 018 OD45 0.056 

0 
Kg as 

I 

(1 5atm) 0 087 0 062 0 017 0.16 018 0.086 0.06 OD77 0 2 O.Oi9 

• Kgas 

( 1nf1n 1te) 0 0008 0 012 0.002 0.03 0.054 0.001 0.004 0013 0.087 0029 

K1 5 • Kin f 
+ 

2 0 044 0.037 0 088 0.1 0 117 0 045 0032 0 045 0 14 7 0.049 

Kwater 
[milli-
tlarcies] 

01-~ + 0 

0 09 

0 08 

0.07 

• + 0 

006 

• + 0 

0 OS • 

• (6)+ 

0 04 

• • of= 0 + o. 
003 0 • 0 

(~),. 
+ 

0 02 • + 0 

• + 0 

0 01 

0 
0 01 0 02 0.03 004 005 o:o6 0.07 0 08 0.09 0

1
1 

0 
[mill idarc in] Kgas 

Fig 56 
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The function 'FALL2' is written to display the input data 

and the least sqares fitted lines, Figs 53 to 55. The program 

uses an integrated form of equation (35): 

Kapp={u.L.Vinst/A.Pa.(Tl-T2)}.ln((Pml-Plav)/(Pm2-P2av)) 

• • • • • • • • • ( 3 6 ) 

where: 

(Tl-T2) is the time difference (seconds) between readings 

'Pml' and 'Pm2', 

Plav, P2av are the average pressures corresponding to 

'Pml' and 'Pm2', and 

ln is the natural logarithm. 

This is only valid when 'Pml-Pm2' is small, as discussed above, 

since second order terms in 'Pml' and 'Pm2' have been dropped. 

Provision is made for selecting out unlikely looking data 

points: however this is no substitute for a full data set. 

(Time, Pm) values should be taken every 0.1 atm. or 

thereabouts, and seven or eight points are a minimum. It would 

be much better if apparatus were made to allow measurements to 

be made at much higher pressures since an extrapolation is made 

to infinite pressure. For the purposes of comparison without 

full extrapolation, the gas permeability is also quoted at 

'Pav=l.5 atm'; equivalent to 'Pm=l.O atm', equation (30). 

Samples of Yorkshire Chalk tested by the falling-head water 

method in a triaxial cell at Sheffield University, by Mr. M. 

Patsoules were also tested by falling-head gas, Fig 56. With 

very low permeability samples, the standard error may be 

greater than the intercept value which has occasionally been 

negative. A fit of the logarithm of the permeability against 

reciprocal 'Pav' is incorporated in the program to avoid 

this,but such an extrapolation is without theoretical 
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justification. It was found that the method was adequate for 

measuring the low permeabilities found in weathered limestone 

joint block margins. 

7.1.2 Anisotropy and mapping of permeability. 

A sawn slab of shelly Corallian limestone was given to the 

author by Mr. Keith Bell, the manager of Hovingham Quarry, 

North Yorkshire. It represents a section through a weathered 

bed, most of the fresh blue colouration being replaced by 

cream. It was cut into one inch thick cubes to an accuracy of 

four thousandths of an inch. Permeability determinations were 

made in the two directions parallel to bedding, and in one 

direction normal to it. 

The purpose of this was to test the va~iation in 

permeability within a specimen, and to test the suitability of 

the falling-head method for limestone of about 5 percent 

porosity. It is not relevant to the study of weathered 

margins; but predated it. Technical difficulties made it 

impossible to process large specimens that had not been 

acquired as sawn slabs, at that time. 

Evers et al. (1967) describe the mapping of cement 

permeabilities for petroleum reservoir modelling purposes. 

Their measurements were taken in just one direction. The 

results for Hovingham limestone showed anisotropy due to 

bedding and heterogeneity due to variations in shellyness. 



Appendices: Experimental methods. 167 

7.2 Wood's metal porosimetry and SEM stereopairs. 

~ngst others, swanson (1979), and Pittman and Duschatho 

(1970) have described the use of pore casts as a conceptual 

tool for visualising the nature of the pore space in rock. In 

this study, a very high saturation of the pore space was 

required so that fine detail could be seen. 

It is considered to be impossible to achieve full saturation 

of a porous medium that is not completely dry beforehand 

(Turner, 1977}. Air pockets are almost certain to be trapped in 

the network of pores with the water present forming seals 

across the pore throats. Soils are often tested under back 

pressured conditions in order to overcome this problem by 

dissolving the air into the water. It should be possible to 

thoroughly dry most rocks, without destroying their internal 

structure. For limestones, this is done after the samples have 

been cut to size by keeping them in a drying oven at 60 degrees 

c. for one or two days. Temperatures of 105-110 degrees c. 

which are used to dry soil samples, would boil off the water 

explosively. 

To saturate with water, a vacuum dessicator with three 

inlets is used. one inlet is to the vacuum pump, another is to 

atmosphere via a tap, and the last is to a water reservoir. The 

water reservoir is also deaired via a line to the vacuum pump. 

The line connecting it to the vacuum dessicator reaches to the 

bottom of the latter. The sample is placed on a wire mesh 

several inches above the base of the dessicator. When both 

sample and water have been deaired for 24 hours, water is 

slowly run into the vacuum dessicator whilst still under 

vacuum. This is done slowly, so that the wetting front in the 
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sample is allowed to stay above the water level outside. Once 

the sample has been covered, the vacuum pump is switched off 

and the vent to atmosphere slowly opened. All voids within the 

pore space of the specimen should be empty. Atmospheric 

pressure should force water into them if the rock is water 

wettable, Turner (op cit). 

Both Wood's metal and mercury are non-wetting liquids. Even 

when the pore space is evacuated, high pressure is required to 

achieve any degree of saturation. The Pres3ure of Displacement 

Equation (Purcell 1949, equation 3): 

Pc = (2 . It. cos(Ca)) I R .•............... (37) 

governs the saturation of a pore space comprising cylindrical 

tubes, where: 

Pc is the minimum pressure required to displace a 
wetting liquid, or to inject a non-wetting liquid, 

R is the radius of the tube, 

It is the interfacial or surface tension, and 

ca ~s the contact angle. 

The effective surface tension, 'Ite' is used where the contact 

angle is unknown: 

Ite =It x cos(Ca) ..••...................... (38) 

'It' is calculated by comparing Wood's metal with mercury 

capillary pressure curves. swanson (1979) calculates the 

effective surface tension for mercury to be 0.368 (J/m*2), and 

deduces it to be 0.210 (J/m*2) for Wood's metal. 

Wood's metal is an alloy of bismuth containing lead, tin and 

calcium. It's melting point is 70 degrees C; and it's intrusion 

into rocks is done in nearly the same manner as in mercury 

intrusion porosimetry, except that it is done at a temperature 

above the melting point. A high pressure cell with two inlets 
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was used: both inlets had taps attatched. A cylinder of 

nitrogen gas and a vacuum pump were connected to the cell which 

was placed in the oven. The rock samples were held down inside 

the cell by a spring to prevent their floating in the Wood's 

metal. Chunks of Wood's metal were packed into the remaining 

space over an aluminium foil liner. 

The cell was sealed by an 'O' ring and vacuum grease then 

evacuated for about two hours. Next, the oven was switched on 

and the cell brought to about 100 degrees C and held there for 

about three hours. The vacuum pump was then switched off and 

it's tap was closed. Next, the nitrogen gad cylinder's tap was 

opened and 900 psi (3.3 MPa) applied to the surface of the 

liquid 
allowed 

Wood's metal. The oven was switched off, and the 
to cool to room temperature for about twelve 

whilst under pressure. 

cell 
hours 

The rock samples were sawn out of the Wood's metal and 

broken across before being treated with dilute hydrochloric 

acid. The exposed pore casts were mounted on Scanning Electron 

Microscope studs. Carbon coating of the specimens was not 

necessary as they were sufficiently conductive. 

At the highest resolution reached a distinctly botryoidal or 

mammiliform surface is seen on the Wood's metal cast, Figs 58 

and 59a. This could be a curious feature of the lithology, or 

it could represent the limiting pore size enterable by the 

nitrogen saturated wood's metal. Using equations (37) and (38) 

with 'Ite=0.21' (J/m*2) gives 'R=0.06' (microns). The radii of 

the Wood's metal globules in Fig. 59a are about 4 microns. It 

could be that the texture is caused by the Wood's metal 

withdrawing from the smaller pores as it cools, and it's 

surface tension rises. Backcalculating from a radius of 4 
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Fig 57: 

Fig 58: 

Fig 59: 

a) Stereo pair of Wood's metal i~Jected pore space at 

a relatively large scale. Shelly and oolitic 

corallian limestone from Hovingham Quarry, North 

Yorkshire. 

b) smaller scale view of detail in Fig 57a. 

a) stereo pair of detail from Fig 57b. 

b) Stereo pair of detail from Fig 58a. 

a) Stereo pair of detail from Fig 58b. 

b) stereo pair showing grain coordinat1on in the same 

lithology as Figs 57a to 59b. 
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microns gives an effective surface tension of 13.1 (J/m*2). 

It seems that the method is only capable of resolving 

textures down to 10 microns. Patsoules (pers com) accordingly 

used resin in order to obtain pore casts of the Yorkshire 

Chalk. There, the pore'diameters are in a range of 1-10 

microns. 

SEM photographs were taken as stereo pairs, separated by 6 

degrees of arc. The sequence presented in Figs 57 to 59a is in 

specimens from a corallian shelly limestone from Hovingham 

Quarry. All the photographs centre on the same detail as the 

magnification is increased. In Fig 59b the coordination number 

of a single grain can be estimated from the network of grain 

contacts visible around the bowl that it has left in dissolving 

away. 
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7.3 Kobe method and Mean Pore Span. 

7.3.1 Kobe method in Ruska porometer. 

Total porosity can be determined by:-

a) Determining the specimen volume, 'Vt', by 

displacement. 

b) Crushing the specimen. 

c) Determining the grain volume, 'Vg', by 

displacement. 

Equations (1) and (2) combined then give the porosity, N as:­

N = ( Vt - Vg) / Vt ......•....•..........•. ( 3 9 ) 

Norton and Knapp (1977) have shown that the porosity value 

so obtained may increase as the particle size in (b) is 

decreased. Lithologies such as granites, and some limestones, 

which have a high residual porosity show this effect markedly. 

It can also be difficult to ensure that all air bubbles are 

removed when measuring the volume 

displacement. 

of fine powders by 

The Kobe, or Boyle's Law Method also estimates the grain 

volume by displacement. Since air is the fluid used, the whole 

of the effective pore space is accessible provided the specimen 

is dry. It was found that low permeabil~ty specimens required 

several minutes equilibration time when the pyncnometer 

pressure had been increased. Effectively, a falling-head gas 

permeability test is being performed between the pyncnometer 

and the centre of the specimen. The estimation of the total 

porosity is described in Section 7.3.2. 

The operation of the Ruska porometer follows the directions 

given in 

taken at 

the manufacturer's manual, (Anon). Each reading was 

several pressures, from 10 to 50 psi, so that about 
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seven values were available for every variable. Some estimate 

of the error was then possible. The program, Figs 60 and 61, 

allows selection of the calculated vaJ.ues. Weighing the 

specimen allows the bulk density and the grain density to be 

calculated. The latter is a good check on the accuracy of the 

determination if the mineralogy of the specimen is known. 

Errors are usually very small. Large errors were noticed 

when specimens had not been dried properly as described in 

Section 7.2.1 .. This is probably because the pore throats in 

rocks such as chalk, which have a high microporosity, should be 

bridged by residual water. Differences in pressure might be 

maintained across such bridges and prevent the porometer from 

sampling the pore space beyond. When the pyncnometer pressure 

reaches a threshold value dependant upon the size of the pore 

throat, the bridge will break and a larger pore volume may be 

sampled. 

Applying equation (38), and using an effective surface 

tension of 0.073 (J/m*2) for water and a d1fferential pressure 

of say 10 psi gives a pore diameter of 4 microns. The 

improperly dried specimens referred to were of Yorkshire Chalk 

(Patsoules, pers com), with a pore diameter of 1-10 microns. 

Typically, the apparent grain volume should decrease with 

increasing pycnometer pressure. 

7.3.2 Mean Pore Span determination. 

A nine inch concrete test cube was cast for an undergraduate 

proJect supervised by Mr. R.H.Scott of the Department of 

Engineering Sience, Durham University. Six mm diameter 

aggregate was used, and the test cube was cut into one inch 

cubes and residual slices which were just over one inch square. 
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Fig 60: 

APL function 'POROMETER' used in calculating porosity values 

by the Kobe, or Boyle's Law method. 

Fig 61: 

APL function 'POROMETER' continued. 

Fig 62: 

Normal probability plot of volume or thickness vs. percent 

inferred total porosity, for slices of a concrete cube with a 

6mm aggreg.ate. 
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They were tested in the Rus'ka porometer, and the data was 

processed by Mr. 

porosity varied 

determined to 1% 

C.Postgate. It was found that the observed 

with specimen volume, both parameters being 

accuracy. Figure 62 shows a plot of these 

porosities expressed as a percentage of the inferred total 

porosity. The assumption made is that t~e intrinsic porosity 

has a gaussian size distribution and can be characterised by a 

mean pore span. The mean pore span appears to be of the same 

order as the diameter of the aggregate in the concrete. 

The pore space is envisaged as a three-dimensional maze in 

which the probability of entering a cul-de-sac increases with 

distance gone. A diffusing particle begins at the centre of a 

network of flowpores distributed as a Gaussian sphere about it. 

Many paths are available for diffusion over short distances, 

but the number o! possible paths dwindles as the distance to be 

travelled increases. 
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7.4 Chemical Analyses and calculations. 

7.4.1 Chemical analysis of limestones. 

The Department of Geological Sciences, Durham University 

:quired a new Philips X-ray Spectrometer System PW1400 during 
A 

1979. The system installed had no inbuilt data processing 

facility; the counts read out being transferred to the Northern 

Universities Multiple Access Computer, (NUMAC). The X-ray 

fluorescence of a group of four samples is controlled by a 

microprocessor which is part of the Philips system. This was 

programmed by Mr. Ron Hardy so that the output table was as in 

Fig 63. The first counting round (line MN .... ) is a dummy to 

allow sufficient time for the system to reach the requisite 

vacuum level. MG+, NA+ etc. are background counts taken with 

the angle '2theta• set just off the peak for the element. 

Background counts are subtracted from the peak counts before 

the main data processing routines begin. 

There were already several data processing packages which 

converted counts into chemical analyses. Usually a minimal 

number of fourteen or sixteen standards were used to calculate 

influence factors from the known chemical analyses and 

corresponding counts. With lesser numbers of standards, 

influence factors have sometimes been individually adJusted so 

that reasonable results are obtained. Graphs of counts versus 

weight percent for one element taken across a full range of 

standards are rarely linear. The relationship is a multivariate 

one due to matrix effects (Westbrook, Holland and Hardy, 1974). 

Since a data processing system was to be attached using 

software written 'in house•, the programs used here were 

developed in APL with Mr. J.M.Lucas as a precursor to his 



Text figures. 183 

Fig 63: 

Output table from Philips X-ray spectrrnneter system PW-1400. 

Fig 64: 

Table of standard srunples used for analysing limestones. 
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0 u r r- u r t a b I e f r u m Phil q.J s X- r u y S p e ct r .. ~~ n L t ... 1 

System PW -1400. 

C=511X1 
51\ft.POS : = 1 2 3 4 I 
< 1> : =529 
<2> :=5102 
<3> :=USG51.11 
(4> :=SSCSY1 

HP 1 4 SAMPLES 17 CHANNELS MOPS 0 
1 : 529 2 : 5102 3 : U5GSU1 4 : SSCSY1 

11N 964 20.000 52 20.000 2284 20.000 5135 20.000 
51 479577 4.000 1388150 4.000 454339 4.000 584429 4.000 
AL 488662 8.000 3022 8.000 312800 8.000 195909 8.000 
FE 855377 4.000 4258 4.000 998694 4.000 738553 4.000 
HG 35701 50.000 598 50.000 84576 50.000 58678 50.000 
HG+ 540 50.000 281 50.000 492 50.000 503 50.000 
CA 12266 4.000 896 4.000 471831 4.000 400359 4.000 
NA 13032 100.000 2589 100.000 58876 100.000 88415 100.000 
NA+ 1510 100.000 1190 100.000 2732 100.000 2764 100.000 
I( 546272 4.000 1280 4.000 94439 4.000 373352 4.000 
TI 667935 4.000 9640 4.000 629177 4.000 248755 4.000 
11N 3889 80.000 206 80.000 9206 80.000 20728 80.000 
11N+ 281 80.000 156 80.000 309 80.000 334 80.000 
s 851154 40.000 11218 40.000 28632 40.00(1 18867 40.000 
5+ 5628 40.000 993 40.000 1703 40.000 1779 40.000 
p 9897 40.000 1190 40.000 18448 40.000 27589 40.000 
P+ 922 40.000 745 40.000 788 40.000 957 40.000 
C= 

F I J G i 



SA~Ptr: NO. 
5102 AL203 FE203 
SI02 

100.00 
CAC03 

0 
SUI 

34.52 
SU3 

0 0 

0 0 

9.46 32.70 

3.45 0.95 3.27 
SU4 

33.45 0.95 3.27 
NBSS8A 

1.20 0.19 0.28 
SU1A 

23.42 6.37 21.90 
SU2A 

30.36 8.30 28.65 
NBS1A 
14.11 4.16 1.63 

Tl 
62.69 16.55 6.03 

SSC-SY1 
59.50 9.60 8.20 

USGS-Ul 
52.64 15.00 11.09 

NBS99A 
65.20 20.50 0.06 

NBS98 
59.11 25.54 

NBS97 
38.77 

2.05 

0.98 42.87 
NBS93 

80.60 
NBS91 
67.53 

1.94 0.08 

6. 81 0.08 
NBS76 

2.38 

L HHOLOGY 
1'160 CAO NA20 K20 TI02 

ANALAR 
0 0 0 0 0 

SPEC. PURE 
0 56.08 0 0 0 

MIXED CANADIAN SULPHIDE ORE 
3.93 3.96 1.03 0.63 0.81 
1:9: :SUI :CAC03 

ANALYST PELLET CDNDIHON 
I'INO S P205 C02 H20 

0 
NEU 

0 
NEt.l 

0 0 0 

0 0 0 43.9.2 0 
INTERN"T. GOOD 
0.11 12.04 0.10 

NEI.I 
0 0.71 

0.39 50.88 0.1 0.06 0.08 0.01 
1:3:6::SU1:SI02:CAC03 

1.20 \).01 J'l.::d 
Nbl 

0.07 

0.39 34.05 0.1 0.06 
DOLOMITIC LST. 

0.08 0.01 1.20 0.01 26.36 0.07 
31 .1 .67 US[IC REMADE 

21.30 30.10 0.01 
2:1::SU1:NBS88A 

0.12 0.02 0.03 0 ~.01 46.60 0.14 
GDOfi 

9.71 12.68 0.69 0.46 0.54 0.47 
7:1: :SU1 :NBS8BA 

8.03 0.07 15.53 
PEHADE 

0.13 

6.10 7.24 0.90 0.57 0.71 
ARGILLACEOUS LST. 
2.19 41.32 0.39 0.71 0.16 
MSUSULE TONALITE 
1.85 5.19 4.35 1.24 0.59 
SYENITE 

0.09 10.54 0.09 5.83 
8.1.31 USDC REMADE 
0. 03 0. :!5 0. 15 34.90 
INTERNAT.(10-14lMNSD 

0.62 

0 
NEU 

0.11 0.01 0.13 0 1 .26 
OLD BUT 0~(. 

4.20 10.20 3.30 2.~7 0.49 0.40 
DIABASE 

0 0.22 0.37 0.85 
OLD BUT m;. 

6.62 10.96 2.15 0.64 1.07 
FELDSPAR 
0.02 2.14 6.20 5.20 0.01 
PLASTIC CLAY 
0.72 0.21 0.28 3.17 1.43 
FLINTY CLAY 
0.26 0.10 0.33 0.54 2.38 
BOROSILICATE GLASS 
0.03 0 4.16 0.16 0.03 
OPAL GLASS 
0.01 10.48 8.48 3.25 0.02 
BURNl REFRACTORY 

0.17 0 0.14 0.06 0.15 
26.3.~5 USDC REMADE 

0 0 0.02 0 0.56 
31.8.31 USDC REMADE 
0.01 0.06 0.08 0.06 7.28 
31.8.31 uSDC REHADE 
0.01 0.)4 0.08 0.29 13.35 
10.7.33 USDC REHADE 

0 0.01 0 12.99 0 
15.6.31 USDC REMADE 
0.01 0 0.02 0 3.31 
15.3.27 USDC REMADE 
0.02 0 0.07 0.15 O.L2 
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* 

* 

f 

+ 

* 

54.68 37.67 
53 

56.68 21.42 
S23 

5.72 

0.58 0.27 0.38 
MANSFIELD MARINE 
1.92 0.38 0.84 
H.M.B.SH. 

1.37 2.21 
BAND SHALE 

3.95 1.03 
D.A.SPEARS GEOCHEM. REMADE + 
0.06 0.31 0.15 0.15 7.39 

47.15 21.91 8.88 1.75 0.53 0.74 4.46 0.71 
M.I'I.B.SH. S27 

53.42 23.31 5.72 1 .64 0.30 0.63 3.88 0.88 
M.I'I.B.SH. S29 

5_1. 81 
S30 

9.60 
E1/10 

23.36 6.00 

5.56 7.56 

1.66 0.39 0.64 3.85 0.93 
M.M.B.ANKERITIC SHALE 
8.33 26.56 0.36 0.82 0.30 
SHALE 

S7.62 24.50 
El/14 

2.56 1.68 0.18 0.83 4.54 0.89 
SH. 

23.28 3.64 1.88 
SH. 

0.22 0.77 4.05 0.89 56.60 
E18/14 
67.03 

RB57 
1 8 • 79 1 • 9 7 1 • 58 t). 0 1 0 • 7 6 3 • 4 3 1 • 1 5 

ROOKHOPE BOREHOLE SHALE 
51.50 19.80 2.84 1.35 6.93 0.40 4.30 0.81 
RB172 
70.79 
RB173 

ROOKHOPE BH CALCSILICATE 
2.21 2.62 0.17 14.09 0.09 0.52 0.19 

ROOKHOPE BH CALCSILICATE 

D.A.S. COSMOCHEM. R.THIN t 
0.13 5.42 0.07 0.03 8.22 
D.A.S. ACTA REMADE + 
0.06 2.42 0.12 0.07 7.~5 

D.A.S. 1964 V.28 REMADE • 
0.05 3.07 0.14 0.60 7.50 
D.A.S. PP.1679-96 REHADE J 

0.71 0.53 0.,4 35.40 3.53 
OLI:. , THIN 

0 0.01 0.04 0 7. IS 
OLD I THIN 

0 0.01 0.04 0 8.62 
OLD CHIPPED 

0 0.06 0.03 0 5.19 
RON LAMBERT OLD SHINEY 
0.04 0.87 0.13 2.40 8.63 
R.L. DURHAM OLD CH1PPED 

0 1.55 0.16 7.61 0 
R. L. 

* 
+ 

83.20 0.36 0.40 0.12 10.40 0.10 0.23 0 0.13 
OLD CHIPPEli 

0 0.14 4.9::? 0 

F I y 64 
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writing an equivalent suite in Z80 machine code and Basic, now 

operational. 

Twenty-nine standards were assembled to cover the 

sedimentary range of compositions with as many high calcium 

content standards as possible- see Fig 64 and Flanagan (1968). 

Mr. Ron Hardy increased the number originally available by 

blending some standard powders with others and with pure 

chemicals. 

Limestone samples comprising a section across a bed of 

shelly limestone, and a section across a weathered margin in 

micritic limestone, were dried as described in Section 7.2.1., 

and comminuted using a jaw crusher and a disc mill. A 

teaspoonful of powder was mixed with five drops of Mowiol and 

pressed into 1 1/4 inch diameter discs with o force of 6 tons. 

Both borax backed and unbacked discs were prepared: differences 

in the final analyses were small and randomly distributed, so 

were used to estimate the standard error for each of the major 

elements determined. Samples were oven dri~d at 60 degrees c. 

for about two hours before being irradiated. This was found to 

decrease the time taken to reach high vacuum. 

Specimen powders were run through the C02 Train described in 

Groves (1951), under the supervision of Mr. Ron Lambert. Some 

were run in the Stanton Thermal Balance. The thermal balance 

curves showed no break in slope. No separati.on into H20+, H20-, 

and C02 was possible using the thermal balance output other 

than by using arbitrary dividing temperatures. Since carbon and 

oxygen are close together in the periodic table, and below XRF 

detection limit, these major oxides are combined as 'C02'. 
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7.4.2 XRF data processing. 

A suite of APL functions was written which contains three 

main functions. FIDDCAL calculates the matrix of influence 

factors, (IF) from the linear matrix relationship:-

where: 

(STANDARD COUNTS) +.x (IF) = (STANDARD ANALYSES) 

(n:m) (m:m) (n:m) 

.............. ( 40) 

n is the number of standards analysed, and 

m is the number of major oxides nnalysed. 

Major oxides such as C02, H20+ and H20- are not quoted and the 

total is not normalised. COMPCAL calculates unknown analyses 

from the unknown's counts using the same relationship. RCYCLE 

and CYCLE are alternative monitoring functions which call on 

FIDDCAL and COMPCAL as subroutines. 

In FIDDCAL, the covariance matrix, dPscribed by Jennings 

(1977, equation 7.50) is output to describe the chemical 

correlation of the standards used. Selection of standards is 

facilitated in FIDDCAL ~d the standard analyses are 

backcalculated. The absolute normalised differences were 

defined as the (standard analysis - backcalculated value) 

divided by the (standard analysis). They are used to check on 

the stability of the influence factor matrix. A further check 

is that the analyses computed from the unknown samples counts 

should total an expected value of 100%: or about 60% for 

limestones. 

Checks for machine drift are made by rerunning a subset of 

the standards on a regular basis. All the standards are rerun, 

and a new influence factor matrix is calculated if drift is 
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detected. During trial calculations it was found that a minimum 

of about thirty standards, chosen to cover the limited range of 

unknown whole rock chemistries, gave the most satisfactory 

results. It is more important to have a large number of 

standards than to arrive at an influence factor matrix which 

backcalculates almost exactly. Normalised differences indica·te 

which standards fit least well, or most non-linearly into the 

range of chemistries covered. Individual normalised differences 

indicate in which major oxides the fit is poor. 

Since a sufficient number of standards was available for the 

samples tested few problems arose. In the case of other data 

sets aquired over the same period, much tedious selection of 

standards was required before an influence factor matrix was 

calculated which seemed to match th~ range of unknown 

chemistries. Further work by J.M.Lucas substantiates these 

conclusions, and is reported in Lucas and Holland (1980). 

7.4.3 Least squares abstraction model. 

Abstractive processes affecting the major element 

composition of rocks include crystal settl~ng and weathering . 

The Mass Balance Equation (41) governs such processes; and it 

can be solved by trial and error or by a least squares fit. 

Wright and Doherty (1970) and Wood (1978) have used the least 

squares method. Here the calculation is done, and errors are 

considered using the APL computer language. Crystal 

fractionation is considered first; and a data set from a 

weathered limestone margin is considered last. 

In modelling crystal fractionation, a number of crystalline 

phases (or minerals) are removed from an initial liquid to 

produce a final liquid. The proportions in which the phases are 
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removed are to be calculated. The initial liquid corresponds to 

a starting whole rock composition (WRS) which may be taken as 

the analysis of a chilled margin or of an early apophysis to a 

major intrusion. The final liquid corresponds to a finishing 

whole rock composition (WRF) which may be taken as the analysis 

of late phase extrusives, etc •• The mineral compositions 

corresponding to the abstracted phases (PLG, etc.) may be taken 

from electron microprobe analyses of cumulate mineral grains. 

The Mass Balance Equation may be expressed for one mineral 

phase (e.g. plagioclase) as:-

where: 

(WRS.lOO) - (PLG.PLGR) = (100-PLGR).WRF ....• (41) 

all vectors WRS, WRF, PLG are of (say) length 9 (or 

10) and comprise analytical percentages of major 

oxides in the order (say) { SI02, AL203, (TOTAL IRON) 

FE203, MGO, CAO, NA20, K20, TI02, MNO, (P205) }, 

PLGR is the unknown amount of plagioclase removed 

expressed as a percentage of the mass of initial 

liquid. 

Equation (41) can be rewritten as:-

(PLG-WRF) .PLGR = 100. (WRS-WRF) ••..........•. ( 42) 

and generalised, for more than one mineral abstracted into a 

matrix form:-

( ( PLG I OPX, ... , .. ) ( WRF, WRF, WRF, .. ) ) (PLGR) 

(OPXR) 

(WRS-WRF) 

( ( . ) ( 

( ( . ) - ( 

( ( . ( 

( ( . ( 

( 9; n) 

( 9; n) 

. 

. 

. 

. 
( 9; n) 

) ) ( . . ) 

))+.x( . )=lOOx( . . ) 

) ) 

) ) 

( . 
( . 

+.x (n;l)= 

( . 
( . 

. ) 

. ) 

(9;1) 

(9;1) 
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such that n(=9 (or 10) •..•.........••................. (43) 

where the matrices are formed from the original vectors 

expressed in column vector form. 

Equation (43) has the form :-

A+.xX=B ...................•... (44) 

so that 'X = B (matrix divide by) A'. Matrix division is 

accomplished by using the APL Inverse (or 'domino') Operator, 

which will provide a least squares solution if the number of 

phases abstracted is less than the number of major oxides 

analysed for, (Smith 1972). The system of equations is 

insoluble if there are more abstracted phases than maJOr oxides 

in the analyses. 

If a diagonal matrix of weighting factors (W) is to be 

incorporated, then equation {44) is shown by Jennings (1977 

equations 2.16 to 2.25) to be replaceable by:-

(At. W. A). X =At. W. B ..........•.... {45) 

where 'At' is the ordinary transpose of 'A'. 

Wood's (1978) table 7 for an igneous abstraction problem 

were recalculated and it was found that differences from his 

published table were small and probably due to the different 

matrix inversion algorithm used. Both Wright and Doherty (1970) 

and wood {op cit) fitted assumed m1neral compositions 

accumulating in unobservable magma chambers in Hawaii and 

Iceland respectively, to the analyses of observed whole rocks. 

Accordingly Wright and Doherty's program incorporated a method 

of selecting the most likely phases to abstract, using the 

simplex algorithm. 

Mr. Robert Hunter (1980) used the program on suites of 

analyses from Carrock Fell where the magma chamber is exposed. 

In that situation all the phases and whole rock analyses 
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involved can be analysed directly and the amounts of material 

separated are of greatest interest. Problems remain in that 

there is zonation of phases, and alteration has affected the 

rocks; so that observed compositions do not necessarily 

represent those abstracted during fractionation. 

The calculation for specimens~from the weathered margin of a 

micritic joint block is subject to similar problems. Weathering 

processes do not necessarily remove entire minerals, and local 

variations in clay mineral composition may well occur. The 

method can be applied only as an alternative to the more usual 

assumption that one or more reference elements remains 

unaffected by the weathering process. The abstracted percentage 

of 16.76 weight percent, compares with an 1ncrease in porosity 

of 2% in adjacent specimens, Fig 65 and Riemer (1979). 

In addition to the functions listed in Figs 66 to 68, the 

functions PLOT and VS from the public library PLOTFORMAT may be 

used in the main functions FIT and MODE. 
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Fig 65: 

Least s~uares abstraction model applied to weathering: 

a) data, and 

b) fit. 

Specimens are from a micritic Corallian limestone fro1o Spaunton 

Moor Quarry. 

MlOSF I fresh rock I 105mm frOIO the joint block rtlargin. 

M45W, weathered rock, 45mm from the jojnt block l·laryin. 

Fig 66: 

APL function 'MODE' for calculating the least squares fitted 

modal composition of a rock analysis in terms of mineral 

analyses. 

Fig 67: 

APL function 'MODE' continued and function 'FIT' to 

calculate the least squares fitted percentayes of Hlinerdl 

phases rewoved in moving frOI'l one whole rock cOI•1posi tion to 

another. 

Fig 68: 

APL function 'FIT' continued. 
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[2J 1 IN THE Ofi·DER : PAREIIT r DERIVED p A~STRACTED F HASES • 

E.G.:-• 

w..-s, Wfi·F p FLGp MT,KFSP9r 

p 

F't- ( I I , ( (IIPt- ( f p) -6) , 6) f F +-0) (; l6 J 
-~L2 lF 0=(11M•-f.t.F(ljJ)If.t.-1.J.rFr 1 r 1 

I DATA l-ENGTHS ARE ItiCOMPATI~LE :I 
O-t-<6r I I>, <6xt~M)tMA.Jo..-s 
~-~-1 

Ll:OtP[~;], 6 2 'f'.t.P(~;J 

+Ll IF IIFl,~+-~+1 

-tO 
1-:': -tL3 IF IJMl,IIF -2 

, ETC. 
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[4J 
C5J 
L6J 
1:7] 
1:8] 
C9J 
1:10J 

1:11J 
C1.2:t 
1:13J 1 ST!iiTEi:M IS INDETEFiMINATE WITH MORE PHASES THAll MA.JOf;'S• 1 

------- ------------------------
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C14J -tO 
(15] A ASSEM8LE BASIC DATA MATRICES (ArB) AND WEIGHTS MATRIX 

( WM) • 
C16J A 
C17J L3:At-(l·lORM( (NP-2) ,NM)f.i.-1+r 2 0 +F, 1

,
1 
)-( (llF-:!) ,NM)f 

llORM.i,P[2;] 
LlBJ Bt-100X(NORM.i,P[1;])-NORM.i,P[2;J 
£:19] A 
(20J 1 THE 'r(1"NM)p 1 PRESET WEIGHTING FACTORS (W) A~E :-• 
[21J 0t-((6XNM)fMA~OPS)r[0.5J 6 2 ?Wt-NMt 

1.4 1.7 1.7 2 2.2 2.9 4 2.5 1 1 
L22J -tL4 IF 10>11M 
[23J 1 riOTE: CHANGE W[10J TO 9.9 IF APATITE IS A PHASE. 1 

[24J L4:'D0 TOU WANT TO CHANGE W 1' 
C25J -tL6 IF I.,. I ~1teJ., I 

[26] LS:'INPUT 'r(.NM)p 1 NEW VALUES FOR w:-• 
r27J -tL5 IF NM¢fWt-rD 
[ 28] L 6 : WMt- (liM, NM) f ( ( NM, 1 ) f W) , ( NM, liM) f 0 
C29J A 
(30J A ASSEM~LE AND SOLVE ; THEN CALCULATE ERRORS• 
(31J A 
[32] RVt-(A+ 0 XWM+.XB)SA+ 0 XWM+.X~A 
[33] RESt-(.i,F[2;J)-WRFCALCt-(.i,P[1;J)-((~A)+.XPV)-100 

[.34] A 
(35J A TABULATE OUTPUT TABLE , AUD POSSIBL'r' GRAPH ERRORS+ 
[.36] I I 

C37J Tt-(.i,P[l;])r(.i,P[2;J)rWRFCALC,RES,RES-.i,P[2;J 
t:.38J I I 

[.39] Ot-'LEAST SQUARES AE<STPACTION MODEL; FROM 'rF[l;],' TO 1 

-~ ------

L40J 
[41J 

(42 J 
[43] 

[44J 
1.:45] 
[46J 
1::47J 
[48J 

C49J 
C50J 
[.5JJ 
C52J 
[53J 
(54] 
[55] 
['56J 

Q 

----

;P[:!;J, If-' 
I I 

0t-(6f' ')r(r 2 0 +P)r(pP[\2;]),' BACk RESID REL 0 WT 
S t I 

0t-((20+6XNF-2)f 1 ')r'CALC UALS ERR!:>' 
0t-((11Mr6)fMA,JORS)r 6::! 1"~((4+NP)pliM)J"(.t.-1+r 2 
0 +F p I p r ) p f p W 

0t-(6f I I), (6 2 .fi.V), I IQ!Bb: I, 6 2 1"+/fi:V 
Ot-<<6x-1+.rRV).r' 1 

), 'fi.EMOVEI• AS WEIGHT PeT. • ,P[l;J, •. • 
Ot- I ME All El' ROP AND RMS ERPOfi: :- I , 6 ::! .MilRMS RES 
I I 

tL7 IFN(4e+/'PLOT'e •P• DNL 3)A2e+/'VS'e •v• QNL 
3 
I I 

'FLOT OF (LOGlO W~F) VS (LOG1Q WRFCALC) 1 

I I 

I I 

I I 

L7: 'DO 'lOU WANT TO CHANGE WEIGHTS 1' 
-tL5 !F '''-=ltflr' 

Fig 68 
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7.5 seismic anisotropy. 

Harrison's (1973) description of the joint sets in the 

corallian Series of the North York Moors; and the observation 

of the structures described in Section 2.1, made it clear that 

in spaunton Moor Quarry, north-south joint sets are dominant to 

an unusual degree, Fig 18. Since this joint set and parallel 

minor faults seem to control erosion and groundwater flow, Fig 

4b, it would be advantageous to have a geophysical method by 

which detailed anisotropy of fracture patterns could be mapped. 

Since the joint blocks have markedly wea~hered margins, Fig 29, 

substantial seismic anisotropy was predicted. The seismic 

refraction method is not an analogue of qroundwater flow, as 

resistivity is, but data can be gathered in a wider range of 

ground conditions, and individual refractors may be mapped at 

depth. 

Dowlen (1979) gathered a great deal of data in an M.Sc. 

thesis and his field arrays are summarised in Fig 19. He used a 

hammer source exclusively, and found difficulty in recording 

signals across faults. He found anisotropies of up to 160%, 

compared with a previously recorded maximum of about 15 to 29% 

for the carboniferous limestone of the Northwest of England, 

Bamford and Nunn, 1977. 

Functions 'DATAMAN2', 'ELLIPSEFIT', and 'BACKUSFIT' were 

written in APL, and a Fortran+*Ghost program was written to 

produce the plots of Figs 68 to 83. Greenkorn et al (1964), 

following Scheidegger (1954}, provide a formula for 

curvefitting an inverse ellipse, Fig 3, expressed in terms of 

radius and azimuth. This curvefit was tried as well as the 

formula provided by Backus (1962, 1965} and used by Bamford and 
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Nunn (op cit). Backus's curve is not held to be theoretically 

valid above 10% anisotropy by Bamford and Nunn (op cit), and it 

seems from the results described by Dowlen (op cit) that an 

ellipse fits the data as well or better than the other two 

curves tried. An ellipse fits some of the data sets very well, 

especially if allowance is made for heterogeneity of joint 

frequency, by fitting subsets of the data with separate 

segments of ellipses, Dowlen (op cit). 

Fig 68 shows the most anisotropic Array Three, fitted with 

an ellipse having an axial ratio of 2.6, after Dowlen (op cit). 

Figures 69 and 70 illustrate the improvement in fit that can be 

gained by dividing heterogeneous data into subsets. 

is near the largest fault in Spaunton Moor 

nearest the 

Array 

Quarry 

fault 

One 

and 

are velocities on the side of the array 

substantially reduced. This may be 

frequency near to the fault; or 

due to a higher joint 

to gape of the existing 

fissures, since the fault face is now a free surface. Figures 

71 to 76 show a remarkable swing of the long axis of the fitted 

ellipse with a change in array size from 24m to 14m radius. 

There is a lot of scatter in this data from Dowlen's (op cit) 

Array Five, but the change in orientation is regular. This is 

interpreted as due to the increasing dominance of east-west 

oriented minor joints away from the mappable faults of the 

syncline, Figs 7 and 19. 

In order to overcome the poor data transmission through 

faults reported by Dowlen, a dropweight was tried in the field. 

Transmission was observed through faults of up to one metre in 

throw, and the site of DBARRAY was chosen to study attenuation 

anisotropy, Figs 19 and 77. The gain levels of the Bison 

recorder were adjusted with successive drops until the 



Text figures. 199 

Fig 6 9: 

Ellipse fit to P-wave seismic veloc:ities from array three 

(Farrthree, of Fiy 19), Spaunton Moor Quarry, after Dowlen 

(1979). 

Fig 70: 

Ellipse fit to P-wave seismic velocities from array one 

(Farrone, of Fig 19), Spaunton Moor Quarry, after Dowlen 

(1979). 

Fig 71: 

Data of Fig 70, ellipse fitted in two subsets. 
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Fig 72: 

Ellipse fit to P-wave seismic velocities from array five 

(Farrfive, of Fig 19), Spaunton Moor Quarry, after Dowlen 

(1979). Data from a radius of 24m. 

Fig 73: 

As Fig 72, but with data from a radius of 22m. 

Fig 74: 

As FiCJ 72, but with data fro111 a radius of 20m. 

Fig 75: 

As Fig 72, but with data frorn a radius of 18m. 

Fig 76: 

As Fig 72, but with data from a radius of 16m. 

Fig 77: 

As Fig 72, but with data from a radius of 14m. 
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Text figures. 210 

Fig 78: 

Detail of the fault pattern and geophone positions in 

DBARRAY, of Fig 19. 

Fig 79: 

Ellipse fit and Backus's fit to velociUes from OBARRAY. 

Fig 80: 

Inverse ellipse fit to velocities from DEARRAY. 

Fig 81: 

Ellipse fit and Backus's fit to attenuation at 35m in 

DBARRAY. 

Fig 82: 

Inverse ellipse fit to attenuation at 35m in DBARRAY. 

Fig 83: 

Ellipse fit and Backus's fit to the ~oss Factor between 5 

and 35m in DBARRAY. 

Fig 84: 

Inverse ellipse fit to the Loss Factor between 5 and 35m in 

DBARRAY. 
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DROPVEIGHT ARRAY o ATTENUATION AT 35 METRES , DECIBELSa 
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DROPVEIGHT ARRAY 0 ATTEN~ATION AT 35 METRES 1 DECIBELS • 
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DROPVEIGHT ARRAY 1 LOSS FACTOR BETWEEN 5 ANB 35 HETRESa 
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DROPWEIGHT ARRAY 1 LOSS FACTOR BETWEEN 5 AND 35 METRES. 
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amplitudes shown for all radial geophones matched the amplitude 

on a reference trace, used as an overlay. A signal generator 

was used to calibrate the gain levels of the channels of the 

Bison recorder in decibels. Waveforms differed in an 

interesting manner, but recording facilities were not adequate 

enough to make a study of what could be a very revealing 

phenomenon. some of the results from the DBARRAY or dropweight 

array are shown in Figs 78 to 83. Figs 78 and 79 show 

velocities a·t 35m, the radius at which two data sets were 

gathered on geophones four and five, Fig 77. Although there are 

now 38 data points, there is little to choose between the three 

curvefits. 

Born (1941) gives an expression for a loss or attenuation 

factor for plane waves in terms of amplitude and distance. 

O'Brien (1967) discusses attenuation of seismic refraction 

signals in more detail, taking into account frequency and 

geometrical loss. Born's (op cit) loss factor is plotted in 

Figs 82 and 83. Because two data sets are involved the errors 

are combined and the scatter is greater. Backus's fit becomes 

unstable. 

Tourenq et al (1971) give a relationship between a quality 

index and a combination of fissure and intrinsic porosity. 

Their quality index is the percentage ratio of the observed 

velocity: to the velocity in an equivalent fresh rock type of 

zero porosity. Because the profile of intrinsic porosity across 

a joint block margin is known at Spaunton Moor, (Riemer, 1979), 

one could in theory solve for the fracture spacing and mean 

fracture width. Unfortunately, the propagation of errors leads 

to unusable results, but it may be that the methods described 

could be refined, so that the axes of ellipses fitted to field 
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observations of seismic anisotropy will yeild a useful 

description of average, orthogonal maximum and minimum fissure 

porosities. 
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7.6 Finite element analysis of conjugate-shear bounded blocks. 

7.6.1 Spaunton Moor shear joint sets. 

The joint sets seen at Spaunton Moor Quarry are discussed in 

Section 2.1. In Chapter 4 the importance of an adequate 

description of patterns of jointing and faulting is discussed. 

For a block bounded by conjugate shears to be rotationally 

stable, it is necessary that: 

Tor ( xy) = -Tor ( yx) .•...•.............•...... ( 4 6 ) 

where: 

Tor(xy), Tor(yx) are the shear stresses along 

adjacent faces. 

This is usually taken to be the case for engineering 

structures, where rotational stability is assumed. Rotation of 

a conjugate-shear bounded block may be initiated by an 

imbalance in the frictional resistance on two adjacent sides. 

Stick-slip is recognised as a mechanism by which individual 

faults move discretely and irregularly. Such rotation could 

induce a subsidiary fracture pattern within the block. The 

resulting 

two-fold 

overall fracture pattern would necessarily retain a 

axis of rotational symmetry, but would have lost all 

reflectional symmetry. 

It may seem far-fetched at first sight to compare the shear 

joint sets of Spaunton Moor with the conjugate wrench fault 

controlled Scourie Dykes of the Loch Torridon area. However, it 

is mainta1ned that they are mechanically similar. In the 

Lewisian, the fractures having the highest hydraulic 

conductivity are intruded by mappable basic dykes. Some light 

is therefore thrown onto the distribution of hydraulic 

conductivities within a naturally occurring fracture system. 
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The Finite-element model and the resulting discussion is 

intended to be relevant to hoth areas. 

7.6.2 Scourie dyke emplacement near Loch Torridon. 

The field evidence is discussed in detail in Westerman and 

Holland (submitted), and a brief review will be given here. 

Large scale structural variations were considered by Sutton 

(1949). Small scale structures have been described and 

classified by Cresswell (1969, 1972), and his notation is 

followed here. Those which affect the margins of Scour1e dykes 

comprise: earlier (S4) and later (S6) subparallel foliations; 

drag folds affecting those foliations (F5, F7); and drag of 

earlier structures. Earlier structures include boudin trains 

parallel to S3, Fig 87b, and the S3 Zollation itself. Two 

examples of the drag folds affecting dyke margins are shovm in 

Figs 86 and 87a. Sites at which this evidence can be seen are 

marked in relation to the dykes in Fig 85a. Fi<J 85b shows an 

interpretation of the field evidence expressed as an overlay to 

Fig 85a. The 'PIPS' are areas in which post-D3 structures are 

rare, and the dyke swarms are areas in which 03 structures are 

strongly deformed in association with dyke injection. PIP 80 ls 

proposed as a type area for the first phase of Scourie dyke 

injection. 

PIP 80 is interpreted as a conjugata-shear bounded block 

which is preserved in the process of being invaded ~y secondary 

dextral shears. Ramsay (1980) has describeG. brittle to ductile 

transition in shear zone deformational styles such as is seen 

in this area and he has commented (op cit) that, whilst 

conjugate shears are conunon, the t\tlO two shear sets do not seem 

able to operate synchronously. The concentration of drag folds 
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Fig 85: 

Fig 86: 

Fig 87: 

Fig 88: 

a) Distribution map of the Sccurie dykes, north of 

Loch Torridon, Ross-shire. 

b) Overlay to Flg 85a, to show the Llistribution of 

small and large scale Inverian struct11res. 

a) View looking 

sinistral drag 

east, of the cross-section of a 

fold plunging 40/110 degrees TN, and 

affecting the margin of a Scourie dyke at NGR NG 811 

587. Scale: Silva compass oriented north-south, of 

length 18cm. 

b) View looking east at a folded early-ru~~h~bolite 

boudin train. The main S3 foliation trend is 230 

degrees TN. Scale: Messrs. Mike nnd Chris Lucas, 

19.Apr.l981. 

a) View looking east of the cross-s8ction of a 

sinistral drag fold plunging 30/100 degrees TN, and 

affecting the foliation within a Scourie dyke, at NGR 

NG 822 591. Scale: Dr. Rob Taylor. 

b) overlay, structural sketch of Fig 87a. 

Capped yeild failure envelope to relate: 

a) Badcallian, D3 and 

b) Inverian, D4 to D7 stress fields. 
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at two corners of PIP 80, and the two-fold rotational symmetry 

of the secondary dextral shears within it, suggest that it 

experienced a dextral couple as the northwesterly trending, 

dextral member of the conjugate shear set becrune dominant. 

Figure 8b shows a stress configuration which explains the 

observed phenomena; the dykes were injected during a shear 

regime, and the vertical, or hydrostatic stress exceeded the 

stress normal to the shear planes. 

7.6.3 Model and results. 

A Finite-element model was set up using PAFEC (Progrrun for 

Automatic Finite Element Calculations). The pips and the shear 

zones were represented by the mesh shown in Figs 89 and 90. It 

was hoped to induce rotation of the central pip by seeding the 

shear zones adjacent to it with two elements having more rigid 

properties. It was hoped that the resulting stress distribution 

would show which parts of the pip were likely to fail first. 

Hence the mesh concentration in that area. In PAFEC level 3.1 

(Henshell, 1975) plastic elements were not available. The shear 

zones were represented by lower elastic moduli. Rotation of the 

central pip did not occur, and stresses were distributed within 

it with reflectional symmetry, Fig 91. The stress distribution 

in the plattens does show a rotational symmetry, Fig 92. 

For a Finite-element model to be useful, the ductile shear 

zones must be modelled by elements with plastic yeild criteria. 

Later versions of PAFEC may offer this facility, and node 

generation to simulate crack propagation. Then it will be 

possible to map the 

conJugate-shear bounded 

develop. 

stress trajectories in a 

blocks as secondary shears 

system 

begin 

of 

to 
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Fig 89: 

Finite-element model to represent the large scale Inverian 

structural units, or conjugate-shear bounded blocks, of Fig 

88b. 

Fig 90: 

Machine drawn Finite-element mesh of Fig 89, with displaced 

shape shown in dashed line. 

Fig 91: 

Stress distribution within the central one of nine 

conjugate-shear bounded blocks from Fig 89, representing PrP 80 

of Fig 85b. 

Fig 92: 

Stress distribution within the plattens of Fig 89. Note the 

asymmetry due to the two elements of intermediate elastic 

modulus placed at the corners of the central block. 
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7.6.4 Capped-yeild failure criteria. 

The deformational event, 03, l!lhich preceeded those 

associat·~u with the intrusion of the Scourie dykes, ( D4 to D7), 

is rnarked by similar folds having sub-vertical pl11nge, Fig 88a. 

The very last structures to affect the Scourian basement are 

late urittle normal faults, anc1 neptunir"ln dyke'3 which have 

developed in Torridonian times at the back of fault scarps, Fig 

85a. It would be useful to know if the entire se~uence of 

deformational events described in the Lewisian are inter­

related, Westerman and Holland (op cit). The discussion on 

fracture patterns and their heirarchical generation, Chapter 4, 

could lead to a coherent theory of crustal evolution, from 

early plastic to late brittle phases, givAn failure criteria 

which described both plastic and brittle failure modes. Plastic 

yeild caps have been diagra1runatically adderl to Fig 88, and a 

possible form of ecjuation is investigated in Fi<J 93. Lawn and 

Wilshaw (1975) describe the energy balance, or thermodynamic 

basis of Griffith's crack theory. Brace (1960) shows that this 

leads to a parabolic Mohr envelope in tension, Sectior1 ?.1, 

eyuation (24). Westerman and Holland (op cit) propose that in 

the plastic, or partial melt regime, melt: porosity is not 

uniformly distributed but would be intersecteJ in greatest 

abundance by a plane normal to the maximum !.Jrinc ipal stress. 

Paterson (1970) shows that this can be related to the variation 

in the local chemical potential of a non-hydrostatically 

stressed solid. 

yeild curve of 

Holland (op cit). 

The equation given and fitte~ to the notional 

Fig 93 can then be deriveu, Westerlllan and 

Since the localised chemical potential, or Gibbs Free 
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Fig 93: 

Trial curve fit of a possible form of eyuation to describe a 

cappeu-yeild failure envelope. 
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Energy, is used as a measurE:! of the prO.I.JOrtion uf lllf~l ted or 

plasU.cised rock intersected by any given planE:!, this theory is 

content.1.ous. It must be stressed that it is cowvared v'i th a 

purely intuitive form of the failure envelope in Fig 93. 

Hm>~ever, a yeild cap of this form v'0\11 rl explain tl1e r)henornena 

of conjugate ductile shears described by Rill~say (1980). 

COnJugate ductile shears have dihedral angles contalninCJ the 

minimum ~rincipal stress, which are less thart 90 de~rees, Pi~ 

88. Conjugate brittle shears have dihedral anules which are 

greater than 90 degrees by the angle of internal friction 

( Phi) • 
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7.7 AnctglyDhs in geology. 

Anaglyphs are convenient to proJect, and ma~' be Ll::O(:!d to 

illustrate the development of three-dimensional '3tructures 

through t i•r1e. An in terac ti ve computer prosr<:un is presented 

which outputs an anaalyph, a conventional stereo.pair, and 

orthoscopic views. Suppliers of suitable ink~ anJ filters are 

yiven. 

The paver by Johnson and Richter (1979) i " -- ;> 

retninder that stereoviews ctre not only an (~ssential l''lethoc1 of 

presentin<J rernote sensinf) imagery to th~;.; ann.lyst; but a very 

useful way of presenting three-dimensional geoloyical datR. Tn 

fact, ~eological problems are essentially four-dimensional, 

since structural relationships can be considered to change with 

time. If stereoviews are presented by means of ann.f)lyphs, a 

rapid change of vievl is possible; and 1ndeed cr)i!l!t'lerc i_-::tl three-

dimensional motion pictures have been successfully made. 

Anaalyphs of line drawings have been tn.acl.e froll1 two 

conoscopic proJections, calculated on viewpoints about five 

degrees apart, and plotted in different colours. Spectacles are 

made frorn coloured plastic f1J m. T f the match b~~tw~en a colour 

filter and an ink is close enough then a dr6winy 1r1ade Ln that 

ink will he invisilJle, or barely vi sib lo::~ llhen vie\·Jed through 

the filter. The purity of cheaply and rearl~ly available 

filters, (such as Griffin and George's: pri~ary green 030F; and 

primary red OlOL), is sufficiently good fer Ui~'..:' 1 >~tl 1Jose. The 

three filters which accompany Nature 284, 1980 are even better. 

Host red inks encountered were a very yood match, but Hlost 

green inks appear slightly red when vieweJ throu0h the green 

f.llter: conse•1uently that eye sees two imayes and it becomes 
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Fig 94: 

Print of an anaglyph of a pipe network, e<juival·~nt. to Figs 

37 and 38, showing flowrates. The ima<JeS for the right and left 

eye are superimposed, and drawn in green and reel resrectiveJy 

in the or~ginal. 

Fig 95: 

Print of an anaglyph of a pipe network, equivalent to Figs 

40 and 41, showing pipe sizes. 

Fig 96: 

Print of an anaglyph of a pipe network, equivalent to Fi~s 

42 and 43, showing flowrates. 
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difficult to form a three dimensional menta] iJrta<Je. 

output of computer-generated graphics would best be made 

directly onto m1crofilm, but access to the Rutherford 

Laboratory's 256 colour m1crofilm output dev~ce is r~ported to 

be difficult to obtain. Alternatively, 35wn uhotogrdphs could 

be made directly frolt1 a colour TV screen, an output dev1ce 

which is not yet available in Durham. 

The best green ink found was Green 5E56 for optical 

readers. This must be diluted with white spirit before using 1n 

felt ti1)ped plotter pens. It is available frOlll: 0}\SF Farben + 

Fasern GB , S1emenstrasse 76, 7000 Stuttgart 30. 

7.7.2 Program description. 

Although the Figs 94 to 96 are not colou.red in such a Hay as 

to be suitable for viewing as anaglyphs, they are includerl for 

comparison purposes. A succession of anarJ lyphs, show in<] the 

network as it develops would make a three di!llens ional mot ion 

picture of the dynamic processes involved. The prograM Ignet9 

is given in Figs 97 to 107. It allows perspective and viewpoint 

to be chosen interactively, and a Ghoice of anaglyph, 

stereopair, and three orthogonal orthoscopic views as output. 

Output is route to screen or plotter, dependiny on the way in 

which the program is invoked. 
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Fiys 97 to 107: 

Listing of Fortran+*Integrated Gra~hics pro~rdtl 'Ignet9'. An 

interactive stereographic net plotting proyram, with anaylyph, 

stereo pair, and three orthogonal orthoscopic views. 



NE NUMBER TEXT PAGE 1 

----------------------------------------------------------------------------------------------------------------
1.000 
2.000 
3.000 
4.000 
5.000 
6.000 
7.000 
8.000 
9.000 

10.000 
11.000 
12.000 
13.000 
14.000 
15.000 
16.000 
17.000 
18.000 
19.000 
20.000 
21.000 
22.000 
23.000 
24.000 
25.000 
.26~000 

27.000 
28.000 
29.000 
30.000 
31.000 
32.000 
33.000 
34.000 
35.000 
36.000 
37.000 
38.000 
39.000 
40.000 

C TO PLOT A 3D PIPE NETWOR~ ; 
C IN *IG 
c 

DIMENSION XS<3700), YS<3700), ZS<3700) 
DIMENSION XF<3700), YF<3700), ZF<3700) 
DIMENSION ITH<3700), ICOL<3700) 
DIMENSION CN<8r4) 
INTEGER*4 LHUE(3700), LINE 
INTFGER*4 BLAC~, BLUE, RED 
INTEGER NO /'N'/r YES /'Y'/ 
DATA CN /8*0.0r 0.2, 7*0.0, 0.1, 0.2, 0.1, 5*0•0' 0.05, 0.1, 0.05r 

1 o.2, o.o5, o.1, o.o5, o.o/ 
DATA BLACK /'BLAC'/, BLUE /'BLUE'/, RED /'RED'/ 

c 
C**************************************************** 
C INPUT 
C 4 , NETWOR~ GEOMETRY FROM STARTSQNET IN APL • 
C 5 , CONDUCTIVITIES , COLOURS • 
C 6 , INTERACTIVE TERMINAL I/P • 
C l , INTERACTIVE TERMINAL 0/P : = F7/8 IN SGfL(9,) • 
C 8 , INPUT FROM F7/8 FOR HARD COPY RUN • 
C**************************************************** 
c 
C R RADIUS OF SPHERE OF INTEREST • 
C S , F START , FINISH COORDS OF PIPE • 
c 

c 

DR= <ATAN<1.0)) / 45.0 
RE.AD (4,240) R 
READ (5,270) ITS, ITF 
READ (4r250) N 
READ C4r260) <XS<l>rYSCI)rZSCl),I~1,N> 

READ <4r260) <XF<J>rYF(J),ZF(J)r,J-=1vN) 

C SET INTERACTIVE I/P OFF OR ON • 
c 

10 PRINT 2RO 
READ < c>, 300 > INTERA N> 
IF <INTEii:A .EQ. YES) GO TO 20 ~ 
IF <INTERA .NE. NO> GO TO 10 ~ 
PRINT 290 



NE NUMBER 

41.000 
4::?.000 
43.000 
44.000 
45.000 
46.000 
47.000 
48.000 
49.000 
50.000 
51.000 
5::?.000 
53.000 
54.000 
55.000 
56.000 
57.000 
58.000 
59.000 
60.000 
61.000 
6::?.000 
63.000 
64.000 
65.000 
66.000 
67.000 
68.000 
69.000 
70.000 
71.000 
7::?.000 
73.000 
74.000 
75.000 
76.000 
77.000 
78.000 
79.000 
RO.OOO 

TEXT 

READ (6,300) IANAG 
IF <IANAG .EO. YES> GO TO ::?10 

c 
C ITH IS THE CODE FOR THE NO. OF DASHES IN A LIN[. 
C 1 FOR 80-100/. FLOW ETC •• 
c 
C IO IS !STEADY<1 , BLAC~);GROWINGC::? , BLUE);DECR.C3 , RED>. 
c 
C SET COLOURS IN LHUE • 
c 

::?0 READ (5,::?70) ClTHC~),ICOLC~),K=1,N> 

DO 50 L -= 1, N 
IF <ICOL(L) .EO. ::?) GO TO 30 
IF CICOLCL) .EO. 3) GO TO 40 
LHUE(L) = BLAC~ 
GO TO 50 

30 LHUE(L) ~ BLUE 
GO TO 50 

40 LHUE(L) = RED 
50 CONTINUE 

c 
C**************************************************** 
C FORM 3D NETWOR~ ; INTO OBJECT CALLED 'STOR' • 

C**************************************************** c 

c 

CALL IGINIT 
CALL IGBGNOC'STOR') 
DO 70 ~ = 1v N 

Nl\ -=- 1 TH < K) 
IF CN~ .GE. 5) GO TO 70 
LINE = IGBGNSCO) 

C CANTOR SET !-A SEQUENCE OF BRO~EN LINeS SO THAT 
C TOTAL DRAWN LENGTH = TOP END OF % FLOW RANGE 
C AND ORTH. PERSP. SHOWS MAX. FLOW IN COLUMN OF PIPES • 
C XYZ R RELATJVE MOVE = LENGTH OF PIPE AS x,y,z • 
C a CDR DRAWN LfNGTH OF LINE IN CANTOR SET • 
C 1 CMR MOVED a 1 1 8 a 8 CGAP) + 

c 
CALL IUMA<XSC~), YSCK), ZSCK)) 

PAGE 2 
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'.JE NUMBER 

Bl.OOO 
U:.->.000 
8.5. 000 
84.000 
8~5. 000 
86.000 
B~'. 000 
us.ooo 
l39.000 
90.000 
91.000 
92.000 
93.000 
94.000 
95.000 
96.000 
97.000 
9!~. 000 
99.000 

100.000 
101.000 
102.000 
103.000 
104.000 
L0~-5.000 

106.000 
107.000 
108.000 
109.000 
L1o.ooo 
111.000 
112.000 
113.000 
114 + 000 
1L5.000 
116.000 
117.000 
118.000 
119.000 
120.000 

XR ~ XF<~) - XS(~) 

YR - YF ( ~) -- YS ( ~) 
ZR = LF(~) - ZS(~) 

ICN ~ 2 ** <N~ - 1) 

TEXf 

XCDR = <XR - ( <N~ - 1>*XR*O.~)) I ICN 
YCDR = <YR - ( <N~ - 1 )*YF<*0.2)) I ICN 
ZCDR- <ZR - <<N~ - 1>*ZR*O.~)) I ICN 
DO 60 LC ~ 1, ICN 

XCMR - XR * CN<LC,N~) 
YCMR = YR * CN<LC,N~) 
zr.MR ~ ZR * CN<LC,N~> 
CALL lGDR<XCDR, YCDR, ZCDR> 

60 CALL IGMR<XCMR, YCMR, ZCMR> 
CALL IGENDS<LlNE> 
CALL IGHUE<LINE, LHUE<~>> 

70 CON fiNUE 
CALL IGENDO<·STOR') 

c 
C**************************************************** 
C**************************************************** 
C STEREOSCOPIC PAIR • 
C**************************************************** 
C**************************************************** 
c 

IANSCJ-1 = NO 
SO CALL lf7BGNS< 'f-'ICT') 

CfiLL Il7BONS < 'FRAM' ) 
c 
C FRAMI:. • 
c 

CALL lOMA< -0.179, 0.1!9) 
CALL IGDA(-0.179, 1. 0) 
CALL IGDA<1.0, 1. 0) 
CALL IODA<l.O, -0. 179) 
CALL IGDA<-0.179, -0.179) 
CALL 10MA< 0.67J, - L • 0) 
CALL IGDA<-0.673, -0.95) 
CALL IGMA<-0.673, 0.95) 
CfiLL lGDA< 0.673, 1. 0) 

c 

PAGE 3 
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N[ NUMBEF< 

1:~1. 000 
1 :~2. 000 
123.000 
124.000 
125.000 
126.000 
127.000 
128.000 
129.000 
130.000 
L31.000 
132.000 
1.3.3.000 
134.000 
135.000 
136.000 
137.000 
138.000 
139.000 
140.000 
141.000 
142.000 
143.000 
144.000 
145.000 
146.000 
147.000 
14B.OOO 
L4(.?.000 
150.000 
151.000 
L52.000 
153.000 
154.000 
L55.000 
156.000 
1:J7.000 
158.000 
L59.000 

fEX T 

C MOST OF TITLE • 
c 

CALL IGMA<O.O, -0.4) 
CALL £ G TX TH ( 'STEkEO PAIR OF P If'E NE TWOF\1\ - E ') 

c 
CALL IGBGNS('lMAG') 
CALL IGMA<0.15r -0.6) 
CALL IGTXTH<' LEFT IMAGE • E ') 
CAlL IGENDS< '!MAG') 

c 
CALL IGMA<0.05, -0.8) 
CALL IGTXTH<'ITERATION NUMBER E , ) 
CALL IGFMTH<Irs, ' J ' ) 
CALL IGTXTHC'. E ') 
CALL lGENDS<'FRAM') 
CALL lGHUE<'FRAM'r 'BL ACI\' ) 

c 
C***************************************************** 
C INPUT NETWORI\ ('SfOR') TO 'PICT' v AS SUBPIC 'SlER' • 

C***************************************************** c 
CALL IGI-'UJU( 'STOR', 'flfER') 

r, 
C Sff SCALES FUR ST~REO PAIR PROJ~CTION • 
c 

IF <IANSCh .EQ. YES> GO TO 100 
IF CINf[Rn .EQ. YES> GO TO 90 
READ C8v310) kOTXv ROTYr DISTr WSTERr WSTAR 
Gu ro 100 

90 ROTX 15.0 
ROTY ~ 30.0 
DIST = R 
WSTER - R 
WSTAR - R 

c 
C**************************************************** 
C TRANSFORM , I • E. : -
C ROTATE r PROJECT v AND SCALE • 

C**************************************************** 
' "''' _ r.r.n r 

F'AflE 4 

N) 

~ 
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NE NUMBER 

L61.000 
L62.000 
163.000 
164.000 
165.000 
L66.000 
167.000 
168.000 
169.000 
170.000 
171.000 
172.000 
173.000 
174.000 
175.000 
176.000 
177.000 
178.000 
179.000 
180.000 
181.000 
182.000 
183.000 
184.000 
L85.000 
186.000 
l87.000 
1B8.000 
lH'/.000 
l •?O. 000 
1 Q 1 • 000 
192.000 
l93.000 
194.000 
L9S.OOO 
L'?6.000 
1 sn. ooo 
L98.000 
L99.000 
,.,r.n . nn{) 

TEXT 

100 CALL IGTkAN('STER', 'ROTX', ROTX*DR> 
CALL IGTRAN< 'STER'' 'CURR', 'ROTY'v RDTY*flf~) 

CALL IGTRAN('STER'v I CURR I' I MOV3,, o.o, o.o, DIS f) 

fALL I GTRAN ( I STER, , 'CLJRR'v 'PROJ', o.o, 1.0/6.0*R> 
CALL IGTRAN< 1 SfER', I f:LJRR' ' 'WIND', -WSTER v WSfERv 
Cf'ILL r GVWPT < I sn:R' , -0.179, 1 + ()' -0.179v 1. ()) 

c 
C DRAW LEFT STEREO MAP 
c 

CALL IGENDS<'PICT 1
) 

CALL IGDRON( 1 TERMINAL 1
) 

IF <INTEF\A .EQ. NO> 00 TO L10 
PF\INT 320 
PRINT 340, ROTXv ROTY, DISTv WSTER 
PRINT 330 
READ (6v300) DlJMMY 

c 
C REST OF TilLE : 
C CHANGE FOR RIGHT STFREO IMAGE • 
c 

110 CALL IGBGNS< 1 IMAG') 
CALL [GMA<0.15v -O.td 
CAll lGTXTH( 1 RIGHT IMAGE F ') 
CAll rfWNfiS('TMMJ') 

c 
C Ci:I:.FORM SJI-""r\ M'fl 
C ROTATE ~ DEGREES I ESS FOR RIOHl EYE • 
I~ 

t:AL L TGTRAN< 'STEI\ 1
, 'F\OTX'v ROTX*flk) 

--WSl ER, 

Cr~L L. LGTRAN< '':lT[~\' ~ I CLJRR I ' 
1 ROTY', (F\flTY S.O)*DR) 

CM L IGTRAN('ST[R'v 
CALL I G fRAN ( I STER, ' 
CALL IGTRAN< 'STER', 
C(tL L 1 ovwp r < 'sTF R' , 

c 
c DI~AW r-.: IGH r ~ rt: r.:ro Mf'IF' 
c 

'CLJF\R', 
, CLJRF: I, 
'CLJRR'? 
0.179, 

CALL. IGDf.:ON(' JE.RMINf'IL') 
c 

I MOV3, v o.o, o.o, fllST) 
'PROJ', o.o, t.0/6.0*R) 
'WIND', -Wf.TERv WSlERv 
1.0v 0. I 79 v 1. 0) 

Tl- ( INrFI~A .FfL NO) (-ifl TO 1;)0 

-ws rn.:, 

F"'AGE 

WSTER) 

ws r no 

~ 

N 
~ 

00 



Nr: NUMHER 

~">0 L. 000 
.">02. 000 
:">03. 000 
:~04 + 000 
:>O!J. 000 
206.000 
20/.000 
:~08. 000 
20Y.OOO 
:~ I•J .000 
211.000 
212.000 
2L3.000 
214.000 
215.000 
216.000 
217.000 
21!3.000 
2L9.000 
.220.000 
221.000 
222.000 
223.000 
2:.:>4.000 
:?:?5 v 000 
226.000 
.22!.000 
:?28. 000 
229.000 
:") .30 < 000 
.?31. ()()() 
2.32.000 
:?33. 000 
234.000 
235.000 
236.000 
237.000 
238.000 
:~39. 000 
_, Af'o f'lt\r. 

c 

fEXT 

PRINT 320 
PRINT ~40, RUfX, RUTY, DLSTv WSTER 
PRINT 350 
READ (6,300) IANSCH 
JF <IANSCH .EQ. NO) GO TO L20 
PRINl 360 
READ C6r340) kOTXv ROfYv DISTv WSTER 
GO TU 80 

L20 WRITl Clv310> ROfXv ROTYv DISTv WSfER 

130 CALL tGDELSC'PICT') 
c 
C**************************************************** 
C**************************************************** 
C ORTHOSCOPIC VIEWS • 

C***********************************************t**** 
C**************************************************** c 
C IORTH=lv2v3 FOR XvYvZ. 
c 

c 

IORTH -= 1 
140 CALL IGBGNSC'ORTH') 

CALL IGMA< -0.179, --0. 179) 
CALL IGDAC -0.179, 1.0) 
CALL tODA<1.0v 1.0) 
CALL tGDA<1.0v -0.179> 
CALL IGDA<-0.179• 0.179) 
CALL IGMn<-0.673v -1.0) 
C{~l L [0DA<--0.673v -0.95) 
CALl tUMAC--O.t)/3• 0.9!-,) 
CALL 1GD(l ( 0. t.7~~, L. 0) 

C riTLE • 
c 

c 

CALL CGMA<O.OS, -0.4) 
CALL l r; fX fH < 'OF: fHCl!>CUP l C f·r·:CLJECT l ON , [ ' ) 
CALL tGMACO.O, -0.6) 
CALL IGfXfH< 'VIFW DOWN E ') 

r*wk~~**~*k********k****~**************************~** 

F-'AGE 6 
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NE NUMBER 

:241.000 
:~42. 000 
:~43. 000 
:~44. 000 
245.000 
:~46. 000 
:~4l. 000 
:~48. 000 
249.000 
2~.JO. 000 
:.>51. 000 
2~J2. 000 
:?53.000 
:!54. 000 
255.000 
256.000 
257.000 
258.000 
259.000 
260.000 
261.000 
262.000 
:~63. 000 
.264.000 
:!65. 000 
:~o6. 000 
•

1f>7.000 
::>68.000 
:
1 69. 000 
:~ /0. 000 
:!/ L .000 
2 7:~. 000 
273.000 
:~ 74.000 
275.000 
276.000 
277.000 
278.000 
279.000 
280.000 

TEXT 

C INPUT NETWOR~ ('STOR') TO 'ORTH' vAS SUBPIC 'STAR' • 

C***************************************************** c 
CALL tOPUfOC 'SfOR', 'STAR') 

c 
C 3 VIEWS • 
c 

IF CIORfH • [ Q. 2) GO TO 160 
IF <IORTH .EQ. 3) GO TO 170 
CALL IGTXTH<'X <SIDE> AXIS 

1 ~)0 CALL [GfRAN< 'STAR', 'ROTY', 
CALL IGfRAN<'SfAR', 'CURR'v 
CALL IGTRAN~'STAR', 'CURR'v 

• E ') 
90.0*DR> 
'MOV3', O.O, O.Ov DIST) 
'PROJ'v o.o, 0.0) 

CALL IGTRAN<'STAR'v I CLJRR I , 'WIND', -WSTARv WSTAR, -WSfAR, WSTAR> 
CALL IGVWPT< 'SfAR 1

, -0.179, l.Ov -0.179, 1. 0) 
GU ro 1so 

160 CALL IGfXTH< 1 Y <VERfiCAL) AXIS • E" I) 

CALL IGfRAN<'STAR', I ROTX I , 90. O*DF:) 
CALL IGfRAN<'STAR'v I CLJRR I , 

1 MOV3 1
, o.o, o.o, DIST> 

CALL IGfRAN< 'STAR', 'CURR', 'PROJ~, o.o, 0.0) 
CALL IGTRANC'STAR 1 v I CURR I, 'WIND', -WSTAR, WSTAR, -WSTAR, WSfAF\) 
CALL IGVWPT<'STAR'v -0.179, t.o, -0.179, 1. 0) 
GO ro 180 

170 f:ALL IOTXfHC'l <SIDE) AXIS • E. ' ) 
CALL lGfRANC 1 SfAR 1

, 'CURR', 'MOV3'v O.Ov 0.0, DISf) 
CAl ~- IGTI::.:AN (I STAR I, 'F'ROJ', o.o, 0.0) 
CALL lGfRAN<'STAR', I CURR I y 'WIND', -WSTARv WSTAI~, 

CALL tGVWF'fC'SfAR'v -0.179, 1.0, -0.179, 1. 0) 
18() CALL IGENDS (I ORTH. ) 

c 
C**************************************************** 
C OLJfPLJT • 

C**************************************************** 
c 

c 
CALL IGDRONC'fERMINAL') 

IF <INTERA .EQ. NO> GO TO 190 
PRINT 390, WSTAR 
PRINT 350 
READ (6,300) IANSCH 

-WSTAR, WSfAR> 

r·ArH-: / 

N 
Ut 
Q 



'It:: NUMBER 

:~81. 000 
.~8~. 000 
.'133. 000 
:~134. 000 
:~s:J. ooo 
~86.000 

287.000 
:~88. 000 
~8Y.OOO 

:290.000 
291.000 
292.000 
~93.000 

294.000 
295.000 
296.000 
:~9 7. 000 
:~98. 000 
~99.000 

300.000 
J01.000 
30~.000 

303.000 
304.000 
.50~!. 000 
306.000 
307.000 
308.000 
.509.000 
310.000 
.311.000 
.312.000 
313.000 
314.000 
.315.000 
316.000 
:H 7. 000 
JLB.OOO 
319.000 
3:>0.000 

IF <IANSCH .EU. NO) GO TO 190 
PRINT j70 
RtAD (6,310> WSTAR 
IF <IANSCH .ElL YES) IORTH = 1 
IF <IANSCH .EQ. YES> GO fO 140 

190 lORIH = IORfH i 1 
IF CIORfH .LE. ~) GO fO 140 
IF C1NfEF:A .ElL NO) GO fO 200 
WR!T[ tl,310) WSIAR 

200 ITS = ITS t 1 
IF <ITS .LE. ITF> GO fO 20 
IF CJNTERA .EQ. NO> GO TO 400 
PRINf ~80 
Go ro 400 

TEXf 

C**************************************************** 
C**************************************************** 
C ANAGLYPHIC PLOf • 

C**************************************************** 
C**************************************************** c 
C**************************************************** 
C FORM 3D NETWOR~ ; INTO OBJECf CALLED 'STOR' • 

C**************************************************** c 

c 

210 k~AD (5,270) <£THC~),TCOL(~),~=1,N> 

CALL HJ!NIT 
CALL IGBGNOC'STOR') 
DO 230 ~ -- 1 , N 

Nl\ - 1 I H < ~ > 
II ( N~ • Gl:.. ::-d GO TLJ :~JO 

L CANTOk SEf :- A SlQUENCE OF BRO~EN LINES SO lHAf 
C TOTAL DRAWN LENOfH = TOP ENQ OF % FLOW RANGE 
C AND ORTH. PERSP. SHOWS MAX. FLOW IN COLUMN OF PiPES • 
C XYZ R RELAfiVE MOVE = LENGTH OF PIPE AS x,y,z • 
C • CDR DRAWN LENGTH OF LINE JN rANTOR SET 
C " CMk MOVED " " " • " " <GAP> • 
c 

CALL !GMA<XS(~), YSC~), ZS<~)) 

XR = XF<~> - XS(~) 

f-'AGE 8 
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N[ NUMBER 

J:~l. 000 
,5: 12. 000 
J:~3. 000 
324.000 
3:~5. 000 
326.000 
~~:-'7. 000 
3:28.000 
329.000 
330.000 
331.000 
332.000 
333.000 
334.000 
335.000 
336.000 
337.000 
338.000 
339.000 
340.000 
341.000 
:14:2.000 
343.000 
344.000 
J4!J. 000 
346.000 
347.000 
348.000 
34<,1. 000 
J~j(). 000 
J!Jl. 000 
3!J:2.000 
353.000 
354.000 
355.000 
3!J6.000 
357.000 
358.000 
359.000 
360.000 

TEXT 

YR -= YFCI\) - YS <I\) 
ZR - ZF"CI\) - ZSCI\) 
ICN -- ~ ** CNI\ - 1) 
XCDR = <XR - < < Nl\ - 1>*XR*0.:2)) I ICN 
YCDR -= <YR - ( < Nl\ - 1)*YR*0.:2)) I 1CN 
Zt:ln-< - <ZR < < Nl\ - 1>*ZR*0.:2)) I 1CN 
110 :2:-'0 LC - J ~ ICN 

XCMR ~ XR * CN<LC,NI\) 
YCMR -= YR * CN<LC,NI\) 
ZCMR = ZR * CN<LC,NI\) 
Cf.ILL IGDR<XCDR, YCDR, ZCDR> 

:.:?~0 CALL I GMF\ ( XCMf-.:, YCMR, ZCMR> 
~30 CONriNUE 

Cf.ILL IGENDOC'STOR') 
c 
C**************************************************** 
C**************************************************** 
C STERCOSCOPIC PAIR • 
C**************************************************** 
C**************************************************** 
c 

c 

CALL IGBGNSC'PICl') 
CALL IGBGNS<'FRAM'> 

C tr-.:AME • 
c 

c 

CALL IGMA<-0.179, -0.1/9) 
CALL lGDA<-0.179, 1.0) 
Cf.ILL lGDf.l<t.o, 1.0) 
Cf.ILL IGDA< I .o~ 0.119) 
CALL lGDA ( 0. 179, 0. L 79) 
CALL IGMAC-0.673~ -1.0) 
CALL IGDAC-0.673, -0.95) 
CALL IGMAC-0.673, 0.95) 
CALL IGDAC-0.673, 1.0> 

C MOS r OF ri TI_E • 
c 

CALL lGMACo.o, -0.4) 
CALL IGTXTH<'ANAGLYPii OF PIPE NETWORK E , ) 

F-'AGE 9 
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Nt: NUMBER 

361.000 
362.000 
363.000 
3<14.000 
]65.000 
J66.000 
367.000 
368.000 
369.000 
370.000 
37 L. 000 
372.000 
373.000 
374.000 
375.000 
376.000 
.577.000 
378.000 
379.000 
380.000 
381.000 
.582.000 
383.000 
384.000 
.385.000 
386.000 
.587.000 
388.000 
3!39.000 
390.000 
,591 • 000 
J<J:!. 000 
393.000 
394.000 
3<)>5. 000 
J<jl6. 000 
397.000 
398.000 
399.000 
400.000 

c 

TEXT 

CALL 1GMA<0.05v -0.8) 
CALL H; rxTH < ~ r TERAT roN NUMBER E · ~ > 
CALL IGFMlH< ITS, f I I) 

CALL ] G fXTH (I • E I ) 

CALL JGENDS< 1 FRAM 1
) 

CALL lGHUE (I FRAM I, I BL ACI\ I) 

c 
C***************************************************** 
C INPUT NETWORI\ ( 1 STOR 1

) TO SUBPICS 'STLR' AND 'STLB' • 
C***************************************************** 
c 

CALL IGPUTO<'STOR', 'STLR'> 
CALL IGHUEC'STLR', 'RED ') 
READ (8,310) ROTX, ROTY, DIST, WSfER, WSTAR 

c 
C**************************************************** 
C TRANSFORM , I.E. :-
C ROTAfE , PROJECT , AND SCALE • 
C**************************************************** 
c 

CALL IGTRAN< 1 SfLR 1
, I ROTX I ' ROTX*Df<) 

CALL I G fRAN ( 'STLR I ' ~ cur~R • , 1 ROTY 1
, ROTY*DR> 

CALL HHRAN{ 1 STLR 1
, I CURR I, 1 MOV3 1

, o.o, o.o, fiiST> 
CALL JGfRAN< 1 SfLR 1

, 'cur~R ~ , I PROJ' , o.o, 1.0/ll.OJICR) 
CALL I G fRAN ( 'STLR I , 'CURR', I w I NI' I , -WSTER, WSTER, 
CALL IGVWPT (I ~)1 LR I, -0. 179, 1.0, -0.179, 1.0) 

c 
C ROTATE 5 DEGkEES LESS FOR RIGHT EYE • 
c 

CALL l GPUTU ( '~TOR I ' 'S1RB 1
) 

CPrLL IGfRAN< 1 STRB', 1 ROTX', ROTX*DR> 
CALL IGTRAN< 1 S1RB 1

, I CURR I , I 1""<0 fY I , RUTY*liR> 
CALL 1GfRANC'STRB 1

, 
1 CURR 1

' 
I MOV] I' o.o, o.o, --k) 

CALL IGTRAN< 1 STRB 1
, I CURR I' 1 ROTY 1

, -::;,. O*DR) 
CALL WTRAN ( I STRB' ' ~ ctmR ~, I MOV3 I' 0.0• o.o, R> 
CALL IGTkAN( 'SfRB 1

, 
1 CURR', 1 MOVJ 1

, o.o, o.o, DIS f) 
CALL IGTf\AN< 'STRB 1

, I CURR I' I F-'RfU I f o.o, 1.0/6.0*R) 
CALL IGTRAN< ':!TF\B 1

, I CURR I, 1 WINfl', --ws fER, WSTEF\, 
cr~L t [GVWf'T ( 's rt:;:[! I' - 0. 1 79, 1.0, --0.179, 1 • 0) 

PAGE 10 
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'II: NUM!-fEF\ 

401.000 
402.000 
403.000 
404.000 
40!1.000 
406,000 
407.000 
-iOH.OOO 
409.000 
4LO.OOO 
411.000 
412.000 
413.000 
414.000 
415.000 
416.000 
417.000 
418.000 
4l'J.OOO 
4:'0. 000 
4:1.000 
4:!2.000 
423.000 
4:!4.000 
4:?5. 000 
4:-·6. 000 
-1:?7.000 
4:~8. 000 
4:~9. 000 

c 

c 

CALL IGHUE< 'STRB', 'BLUE') 

CALL 1G~NDS<'PICT') 

CALL IGDRONC'TERMINAL') 
IT~; = ITS t 1 
If <ITS .LC. ITF> GO TO 210 

:?40 FORMAT C21X, F10.4) 
2!:',0 rORMA T ( 21 X, I 10) 
260 FORMAT <~F10.2) 

270 FORMAT C1X, :!!10) 

TE:x T 

280 FORMAT ('DO YOU WANT TO CHANGE PROJECliON VAkiABLES', ;, ' 
1 INTERACTIVfl y ? I) 

290 fORMAT (/, 'DO YOU WANT JUST THE ANAGLYPHIC PLOT?', ;, 'THE ALT~R 
lNATlVf [SA STANDARD STEREO-', 'PAIR AND ORTHOSCOPIC PLOTS !=') 

300 FORMAT UH) 
310 FORMAT CF10.4) 
320 FORMAT <'PRESENT VALUES ARE !- ', ;, ' ROTX; ROTY;MOV3< 

lDIST>; WINDCW)!') 
330 FORMAT C'RETN=CONTINUE') 
340 FORMAT <4Fl0.4) 
350 FORMAT <'DO YOU WANT TO CHANGE?') 
360 FORMAT <'INPUT : ROTX , ROTY , DIST , W ; 4F10.4 .·, ;, 1 START.OOO 

l 0 + 0000 + 0000 + 0000 I ) 

370 FORMAT ('[NrUT N~W VALU~ , F10.4 .~, ;, 1 Sl~RT.0000') 

:;so nmMA T c I nJR HA·-~n cor·y wITH CHOSEN ··~RAMETEF~s :- $SO scwL < J :~, > • > 
390 FORMAT C'PR[n~NT VALUE OF HALF-WINDOW EDGf <WSTAR> IS ! ·~ F10.4) 
40(l ~TOP 

ENfl 
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