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•ABSTRACT 

This thesis discusses the various forms of magnetic ordering 
and the associated fundamental theory. The phenomena of magnetocrystalline 
anisotropy and magnetostriction are also discussed. The thesis i s 
especially concerned u/ith the rare earth element terbium which exhibits 
ferromagnetism at temperatures belou/ ~ 222K. The exchange interaction 
associated with ferromagnetic ordering i s discussed i n CHAPTER TWO, 
while CHAPTER THREE, which deals s p e c i f i c a l l y with the rare earth 
elements, includes a section on the RKKY exchange interaction and 
i t s relevance t o the magnetic properties of some of the rare earth 
metals. The magnetic properties of terbium are also included. 

In p a r t i c u l a r ^ the thesis deals with magnetic domains and th e i r 

observation. The energy minimizing process of domain formation i s 

discussed i n d e t a i l and various types of domain configurations are 

shown for cubic and hexagonal symmetry. CHAPTER FIVE represents 

a review of some of the methods of domain observation. 

Ferromagnetic domains have been observed i n a single c r y s t a l cf 

99.99?o pure terbium. These domains have been observed at various 

temperatures and an attempt has been made to f i t the observations to 

a slab-domain model for 180° Bloch walls. The apparatus used to make 

the observations i s one based upon the magnetic c o l l o i d technique and 

i s discussed i n d e t a i l i n CHAPTER SIX. Iron wire i s evaporated onto 

the sample surface i n order to outline the surface domain configurations. 

Photographs of these patterns have been analyzed and domain widths 



have been deduced for various temperatures. Domain widths/temperature 

curves have been included based upon the slab-domain model and i t 

has been found that the experimental data i s i n excellent agreement 

with t h i s model. 
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CHAPTER 1 

INTRODUCTION TO MAGNETISM 

1.1 MAGNETISM 

I t i s thought that i t was probably the Greeks who f i r s t considered 

the properties of lodestone over 30 centuries ago. Certainly the Greeks 

and Chinese were among the f i r s t to consider t h i s aspect of so l i d state 

physics even i f t h e i r only i n t e r e s t was the construction and use of the 

compass. Indeed a s i g n i f i c a n t piece of evidence t o suggest that the 

ancients did not actively engage i n the study of the magnetic properties 

of matter i s the fact t h a t , even though i t has been used for some 

3,000 years, i t was not u n t i l the l a t t e r part of the 16th century that 

Dr. Gilbert considered the earth to be a large magnet thus providing 

the means to explain how the compass worked. 

The magnetic f i e l d concept i s a very convenient concept to adopt 

i n order t o explain and estimate the magnitude of those quantum 

mechanical effects which r e s u l t i n the manifestation of the various 

forms of magnetism. The magnetic f i e l d i s regarded as a region i n space 

where a magnetic pole would f e e l a force. The magnetic pole i t s e l f 

i s an invention which i s denied physical existence by the equations 

of James Clerk Maxwell. 

Two basic principles can be considered to be involved i n the 

manifestation of a magnetic f i e l d . 

a) the cause. 

b) the e f f e c t . 
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The cause can be regarded as the magnetic f i e l d i n t e n s i t y 

(given the symbol H) and i s measured i n Amperes per metre. (Am"*) 

The e f f e c t can be regarded as the magnetic f i e l d i t s e l f , u/hich 

i s measured i n terms of the number of f i e l d l i n e s per metre squared 

of material through which the f i e l d i s permeating. This quantity, 

given the symbol B i s known as the magnetic f l u x density ormagnetic 

induction and i t s SI u n i t of measurement i s the Testa (T) where 1 Tesfa 
_2 

= 1 l i n e per square metre or 1 Weber (Wb) m . 

The induction IB i s related to i t s cause H by a factor which i s a 

property of the medium through which the f i e l d i s permeating. This 

property i s known as the permeability of the material and i s given the 

symbol jJ. \io i s the permeability of free space (and approximately a i r ) . 

Hence f o r a magnetizing force H giving r i s e to an induction B i n free 

space. 

B = fJoH ^̂ -̂̂ ^ 

1.2 THE MAGNETIC FIELD VECTOR H 

Although isolated poles have not been observed i n nature, they 

can be considered to exist i n pairs i n terms of regions where the 

resultant forces due to the magnetisation appears to act. 
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The force between two such poles, either repulsive or a t t r a c t i v e 

depending on the sign of the poles, i s given by ( i n vaccuo). 

F = m^m2 

WfoT^ (1.2) 

where F = force i n Newtons 

m̂  and = strengths of respective poles i n Webers 

r = distance of separation i n metres. 

^o = permeability of vacuum. = 4Tr x 10 Henries per metre. 

This force can be considered as comprising of two factors. 
( i ) a single pole 

( i i ) a quantity which includes the other pole 

and a distance. 

The second quantity must represent the f i e l d which exerts a force 

on the f i r s t quantity.- The second quantity i s the magnetic f i e l d 

i n t e n s i t y vector Ĥ. 

F = mH (1.3) 

A force can also be exerted on a magnetic pole by an e l e c t r i c 

current. A solenoid of length 1 having N turns carrying a current I 

produces a magnetic f i e l d of i n t e n s i t y H where 

H = NI Amperes per metre 
1 

H = n l where n = N/1 = turns per ""̂ ^̂ ^̂ ^ 
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Again the force on the magnetic pole (strength m) i s 

F = mH 

The magnetic f l u x density inside such a solenoid having an a i r 

or vacuum core i s 

B = poni 

again B = poH 

1.3 THE MAGNETIZATION VECTOR M 

M i s the magnetic moment per un i t volume and i t i s used to quantify 

magnetic substances. The source of magnetism could be either 

uncompensated poles or Amperian currents. The quantity M can therefore 

be defined to be consistent with either. 

The magnetic moment p of a dipole i s given by 

p = ml (1.5) 

where m = pole strength 

1 = distance of separation. 

The magnetic moment per unit volume = mVl' 

M thus has the same units as B. 
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The t o t a l f l u x density of t h i s magnetic material i s 

B=)^oH + M (1.6) 

M can also have the units of H by using the equation 

B =>o (H + M) (1.7) 

which i s consistent with J^mperian currents giving r i s e to a magnetisation 

density M of the material. 
'. • - . 'f \ 

1.7 w i l l be adopted i n t h i s thesis. 

A solenoid which i s long (e.g. a t o r o i d ) and carries a current 

produces a magnetic f i e l d i n t e n s i t y Ĥ  which gives r i s e to |loH f i e l d 

l i n e s per u n i t area through the solenoid. A magnetic material placed 

inside the solenoid i s considered to consist of cir c u l a r currents which 

cancel everywhere i n the material but which form a series of c i r c l e s 

on the surface having the e f f e c t of adding a component of current 

(apparent) lifi to that of the solenoid. (Fig.1.1) 

From equation (1.4) 

The apparent current due to the magnetic material gives r i s e to 

a f l u x density due to the material. 
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Bm - jJofJlm 

Bm = JJoM (1.8) 

where M = the magnetic moment per u n i t volume using t h i s convention 

(^ommerfeld) M has the same units as H. 

Total f l u x density due to the solenoid and magnetic material = 

B =Po Ĥ  + jJoM 

B = ^o(Hs + M) 

I n general B = |Jo(H + M) which i s equation (1.7) 

pH = |Jo(H + M) 

^ = (1 + M) (1.9) 
p"o T 

Where |J i s known as the r e l a t i v e permeability 
|J0 

pr = |J 

and M i s known as the magnetic s u s c e p t i b i l i t y . 

K = M 

(1.10) 

(1.11) 

K varies with temperature and magnetic f i e l d strength and i t s magnitude 

i s useful i n distinguishing the various types of magnetic behaviour. 

pr = 1 + K (1.12) 



H = n(l3. ) 

B = ^ ; ^ ( I ^ . I J 

B.= piH+M.) 

Fig I . I Flux due to magnetic material inside a long solenoid. 
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A substance placed i n a magnetic f i e l d acquires a magnetic moment, 

the s u s c e p t i b i l i t y of the material being a measure of t h i s magnetic 

moment. Hence K i s useful i n c l a s s i f i c a t i o n of magnetic materials as 

i t may or may not vary with applied f i e l d strength and i t may be positive 

or negative. 

1.4 DIPOLE IN A MAGNETIC FIELD. 

: ' The force on a magnetic pole of strength m i n a magnetic f i e l d 

strength H i s given by equation (1.3) 

F = mH 

Each pole of the dipole i n the f i e l d would f e e l a force, the 

d i r e c t i o n of the force depending on the sign of the pole. A dipole 

at an angle9to a uniform magnetic f i e l d strength ^ would experience 

a couple L (fig.1.2) 

L = Fl s i n e 

where 1 = length of dipole 

• c. 

L = -mHl sin 9 

But from equation (1.5) ml = magnetic moment p 

L = -|JH.sine (1.13) 



Figure 1.2 Dipole i n a iiniform f i e l d * 
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The action of the uniform f i e l d i s to rotate the dipole u n t i l i t i s 

p a r a l l e l with the f i e l d . 

Only a non uniform f i e l d of g r a d i e n t ^ w o u l d have the effec t of producing 
hX 

a t r a n s l a t i o n a l force. 

1.5 ORIGINS OF MAGNETISM 

In general, magnetic f i e l d s are generated by charge on the move 

and a fundamental source of moving charge i s the electron system of 

ind i v i d u a l atoms. Whether the electrons are regarded as individual 

p a r t i c l e s o r b i t i n g the nucleus or as a sh e l l or cloud of charge i s 

immaterial. An electron can be considered as the possessor of two 

types of movement. 

a) an o r b i t a l motion with associated quantised angular momentum. 

b) a spin motion about i t s own axis. 

These two motions are, then, sources of magnetization. 

I t i s obvious from t h i s that the electronic configuration of a 

pa r t i c u l a r atom w i l l have some bearing on i t s a b i l i t y t o produce a 

magnetic f i e l d . Paired electrons i n the same system which would other­

wise have the same quantum co-ordinates are compelled by the Pauli 

Exclusion p r i n c i p l e to d i f f e r i n spin. The spin vectors of paired 

electrons are a n t i p a r a l l e l and hence have no associated magnetic vector. 
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Materials with f i l l e d electron shells w i l l , therefore, have a t o t a l 
spin o f zero and w i l l also produce no magnetic resultant due to o r b i t a l 
motion. Yet such materials can exh i b i t a magnetic moment. They do so 
under the action of an applied magnetic f i e l d . 

Nearly a l l substances can be c l a s s i f i e d i n t o two general groups 

i n terms of t h e i r magnetic properties. The f i r s t group contains 

materials which are said to be diamagnetic or paramagnetic. These 

materials exhibit very weak magnetism and M, U and B are a l l proportional. 

The second group consists of substances which are strongly, spontaneously 

magnetically ordered and non l i n e a r . Ferro and Ferrimagnetic 

substances have spontaneous magnetisation i n zero applied f i e l d . 

Some exceptions are stronly paramagnetic s a l t s and substances exhibiting 

antiferromagnetism. 

1.6 THE BOHR MAGNETON 

An electron o r b i t i n g an atom constitutes a current loop of 

cross-sectional area A. The magnetic moment m associated with t h i s 

current loop i s lA. \ 

I = dq/dt 

Ids - dq ds/dt - vdq 

Ids - -ev 

where e = electronic charge and v i s velocity 

ds = 2n'r f o r a c i r c u l a r o r b i t of radius r 

I = -ev/2Trr = -eu>/2Tr 

m = lA = -eOA/2Tr-= -eUTrT?2/2Tr 

m = -eu>r2/2 (1.14) 

Angular momentum = J. = a vector normal to the plane of the o r b i t . 
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L = mgOr2 

where mg = electronic mass. 

M = -eL/2mg 

Angular momentum i s quantised giving L_ values as multiples of h/2Tr 

L = nh/2Tr = nil where 1T = h/2Tr 

m = -neti/2mg (1.15) 

.'• the magnetic moment due to o r b i t a l motion can only assume values 

which are an in t e g r a l multiple of ein/2mg 

Hence eti/2m i s the smallest t h e o r e t i c a l l y possible magnetic moment 
6 

and i s known as the Bohr magneton 

fjg = eV2mg (1.16) 

SPIN. 

Spin i s a classical description of a quantum mechanical concept, 

iH = -£ I (1.17) 
"̂e 

where m = spin magnetic moment 

S = spin angular momentum 
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1.7 DIAMAGNETISM 

Diamagnetism i s an extremely u/eak form of magnetism which i s 

exhibited by a i l materials and i s the only form of magnetism common to 

a l l atoms. I t s o r i g i n l i e s i n the o r b i t a l motion of the atomic electrons 

and i t i s the res u l t of perturbations of t h i s o r b i t a l motion due to 

the electrons moving i n an applied magnetic f i e l d . The o r b i t i n g electrons 

correspond to a current loop and t h i s current loop \ i / i l l respond to an 

applied magnetic f i e l d . According to Lenzs Lau/ a change i n the fl u x 

Jinking the electron current loops induces a flow to oppose the charge 

i n f l u x linkage. A magnetic moment i s therefore induced which i s 

opposite i n d i r e c t i o n to the applied external magnetic f i e l d and since 

no resistance i s associated with an electron o r b i t the diamagnetic 

moment persists u n t i l the external magnetic f i e l d i s removed. Because 

the diamagnetic moment opposes H then the s u s c e p t i b i l i t y K̂ ^̂ g i s negative. 

I t i s also very small.( ^ 10 

The diamagnetic moment can be calculated either c l a s s i c a l l y or by 

using quantum mechanics both producing the same r e s u l t . The result 

obtained by considering the e f f e c t of the force experienced by an 

electron i n a c l a s s i c a l o r b i t situated i n an applied f i e l d i s essentially 

the same as that provided by the (more correct) quantum mechanical 

approach. The Larm&r precession theorem shows t h a t the o r b i t precesses 

around the f i e l d d i r e c t i o n . 

A f i e l d H established i n a d i r e c t i o n perpendicular to the plane of 

a'circular o r b i t produces a force whose direc t i o n i s towards or away 

from the centre of the o r b i t depending on the o r b i t a l d i r e c t i o n of the 

electron. This produces a chsDge i n the o r b i t a l r adius which i s of 

second order i n H and i s n e g l i g i b l e compared with the change i n angular 
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veloc i t y (induced by the f i e l d ) for a t i g h t l y bound electron. 

From equation (1.14) the moment of the electron = m = ea 
T 

and the torque induced by the f i e l d = Ĥ ea 
• . • ~ 

= eaoH/2Tr 

The reactionary torque of precession Itou must equal t h i s torque 

I = moment of i n e r t i a of precessing electron 

U)' = angular velocity of precession 

eacJH/2tr= l O t o ' 

u ' = eH/2m (1.18) 

The electron o r b i t v i / i l l , therefore, be one of periodically varying 

area u/hen viewed along the f i e l d axis. The magnetic moment w i l l vary 

continually. 

The change i n the o r b i t a l magnetic moment = A. m - m̂ jî g 

-dia = -'"^P' 
IT (1.19) 

where Z = atomic number 

p2 i s the mean square radius of the electrons o r b i t projected on a 

plane perpendicular to H. 

p2 = + y^ 

K = M/H 

4m 
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For N atoms 

K- = - N e 2 z ^ (1.20) 

The double bar indicates a s t a t i s t i c a l average for a large number of 

atoms. 

In the general case the complete Larmor analysis yields an angular 

velocity of a precessing o r b i t the same as that given by equation (1.18). 

Equation (1.20) must be extended as the o r b i t was o r i g i n a l l y assumed 

to be perpendicular to H. For many atoms of random orientation then the 

s t a t i s t i c a l mean p2 (=x2 + y2) i s _2r2 
3 

where r^" = x^ + + and i s the mean square distance from 

the nucleus. On average the d i s t r i b u t i o n i s spherically symmetrical 

#**x7 = y2" = 

For'the N atoms a l l a l i k e i n size there i s no difference between 

the s t a t i s t i c a l mean XI^^ a large number of atoms and the time average 

"^Ilr^fox a single atom. Hence the atomic s u s c e p t i b i l i t y i s <7ound by 

summing over Z electrons and the volume s u s c e p t i b i l i t y i s obtained 

by multiplying by the number of atoms per un i t volume N. 

# • 
-NZe2 IIr^/6m (1.21) 

N may be replaced by Avogadro'snumber L to give Kp^o^ar. 



precession of orbital axis 

perpendicular to plane 
of orbit 

^plane of orbit 

Fig, 1.3 The motion of a bound classical electron i n an applied f i e l d H 
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\ 

Equation (1.21) i s Langevins formula and i t s form suggests that the . 

phenomenon i s common to a l l atoms and that the s u s c e p t i b i l i t y i s always 

negative because / T i r i s always greater than zero. The equation also 

suggests that the molecular diamagnetism i s independent of temperature 

provided that the molecules re t a i n the same sizes and further that the 

amount o f diamagnetism i s proportional to J ZP or approximately to 

the combined areas of the various o r b i t s . Ctjrie preceeded Langevin i n 

experimentally examining the invariance of K̂ ^̂  with T and found that 

many substances, notably sulphur and phosphorus, had K̂ ^̂  approximately 

constant with temperature. However, work since then has shown that 

others, notably bismuth, are not. Small fluctuations i n K̂ ^̂ ^ with T 

may be interpreted i n terms of the variation of o r b i t size with 

T but the large v a r i a t i o n i n K^\j^^ of bismuth i s not explained i n t h i s 

way. The simple Langevin formula i s most appropriate to gases rather 

than being exactly applicable to the l i q u i d or so l i d state. 

To obtain K̂ ^̂  v a l u e s ^ r*^ needs to be estimated. Also, for 

many electron atoms a screening factor Cfmust be used i n order to allow 

f o r the effects of the other electrons. More exactly Hartree-Fock 

wave functions may be used i n order to fi n d the mean charge distributions, 

Diamagnetic materials w i l l be repelled from the applied JH and i n 

general i f any other type of magnetism i s present Dia i s masked. 

I n a c r y s t a l each atom i s i n ananisotrbpicJ environment and the 

appli c a t i o n of theLarmor precession theorem' i s not vigorous. 

Further, i f electrons can undergo transitions to other discrete quantum 

states there w i l l be an associated magnetic moment which w i l l r e s u l t i n 

diamagnetism being dominated by paramagnetism. 
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1.8 PARAMAGNETISM 

As a res u l t of having unpaired electrons, or outer electrons not 

completely arranged i n equal and opposite pairs, the atoms or molecules 

of paramagnetic materials have a permanent magnetic moment. Also some 

materials have even numbers of electrons but the ground state i s such 

that a non-zero magnetic moment resul t s . The eff e c t also occurs for 

• ' conductors since the spins o f conduction electrons can be rotated by 

an external f i e l d . I n conductors the paramagnetism i s temperature indepen­

dent . 

Whereas a diamagnetic substance has a very small negative suscep­

t i b i l i t y and w i l l tend to be attracted toward the weakest part of an 

applied inhomogeneous magnetic f i e l d , a paramagnetic material has a 

small ( ^ 10~^ ) positive s u s c e p t i b i l i t y and w i l l be attracted towards 

the strongest part of the f i e l d . Further, the diamagnetic substance 

w i l l set i t s e l f with i t s axis across the applied f i e l d while the 

paramagnetic material w i l l a l i g n i t s e l f with i t s axis along the f i e l d 

d i r e c t i o n . In an applied H f i e l d there w i l l be a tendency for the atomic 

dipoles to turn i n such a di r e c t i o n as to minimise t h e i r p o tential 

energy i n the f i e l d . The orientation i s not d i r e c t l y caused by the 

f i e l d because the torque exerted only gives r i s e to a precessional 

motion about the f i e l d . The pot e n t i a l energy of each dipole i n such a 

f i e l d i s 

-MH cos 9 (1.22) 
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Where 9 = the angle enclosed by the dipole axis and the f i e l d H. Hence 
the atoms acquire d i f f e r e n t energies according to t h e i r axis d i r e c t i o n . 
A uniform d i s t r i b u t i o n w i l l ho longer be compatible with thermal e q u i l i b ­
rium and there w i l l be more dipoles with maximum potential energy, 
( i . e . l y i n g along the f i e l d d i r e c t i o n ) . The simplest theory of 
paramagnetism assumes that the process of dipole movement i s one 
involving energy exchange under thermal agita t i o n resulting i n quantum 
jumps towards the f i e l d d i r e c t i o n . The s u s c e p t i b i l i t y ( f o r [Jg^'^ kT) 
i s independent of the applied magnetic f i e l d but has a simple temperature 
dependence as the process of dipole alignment i s the resul t of the 
ordering e f f e c t of the applied f i e l d and the disordering eff e c t of the 
thermal a g i t a t i o n . The temperature dependence can be expressed i n terms 
of e i t h e r the Curie Law 

k = C (1.23) 
T 

or the Curie-Weiss Law 

k = c' 
T-Bp (1.24) 

where C and c' are constants 

Bp i s the paramagnetic Curie temperature. 

Substances which obey the Curie Law given by equation (1.23) (at least 

to a f i r s t approximation) are called normal paramagnetics. 

Langevin provided a theory of paramagnetism using Boltzmann s t a t i s t i c s 

on an idea l gas i n a magnetic f i e l d . 
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He regarded the number of atomic moments per un i t volume having an 
angle between 6 and d8, i n a system of N atomic moments per unit volume, 
as n8d8. He considered that t h i s must be proportional to the s o l i d 
angle 2-rrsin9d8 and also to the Boltzmann factor exp (MH cos 8/kT ) 
(which i s the r e l a t i v e p r o b a b i l i t y of an atomic moment to make an angle 
8 with H). He arrived at an expression: 

J/p = cothc)x-l/aE li^) (1.25) 

where [J = the mean ef f e c t i v e molecular magnetic moment. 

= M 
m 

where M = the resultant magnetic moment i n the f i e l d d irection 

and m = number of molecules 

^ = |JM/kT where k = Boltzmanns constant. 

L (ck) = the Langevin function and a pl o t of L(s^) versus r i , (Fig 1.4) 

shows that d\ — ^ oO L approaches u n i t y . As H approaches oO 

the magnetisation i n the material becomes a maximum and the dipoles 

become perfectly aligned with the f i e l d . 

BrillouLn adopted a more vigorous approach observing the 

r e s t r i c t i o n s imposed by quantum mechanics. Spatial quantization of 

angular momentum r e s t r i c t s the spin to discrete orientations. B r i l l o u i n 

considered each atom or ion to have an angular momentum quantum number j 

and a permanent magnetic moment Jgpg where g = the Lande"splitting 

f a c t o r . 



Fig. 1.4 The Langevin Function 
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g = 1 + J ( J + 1 ) - i - s(s - I - 1 ) -L(L H: 1 ) 

2 J ( J + 1 ) ( 1 . 2 6 ) 

i n terms of the spectroscopic quantum numbers L s and J. 

The number of atoms with a particular orientation w i l l be determined, 

according to s t a t i s t i c a l mechanics, by the Boltzmann factor. 

exp(M3gfJgH/kT) 

where Mj = J, (J - 1 ) ... - ( J - 1 ) , J. 

= the resolved values of J along the f i e l d . 

Using t h i s to calculate the population of the levels and summing over the 

levels equation ( 1 . 2 7 ) i s obtained. 

U/U = 2 J + 1 coth ( 2 J + 1 ) A - 1 coth (A) = B,(a) ( 1 . 2 7 ) 
^ ^ —23- C~2T-) 23 ( 2 J ) 

Bj(9s) i s the B r i l l o u i n function of the variable 

.3̂ = JgfJgH/kT 

In the absence of quantised orientations the moments can assume any 

orien t a t i o n _and J — ) oO 

23 ^ 1 ^ 1 
23 

Hence B ( ^ ) approaches L ( ^ ) 

The s u s c e p t i b i l i t y i s given by ( f o r details see Morrish ( 1 9 6 5 ) ) 

or Martin ( 1 9 6 6 ) ) . 

k = Nq^J(J + im^ = N|J3 ( 1 . 2 8 ) 
3kT ^ 3kT 
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The quantity g(J(J + 1 ) ) ^ i s the eff e c t i v e number of Bohr magnetons 

;,K = Npeff^jJg^ /3kT 

Hence t h i s gives the Curie Law 

K = C/T 

where C = N[j2/3k'-•.K= Ng2j(J + 1)^^.2/j,,! • 

The treatment above i s that of an ideal paramagnetic gas i n which the 

mutual e f f e c t of the elementary magnets would be negligible. The treatment 

was extended by Weiss to include paramagnetics i n general and also 

ferromagnetics. Weiss imagined an i n t e r n a l molecular f i e l d which was 

proportional t o the magnetization i n t e n s i t y acquired. Hence the t o t a l 

e f f e c t i v e f i e l d H e f f i s given by 

Heff = Happ + NJI (1'29) 

where the quantity Nw i s the Weiss mean f i e l d constant. This quantity 

i s the constant of proporti o n a l i t y r e l a t i n g the i n t e r n a l f i e l d with the 

in t e n s i t y of magnetization. 

Now K = M/H 
M = HK = H Ng2j(J + 1) fjg2 

T 3K 

= H C' 

T 

H must be replaced by \L^ff from equation (1.29) 
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M = HeffC /T = (Happ + NJ1) c'/T 

Now K„ . • = M/Happ Curie-Weiss 

= (1 + N K)C' 

giving K = C 

(T-8p) 

This formula expresses the Curie-Weiss Law and positive 8p values 

give ferromagnetic or ferrimagnetic behaviour and negative 9p values 

gives antiferromagnetism. 

Paramagnetism i n metals i s due to electrons i n the conduction band 

a l i g n i n g t h e i r spins with the applied f i e l d . Using Fermi-Dirac i s t a t i s t i c s 

a density of states function can be defined which i s a measure of the 

permissible states available (not necessarily occupied) to conduction 

electrons. I f a magnetic f i e l d i s applied these free electrons have a 

spin moment which i s s p a t i a l l y quantised, having two possible orientations 

(corresponding to the spin quantum number and ~h respectively). 

The magnetic moment p a r a l l e l or a n t i p a r a l l e l with the f i e l d w i l l be 

g m jJp where g = spin only g factor = 2 and m = magnitude of the 
S S D S • S 

magnetic moment w i l l be i Pg. At T = OK electrons f i l l energy levels up 

to the Fermi l e v e l and at temperatures above t h i s only those electrons 
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at or near t h i s l e v e l w i l l obtain enough energy to change quantum 

numbers. Hence the spin or Pauli paramagnetism i s small. 

In paramagnetism the t o t a l moment w i l l be Mpg^g -

1.9 FERROMAGNETISM 

Some elements v i z . i r o n , n i c k e l , cobalt, and rare earth elements 

gadolinium, terbium, dysprosium, holmium, erbium and thulium, while 

being paramagnetic materials, have magnetic properties which d i f f e r 

vastly from normal paramagnetic behaviour. Taken as a group they are 

labelled ferromagnetic elements, lifriereas the s u s c e p t i b i l i t i e s per gram 

atom of paramagnetics and diamagnetics are about lO'"^ and 10*"^, 

those of ferromagnetic t r a n s i t i o n elements are about 10^ to 10^ 

bigger. Also, the large positive s u s c e p t i b i l i t i e s of ferromagnetics are 

f i e l d and temperature dependent. Most importantly ferromagnetics 

spontaneously r e t a i n t h e i r magnetism i n the absence of an applied f i e l d 

and t h i s magnetism i s retained so long as the material i s below a 

temperature Etknown as the material's Curie temperature. Above t h i s 

temperature the material becomes a normal paramagnetic obeying 

approximately the Curie-Weiss Law. 

A theore t i c a l account of the properties of ferromagnetics i s 

not easy. Ferromagnetism can be explained i n terms of the quantum 

theory and the following aspects of the quantum theory are important 

to the existence of ferromagnetism. 
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1. I n a given system the electron motions w i l l tend to be those 
allowed motions representing the lowest energies. 

2. I n complete electron shells the electrons are compelled 

by the Pauli exclusion p r i n c i p l e to pair o f f , each pair 

having no net spin or o r b i t a l magnetic moment. 

3. A,pair of electrons which can undergo interaction w i l l do so 

with t h e i r spins either p a r a l l e l or a n t i p a r a l l e l . These 

interactions arera function of t h e i r wave nature rather than 

being dipole - dipole interactions. 

Pairs o f electrons forming covalent bonds can have a quantum 

mechanical motion which involves each electron having i t s motion associ­

ated with one ion i n the bowd, or both electrons moving around only 

one o f the ions, or both moving around both ions. Further, t h e i r 

spins may be p a r a l l e l or a n t i p a r a l l e l . The electrons i n the 

penultimate s h e l l of the t r a n s i t i o n elements are allowed a motion of 

lowest energy with spins p a r a l l e l and t h i s gives rise to paramagnetism. 

Certain o f the conduction and penultimate s h e l l electrons i n ferromagnetic 

materials can have c o l l e c t i v e motions involving spins a l l p a r a l l e l to 

one given d i r e c t i o n . The motions are a combination of normal e l e c t r i c a l 

conduction type or ones where electrons spend time moving around a pair 

of adjacent atoms. The consideration which needs to be made i s under 

which circumstances do motions involving p a r a l l e l spins represent a lower 

energy than those involving a n t i p a r a l l e l spins? 

I t would appear that a piece of iron should become spontaneously 

magnetized to saturation and then become very d i f f i c u l t to demagnetize. 
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The r e v e r s i b i l i t y of the sign of the magnetic moment indicated an 
in t e r n a l atomic o r i g i n and Weiss postulated the concept of magnetic 
domains. These domains, he suggested, were regions i n the cr y s t a l 
i n which the direc t i o n of magnetization was constant. These 
directions are l i k e l y to have special relations to the crystal axes 
and are called directions of easy magnetization. Because each domain 
may have several easy directions then a demagnetized specimen can be 
considered to consist of many domains randomly orientated throughout 
the bulk of the material. The boundaries between domains may be a 
region of s t r a i n or fracture on the edges of a small c r y s t a l i t e or, 
i n a single c r y s t a l , a region where the spin orientation changes 
from that of one domain to that of the other. Good evidence for 
domains i s the Barkhausen effec t where the graph of the B̂  f i e l d of a 
ferromagnetic material versus iH i s not continuous but consists of a 
series of jumps. Other evidence i s , of course, provided by the various 
techniques (to be discussed l a t e r ) of domain observation. 

Below the Curie temperature (TC) a Weiss f i e l d i s postulated and 

equation (1.29) i n the absence of an applied f i e l d Happ becomes 

Heff = NwM, (1.30) 

where Heff and M#are a function of the temperature T for TC. 

Weiss postulated the existence of magnetic domains i n order to 

explain the large^values of magnetization obtained when a ferromagnetic 

material i s subjected to even small applied f i e l d s . The domains where 

magnetization l i e s i n the direction of the applied f i e l d grow at the 

expense of the others. In i r o n , for example, the force required to 
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overcome the thermal disordering e f f e c t and align neighbouring dipoles i s 

equivalent to a magnetic f i e l d strength of about 5.5 x lO^A cm ̂  

This force i s the Weiss molecular f i e l d . 

The state of magnetization of a ferromagnetic i s determined by 

the equation (1.27). 

U/y = 2J + 1 coth(2J + l ) o ( - l / 2 3 coth(l/2J)'H 
•~2T~ ( 23 ) 

= Bj(A) 

The magnetization M^d) = NJgPgBj (Jg|JgH/kT) (1.31) 

where (Jg^gH/kT) = OC 

The saturation predicted by equation (1.30) occurs when Bj(cJs.)'^l 

as <9i,-^cOi.e. as T 0 

(When 3 becomes great (with Pg becoming small to keep jpg f i n i t e ) ' 

Bj-passes asymptotically i n t o the classical Langevin function L ( ^ ) ) . 

M^(0) = NJg|J3 

The r a t i o of equation (1.31) to (1.32) gives 

Ms(T)/Ms(0) = B-,((^) (1.33) 

Now for ferromagnetics the t o t a l f i e l d H = Happ + H spontaneous 

where H spontaneous i s given by equation (1.30) as 

NwMs 
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Where Ms = Ms(T) the spontaneous magnetization which i s a 

function of temperature. 

becomes Jg^gCHapp + Nu/Ms(T)) 

. KT 

f 

and for zero applied f i e l d 

^ = Jgpg N\uMs(T) 

KT (1.34) 

Hence equation (1.33) gives 

Ms(T) = BjJgPgN\i/Ms(T) 
KT (1.35) 

Ms(T) appears on both sides of the equation and hence the 

equation cannot be rearranged to give a simple relationship between 

Ms(T) and T. 

Rearranging equation (1.35) gives 

Ms(T) = <^ KT 
JgPgNw 

and the r a t i o Ms(T)/Ms(0) becomes 

Ms(T) = KT<^ 

Ms(T) = ( KT ) ) 
Ms(0) (N^gJUgMs(O) ) (1.36) 
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(1.36) i s linear with a slope proportional to T. 

The value of Ms(T) for a given temperature can be obtained by 

p l o t t i n g the graphs representing equations (1.33) and (1.36) and 

looking for the point of intersection of the two curves. Fig. 1.5 shows 

the method. Plot (a) represents T>TC and no intersection of the 

curves occur. Spontaneous magnetization = zero. Plot (c) shows an 

intersection with (d) for T<TC. Plot (b) i s for T = TC and the 

l i n e (b) intersects (d) at the o r i g i n and i s also a tangent to (d) 

at t h i s point. TC therefore represents a c r i t i c a l temperature below 

which the s t r a i g h t l i n e intersects curve (d) at two points (one of 

which i s the o r i g i n ) . This occurs for large Nw (or small T>. 

the slope of the b r i l l o u i n function atc^-^ 0 i s (J + 1)/3J 

and t h i s can therefore be equated at TC to the slope of the l i n e (C) 

which i s l<T/NNwj2g2pg2 

where T = TC 

2.2,, 2 /. J + 1 = kTC/NNwJ^g^^g 

TC = Ng2}Jg2j(j + i ) NW 

3k (1.37) 

This gives (by sub s t i t u t i n g for Nw i n (1.36)) 

M (T)/M (0) = 3 + 1 (T )0C 
s s 1 3 ^ (TO (1.38) 

and M(T)/M(0) as a function of T/TC can be found either algebraically 

or graphically. 



t 
1 

Ms(T) 

(d) 

Fig. 1.5 Graphical method to determine spontaneous magnetization 

at a temperature T. 

Curves ( a ) , (b) and (c) represent the equation 

M^(T)/M (0) = \<L s s 2 2 2 

Curve (d) represents the equation 

Mg(T) = Mg(0)Bj(cX) 
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Equation 1.38 can also be arranged to give 

^s^^^ = BJ ( 3J Ic M^(T) ) 
( J+1 T ] f ( o 7 ) (1.39) 

and i t i s apparent that the va r i a t i o n of M^(T)/M (0) with T/Tc does not 
s s 

depend on parameters which vary from one material to another and should 

y i e l d a universal curve (according to the Weiss theory) obeyed by a l l 

ferromagnetics ( f o r a given J value). Figure 1.6 shows plots of 
M (T)/M.(0) vs T/Tc. s s 

The value of the molecular f i e l d (-vlO^T) i s too large to be 

explained i n terms of dipole-dipole interactions. Iron, for example, 

i s characterized by 8 electrons. 2 x 4s electrons which are compensated 

and 6 X 3p electrons, four of which are uncompensated. Why these 

electrons should align spontaneously i n a given direction i n a given 

state without forming pairs i s thought to be a resu l t of an exchange 

i n t e r a c t i o n . Orbits of the magnetic electrons can interpenetrate one 

another and i n t h i s way an exchange interaction i s set up. This i s , 

i n a sense, a quantum electron resonance which i s a purely quantum •< 

mechanical concept having no classical counterpart. This produces the 

Weiss f i e l d . 

Although exchange reaction i s e l e c t r o s t a t i c , the form i s equivalent 

t o the magnetic interaction SiSj. (See Chapter Two). 

The use of an exchange i n t e g r a l J i s convenient and i t can be shown 

that the exchange ( i n t e r a c t i o n a l ) energy Ŵ ĵ between the i t h and j t h 

electron spin i n a given s o l i d i s given by: 



M,IT) 

0 0.2 0.4 0.6 0.8 1.0 
X _ 
T, 

Fig. 1.6 The curves represent the theory. 

The points represent experimental data. 

(F. Tyler. Phil Mag. 11 596 (1931)) 
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W.. = -2JSi.Sj 27cos 0 i j (l.VO) 

where 0ij i s the angle between the magnetic moments of the two 

spins. (Figure 1.8)(<?î . 

The formula represents a general phenomenon but only i n ferromagnetics 

do the spins align i n the same d i r e c t i o n . Thus exchange in t e g r a l can be 

determined as a function of a/r 

where a = interatomic spacing 

r = s h e l l radius 

3 can take po s i t i v e or negative values (Figure 1.7). 

Some compounds of Manganese (MnAs, MnB) have a/r rat i o s greater 

than 1.5 and are ferromagnetic. 

Many ferromagnetics have very large J values and have Curie 

temperatures above room temperature. Gd has a low J value and has a 

Curie temperature of 289K. 

As can be seen from equation (1.30) the interaction energy i s a 

minimum f o r 0ij = 0°. I f J i s negative then Wij i s only a minimum for 

0ij = 180°, i . e . two a n t i p a r a l l e l spins. This state i s antiferromagnetism. 



ferromagnetic region 

Co 
F e . X ^ N j M i 

paramagnetic region 

Fig. 1.7 Exchange i n t e g r a l J versus a/r. (Bethes curve) 



Fig. 1.8(a) The angle between magnetic moments 

of the spins Si and Sj. 
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1.10 MAGNETOCRYSTALLINE ANISOTROPY 

As previously explained, Weiss postulated a demagnetized 

ferromagnetic material as consisting of domains of a l l orientations 

and that a magnetized ferromagnetic material consisted of domains 

which may or may not l i e a l l i n the same direc t i o n but most ly i n g i n 

the d i r e c t i o n of magnetization. (A saturated ferromagnetic material 

being one large domain.) The process of magnetization i s , therefore, 

one of domain alignment. Domains i n the applied f i e l d direction grow 

at the expense of domains with other alignments. I f a ferromagnetic 

single c r y s t a l i s taken to saturation by the application of a gradually 

increasing f i e l d , then the approach to saturation d i f f e r s according to 

the o r i e n t a t i o n of the applied f i e l d with respect to the c r y s t a l axes. 

Saturation i n one dir e c t i o n w i l l occur for smaller values of H than i n 

another d i r e c t i o n . Some directions are termed easy, while others are 

termed hard. In hexagonal cobalt the proffered or easy direction i s 

p a r a l l e l with the c axis. In iron (body centred cubic l a t t i c e ) 

the easy directions l i e along the six <100> directions. (Figure 1.8)(bV 

Hence saturation with the applied f i e l d i n t h i s direction occurs for 

lower values of H. 

The excess energy Wĵ  which i s required to magnetize a cry s t a l i n 

a given d i r e c t i o n over that required for an easy direction i s expressed 

as a power series of the d i r e c t i o n cosines of the magnetization vector 

with respect to the c r y s t a l axes. The phenomenon i s called Anisotropy. 

The expression i s constrained by the symmetry of crystal l a t t i c e to 

which i t applies. 



EASYI100] 
4 

MEDIUMIIIO] 

HARD [111] 

F i g . (l.B)(V!) (See Carey and Isaac (1966)) 
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For a cubic c r y s t a l 

1 ^ 

and are constants of the material (the di. values represent 

the d i r e c t i o n cosines). Magnetocrystalline anisotropy i s important i n 

determining the thickness, energy and mobility of domain walls and i s 

discussed i n d e t a i l i n Chapter Two). 

There are other anisotropies which cause the magnetic properties of 

a material.to depend upon applied f i e l d d i r e c t i o n . 

1.10.1 Shape Anisotropy 

I f the c r y s t a l has d i f f e r e n t demagnetizing factors 

along i t s three directions a, b and c, then there i s 

what i s termed a shape anisotropy as the demagnetizing 

factors depend upon the shape of the body to be magnetized, 

1.10.2 Stress Anisotropy (Magnetostrictive) 

This i s introduced by applying mechanical stress 

to the body and i s induced by such things as 

heat-treating or s t r a i n introduced i n the cr y s t a l 

growth. 

1.10.3 Anisotropy introduced by 

(a) magnetic annealing 

(b) p l a s t i c deformation 

(c) i r r a d i a t i o n 
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1.10.4 Exchange anisotropy 

Only magnetocrystaline anisotropy i s i n t r i n e i c 

to the material, a l l of the other being e x t r i n s i c . 

1.10.3 (c) 1.10.4 are uncommon. 

1.11 MAGNETOSTRICTION AND MAGNET0ELA5TIC ENERGY 

When the magnetization of a magnetic material i s varied there 

occurs an associated change i n i t s dimensions. This phenomenon i s 

called magnetostriction and i t was f i r s t observed by Joule i n 1842. 

The dimensional d i s t o r t i o n arises because of the interdependence of 

el a s t i c and magnetic energies and t h i s implies that an applied stress 

w i l l a f f e c t the magnetization of a specimen. ( U i l l a r i E f f e c t ) . 

Stress a f f e c t s the preferred directions of domain magnetization, 

hence anisotropy i s closely linked with magnetostriction. I n i r o n , 

for example, the a f f e c t of tension i s to create a preferred d i r e c t i o n 

of magnetization p a r a l l e l to the direc t i o n of stress. Two kinds of 

magnetostriction can be distinguished. Linear magnetostriction i s an 

anisotropic magnetostriction as the sample i s taken from the ideal 

demagnetized state up to saturation. The second i s a volume magneto­

s t r i c t i o n occurring as the magnetization i s changed with temperature 

which, i n the case of hexagonal c r y s t a l s , may also be accompanied by 

a change of shape. 

1.11.1 Volume. Magnetostriction 

The magnitude of volume magnetostriction i s small compared with 

t h a t of lin e a r magnetostriction, and i s associated with the forces 

of i n t e r a c t i o n (exchange energy) between electron spins i n the crys t a l , 
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The e f f e c t i s a volume difference between the state i n which there 
i s ordering of the atomic moments (ferromagnetic or antiferromagnetic) 
and the state i n which they are disordered (paramagnetic) and, as 
such, can be considered as an anomalous thermal expansion which occurs 
when the sample i s heated or cooled through the respective t r a n s i t i o n 
temperature. Figure 1.9 shows the volume magnetostriction (defined 
as the volume change per u n i t volume) as a function of temperature. 
The exchange in t e r a c t i o n (Chapter Two) causes p a r a l l e l alignment i n 
ferromagnetics and a n t i p a r a l l e l alignment i n antiferromagnetics 
according to the sign of the exchange i n t e g r a l J. The Bethe-Slater 
curve (Figures 1.11 (a) 1,7 and 2.2) shows how the magnitude and.sign 
o f J i s a function of the r a t i o of interatomic distance to diameter 
of sub-shell of the atoms responsible for the atomic magnetic moments. 
Figure 1.11(b) shows the Curie temperature Oc and the Neel temperature 
Ojjj as a function of t h i s r a t i o . Figure 1.12 shows what happens to the 
length o f an i r o n specimen as i t i s cooled to temperatures below i t s 
Curie temperature. The continuous curve shows what should happen to 
the length as a r e s u l t of thermal cooling. At point B on the curve 
however (corresponding to the length at the Curie temperature) 
ordering begins to take place thereby introducing an exchange energy 
term Ŵ . The c r y s t a l expands s l i g h t l y r e s u l t i n g i n e l a s t i c energy being 
stored and exchange energy being reduced. In order to minimise the 
t o t a l energy due to these two components the c r y s t a l dimensions are 
adjusted r e s u l t i n g i n the broken l i n e of figure 1.12. Hence, without 
the phenomenon of magnetic domain formation and the associated exchange 
energy, the interatomic spacing of iron at room temperature would be â .̂ 



Fig. 1.9 Volume magnetostriction versus temperature. 

The broken l i n e shows the hypothetical paramagnetic 

state. The r e l a t i v e volume difference (between 

the curves) is^ ' l O " ' ' . 
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Fig. 1.10 Volume magnetostriction of iron for high 

applied f i e l d s ( i n the dir e c t i o n of the applied 

f i e l d ) . 
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Fig. 1.11 (a) Bethe-Slater curve. 
(b) Curie temperature Oc, Neel temperature Qĵ  versus 

r a t i o . 



B 

BR 
Temperature 

6= "room temperature 

Fig. 1.12 Variation of length of iron sample as i t i s 

cooled below Oc. Broken l i n e indicates the actual 

contraction due to volume magnetostriction effects. 

The continuous curve from B to A i s a hypothetical 

curve ignoring the effects of domain formation and 

exchange energy. 
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Because the l a t t i c e adjusts to minimise the combination energy of exchange 

and e l a s t i c energies, the actual room temperature interatomic spacing i s 

1.11.2 Linear Magnetostriction 

The magnetostriction i s defined as the f r a c t i o n a l change i n length 

. ' associated with a change i n magnetization from zero to saturation. 

A = S[/[ 

The value of the magnetostriction depends upon d i r e c t i o n . Simple 

expressions describing the magnetostriction of cubic crystals were 

derived by Akulov (1928) and Becker and Doring (1939). An expression 

commonly accepted u t i l i z e s f i v e constants. 

+ VI3S [Jj^riron] tof hjCs-O fctxv'cVeQ 

+ h j o i , ^ . ^ ^ ; ^ < f 3 - K ) 

where s - oif<^ + '̂ s "̂ ^̂  

the Of 's denote the d i r e c t i o n cosines of the magnetization \i/ith respect 

t o the c r y s t a l axes.. 

The 1̂  's denote the d i r e c t i o n cosines of the measurement d i r e c t i o n with 

respect to the c r y s t a l axes. 
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Because of the dependence of magnetostriction upon direction A 
i s conveniently defined i n terms of the major cubic c r y s t a l axes. 
^100 change i n length along ]L10O3 \i/hen the magnetization i s 

also i n t h a t d i r e c t i o n . 

X l l l change i n length along when the magnetization 

i s also along that d i r e c t i o n . 

Very often equation 1.42 can be reduced (by considering only 

dipole-dipole i n t e r a c t i o n terms) to 

Hence the magnetostriction i n a cubic c r y s t a l can be expressed i n terms 

of A^QQ and Xj^^ . 

A l s o ^ ^ j ^ j j i s related to ̂ 0̂0 ^ " " ^ A l l l 3cc°i"'̂ ing to 

By putting^j^QQ = ^^-^^ = ̂ e q uation 1.33 becomes 

where 0 i s the angle between the magnetization and the measurement 

d i r e c t i o n . 
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For a pol y c r y s t a l l i n e material with c r y s t a l l i t e s orientated at 

random the saturation longitudinal magnetostriction c o e f f i c i e n t i s 

calculated by averaging equation l.^fft giving 

100 ^ ""111 ( i - ' ^ ^ ^ 

Clark (R«oA') determines an expression foT^/l (cubic) using the 

d e f i n i t i o n 

a/i - ^ ^ ' l ^ h f , (Kittel (1949)) a.^) 

where are the equilibrium strains. 

The expression arrived at contains three constants 

( l . * 8 ) 

The symmetry modes are i l l u s t r a t e d i n Figure 1.13 (See Wohlfarth 1980). 

For hexagonal crystals a t y p i c a l expression (to second order i n the 

d i r e c t i o n cosines) for the magnetostriction i s : 

( l . W ) 



Fig. 1.13 Magnetostriction modes for cubic crystals. 
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The constants ) \ > > 2 > i ' ' ^ 

are experimentally determined quantities. 

/\^' and / v ^ ' are related to the anomalous thermal expansion 

r e s u l t i n g from exchange processes. The s t r a i n mode i s described by 

the subscripts ^ € dod }f-

Figure 1.14 i l l u s t r a t e s these modes. 

Those modes subscripted with 0̂  have symmetry preserved. 

2 > denotes a symmetry preserving d i l a t i o n along the c axes, 

while denotes a similar process along the basal plane. 

As can be seen from Figure 1.1'fr ̂  denotes a d i s t o r t i o n of the 

hexagonal symmetry i n t o orti^orVftoitVie. 

I n the case 1 = 2 the d i s t o r t i o n i s a c i r c l e to an elipse. 

The ^ mode i s a c axis shear. 

I n some cases i t i s necessary to consider terms which are of the 

fou r t h order i n spin operators or i n ô ^ 

The expression below (1.50) was derived by MASON (1954) and can be 

wr i t t e n following DARNELL (1963) and RHYNE and LEGVOLD (1965) to 

represent the hep structure. 

>D(1-O(3')(1-̂ ;UE<M1-'>'3') 

(1.50) 



(a) X,'^'^ (b) X 
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I 

Fig. 1.14. MAGNETOSTRICTION s t r a i n modes i n 1 = 2 

for hexagonal symmetry. 

(A^ter Clark, De Savage and Bozorth (1965)) 

(Also Taylor and Darby (1972)) 
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The constants A, B, E, F and I are the fourth order magnetostriction 
constants. C, D, G, H, J and K are linear combinations of the 
magnetostriction constants due to CALLEN and CALLEN (1965) and those 
of CLARK e t a l (1965). (See Coqblin 1977 for a review on the relationships 
between these c o e f f i c i e n t s . ) 

For a material, e.g. Cobalt, where c y l i n d r i c a l symmetry can be 

assumed such that the magnetostriction i n the basal plane i s is o t r o p i c , 

then the magnetostriction i s given by: 

+ 2 K v ^ . ? l ( ^ ^ 3 ^ 3 + o i , ^ , ) ^^^^^^ 

For values of see BOZORTH (1954) 

In some of the rare earths the easy d i r e c t i o n of magnetization i s 

i n the basal plane. This means that the anisotrcpy i s so high that 

there i s no s i g n i f i c a n t r o t a t i o n out of the basal plane i n f i e l d s of 

normal magnitude. This i s so with Terbium (Chapter Four). The 

magnetostriction i n t h i s case with ̂  ^ = 0 can be written 

a/I -A(2c(,R,f( 

(1.5-2) 
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1,11,3 Temperature dependence of the magnetostriction constants 

Callen and Callen (1965) obtained expressions to relate the 

variation of the constants to temperature (for single ion case) 

where I i s a reduced hyperbolic Bressel function of order 1 + h and 

X ' (n>(T)) i s the inverse Langevin function of the reduced magnetization. 

1.11.4 The e f f e c t of stress on magnetization (Inverse magnetostriction ef f e c t s ) 

. . I f a uniform tension O'is applied to a cubic c r y s t a l ( f o r example) 

such that ̂  2 ̂ 3 d i r e c t i o n cosines then the following terms 

are added to the c r y s t a l free energy. 

(154) 

The expression can be si m p l i f i e d by assuming that AIQQ "Xm =X 
or b y ^ l e t t i n g A = a weight of mean of^^Qg a n d A j j ^ j 

cr 

where Eo* = magnetoelastic energy 

0 = angle between stress dire c t i o n and magnetization 
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1.12 ANTIFERROMAGNETISM 

I f the exchange i n t e g r a l J takes a negative value then energy 

minimization occurs when the spins are a n t i p a r a l l e l . Antiferromagnetism 

i s s i m i l a r to ferromagnetism i n that antiferromagnetic materials show 

hys t e r i s i s effects but have much lower s u s c e p t i b i l i t i e s than ferromagnetics. 

Antiferromagnetic materials are characterized by containing two i n t e r -

• ' locking sets of atoms or atomic groupings and the c r y s t a l structure i s 

such that atoms occupy two separate interpenetrating sublattices, A and B. 

within a structure as a whole. (Figure 1.15). The negative exchange 

inter a c t i o n between nearest neighbours means that the spins of nearest 

neighbours are always a n t i p a r a l l e l . However, p a r a l l e l alignment can take 

place w i t h i n the sublattices. 

At low temperatures thereoie strong interactions between spins 

re s u l t i n g i n a n t i p a r a l l e l spin alignment and the residual magnetization 

i n an applied H f i e l d i s low. K i s small(-^10 - 4 ) . At absolute zero 

none of the spins have a resultant i n the applied f i e l d d i r e c t i o n . 

As the temperature i s increased thermal agit a t i o n results i n the spins 

no longer mutually cancelling. The s u s c e p t i b i l i t y rises and a very 

weak magnetization r e s u l t s . Such a system has a c r i t i c a l temperature 

called the Neel temperature Tj^ below which the atomic moments are arranged 

alternately p a r a l l e l and a n t i p a r a l l e l . Above the moments are 

paramagnetically disordered. Also some antiferromagnets show ferromagnetic 

behaviour below or above a c r i t i c a l applied f i e l d value. This i s 

known as metamagnetism. Antiferromagnets also show domain e f f e c t s . 

(See B.K.Tanner Contemp. Phys. 20 (1979)). 



o A sublattice +spin 6 

• B sublatlice - spin $ 

Fig. 1.15 Two sublattice model of an antiferromagnet. 
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Fig. 1.16 Relative s u s c e p t i b i l i t y as a function of temperature 

for a ferrimagnetic material. 
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« 

1.13 FERRIMAGNETISM 

In a ferrimagnetic material the magnetic moments of the atoms 

on d i f f e r e n t sublattices oppose as i n antiferromagnetism. However, 

the opposing moments are unequal and a spontaneous magnetization 

remains. 

The term ferrospinel, or f e r r i t e , i s applied to an iron oxide group 

having the general formula XOY2O3, X being a divalent cation and 

Y a t r i v a l e n t cation. 

The crysftal structure i s a close packed face centre cubic structure 

of oxygen anions. The cations are distri b u t e d i n t e r s t i t i a l between the 

oxygen ions. Eight cations on A sites are surrounded tetrahedrally by 

4 oxygen ions, the remaining 16 cations occupy B sites and are 

surrounded octahedrally by 6 oxygen ions.(Figure 1.17). 

In the normal spinel arrangement the divalent cations occupy the 

A s i t e s while the t r i v a l e n t cations occupy the B s i t e s . In the 

sopalled inverse spinel arrangement the A s i t e s are occupied by one 

ha l f of the Y cations while the B sites are occupied with random 

d i s t r i b u t i o n by the other h a l f of the Y cations plus the X cations. 

Three types of in t e r a c t i o n are possible. The exchange interaction 

J f o r ions on similar s i t e s ( J ^ ^ and J^g) are positive and comparatively 

weak, while J^g interactions are strong and predominate. In the 

inverse spinel structure the A and B sites are quite distant from each 

other and the assumption i s made that the oxygen ion transfers the 

in t e r a c t i o n from the A s i t e atom to the B s i t e atom. (Superexchange) 



O 
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(tetrahedral) 
[octahedral) 

Fig. 1.17 Crystal structure of normal spinel. 
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Fig. 1.18 Variation of s u s c e p t i b i l i t y K with T for f e r r i t e s . 
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The J value i s negative and a n t i p a r a l l e l pairing r e s u l t s . However, 

A and B s i t e atomic magnetic moments are not equal so a small net 

magnetic moment res u l t s . The oxygen ions lose t h e i r two valence electrons 

i n the bonding and these constitute no magnetic moment. The materials 

have a domain structure which i s , i n the main, t o t a l l y randomized and 

hence do not spontaneously magnetize. Domains however do grow i n the 

di r e c t i o n of an applied f i e l d and the material remains magnetized when 

H i s removed. Above Tc the materials are paramagnetic, -app 



Paramagnetism. Ferromagnetism. 

Weak inter a c t i o n between equal Positive interactions between equal 

moments. Random spin vectors. moments. Parallel spin vectors. 

y / / 

' ' • / 

/ / / 
^ ^ 

Antiferromagnetism. 

Negative i n t e r a c t i o n between 

equal moments. A n t i p a r a l l e l 

spin vectors on two sites, 

Ferrimagnetism. 

Negative interaction between unequal 

moments. A n t i p a r a l l e l spin vectors 

on two s i t e s . (Fig. 1.19 ) 



SUMMARY 

DIAMAGNETISM AND PARAMAGNETISM - explanation i n terms of quantum 

states and on electron spins of 

the ion concerned. 

FERROMAGNETISM, ANTIFERRGMAGNETISM - depends on cry s t a l structures 

and FERRIMAGNETISM. as well as on spin d i r e c t i o n . 

PARAMAGNETISM, FERROMAGNETISM, - a l l the resul t of the interaction 

ANTIFERROMAGNETISM, FERRIMAGNETISM. of electron spin vectors at 

various l a t t i c e s i t e s . 

PARAMAGNETISM - weak random interactions. 

FERROMAGNETISM strongly coupled p a r a l l e l spin 

vectors. 

ANTIFERROMAGNETISM - negative interaction. 

FERRIMAGNETISM - paired a n t i p a r a l l e l but unequal spins 
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CHAPTER 2 

FERROMAGNETISM 

2.1 THE EXCHANGE INTERACTION 

As previously mentioned (Chapter 1.), the Weiss i n t e r n a l f i e l d 

cannot be explained i n terms of dipole - dipole interactions. Curie 

temperatures of hundreds of degrees K mean that thermal energies per 

atom required to destroy magnetic ordering are 10~^J u/hereas the 

dipole energy i s approximately 10 J per atom and cannot, therefon?, 

be solely responsible f o r the i n t e r n a l f i e l d . Also, the fact that the 

i n t e r n a l f i e l d i s proportional to the existing magnetization suggests 

t h a t the greater the degree of spin alignment the greater i s the force 

tending t o align the spins i n that region. 

Consider a simple system containing two electrons. As an example, 

consider the hydrogen molecule. Because t h i s system contains positive 

and negative charges, then e l e c t r o s t a t i c coulomb forces would be expected 

t o e x i s t between these charges. The energy of the system contains two 

terms. The f i r s t corresponds to the classical coulomb i n t e r a c t i o n . The 

second term has i t s origins i n the Pauli exclusion principle and has, 

as such, no classical analogue. The energy due to the coulombic forces 

can easily be calculated using Coulomb's law. For example, i f the two 

electrons are separated by a distance T^2' ̂ hich i s great enough to 

prevent overlapping wave functions, then the electro s t a t i c interaction 

between them i s given by the coulomb formula: 

- ' / i v . r d - v j t r j i / (2.1) 
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where t anas', are the charge densities and V, and 'Vi.are elementary 
volumes. As the two atoms approach, however, there is^eventually^an 

overlapping of wave functions and the Pauli exclusion principle must be 

applied. This compels the electrons to assume states which are mutually 

d i f f e r e n t . The Pauli p r i n c i p l e , therefore, tends to keep electrons with 

p a r a l l e l spins apart thereby reducing the coulombic repulsion. However, 

while quantum theory offers no objection to the existence of these Coulomb 

forces,which are c l a s s i c a l i n nature, i t imposes a constraint on the system 

by regarding the two electrons as being indistinguishable. In other words, 

i n , f o r example, the hydrogen molecule the p o s s i b i l i t y of electron 1, which 

i s moving around nucleus 1, changing places with electron 2, which i s moving 

around nucleus 2, must be allowed f o r . This constraint adds a term to the 

system's energy over and above that of equation 2.1. This additional term 

i s known as the exchange energy and the exchange effec t i s concerned with 

the degeneracy associated with the p o s s i b i l i t y of the two electrons changing 

places. When spin wave functions are symmetrical, o r b i t a l wave functions 

are antisymmetrical and vice versa. Any change i n spin symmetry must a l t e r 

o r b i t a l symmetry and thereby r e d i s t r i b u t e charge. Hence there i s a correlation 

between the two electron spins which, i n f a c t , i s proportional to the 

scalar product of the spin magnetic moments Sj^ and When the SchcJdinger 

equation of the system, i s considered there i s a contribution Wĵ 2» ^° 

t h i s exchange'effect, to the t o t a l Hamlltonian according to equation 1.30. 

^12 " ^12^1^2 ^ 

where exchange energy between electron 1 and electron 2. Any 

pair of electrons which can int e r a c t can either have p a r a l l e l or a n t i p a r a l l e l 

spins. The difference i n energy between these configurations i s the 

exchange energy. 
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The idea of exchange was suggested approximately simultaneously and 
independently by Heisenberg (1926) and Dirac (1926). In 1927 the idea 
of an exchange in t e r a c t i o n was suggested by Heitler and London (1927) 
in t h e i r work on chemical bonding i n the hydrogen molecule. Heisenberg's 
treatment (1928), based on the Heitler London treatment of the hydrogen 
molecule, showed t h a t , under certain conditions, a positive interaction 
could have effects similar to those of the Weiss molecular f i e l d when 
electrons having p a r a l l e l spins have a lower energy than those with an 
a n t i p a r a l l e l spin alignment. Any particular system, wherever possible, 
w i l l adopt a state of lowest energy and t h i s state, i n terms of p a r a l l e l 
or a n t i p a r a l l e l spins, i s determined by the sign of the exchange int e g r a l 
J. 

In his treatment, Heisenberg assumed that the magnetic moment was 

due e n t i r e l y to the spin of the electron. The roles of spin and o r b i t a l 

motions were examined by Einstein and i t was postulated that the process 

of turning dipoles toward a p a r t i c u l a r d i r e c t i o n during the magnetization 

process should r e s u l t i n an increase i n the t o t a l angular momentum about 

an axis i n the f i e l d d i r e c t i o n . I f the angular momentum of the whole 

specimen i s i n i t i a l l y zero, then the amount gained by the atomic system 

must induce an equal and opposite gain by the specimen as a whole i n 

order to conserve angular momentum. The Einstein»de Hass experiment 

observed t h i s and i t was suggested that spin only was involved i n 

ferromagnetism (or at least the spin contribution was about 90%). The 

Einstein-de Hass e f f e c t , therefore, gave foundation to Heisenberg's 

assumption. Heisenberg showed that the hydrogen molecule J was always 

negative, thereby making the lower energy state that of a n t i p a r a l l e l spins, 

Figure 2.1 shows a plot of exchange i n t e g r a l 3 versus internuclear 

separation. 



internuclear Separation (A) 

Fig. 2.1 Exchange Integral of hydrogen molecule 

vs intermolecular separation of atoms. 

The dot shows the equilibrium separation. 
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The essentials of exchange i n a two electron system are given here. 
For a f u l l e r treatment see Martin Chapters 5 and 6. 

Consider two electrons, say i n hydrogen molecule, which are moving 

i n s i m i l a r p o t e n t i a l f i e l d s . Assuming that these particles occupy 

non-degenerate states then the solution of the Schro'dinger equation for 

the system aives r i s e to a fundamental ambiguity. 

Let q̂ ^ and q^ represent the s p a t i a l and spin co-ordinates of electrons 

1 and 2 respectively. 

I.e. = ^i.Vif^i, I u/here x, y and z are the cartesian co-ordinates, 

f i x i n g the electrons position and O^represents the spin. 

A s o l u t i o n of the Schrodinger equation i s : 

V(q,q,) 

However, because the electrons are indistinguishable y(q2qj) must also 

represent a solution of the equation. But, the solution i s non-degenerate 

and therefore only one solution e x i s t s . 

I t f o l l o w s , therefore, that 

Also 

y ( q i q 2 ) = •<Ŝ (q2q,) (2-2) 

= K4^(q^q2) (2.3) 

From t h i s the values of K = - 1 

Hence any interchange of the co-ordinates of the particles w i l l give a 

value of K = 1 thus leaving the wave function unchanged (symmetrical) or 
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K = -1 giving an antisymmetrical wave function by changing i t s sign. 
Thus for two i d e n t i c a l p a r t i c l e s the following wave functions are 
possible. 

The wave function of equation 2,4 i s antisymmetrical while the 

wave function of equation 2.5 i s symmetrical. 

Experiment shows that electrons have wave functions which are always 

antisymmetrical. A di r e c t consequence of t h i s i s the Pauli exclusion 

p r i n c i n l e as the or o b a b i l i t y that two pa r t i c l e s having antisymmetrical 

wave functions w i l l occupy the same state i s zero. 

For a two electron system, then, i n which the electrons do not 

i n t e r a c t , the solutions for the Schrodinger equation are: 

(1) -is the wave function of electron 1 when i t i s i n atom a 

etc. 

When allowance i s made for an interaction taking place between the 

two electrons then the allowed energies-of the system are: 

E = EO + K̂ 2 + ^12 ^^'^^ 



\ 
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where EO i s the energy of the unperterbed system 

i s the average coulomb interaction energy. 

"̂ 12 the exchange i n t e g r a l and represents the probability of electrons 

1 and 2 chanaing places. 

V,2 - e 7 - + " / (2.7) 
^ Gb Hz T i b T2a/ 

where Tab = distance between nuclei 

= distance between electrons ri2 
^"V2a 

and the electron i n the other atom. 

n,L andrxo are distances between a nucleus I l b r2a 

(See Figure 2.3) 

For the condition E = Eo + Y.^^ •̂12 t r i p l e t state has the lower 

energy and the p a r a l l e l spin configuration i s favoured. For 

E = Eo +-K-ĵ 2 ~ "̂12 singlet state represents the lower energy and 

a n t i p a r a l l e l spins are favoured. In general J i s negative. The reason 

for t h i s can be seen from equation 2.7. 

( r - + — ) represents the repulsion 

between electrons and the 

repulsion between the nuclei. 

See Figure 2.3. 
( i ^ i ) represents the a t t r a c t i o n 

between the nuclei and the electrons, 



0 

Ferromagnei-ic 
Co 

F e / \N-| 

M n / 
^ 3d 

M n / 
Antiferromagnetic 

Fig, 2.2 Bethe-Slater curve showing the variation of the 

exchange i n t e g r a l J with the r a t i o 

ra (radius of atom 
r3d (radius of 3d o r b i t ) 



Fig. 2.3 Diagram indicating the distance parameters 

involved i n the exchange Hamiltonian. 
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Now generally the l a t t e r exceeds the former making the quantity 
^ 2 negative (as can be seen from equation 2.7) 3 can, however, under 
certain circumstances, take positive values. 

Supposing tha t , i n the region of the o v e r l a p , ^ ̂  and^ have 

no nodes, (|) *(Z) %Ll) i s positive. 

Jj^2 ' " i l l then be positive, i f the aforementioned condition i s reversed. 

i . e . i f (1/r^j, ^ Vr,i ) > (Vf.b + Vr2^ ) 
i . e . the positive term of the Hamiltonian exceeds the negative terms. 

This condition i s favoured when the wave functions are large 

midway between the nuclei because i t i s here where i s small. 

The term and - Q are a minimum for wave functions which are 
fib Hia 

small close to the nuclei. These conditions are favoured for a value 

of about 1.5 for the r a t i o Tah/Y^l. 3 is positive when the interatomic 

spacing i s large compared with the r a d i i of the o r b i t a l s . Hence 

ferromagnetism i s l i k e l y to occur i n materials with incomplete d or f 

subshells of a diameter which i s less than the internuclear separation. 

Hence ferromagnetism i s l i k e l y i n some iron and rare earth materials. 

Manganese i s not ferromagnetic at room temperature but some of i t s 

compounds are. MnAs and MnSb are ferro-^agnetic due, probably, to a 

small change i n l a t t i c e ' parameter which favours ferr^magnetism by making 

J p o s i t i v e . The curve of Figure 1.6 i s the empirical Bethe-Slater curve 

and i s reproduced as Figure 2.2 for convenience. 



\ 
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Looking at the Eigen values of the Sĵ  and S2 gives the result 

that 

Vab = K^2 + ^12 

and Vab = K^2 " "̂ 12 ^1*^2 ~ ^ 

These can be combined to give 

E = K^2 " ^^12 • 2"^12^r^2 ^2-^^ 

kSien considering ferromagnetism we need only consider the t h i r d 

term o f equation 2.8 as the other two do not depend upon spin. This 

t h i r d term i s the two electron Hamiltonian. Now the exchange interaction 

between two electrons i s intimately related to the states of motion. 

Spin and o r b i t a l motion depend upon the environment and i n the s o l i d state 

atoms undergo a perturbation i n the presence of t h e i r neighbour. 

Because of the r e s t r i c t i o n s imposed on the i t i n e r a n t electrons by the 

Pauli p r i n c i p l e t h e i r movements become correlated. Hence applying 

equation 2.8 (even minus the f i r s t two terms) to a multielectron 

assembly i s extremely d i f f i c u l t . An estimation of the energy of such an 

assembly must include further s i m p l i f i c a t i o n s . Consider two atoms each 

wit h more than one electron with an unpaired spin. 

The exchange Hamiltonian i s then: 

W =-2J,ji:,.Si.Sj 

= - 2 J i j I l S i . I S j 

W = -2 J i j S i . S j (2.9) 
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According to equation 2.9 the exchange interaction vanishes for 
closed shells of electrons hence only p a r t l y f i l l e d shells of atoms or 
ions need be considered. Exchange forces decrease rapidly with distance 
hence a further s i m p l i f i c a t i o n can be made i f the interaction i s considered 
only between an atom and i t s nearest neighbours. 

(2.10) 

Hence W = -2j£^5.S. 

or W = ' - 2 J S ^ cos 0 i j 

where 0 i s the angle between the spins, 

reducing, for small values of 0 to 

W = J s V (2.11) 

Landqi^ and L i f s h i t z derived an alternative expression (1935) 

expressing the exchange energy as 

[(5'.<,)^(7'<y (̂̂ jVi (2.12) 

where a = the l a t t i c e parameter andoi-j^o^ 2 2"'^°^3 ̂ he direc t i o n cosines. 

2 

A = 2JS /a = the exchange constant. 

For a derivation of equation 2.12 see MORRISH. 
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2.2 BAND MODEL THEORIES OF FERROMAGNETISM 

The Heisenberg model of exchange i s based upon the assumption 

that the electrons are localized at the atoms. Bearing i n mind that 

at temperatures above OK there w i l l be free charge i n terms of holes and 

electrons i n metallic solids then any theory which attempts t o int e r p r e t 

ferromagnetism must allow for i t i n e r a n t charge. 

Calculations have been made on holes i n 3d band and electrons i n 

the 4s band by employing Bloch wave functions. Slater (1936) obtained 

r e s u l t s f o r Nickel which gave reasonable agreement i n experiment. 

Stoner (1938) gave the f i r s t simple treatment of a model dealing with 

an electron gas. Stooer named the process c o l l e c t i v e electron f e r r o -

roaghetism. The theory i s based on three assumptions. 

1. The 3d band i s parabolic near the 

fermi l e v e l . 

2. Exchange interaction may be represented 

by a molecular f i e l d . 

3. Fermi Dirac s t a t i s t i c s apply ( t h i s i s 

a di r e c t consequence of antisymmetrical 

wave functions). 

The electrons occupy certain energy bands and the i n t e r n a l f i e l d 

i s proportional to the magnetization. There i s a resulting difference 

i n energy between those spins p a r a l l e l to the int e r n a l f i e l d and those 

a n t i p a r a l l e l to the i n t e r n a l f i e l d . This can be represented by dividing 
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the energy band i n t o two halves. Figure 2.4 shows div i s i o n of an 

energy band u/ith an applied magnetic f i e l d (see Bleaney and Bleaney). 

Electrons transfer from one h a l f band to the other i n proportion to the 

density of states function r e s u l t i n g , i f the density of states i s large, 

i n a decrease i n energy. Electrons u / i l l only transfer i f doing so does 

reduce the energy. The condition i s s a t i s f i e d for d bands but not s 

bands. However, i t i s possible that overlapped d and s bands i n t r a n s i t i o n 

metals may have co-operative magnetic states. The resulting magnetization 

depends on the net transfer of spins between the two half bands and 

therefore the net dipole moment need not correspond to an exact i n t e g r a l 

m u l t i p l e of Bohr magneton. The assumption i n t h i s model i s that the d 

electrons are a l l i t i n e r a n t . This gives r i s e to a second long range 

exchange which i s oscillatory arid can be negative. Such an exchange was 

proposed by Rudderman and K i t t e l . (See RKKY reaction Chapter 3.) 

Whatever the o r i g i n of the exchange inte r a c t i o n the form of the 

coupling i s given by equation 

W,. = -2J,.Si.Sj 

2.3 HAGNET05TATIC ENERGY 

Work i s done i n assembling a system of magnetic dipoles and, as such, 

the system w i l l possess potential energy. 

The po t e n t i a l energy of a magnetized body i n an applied magnetic f i e l d 

i s given by 

E = -B.M (2.13) 



- Band 

spin dipoles 
antiparallel to 
applied field 

Ep{ Fermi Energy) 

Band 

spin dipoles 
parallel to 
applied field 

Fig, 2,4 The diagram shows the displacement of + and - bands 

of conduction electrons by an applied magnetic f i e l d . 

The difference i n energy between the two half bands 

i s equal to the difference of energy of a spin dipole 

p a r a l l e l and a n t i p a r a l l e l to a flux density 8, 
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Now i f the magnetized body i s situated i n a flu x density Bo 

then the f i e l d acting i n the body = BI where 

BI = Bo - Bp (2.14) 

Bp i s the demagnetizing f i e l d . 

From equation 2.14 i t can be seen that B^ opposes the applied f i e l d . 

Figure ^.5 shows how t h i s happens. Although B^ varies i n magnitude from 

specimen to specimen, i t occurs i n a l l magnetized specimens. I t s value 

depends upon the shape of the specimen and on the magnitude of M. 

Bp = DM (2.15) 

where D i s known as the demagnetizing factor. 

Figure 2.5 shows plots of D versus length/width r a t i o for ell i p s o i d s and 

for cylinders. 

Now the magnetostatic energy per u n i t volume of the body when i t i s 

situated i n an applied magnetic f i e l d Bo i s given as 

Em = -%BpM - BoM 

' = -%DM̂  - BoM (2.16) 

2 

With no applied f i e l d the terms -%DM i n equation 2.16 becomes 

pos i t i v e . The % i s introduced to avoid mutual interactions i n the s o l i d 

being counted twice, i . e . the mutual energy of two dipoles i s the product 

of the f i e l d of one and the dipole moment of the other. 
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The energy given by the f i r s t term i n 2.16 can be large and domains 
are formed as a process by which t h i s energy can be minimized (see • 
Chapter 4.) 

For the evaluation of demagnetizing factor for el l i p s o i d s see 

Stoner (1945) and Osborne (1945). 

2.4 MAGNETOCRYSTALLINE ANISOTROPY 

2.4.1 Introduction 

As mentioned i n several places i n t h i s thesis, the ease with 

which a p a r t i c u l a r specimen can be magnetized depends upon the direction 

of the applied magnetic f i e l d with respect to the cr y s t a l axes. This 

phenomenon i s called magnetocrystalline anisotropy and an energy term 

which depends upon the di r e c t i o n of the spontaneous magnetization i s 

called a magnetic anisotropy energy. In the absence of an applied 

f i e l d the spontaneous magnetization takes up a specific direction with 

. respect to the c r y s t a l axes. These preferred directions, or easy 

di r e c t i o n s , are formally expressed i n terms of energy functions 

which go to a minimum i n those directions. 

2.4.2 Maqnetocrystalline energy 

The magnetocrystalline energy i s defined i n terms of the work 

required to magnetize the specimen i n a selected crystallographic 

d i r e c t i o n . I f the magnetization i s rotated out of an easy di r e c t i o n 

by the application of an applied f i e l d , then t h i s represents an overall 

increase i n energy i n the material. This i s the anisotropy energy. 



55 -

Because the t o t a l work done depends upon the angle 0 through which the 

magnetization i s turned away from an easy d i r e c t i o n , the anisotropy 

energy may be regarded very simply as the energy required to rotate 

the magnetization through t h i s angle. 

The simplest case i s that of a uniaxial c r y s t a l such as cobalt. 

Cobalt i s a hexagonal c r y s t a l with a single easy direction along the 

c»axis. The basal plane represents a hard d i r e c t i o n . Because the 

anisotropy energy must be the same whether the i n i t i a l magnetization 

points up or down along the c-axis then the energycan be expressed as 

siome even function of the angle Q. I t i s the accepted convention to 

express the energy as a power series i n sin 0 containing only even terms. 

Hence for a uniaxial c r y s t a l such as cobalt the anisotropy energy Ey^ 

i s given by 

EK = K, sin'e + K, sin*8*--rK„sin 9 a.m 

The t h i r d or higher term i n equation 2.17 can often be omitted. 

Indeed i t i s quite usual to consider only the f i r s t term for many 

p r a c t i c a l purposes. 

K p are magnetocrystalline anisotropy constants. 

For Cobalt = 4.1 x 10^ Jm"'' 

The anisotropy i s also dependent on the azimuthal angle about the 

c-axis but t h i s term i s as small as the t h i r d term i n equation 2.t1 

and can often be ignored. 
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I n the general case the dir e c t i o n of magnetization must be 

rela t e d to three c r y s t a l axes and the anisotropy energy i s usually 

expressed i n terms of the direc t i o n cosines t*^^ c k j . 

Consider the simple case of a cubic c r y s t a l such as i r o n . 

Because of the high symmetry involved i n a cubic c r y s t a l structure, 

there are many equivalent directions i n which the anisotropy energy 

has the same magnitude (see Figure 2.6). This fact allows the expansion 

o f the anisotropy energy i n terms of the direc t i o n cosines dL-ĵ  ^° 

)!ield an expression which can be si m p l i f i e d to a large extent. Because 

of the c r y s t a l symmetry the expression i s independent of any change 

of sign of the di r e c t i o n cosines, i . e . reversal of the direc t i o n of 

magnetization does not change the anisotropy energy. Hence the expression 

w i l l include only even powers of 0. Also the expression i s independent 

o f any interchange of any twoo^'s. For example, when the magnetization 

makes an angle 0 with the x-axis i n the x-y plane, t h i s i s equivalent 

t o i t making an angle Q i n the y-axis i n the x,y plane, (as shown i n 

Figure 2.6). For any given combination of a, b and c the terms of 

t^ a c*s b c*̂  c ̂ ^^^ l^gyg |.[̂ g ggj^g c o e f f i c i e n t for any interchange of 1 J k 
i, j and k. The t o t a l energy can be w r i t t e n , meeting the conditions 

ou t l i n e d above, up to the s i x t h term as follows: 

EK = 

A ^^z") ( i ) 

^'X.'^-O ( i i ) 

+ C K^<X,V o ^ x V ^'^3''^.') ( i i i ) 

+ D + o(,^ + oi3^) ( i v ) 

* E ( Ĉ, V / ^ 0^ 

• h F (oi;^^^\'') ( v i ) 



Fig. 2.6 The diagram shows an octant of a u n i t sphere. 

Points A and Â  etc are equivalent points along 

which the anisotropy energy i s the same. 
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Now the anisotropy i s dependent on 0. But, using the usual 
2 2 2 relationship for di r e c t i o n c o s i n e s , ^ "̂ "̂  2 ^ 3 ~ ̂  

Hence term ( i ) does not r e s u l t i n any isotropy and i s , therefore, 

redundant. 

term ( i i ) can be expressed as 

term ( i v ) can be espressed as 

term (v) can be expressed as (^^^^ ^'^z'^j ^ ^^^i^^)^^i*''^t^] 

The terms ( i i ) , ( i i i ) , ( i v ) , (v) and ( v i ) can, therefore, be grouped 

together as 

Hence the energy can be wr i t t e n as 

For i r o n Kj^ = 4.8 x 10^ Jm~^ 

K2 = + 5 X IQ-' Jm"^ 

For Nickel = -4.5 x 10^ Jm""' 

K2 = -2.38 X 10^ Jm"^ 
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I f K j ^ ^ 0 then a minimum occurs at the [lOo] ^ i q ( and [ool 

d i r e c t i o n s . 

I f Kj^^O then a minimum occurs at the [ l l l j d i r e c t i o n . 

Hence i r o n has i t s easy directions along (lOo] [oio] and |oO^ 

d i r e c t i o n s whereas nickel has an easy di r e c t i o n along £lll axes. 

For hexagonal crystals i t i s usual to express the free energy 

as an expansion i n powers of sin 0 

E = K*Ksme- K sin'e.Ksine^Ksin'e^oj^^-"' 

where 0 and 0 are the polar angles of the magnetization r e l a t i v e to 

the c-axis. 

I t i s often convenient to rewrite equations 2.18 and 2.19 i n 

terms of expansion of sin 0. 

Also an alternative representation involves the use of spherical 

harmonics leading to 

(2.20) 

(Tieg's are linear combinations of spherical harmonics r e f l e c t i n g 

cubic symmetry) 

f o r cubic crystals and 

E, ' (K;)' * (K : ) 'Y : (9) * (K;) ' Y ; (e)*(K:)Y:fe"!^-^" 
* ( K : y Y ; ( e 0 ) 
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for hexagonal crystals 

where Ŷ  (0) are normalized spherical harmonics. 

For a single ion in t e r a c t i o n the coefficients vary with 

temperature according to the following equation. 

Kj^(T) = KJ'(0'')I-,^VJ^"^°'^] 

(Callen and Callen (1966)) 

Spherical harmonics are useful when r e l a t i n g theory to experimental 

work (See Birss and Keeler (1974)). 

For a comprehensive account of anisotropy i n rare earth metals and alloys 

see, f o r example^Coqblin (1977)). 

2.4,3 Origins of Magnetic Anisotropy 

. The exchange energy depends only on the r e l a t i v e directions of 

coupled spins. I t i s essentially isotropic as the expression 

representing the exchange energy contains no terms which refer to the 

c r y s t a l structure. To account quantitatively f o r magnetocrystalline 

anisotropy i t i s necessary to invoke some mechanism which relates 

spins with t h e i r environment i n the c r y s t a l structure. Hence, as well 

as mutual coupling between elementary moments, there must also be a 

coupling between these moments and the l a t t i c e . 

The simplest form of coupling i s that of dipole - dipole. 

dipole 4TT[J,C|2 12 
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where and are the magnetic moments. 

rj^2 i s the distance between them. 

Workers such as Akulov (1929) and Mahajani (1929) showed that 

the observed facts could not adequately be explained purely i n terms of 

magnetic interactions. In 1956 Uan Vleck introduced the concept of 

a pseudo dipole and pseudo quadripole coupling using ad-hoc large 

coupling constants i n an equation which had the form of equation 2.22. 

Spin and o r b i t a l motions are associated with magnetic moments of free 

atoms. In a c r y s t a l , however, the o r b i t a l motions are strongly coupled 

to the l a t t i c e and even an applied magnetic f i e l d has l i t t l e e f f e c t on 

t h e s i t u a t i o n . In ferromiagnetic materials, however, domain formation i s 

linked with strong interaction forces. The spin axes are not t i g h t l y 

bound t o the l a t t i c e as are the o r b i t a l axes. There i s a weak coupling 

between these spin and o r b i t a l motions resu l t i n g i n a weak spin l a t t i c e 

coupling. I t i s suggested that i t i s t h i s spin-orbit coupling which 

gives domains d i r e c t i o n a l magnetic properties and provides the forces 

of magnetic anisotropy. Also, because the incomplete sub shells i n 

the c r y s t a l atoms are not spherically symmetrical an applied f i e l d 

causes a s l i g h t deflection of o r b i t a l axes because of the spin o r b i t 

torque. Hence a change i n c r y s t a l dimensions occur. Magnetostriction 

and magnetocrystalline anisotropy are, therefore, closely linked. 

For systems of localised moments, two types of mechanism are 

considered. 
(a) Single ion anisotropy. 

(b) Two ion anisotropy. 
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2,4.3.1 Single-Ion Model 

I n the single ion model i t i s assumed that the anisotropy i s due 

to the various quantum states of single ions within the c r y s t a l l i n e 

f i e l d . I t i s thought that the f i e l d i t s e l f (which r e f l e c t s the symmetry 

of the l a t t i c e ) affects the chargdouds of individual ions. In the 

abisence of an applied f i e l d the anisotropic (except forS state ions) 

charge clouds w i l l minimize t h e i r energies by adopting specific 

orientations with respect to the c r y s t a l l i n e f i e l d . The easy directions 

are defined by the spins aligning i n a pa r t i c u l a r direction with respect 

to the c r y s t a l l a t t i c e . These preferred directions, therefore, are 

governed by the l a t t i c e symmetry and the spin-orbit coupling. The 

application of a f i e l d w i l l d i s t o r t the charge clouds giving r i s e to 

the anisotropy energy. 

The Hamiltonian f o r an ion i n such a system can be written as 

(2.23) 

represents an e f f e c t i v e isotropic molecular f i e l d . 
-in 

(2.24) 

and i s the c r y s t a l l i n e f i e l d potential expressed i n terms of spherical 

harmonics. 

Bo = external f i e l d . 

Q = angle between magnetization and c-axis. 

0 = angle between the projections of the magnetization 

vector i n the basal plane and an a-axis. 
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The quantity Â *̂" depends upon the distance to neighbouring atoms, 
the vd^nty and the screening e f f e c t of the conduction electrons. 
Stevens ( 1 9 5 2 ) introduced operator equivalents of the spherical 
harmonics. These are expressed i n equation 2 . 2 5 as 0^^*" and 
equation 2 . 2 4 can be rewritten thus. 

XfrV = J- Bo" ( 2 . 2 5 ) 

L The operator are polynomials i n L. or Ĵ . replacing the spherical 

harmonics. 

^ v ^ ^ - average of r a d i a l wave function 

- 1^^ pole moment of charge d i s t r i b u t i o n 
t 

^ 1 are constants known as Stevens factors. 

The very large single ion anisotropy of the heavy rare earth ions 

( w i t h the exception of gadolinium) arises from the interaction betwen 

^the large multipolemoments of the 4f" charge cloud and the hexagonal 

f i e l d symmetry. For hexagonal symmetry equation 2 . 2 5 i s written as: 

Uc(r) = B2°02°(J) + B^°0^°(J) + B^\°(J) 

Bg^(Og^J) + Og-^(J)) + ( 2 . 2 6 ) 

Q / ( J ) = Yi'"(^) 0 / ( J ' ) ( 2 . 2 7 
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where J = spin d i r e c t i o n referred to c-axis 

5' i s spin d i r e c t i o n referred to magnetization axis. 

(Callen and Callen 1966) 

Darby and Isaac (1974) have expressed zero temperature anisotropy 

c o e f f i c i e n t s i n terms of Stevens factors, (which show only small 

variations f o r heavy rare earths and, therefore, dominate the 

anisotropy). and the J values. 

K2°(0) = l^^'^^^/ir^yjO-in) 

K°iO) = 8^^A^°<:r^>J(3-l/2)g-l)(J-3/2) 

K°iO) = 16o^gAg°^:r^>J(J-l /2)(J-l)(J-3/2)(J-2)(J-5/2) 

K / ( 0 ) = o ( g A/^r^ > J ( J - l / 2 ) ( J - l ) ( J - 3 / 2 ) ( J - 2 ) ( J - 5 / 2 ) (2.28) 

This single ion model explains the anisotropy i n most of the 

rare earths. The two ion model i s also proposed as an explanation 

though at present the suggestion i s controversial. 

2.4.3.2. Two-Ion Model 

In an attempt to explain anisotropy. Van Uleck suggested two types 

of coupling between the spins of neighbouring ions. 

(2.29) 

(a) pseudodipole - dipole interaction 

Hi - 2^ b̂ . [S;^ -3(5^4;)(S; -RjilRij")] 
(b) pseudq quadripole-quadripole interaction 
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where Q. ., D. . are empirical constants. 

The two ion e f f e c t has i t s origins i n the interaction between 

the charge clouds. This i n t e r a c t i o n depends upon the shape of the 

charge clouds. The spin o r b i t coupling l i n k s the spin with the 

charge cloud and hence with the charge cloud of another ion. 

There are two types of in t e r a c t i o n between the charge clouds. 

The f i r s t i s a coulomb in t e r a c t i o n and the second i s an exchange 

i n t e r a c t i o n . The anisotropy i s a re s u l t of high order perturbations 

on the anisotropic exchange. In the rare earths, however, the exchange 

i t s e l f can be anisotropic. 

2.4.4 Temperature dependence of Anisotropy 

At zero temperature a l l spins are aligned i n some di r e c t i o n . 

When the temperature increases the spins spread i n t o a cone about the 

magnetization d i r e c t i o n due to the random thermal motion. The spreading 

can either be away from or towards an easy direction depending upon the 

o r i g i n a l d i r e c t i o n of the magnetization. I f the magnetization i s 

o r i g i n a l l y i n an easy di r e c t i o n the spreading obviously w i l l tend to 

take the, spins away from the easy direc t i o n thereby increasing the 

anisotropy energy. I f the o r i g i n a l magnetization i s i n a hard direction 

then thermal spreading of the spins results i n a decrease i n anisotropy 

energy. The anisotropy i s smaller at higher temperatures. (See 

Figure 2.7). 

The temperature dependence of anisotropy constants i s usually 

w r i t t e n as a power law i n terms of the magnetization. 

K i n ( M(T) ) " = (M(T))n (2.31) 
K(0) ( M(0) 
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M(T) i s the reduced magnetization. 

An excellent review of the theoretical laws governing the 

temperature dependence of the inisotropy constants i s given by 

COQBLIN (1977). Only a very b r i e f account w i l l be given here. 

The o r i g i n a l work on the temperature dependence of the anisotropy 

constants was carried out by various workers, e.g. AKULOV (1936), 

ZENER (1954), KEFFE.R (1955), VAN VLECK (1959). 

I t was suggested that the f i r s t cubic anisotropy constant K, 

could be represented by a tenth-power law of the magnetization. 

= (M(T))^° (T«Tc) (2.32) 
K,(0) 

This expression gave reasonably good results for iron at low 

temperatures but deviations occur at higher temperatures, due to 

such effects as thermal expansion (CARR (1960)) and magnetoelastic 

coupling (CALLEN and CALLEN (1963)) Nickel obeys a f i f t i e t h 

power law. 

The treatment proposed by ZENER (1954) was essentially a 

cl a s s i c a l one. He regarded the temperature as causing fluctuations 

i n the spin d i r e c t i o n . His r e s u l t yielded an expression 

'' I (2.33) 

(HT = M (T) 
= reduced magnetization) 

M^(0) 

where the co e f f i c i e n t s are defined considering surface spherical 

harmonics. 
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This gives: 

(M(T)"" ^ K^(T) 
l y O ) (2.34) 

which i s i n accordance with the results of AKULOV (at low temperatures 

and with those of VAN VLECK. 

Sato and Chandrase kar (1956) showed that i n order to determine 

the nature of the temperature of dependence of K,, an accurate value of 

the K2 constant i s required. They gave an vnprovetA. version of the 

Zener equation for the f i r s t cubic constant. 

K,(T) = (Kj(0) + 1/11 K2(0) ) (M(T))^° 

- 1/11 K2(0) (M(T))2^ (2.35) 

In t h e i r review on the history of the power law, Callen and Callen 

(1966) obtained an expression. 

K,(T) = K,(0) 1^ + 1/2 (X) (2.36) 

where, as stated i n Chapter one, Lj^ + 1/2 (X) i s a reduced hyperbolic 

Bessel function. X i s defined by 

= ? 3/2 (X) (2.37) 

At low temperatures equation 2.36 becomes 

K,(T) = K,(0) M ^ ( l ( l + l ) / 2 ) 

which i s equation 2.33 (The Zengfpower law) 
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For the two ion case the r e s u l t depends upon temperature. The 
reason for t h i s i s that the spins of each ion must be considered. 
At low temperatures the alignment of the spins w i l l be good and hence 
the p a i r can be treated e f f e c t i v e l y as one giving the Zener power 
law. As the temperature increases, however, the correlation breaks 
down and when the thermal spin waves have wavelengths comparable to the 
order of magnitude of the range of the two ion mechanism the correlation 
i s zero and the equation governing the temperature dependence of the 
inis o t r o p y becomes: 

K^(T) = K^(0) (2.38) 

Yang (1971) obtained expressions for the temperature dependence 

of and allowing for both single and two ion correlations. 

The equations representing the hexagonal close packed crystals were: 

= a % 2 ( X ) + b^^/2^X) + a^l(M^)2 + b^^(l3/2(X))^ (2.39) 

K,(T) _ n A 2 

- ^ V2 (X) + e ^ ( l 5 / 2 ( X ) ) ^ (2.40 

^9/2 and 1^/2 single ion contributions. 

The two ion contributions are 

( I 3 / 2 ( X ) ) ^ and Cly2^^))^ "T^ 

The c o e f f i c i e n t s a^ etc. are constants of unknown value. 



Figure 2.7-Anisotropy Surface at OK 
—- Anisotropy Surface at T > OK 
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CHAPTER 3 

THE RARE EARTH ELEMENTS 

3.1 INTRODUCTION 

The rare earth elements (or lanthanides [ a f t e r the name of the 

f i r s t member of the series]) are the f i f t e e n elements from lanthanum to 

lutetium inclusive. (Table 3.1) The close s i m i l a r i t y of many of the i r 

respective chemical properties j u s t i f i e s t h e i r sub-group status i n the 

periodic table. I t i s t h i s s i m i l a r i t y of properties which inevitably 

r e s u l t s i n many of them being found together i n the various rare earth 

minerals. Indeed, the separation of these elements was once (before the 

advent of ion-exchange techniques) a formidable problem i n classical 

inorganic chemistry, so much so that the t i t l e rare earth i s not re a l l y 

a r e f l e c t i o n on the scarcity of the elements (which are not rare) but i s 

the r e s u l t of the degree of d i f f i c u l t y involved i n i s o l a t i n g the elements 

and obtaining them i n a pure state. Two other elements, scandium 

(atomic number 21) and yttrium (atomic number 39) are, because of the 

great s i m i l a r i t y between t h e i r chemical properties and those of the 

lanthanides, usually included i n the rare earth group of elements. 

They occur j u s t before the group I I I elements i n the periodic table and 

both elements are to be found i n rare earth minerals (yttrium i n larger 

proportions than scandium). The problem of i s o l a t i n g the rare earths 

i s p a r t l y underlined by the fact that over 100 years separates the 

i s o l a t i o n and i d e n t i f i c a t i o n of yttrium by Gadolin i n 1794 and the 

discovery of Lutetium i n 1907. For a h i s t o r i c a l review of the discovery 

. of the rare earths see TOPP (1964). 



Lanthanum La 

Cerium Ce 

Praseodymium Pr 

Neodymium Nd 

Promethium Pm 

Samarium Sm 

Europium Eu 

Gadolinium Gd 

Terbium Tb 

Dysprosium Dy 

Holmium Ho 

Erbium Er 

Thulium Tm 

Ytterbium Yb 

Lutetium Lu 

LIGHT EARTHS 

1 

V 

V MIDDLE EARTHS 

HEAVY EARTHS 

Table 3.1 The Rare Earth Elements 
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3.2 ELECTRONIC STRUCTURE 

Table 3.2 shows the electronic configuration of the i n e r t gas Xenon 

followed by the electronic configurations of tha lanthanides. I t can be 

seen from the table that each element i n the lanthanide group has the 

Xenon core lW^S\^\h\^^h''. 
s s p s p d s p d s p 

In the element lanthanum, the 4f state represents a higher energy than the 

5d state, hence the 4f state i s unoccupied. Cerium has two 4 f electrons 

and the 5d state i s unoccupied. Table 3.2 shows the progressive occupation 

of the 4f s h e l l as the lanthanide group progresses from lanthanum to 

lutetium. From cerium the population of the 4f state rises from 2 electrons 

u n t i l i t becomes the maximum 14 at the element ytterbium. Because there 

i s a tendency to r e t a i n the stable h a l f f u l l and f u l l configurations, 

gadolinium and lutetium r e t a i n the 5d electron leaving the 4f state half 

f u l l and f u l l respectively. In the other lanthanides, once the 4f state 

i s populated, the 5d electron transfers to the 4f s h e l l . In cerium, rather 

than have one 4f electron thereby retaining the 5d electron, the 5d electron 

j o i n s the electron i n the 4f s h e l l . Also, i n europium the 4f^ electron 

represents a stable state and gadolinium maintains t h i s by having an 

electron i n 5d. In terbium the 5d electron transfers to 4f j o i n i n g the 

eight electrons there. 

This progressive occupation of the 4f state can be represented by the 

general formula for the lanthanides. 

Xe ( I s - 4d) 4f"5sSpSd^^^6s2 ^^g^g n = 0 - 14 

The valency, with a few exceptions, of the lanthanides i s 3. This 
1 2 

i s due to the ease with which the 5d plus 6s electrons or one of the 

4f electrons plus 6s^ electrons become conduction electrons. 
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Valency variations occur i n elements cerium (which loses two 4f electrons) 

and ineuropium and ytterbium which are divalent retainirig the stable 

complement of 4f^ and 4f'''^ respectively. 

1 2 
Scandium and yttrium have, respectively, the argon core + 3d 4s 

1 2 

electrons and the krypton core with 4d 5s outer electrons. Hence as 

t e r p o s i t i v e ions,scandium and yttrium have the configurations of krypton 

and argon respectively. The addition of ten 3d electrons after scandium 

and ten 4d electrons a f t e r yttrium give r i s e to the f i r s t and second 

t r a n s i t i o n element series. However, at lanthanum, the 5s and 5p shells 

have been'filled and the deep l y i n g 4f electrons do not, as do the 3d 

and 4d states i n the f i r s t and second t r a n s i t i o n series, have any but the 

s l i g h t e s t chemical significance. I t i s t h i s fact which largely accounts 

for the close s i m i l a r i t y of the lanthanides and, indeed, i t i s the 4f 

electrons which give r i s e to the magnetic properties of the ions. 

In general, throughout the periodic table, there i s a tendency for 

the atomic r a d i i of elements to decrease with increasing atomic number. 

This also happens to the lanthanides but, because of the successive 

addition of 14 electrons not taking part i n chemical bonding, the 

contreiction occuring to the ionic radius of the lanthanides occurs nowhere 

else i n the periodic table. (Actually, i n the actinide series a similar 

process occurs with the 5 f state but some of these electrons take part 

i n bonding.). In the rare earth series the r a d i i of the 4f wave function 

varies with increasing atomic number. .As the nuclear charge i s increased 

one electron i s added to the 4f s h e l l . Owing to the shape of the o r b i t a l s 

the electronic shielding i s imperfect thus res u l t i n g i n an increased 

e f f e c t i v e nuclear charge, res u l t i n g i n a reduction i n the size of the 4f 

s h e l l . 
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The addition of the extra positive nuclear charge causes a large 
electron energy decrease near the nucleus and t h i s results i n the 4f shell 
being drawn i n towards the nucleus and the electron d i s t r i b u t i o n i n the 
4f s h e l l cannot be screened by the extra electron from i t s corresponding 
increase i n positive charge. Hence, due to e l e c t r o s t a t i c a t t r a c t i o n the 
outer s h e l l radius i s decreased. This i s known as the lanthanide contraction. 
Figures 3.1, 3.2 and 3.3 show the variation of radius of 3"*" ion, radius 
of atom i n metal and atomic volume versus atomic number of lanthanide . 
respectively. (Data from WELFORD (1974)). 

Early separation techniques involved f r a c t i o n a l c r y s t a l l i s a t i o n 

and b a s i c i t y separations which used the ionic radius or the r a t i o of 

charge/radius. The lanthanide contraction resulted i n a s i m i l a r i t y 

between the r a d i i of holmium and yttrium which meant that i n early 

separations yttrium appeared among the heavy earths. (Table 3.1 shows 

how the lanthanides are s p l i t i n t o groups of l i g h t , middle and heavy 

earths.) 

,3.3 CRYSTAL STRUCTURE OF THE RARE EARTH ELEMENTS 

Table^3.3 shows the c r y s t a l structures of the rare earth elements 

and associated allotropes. At room temperature the l i g h t rare earths 

(with the exception of cerium ( f . c c ) , samarium (rhombohedral) and 

europium (b.c.c) c r y s t a l l i z e i n the double hexagonal close packed structure. 

The heavy earths (with the exception of ytterbium (f.c.c) take up the 

hexagonal close packed structure. Figure 3.4 shows the structure of the 

rare earths as being represented by three layers A, B and C. The stacking 

of these layers gives r i s e to the various c r y s t a l structures shown. 
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For a discussion on general properties of the rare earth elements 
see TAYLOR (1970). 

3.4.1 Magnetic properties 

"For aggregates of atoms, large i n t e r n a l forces outvi/eigh those 

between the magnetic moment of an atom and an external magnetic f i e l d . 

Because the exchange forces between electrons i n d i f f e r e n t atoms are 

nearly always of opposite sign to those between electrons i n the same 

atom, the general trend i s that most bound atoms do not exhibit a 

permanent magnetic dipole moment. In the s o l i d state most substances 

consist of ions and are diamagnetic. The notable exceptions are the 

t r a n s i t i o n elements and, indeed, i t i s the incomplete 4f s h e l l of the 

lanthanides which gives r i s e to t h e i r magnetic properties. The 4f 

elements bear a close resemblance to an assembly of free ions when the 

paramagnetic state i s considered.. 

Equations (1.16) and (1.17) show that f o r pure o r b i t a l motion 
•I 

UB = eft wherein = h . = u n i t of angular momentum 

for o r b i t a l motion. 

and f o r pure spin motion spin magnetic moment. 

M = - where s = u n i t of spin angular momentum. 

In general these two equations can be represented by the equation: 

where J i s the t o t a l angular momentum 

(either o r b i t a l or spin) 



Metal Tonperatxire Range ( ° C ) Structure 

Scandium to 1337 
> 1 3 3 7 

M h.c.p 
P b.c.c 

Yttritun to 1478 

> 1478 

0/ h»c.p 
p b.c.c 

Lanthanum to 310 

310 - 865 
> 865 

of d.h.c.p 
? f .c.c; 
y b.c.c 

Cerium -150 

-150 to -10 
> 730 J 

transformations 
• exhibit 

hysteresis • 

Is f .c .c 
0̂  f .c .c 
IP d.h.c.p 
6 b.c.c 

Praseodymium to 795 
> 795 

d.h.c.p 
^ b.c.c 

Bfiodyxoium to 8 6 3 
> 8 6 3 

A d.h.c.p 
p b.c.c 

PrometMum U d.h.c.p 

Samarium to 734 
734 to 922 

>922 

oi rhombohedral 
p h.c.p 
1̂  b.c.c 

Europium to 822 (M.Pt.) b.c.c 

Gadolinium to 1235 
> 1235 

oL h.c.p 
fb.c.c 

Terljium to 1289 
> 1289 

ol h.c.p 
f b.c.c 

Dysprositun to 1381 
> 1381 

6L h.c.p 
^ b.c.c 

Holmitim to 1474 (M.Pt) h.c.p 

Erbium to 1529 (M.Pt.) h.c.p 

Thulium to 1545 (M.Pt.) h.c.p 

Ytterbium to 795 
> 795 

* f . c . c 
^ b.c.c 

Lutetixim to 1656 (M.Pt.) h.c.p 

Table 3 . 3 Structure of rare earth elements. 
(After Jones et a l . (1978)) 
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and Y = magnetomechanical r a t i o 
- "Zm o r b i t a l motion 

= -6^ for spin 
rn 

There are several possible electron interactions within an atom 

and i t i s the r e l a t i v e magnitudes of these interactions which determine 

how the atomic electrons combine to form a stable state, ( i . e . spin 

spin, spin o r b i t , o r b i t o r b i t interactions between electrons.) 

The spins form a resultant vector S which represents the whole atom 

and the o r b i t a l resultant i s given by L. S and L are combined int o a 

resul t a n t vector J where the corresponding J quantum number can take 

the values J = , V ^ ^ M 

The 4f s h e l l i s f i l l e d i n accordance with HuDds rules which state 

t h a t the magnitude of moment associated with an incomplete ionic s h e l l 

i s given by 

( i ) an arrangement of the electron spins such that the 

maximum t o t a l moment (S =^s)t i . e . the maximum 

number of unpaired electron spins associated with the 

ion, i s consistent with the Pauli Exclusion p r i n c i p l e . 

( i i ) the combination (alignment) of o r b i t a l moments to give 

a maximum angular moment L consistent with ( i ) above 

and the Pauli Exclusion p r i n c i p l e . 

The t o t a l angular moment J i s then given by 

J = L - S foT/C^ h f i l l e d s h e l l 

J = L + S f o r j > % f i l l e d s h e l l 
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Provided that the lowest 4f energy levels of the ions are well 
separated and p ^ B « k T the s u s c e p t i b i l i t y of a so l i d containing-
these ions w i l l be given by the equation (1.28) 

X = N g V ^ ( J ( J + D ) /3KT (Hund) 

Two electrons having opposite spins occupying the same o r b i t a l 

involves large e l e c t r o s t a t i c repulsions. I f such dual occupations 

are minimized,energy i s lowered giving as many l i k e spins as possible. 

This argument leads to the fact that p a r t i a l l y f i l l e d d and f electron 

shells i n the t r a n s i t i o n elements possess r e l a t i v e l y large magnetic 

moments. 

The equation above (1.28) can be rewritten as 

where, as described i n Chapter One, P̂ ^̂  = g(J(J + 1)) and i s the 

ef f e c t i v e number of Bohr magnetons. 

Figure 3.5 (CRANGLE) shows a plot of Pgfj? versus 4f electron 

number of ion for the rare earths. The l i n e i s drawn for the curve 

obtained by calculation using the simple theory. Fitted on t h i s i s 

experimental data representing measured P̂ ^̂  values for rare earth salts 

and metals. The generally good agreement would appear to indicate that 

the deep l y i n g 4f electrons are e f f e c t i v e l y shielded by the 5s and 5p 

electrons. I n t r a - c r y s t a l l i n e e l e c t r i c f i e l d s have l i t t l e e f f e c t on the 

4f electrons responsible for the paramagnetism and i t i s t h i s i n s e n s i t i v i t y 

to the external influences exerted by neighbouring atoms that renders 

the magnetic moment due to the 4f electrons Uncjufttled. Indeed i t also 
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Fig. 3.5 Experimental and calculated values of P̂ ^̂  for 

rare earths 
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Fig. 3.6 Atomic magnetic moment as a function of the 

number of 4f electrons measured for t r i v a l e n t 

ions i n compounds and for rare earth metals. 

These are compared with Hund and Van Vleck - Franktheories', 

0 

- Hund 
- Van Vleck - Frank 

Trivalent ion 
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Fig. 3.7 Spin S, o r b i t a l L and resultant angular momentum J 

as functions of the number of 4f electrons of 

t r i v a l e n t rare earth ions. 
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accounts f o r the s i m i l a r i t y of the chemical properties of the rare 

earths. I n most atoms u/hich e x h i b i t a magnetic moment i t i s the valence 

electrons which give r i s e to the moment. I f the atoms ionize 

they lose t h e i r magnetic moments. With the rare earths, however, the 

magnetic moment i s retained by the ions and because, as previously stated, 

the 4f electrons are shielded from the e f f e c t of neighbouring atoms, 

the rare earths approximate to an assembly of free atoms. For most of 

the rare earths, the magnetic moment i s , therefore, very close to the 

t h e o r e t i c a l value f o r the moment for the t r i v a l e n t ion. The calculations 

t o obtain the s u s c e p t i b i l i t i e s of the rare earths using equation 

(1,28) are done using the assumption that the multiplets are wide and 

t h a t there i s no electron e x i t a t i o n . I f , however, the l e v e l s p l i t t i n g 

does not give r i s e to wide multiples ( i . e . when the multiplet spacing i s 

comparable to KT) then there w i l l be occupation of higher multiplets 

and second or higher terms need to be considered. Van Vleck (1932) 

adds a term o( J to the Hund formula for the s u s c e p t i b i l i t y . 

X Pcff N|J3 / 3kT ^ -"J 
(3.1): 

cO i s normally small but when electron e x i t a t i o n to higher levels occurs 

JlZ (which derives from the high frequency part of the atomic magnetic 

moment) must be considered. Notably large discrepancies occur for 

Europium and Samarium. Sm''̂  and Eu^^ have s u s c e p t i b i l i t i e s which 

are greater than that given by the Hund equation. The reason for t h i s 

i s that the fflultiplet spacing i s not large and not a l l of the atoms are 

i n t h e i r ground state. J i s small compared to L and S and theoCr term 

becomes important. Figure 3.8 shows multiple t spacing of Sm''̂  and 

Eu"'"'" at 300K. Table 3.4 gives p^ values both calculated and experimental 



r 

6006 

Uoco 

2000 

'4 

'1. 

'4 

T 
o 

ElA 

loWT 

SWT 

1 okT 

Fig. 3.8 M u l t i p l e t spacing of Sm̂ "' and Eû "". The scale 
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Table 3.4 Comparison of theoretical and measured values 

of p^ for t r i v a l e n t rare earth ions. 
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for the rare earths. The values given i n parentheses for Sm̂ ^ and Eu''̂  

are those calculated by Van Vleck. The s u s c e p t i b i l i t i e s of Sm̂ ^ and 

Eû "*" do not follow a simple Curie-Weiss law. The s u s c e p t i b i l i t i e s 

of Eu''"'" and Sm'''*' are temperature dependent and Figure 3 . 9 shows Franks 
, , . , cr F /V T c 3+ . ,- 3 + . The measurement calculated curves for i /C versus T for Sm and Eu 

o f ^ for a range of temperatures are made on magnetically d i l u t e s a l t s , 

i . e . the paramagnetic ions are so f a r apart that mutual interaction can 

be neglected. The f l a t s u s c e p t i b i l i t y at very low temperatures for Eu^^ 

i s due to the J term. Since Eû "*" has a si n g l e t grc. state with J = 0. 

Eu'"*" would, therefore, have a paramagnetic s u s c e p t i b i l i t y of 0 but for the 

J term. 

Most of the rare earths exhibit reasonably strong magnetic interactions 

below room temperature. (The exceptions being lanthanum, ytterbium and . 

lu t e t i u m ) . Cerium, praseodymium, naodymium, samarium and europium show 

antiferromagnetic order^ While gadolinium (which does not show an 

antiferromagnetifi phase) terbium, dysprosium, holmium, erbium and thulmium 

show either ferromagnetism or antiferromagnetism depending on the 

temperature. One of the most s t r i k i n g features of the magnetic properties 

of the rare earths i s that most of those elements with 4f shells % f u l l 

show a h e l i c a l arrangement of spins at temperatures above Tc (which i s 

destroyed at the Neel temperature). Neutron d i f f r a c t i o n techniques have 

played a large part i n determining these. 

In rare earths with 4f s h e l l less than % f u l l no ferromagnetism appears, 

The heavy lanthanides e x h i b i t large magnetocrystalline anisotropics and 

t h i s , coupled with interactions between the 4f electrons and the i t i n e r a n t 

electrons, leads to complex magnetic ordering. Because of the large 
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Fig. 3.9 
1/X versus T for Sm̂"*" and Eu'''*' ions 

(Experimental data: Sm̂'*' oxide, hyd. sulphate 

Eû '*' Anhyd. sulphate) 

From A. Frank, Phys Rev 39, 119 (1932) 
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metallic heavy rare earths. 
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magnetocrystalline anisotropics i t i s very d i f f i c u l t to achieve 
saturation of the moments i n directions other than the easy direction". 
I t i s for t h i s reason that neutron d i f f r a c t i o n techniques have proved 
more appropriate to the study of magnetic moment configurations. 

3 . 4 . 2 Helical Magnetism 

The h e l i c a l spin system i s the most commonly found structure i n the 

antiferromagnetic phase, (e.g. Dy and Tb). The process involves the 

p a r a l l e l alignment (as i n ferromagnetism) of the magnetic moments i n any 

one plane, of the h.c.p structure. A progression through the cr y s t a l l a t t i c e 

sees the plane of t h i s alignment changing from one plane to another and 

- the constant angle through which the magnetic moment changes between 

successive planes i s called the turn angle. This angle i s temperature 

dependent and decreases with increasing temperature. An applied f i e l d w i l l 

d i s t o r t the helix u n t i l the spins form a fan structure. This fan structure 

i s destroyed with further increase of f i e l d and saturation i s approached 

(Figure 3 . 1 1 ( b ) . The magnetic moment throughout the c r y s t a l (when h e l i c a l 

magnetism exists) undergoes an o s c i l l a t o r y v a r i a t i o n due to the turn angle. 

Because the 4f electrons are e f f e c t i v e l y shielded by the 5s and 5p 

electrons, dipole - dipole and simple Heisenberg exchange interactions 

form only a small part of the t o t a l magnetic i n t e r a c t i o n . The exchange 

in t e r a c t i o n which dominates i s an i n d i r e c t exchange via the conduction 

electrons. The exchange responsible for. the magnetic order previously 

described must vary i n magnitude and decrease with separation. I t must 

also have a long range and i t s sign must change between nearest and next 

nearest neighbours. A mechanism proposed to explain the inte r a c t i o n 

(and to replace the inadequate Heisenberg interaction as applied to the 
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(a) Oblique view of the h e l i c a l spin structure i n which 

each plane has ferromagnetic ordering. The moment 

dire c t i o n changes through-an angle U (turn angle) 

from plane to plane. 
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(b) Effect of an applied f i e l d on h e l i c a l magnetism. 

Fig. 3.11 Representation of Helical Magnetism 

(KNP. TAYLOR. Contemp. Phys. Vol.11 No.5)(1970) 
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heavy rare earths) u/as one u/hich involved constructive and destructive 
interference of wave functions. In t h e i r u/ork on nuclear magnetic 
resonance, Ruderman and K i t t e l (1954) investigated nuclear magnetic moments 
surrounded by a d i s t r i b u t i o n of conduction electrons. They proposed a 
mechanism which showed how conduction electrons could interact with local 
magnetic moments and could propagate between d i f f e r e n t magnetic s i t e s . 
The theory was developed and extended by Kasuya and then Yosida to apply 
to s - f and s - d electrons, and the mechanism proved more appropriate 
t o the rare earths than did the application of the Heisenberg exchange 
i n t e r a c t i o n . The mechanism i s known as the Ruderman-Kittel-Kasuya-Yosida 
(RKKY) i n t e r a c t i o n and can be explained i n terms of an exchange interaction 
where magnitude o s c i l l a t e s with distance. 

The RKKY theory was developed for free electrons having a spherical 

Fermi surface. In essence, the theory regards l o c a l moments residing on 

l a t t i c e s i t e s as regions which d i s t o r t the wave functions of conduction 

electrons with spin p a r a l l e l to the moment (while remaining an unfavourable 

s i t e t o those conduction electrons with spin a n t i p a r a l l e l to the moment). 

This polarisation of the wave function of the conduction electrons means that 

the wave function i s larger i n the v i c i n i t y of the ion. The wave functions 

add i n the v i c i n i t y of the ion such that they are a l l i n phase with each 

other and c o n s t r i c t i v e l y i n t e r f e r e at the position of the ion. The 

e f f e c t i s as though only states above the Fermi level are added. Because 

the wave functions represent a range, of wavelengths, as the distance from 

the ion increases they begin to i n t e r f e r e destructively giving the overall 

e f f e c t of an o s c i l l a t o r y d i s t r i b u t i o n of spins which reduces i n magnitude 

as the distance from the ion increases (See Figure 3.13). The exchange 

in t e r a c t i o n between conduction electron spins S. and that of the single 
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ion Si i s represented by the Hamiltonian 

where P i s the exchange energy and i s a constant whose magnitude 

depends on the separation of the ion and conduction electron. 

The polarisation about the ion i s given by 

(3.1) 

where Z = number of conduction electrons per atom. 

U = atomic volume 

Efc = Fermi energy = - r 

= wave vector of electrons at the Fermi surface (Fermi 

momentum) 

r = distance from the magnetic ion. 

The assumption of a free electron d i s t r i b u t i o n having a spherical 

Fermi surface leads to a function 

F(x) H s i n x - x c o s x l / x * sF (2k f . r ) 

Those conduction electrons with spin a n t i p a r a l l e l with the l o c a l 

moment d i s t o r t t h e i r wave functions to be a minimum at the moment and 

t h i s produces an o s c i l l a t o r y absence o"f a n t i p a r a l l e l spin. The 

ov e r a l l e f f e c t i s to maintain charge density uniformity and the spin density 

o s c i l l a t i o n i s i n fact a function of the wavelenths of the wave functions 

of those conduction electrons at the Fermi l e v e l . 
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As the distance from the f i r s t moment increases, the spin density 

w i l l at some point go negative and reach a maximum negative value at 

some further point. I f a second ion i s situated at t h i s point with 

an i n t e r a c t i o n energy which i s negative, then i t w i l l experience 

positive coupling (ferromagnetic alignment.). I f , however, the ion 

with negative i n t e r a c t i o n energy i s situated i n a region where the 

spin wave amplitude i s negative then antiferro.alignment r e s u l t s . 

I n other words an ion situated an a r b i t r a r y distance from the 

o r i g i n a l l o c a l moment w i l l either i n t e r a c t ferromagnetically or 

antiferromagnetically depending on whether i t i s situated i n a positive 

or negative part of the conduction electron polarization wave of the 

f i r s t atom. (See Figure 3.13). This ionic interaction has the same 

o s c i l l a t o r y form as the conduction electron polarization and i s given 

by 

For a description of i n d i r e c t exchange see KITTEL (1968) de GENNES (1962) 

The quantities Si and Sj must be replaced by (g-1) J i and ( g - l ) J j . 

This i s because the rare earths are specified by t h e i r t o t a l angular 

momentum J and hence S i s replaced by i t s projection on J. (which i s 

given by (g-1)J). This gives an expression f o r the Hamiltonian of 

jj^. = - J(g - 1)^ J(J + 1) (3.6) 

where the quantity (g - 1 ) ^ J O + l U s known as the de Gennes factor 

and J i s the exchange i n t e g r a l . 



Element Tc(K ) Saturation Ionic gJ Antiferromagnetic 
moment moment UB) spin structure 
(>JB) (pB) 

from neutron 
d i f f . data 

Ce 12.5 0.63 2.14 Ferromagnetic i n 
planes with moments 
along c-axis but not 

• 

antiferromagnetic 

Pr 25 0.7-1.0 3.20 Adjacent layers 
a n t i p a r a l l e l . 

Nd 19 2.3(hex) 3.27 Sinusoidal modulation 
1.8(cubic) i n plane 

Sm 14.8 0.71 

Eu 90 3 5.9 3 Helix 

Gd - 293 7.55 7 

ID 22a 222 9.34 9 9 .0 Helix 

Dy 179 85 L0.6 9.5 ' 10.0 Helix 

Ho 131 20 L0.34 10.0 10.0 Helix 

Er 84 20 9.0 9.0 9 .0 Sinusoidal c-axis 
85-53.5K 
helix + c axis 
Sinusoidal 53.5-20 

Tm 56 25 7.14 6.8 7 .0 

Yb Does not 4.0 
order } — • 

Table.- 3.5- (TAYLOR (1970) 
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ĉ  
4 J 

. <U 
c 
c n 
CO 
E 
CO 
u 
CO • l 

(U 
c 
c n 
CO 
E 
CO 
u 
CO a 

+» 
(U 
c 
a> 
CO 
E 
CO 
u 
CO 

i t 
I 

CO 
0} 
c 

•H 

o 
o 

CO 
•o 
• H 
O 
CO 
3 
C 

•H 
CO 

CO 

4-> 
0) c 
CO 
E 
CO 

CO 
m 

X 
• H 

01 

X 
•H 
<-{ 
0) 

u 
CO 
0} 
c 

•H 
o 
o 

CO 
TD 
• H 
O 
CO 
3 
C 

• H 

rA 

f A 
CM 

O CM CM CO 

X 
• H 
. H 

• p - p 4 J 
0) (U (D 
c c c 
CTI O l 
CO CO CO 
£ E E 
O o o 

u 0} 
u u c 
0) <a (D o 

( ) - (t- u 

(U 
c o 
u 

0) 
0} 
CO 
s: 
a. 

•H 

c 
CO 

rA 

o 
CM 

O CM 

0) 
c 
o 
u 

CO 

c 

o 
o 

0) 
CO 

(U 

CO 

3-
CO 

c 
o> 
CO 
E 
CO t4 
CO a 

T3 c^ o 
X LJ >-

bJ 
— I 
CJ3 z <£ 
01 CJ 

CO 
• H 
CO 
4 J 
0) 
E 

• p 
u 

CO 

0) 
u 
CO 
>s 
3> 
CO 
0) 
J= 

(0 
0) 
3 

- P 
o 
3 
U 

• P 
CO 

!A 

c 

CO 

CM 

•H 
U . 



Fig. 3.13 Spin density ^ ( r ) v. distance from l o c a l moment, 

Points N2 and represent points where a second ion whose 

exchange energy ^ 0 w i l l experience ferromagnetic alignment 

( i . e . spin wave i s - ve ) 

Antiferromagnetic coupling w i l l r e s u l t i f the i n t e r i c n i c 

separation corresponds to the positions and 
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The RKKY mechanism provides results which are close to 
experimental results and i t provides the necessary requirements i n 
th a t i t gives a magnetic int e r a c t i o n which operates over a large 
range, there i s quite a large v a r i a t i o n i n strength and there i s a 
change of sign. The l i m i t a t i o n s o f the mechanism are f i r m l y based 
i n the nature of the assumption on which the theory i s based. I t 
assumes conduction electrons are purely S electrons and also a 
spherical fermi surface i s assumed. I t i s evident from both theory 
and experiment that the fermi surfaces of the rare earths do not 
correspond to that of a free electron system and calculations 
have been carried out by Temple et a l (1977) using a non-spherical 
ferrai surface. . 

Damping of the o s c i l l a t i o n by scattered conduction electrons 

must also be considered and any results obtained using the RKKY 

treatment must be interpreted wi t h i n the context of these l i m i t a t i o n s . 

Also, i t i s often d i f f i c u l t t o obtain the value for Z and therefore K̂,. 

Nevertheless, the fact remains that the RKKY mechanism remains the major 

co n t r i b u t i o n to the heavy rare earth magnetic ordering. I n f a c t , 

ferromagnetic and antiferromagnetic coupling between next nearest at<f^ nea^es-t 

ne i ^ b o u r s .occurs v ia the RKKY in t e r a c t i o n . Figure 3.15 shows 

h e l i c a l antiferromagnetic ordering. 
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3.5 MAGNETIC PROPERTIES OF TERBIUM 

The element terbium (atomic number 65) cr y s t a l l i s e s i n the 

h.c.p. arrangement. I t possesses both ferromagnetic and antiferromagnetic 

phases, the t r a n s i t i o n between the antiferromagnetic and ferromagnetic 

phases being due to the competing processes of exchange i n the 

undistorted l a t t i c e (which favours the s p i r a l arrangement) and 

magnetostriction, or hexagonal anisotropy, (which favours ferromagnetic 

ordering.) Because the effects depend on temperature i n a d i f f e r e n t 

way, the t r a n s i t i o n occurs. The antiferromagnetic temperature range 

i s quite narrow and i s bounded by the Curie and Neel temperatures 

Tc and TN), While i t has been established (using neutron d i f f r a c t i o n 

techniques)(Koehler e t a l . (1963) and Koehler (1967)), that the structure 

i n t h i s narrow temperature range i s o s c i l l a t o r y , i t i s not certain 

that the structure i s indeed h e l i c a l , (though the argument for h e l i c a l 

structure i s certainly very strong.) The reason for t h i s uncertainty 

i s that the structure undergoes a spontaneous transformation to a planar 

•ferromagnet long before the moments saturate i n the " h e l i c a l " phase. 

This h e l i c a l structure phase begins at the Neel temperature, when the 

paramagnetic structure breaks down. The reported values of the Neel 

temperature range between 225K and 230Ki The helix-planar ferromagnet 

t r a n s i t i o n occurs at the Curie temperature, the reported values of which 

range between 214 to 228K. There occurs at the helix-ferromagnet 

t r a n s i t i o n a temperature hysteresis which results i n a coexistence of 

h e l i c a l and ferromagnetic structures over a small temperature range. 

Discrepancies exist between the reported values of Tc and a 

possible reason for t h i s could be the state of st r a i n i n the sample. 
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Clark (1980) reports the results of Palmer (1980) i n which values 
of 214K and 219K were obtained for Tc using the same technique 
(ultra-sonic) on two samples. The value of 214K was obtained using 
a s i m i l a r sample to that which gave 219K but the former had been 
extensively used i n previous experiments. 

Terbium possesses two paramagnetic curie temperatures (Op). 

This arises because the paramagnetic s u s c e p t i b i l i t y i n the basal plane 

i s higher than that along the c-axis. Figure 3.14 shows a plot of l/% 

versus temperature for terbium. One of the lines represents "^jX 

versus temperature for the c-axis while the other represents 1 

versus temperature for the axes i n the basal plane. (Hegland et al(1963). 

The physical basis for t h i s has been suggested by Kasuya (1966) who 

reasoned that the c r y s t a l f i e l d s are responsible. 

Figure 3.15 shows h e l i c a l antiferromagnetic order as displayed 

by terbium i n the in t e r l a y e r region. The turn angle 0 (the angle 

between the magnetization i n adjacent planes) i s about 20° j u s t below 

the Neel temperature and f a l l s to about 16 - 18° before r i s i n g again 

to about 20° at the Curie temperature. Figure 3.16 shows a p l o t of 

turn angle versus temperature using the curves of Dietrich (1967) and 

Koehler (1965). Below the Curie temperature terbium i s ferromagnetically 

ordered with the magnetic moments l y i n g i n the basal plane, the (1010) 

or b»axis being the easy direc t i o n of magnetization. Terbium has a 

massive ax i a l anisotropy and applied f i e l d s of up to ten m i l l i o n 

oersteds would be required to drag the magnetization in t o the c 

d i r e c t i o n . (This state of a f f a i r s exists for other heavy rare earth single 

c r y s t a l s . ) As the temperature i s lowered saturation occurs (as shown 
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by neutron d i f f r a c t i o n data) with a moment of 9.34)Jg as compared with 

the t h e o r e t i c a l value 9.0 ̂ g. I t has been suggested that the surplus 

0.34 Pg i s due to conduction band pola r i z a t i o n . (Roeland et a l . (1975)). 

Figure 3.18 shows the temperature dependence of the second order 

anisotropy constant i n terbium ( f o r a discussion on anisotropy see 

Chapter Two). Curve a i s the theoretical curve 5,65''lO* 1 5 / 2 L o ^ ' ' ' ^ ^ l 

and curve b i s an experimental curve due to Feron (1969). The value 
8 

of K2 on extrapolation of the curve to T = OK gives a value 5.65 x 10 
(erg cm~'^). This contrasts with that value due to Rhyne and Clark (1967) 

8 3 

of 5.5 X 10 (erg cm ) . Figure 3,19 shows the data of Rhyne and Clark 

together w i t h the th e o r e t i c a l curve 5.5 x 10^ ̂  5/2 ^ ^ ^ * ( ^ ' ^ ^ 

Figure 3.20 shows the fourth order anisotropy i n terbium versus 

temperature. Again the experimental data i s that of Feron (1969). 

Figures 3.21 and 3.22 show the var i a t i o n of the basal plane anisotropy 
constant K^ with temperature, o 

3.5.1 Magnetostriction of Terbium 

Magnetostriction and magnetoelastic energy i s discussed i n 

Chapter One-(1.11). Equation ( L f O ) gives an expression for the 

li n e a r magnetostriction for the h.c.p structure as 
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As previously mentioned, terbium has a massive anisotropy 

which keeps the magnetic moments i n the basal plane. Hence the 

di r e c t i o n cosines representing the c axis ( o t j ) i n the above equation 

w i l l be zero thereby reducing the equation to equation 1.52. 

Figures 3.23 to 3.26 show magnetostriction i n terbium. 

The magnetostriction f o r the h.c.p. structure can also be represented 

by equation 1.49. 
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CHAPTER 4 

MAGNETIC DOMAINS 

4.1 INTRODUCTION 

As mentioned i n CHAPTER ONE, the Weiss molecular f i e l d theory, 

together with the contribution made l a t e r by Heisenberg, represented 

a successful and important contribution towards explaining the 

spontaneous magnetization which takes place i n ferromagnetic materials. 

There i s , however, an important aspect of the theory which i s incomplete 

i n t h a t i t did not explain observations of the magnetization of 

ferromagnetic materials below a c r i t i c a l temperature (Curie temperature). 

The theory predicted that below the Curie temperature (above which 

ferromagnetic materials are paramagnetic) ferromagnetic materials would 

spontaneously magnetize to saturation i n the absence of applied magnetic 

f i e l d s . Figure 4.1 shows the spontaneous magnetization,Is, for nickel 

as a function of temperature. Figure 4.2 shows the curve of reduced 

magnetization I s / I o versus T/Tc where Tc i s the Curie temperature. 

I s = spontaneous magnetization and l o i s the maximum value of I s . The 

curve shows that I s = 0 at T = Tc. This would suggest that below the 

(Xirie temperature ferromagnetic materials should become permanent magnets. 

This i s c l e a r l y not the case as i t i s quite usual for a piece of iron 

a t room temperature (below i t ' s Curie temperature) to be i n an unmagnetized 

state i n the absence of an applied f i e l d . I n order to explain t h i s , 

Weiss suggested that a ferromagnetic material could have zero net 

magnetization below i t ' s Curie temperature i f the material was considered 

t o consist of many small regions with moments pointing i n d i f f e r e n t 

d i r e c t i o n s to each other. Although the regions are small they contain 

many atoms whose magnetic moments l i e i n the same di r e c t i o n . Hence 
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these regions each approximate to a permanent magnet and, because of 
the large number of atoms contained i n each region, the overall 
magnetization i s v i r t u a l l y independent of thermal agitation effects and 
the size of the domain, though temperature dependent, i s constant at a 
given temperature. 

These regions, postulated by Weiss, i n which the magnetization i s 

, constant i n magnitude and d i r e c t i o n , are called domains and i t i s the 

v a r i a t i o n of the magnetic moment orientation between domains which renders 

the o v e r a l l magnetization zero i n the absence of an applied f i e l d . 

Within the domains f u l l magnetization occurs as a r e s u l t of exbhange 

interactions and the ov e r a l l e f f e c t i s one of energy minimization. While 

forming boundaries between neighbouring domains costs energy, the formation 

of domain structures actually reduces the p o t e n t i a l energy of the sample 

and the resultant overall magnetization, which i s the vector sum of the 

domain moments, can take values between, and including, zero and saturation. 

4.1.1 Domain Formation 

Figure 4.3(i) shows a magnetization curve for a ferromagnetic 

material. I f , however, a single c r y s t a l i s used as the specimen, the 

magnetization curve has a d i f f e r e n t shape according to the dir e c t i o n i n 

which the specimen i s magnetized. As previously mentioned i n CHAPTER 

ONE, the ease with which a specimen can be magnetized varies with 

crystallographic d i r e c t i o n . Figure 4.4 shows magnetization curves for 

i r o n i n the pOO) , j l l Q j and ( l l i | directions (See Figure l.Sbwhich 

shows these directions) and from the diagram i t i s evident that the 

sample i s easier to magnetize along the Q-OO] d i r e c t i o n . This dir e c t i o n 
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i n i r o n i s an easy axis of magnetization. The area between the 

magnetization curves gives the anisotropy energy. 

Domain formation i s best i l l u s t r a t e d by taking the very simple case of 

a rectangular single c r y s t a l magnetized (along a single easy direction) 

to s aturation. This specimen i s now, i n e f f e c t , one single domain and 

i n 1935 Laodau and L i f s h i t z proposed an explanation of domain formation 

for such a specimen. The specimen i s a permanent magnet having a l l 

magnetic moments aligned. This s i t u a t i o n results i n an external magnetic 

f i e l d together with an i n t e r n a l f i e l d . Figure 4.5 shows that the i n t e r n a l 

alignment of the dipoles gives r i s e to an i n t e r n a l f i e l d which i s counter 

to the external f i e l d . The external f i e l d tends to reduce the magnetization 

of the block and i s known as the demagnetizing f i e l d . Since the block 

i s situated i n i t s own magnetic f i e l d which opposes the blocks magnetization, 

the p o t e n t i a l energy of the system i s high. I t i s possible i n t h i s 

s i t u a t i o n to reduce t h i s p o t e n t i a l energy. I f the specimen consisted of 

two domains of equal volume and opposite spin orientation then the 

p o t e n t i a l energy would be halved. Further subdivision would reduce the 

p o t e n t i a l energy of the system. Figure 4.6 provides a simple i l l u s t r a t i o n 

of the reduction of the demagnetizing f i e l d by the process of domain 

formation. The formation of domains, however, cannot proceed i n d e f i n i t e l y . 

The regions separating neighbouring domains are known as domain walls. 

In these regions the magnetization vector rotates from the orientation of 

the vector i n one domain to the orientation of the vector i n the neighbouring 

domain. See Figure 4.7. The wall width i s the length over which t h i s 

change i n spin orientation takes place. These domain boundaries were f i r s t 

studied by Bloch i n 1932. Because exchange forces favour p a r a l l e l alignment 

of spins everywhere i t i s more economical i n terms of energy to change 

spin o r i e n t a t i o n gradually rather than have an abrupt t r a n s i t i o n between 

domains. 
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The domain wall width i s influenced by both exchange forces, which 

favour domain walls as wide as possible^ and anisotropy forces, which 

favour narrow domain walls. Whatever the width of the walls they 

require energy to form and the energy stored i n the domain walls increases 

as new domains form throughout the c r y s t a l . Inevitably^a point i s reached 

where formation of new domains (with the re s u l t i n g reduction i n the 

demagnetizing f i e l d ) actually means an increase i n the overall energy of 

the system. At t h i s p o int, subdivision stops and the energy of the system 

i s minimized. There are many possible configurations for domain formation 

and the actual configuration for a particular specimen depends upon the 

magnetic properties of the material such as anisotropy and spontaneous 

magnetization and also on such variables as shape, stress and p u r i t y . 

Figure 4.6 ( i i ) shows two possible configurations showing closure domains. 

The closure domains resemble magnetic keepers and the demagnetizing f i e l d 

i s reduced accordingly. 

The f i r s t evidence of the existence of domains was obtained i n 1919 

by Barkhausen. Barkhausen wrapped a secondary c o i l around an unmagnetized 

ferromagnetic specimen and gradually magnetized the specimen by the 

application of a magnetizing f i e l d . The changes i n magnetization i n the 

specimen induced boltages i n the c o i l . These voltages were amplified 

using t r i o d e valve amplifiers and the output from the amplifier was fed 

int o a suitable output transducer such as a cathode ray oscilloscope or 

headphones. A series of c l i c k s or r u s t l i n g heard using headphones was 

interpreted by Barkhausen as being due to discontinuous charges i n flux 

caused by the r o t a t i o n of domains as they aligned with the applied f i e l d . 
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Fig. 4.6 ( i ) Reduction of demagnetizing f i e l d by subdivision 

i n t o domains. 

( i i ) Possible domain configurations showing closure domains 

The closure domains resemble magnetic keepers and the 

demagnetizing f i e l d i s further reduced. 



F i g . 4.7 Variation of spin orientation i n a domain (Bloch) wall. 
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4.1.2 Hysteresis and the Magnetization Process 

Studies on paramagnets show that the application of weak f i e l d s 

have a very small e f f e c t on the magnetization of a system which consists 

of free discrete elementary magnetic moments. When ferromagnetics below 

t h e i r Curie temperature are subjected to small magnetizing f i e l d s , very 

large changes i n the ov e r a l l magnetization of the specimen occur. This 

would suggest that the application of the f i e l d was not resulting i n the 

induction of magnetism at the atomic l e v e l , but was i n fact aligning 

spin vectors either by r o t a t i n g these vectors or by changing the shape 

of the domains. 

Figure 4.3(i) shows a p l o t of magnetization I versus applied f i e l d H 

fo r a ferromagnetic.material. 

I f a f i e l d H i s applied which i s gradually increased from zero, 

the specimen w i l l eventually be magnetized to saturation. Experiment 

shows that the process of magnetization of a ferromagnetic material 

below i t s Curie temperature involves the growth of those domains with 

spin vectors i n the f i e l d d i r e c t i o n at the expense of those with spin 

orientations opposed to the f i e l d d i r e c t i o n . Also the magnetization 

wi t h i n each domain may be rotated so as to align with the f i e l d , with the 

r e s u l t that the domain walls disappear. Domain wall motion requires the 

least energy and at small values of the applied f i e l d the domain walls 

move small distances and are able t o return t o t h e i r o r i g i n a l position 

once the f i e l d i s removed. This motion corresponds to the section AB of the 

magnetization curve of Figure 4.3 ( i ) . In 1947 Williams and Shockley 

showed that not only are domain walls mobile but t h e i r movement accounts 

for a large part of the change i n magnetization. 
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Once the specimen i s magnetized to saturation i t i s , e f f e c t i v e l y , 

a single domain. On being magnetized to saturation the material goes 

through the region BC on the curve. I n t h i s section of the curve 

i r r e v e r s i b l e domain changes take place. I f , once saturation has been 

reached, the applied f i e l d H i s now reduced slowly to zero, i t i s found 

that the specimen retains a certain amount of i t s magnetization. This 

residual or remament magnetization, IR, i s known as the remanence. I f 

the magnetizing f i e l d i s now increased slowly i n the other direction 

then a cer t a i n value of field,He, w i l l be required t o reduce the residual 

magnetization to zero. This value of.the f i e l d He i s known as the 

coercive f i e l d or c o e r c i v i t y . I f the f i e l d i s , again, slowly increased, 

the specimen saturates once more and a reduction of the f i e l d leads t o 

a remanence i n the opposite direction to the f i r s t when the f i e l d becomes 

zero. Increasing the f i e l d i n the o r i g i n a l d i r e c t i o n now leads to the 

completion of the loop shown i n Figure 4.3 ( i i ) . The loop shown i n 

Figure 4.3 ( i i ) i s known as a hysteresis loop (because I lags H). The 

coercive force i s a measure of how d i f f i c u l t i t i s to move domain walls. 

The shape of the hysteresis loop depends upon the material. For example 

i f the material i s magnetically s o f t , such as s o f t i r o n , then the loop 

w i l l tend t o be narrow with a large remanence and low coer c i v i t y . 

Figure 4.8 shows hysteresis loops for soft i r o n and s t e e l . The loop for 

s o f t i r o n shows that i t i s easy to magnetize, i . e . i t saturates at low 

values of H. The coe r c i v i t y i s small indicating that i t i s r e l a t i v e l y 

easy to move the domains^ The loop for s t e e l , however, shows that i t 

saturates at high values of H and t h a t , though the remanence i s smaller 

than that o f s o f t i r o n , i t i s more d i f f i c u l t t o remove and therefore the 

coe r c i v i t y i s large, indicating that i t i s d i f f i c u l t to move the domains. 

In fact i t i s the impurities i n the steel which help to pin the domain 

walls. 
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The area under the loop i s given by 

Hdl ( ^ . i ) W = ( ) 

and i s the work done per u n i t volume i n taking the specimen around the 

loop i . e . i n moving the domains to alignment i n one direc t i o n and then 

i n the other. 

I t i s with hysteresis that domain structure i s associated and, 

because o f the r e v e r s i b i l i t y of the magnetization, i t i s evident.that 

domain w a l l movement i s indeed the source of hysteresis. 

The ease with which the domains move depends, as previously 

mentioned, on the di r e c t i o n of the applied f i e l d with respect to the 

c r y s t a l o r i e n t a t i o n . The curves of Figure 4.4 show that whichever 

d i r e c t i o n i s chosen, saturation i s reached i f the applied f i e l d i s big 

enough. I f the f i e l d were applied along the j l l ^ d i r e c t i o n then the 

domains would al i g n along easy axes mutually at r i g h t angles. Only when 

the f i e l d value was raised high enough to overcome the anisotropy energy 

would the magnetization a l i g n along the direc t i o n of the applied f i e l d . 

The magnetization would be 

I = I s cos 45 (4.2) 

Likewise, i f the applied f i e l d were i n the [ll^ direction then 

the domains would i n i t i a l l y a l i g n along three easy axes and since, i n 

i r o n , the [ l l l ^ axis makes an angle of 54° with a cube edge 

I = I s cos 54 (4.3) 
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Hence i f the f i e l d i s applied i n a non easy direction, alignment takes 
place i n these directions f i r s t . Only when the f i e l d i s high enough i s 
the magnetization pulled out of the easy directions to align with the 
applied f i e l d . 

Another phenomenon associated with magnetic materials i s magnetostriction. 

When a ferromagnetic material i s subjected to a magnetic f i e l d i t becomes 

magnetized and i t s length changes s l i g h t l y . This change, due to magneto­

s t r i c t i o n , can be either positive or negative depending on the material. 

From t h i s i t should follow, therefore, that physically stressing a 

ferromagnetic material should a f f e c t the magnetization. This does indeed 

happen. Dislocations i n the c r y s t a l l a t t i c e tend to stress the material. 

Also, because of the difference i n the size of impurity atoms with respect 

to the l a t t i c e atoms impurities also stress the material. This stress 

could, for example, a f f e c t the 'easiness* of an easy d i r e c t i o n . Should 

t h i s stress increase the 'easiness' of an easy di r e c t i o n then domains 

l y i n g i n t h i s d i r e c t i o n w i l l be reluctant to move from i t . Hence, i n 

the absence of an applied f i e l d , the domains w i l l take up directions which 

depend upon both anisotropy and i n t e r n a l stresses. 

This e l a s t i c behaviour associated with domain wall movement i s the 

re s u l t of large forces which tend t o r e s t r i c t domain wall movement. Low 

i n i t i a l s u s c e p t i b i l i t i e s r e s u l t and i f the i n i t i a l s u s c e p t i b i l i t y i s to be 

higher the l o c a l anisotropy e f f e c t s due to stress must be removed. 

Impurities also have the e f f e c t of pinning the domain walls. When the 

domains are pinned by non magnetic inclusions or dislocations or impurities 

a suitably large applied f i e l d w i l l have the e f f e c t of overcoming the 

'el a s t i c ' forces and w i l l free ;the domain w a l l . The wall w i l l then move 

u n t i l i t i s pinned again. 
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Consider Figure 4.S which shows the variation of wall energy 

with position x for a 180** Blochwall. Domain walls are defined i n 

terms of the difference i n orien t a t i o n of the vector i t separates, i . e . 

a 180° wall separates domains where spin orientations are a n t i p a r a l l e l 

l i k e those i n Figure 4.6 ( i ) The l e f t hand diagram 4.6 ( i i ) contains 

1 x 180° wall and 4 x 90° walls. The application of a magnetizing f i e l d 

represents the application of a force which i s opposed by those pinning 

the domain walls. Hence the application of a f i e l d Ĥ  w i l l r esult i n 

the domain wall moving to a position corresponding to position A on the 

/ X curve. When the wall stops moving the force exerted by the applied 

f i e l d (2 H^ I ^ ) equals the slope of the curve at t h i s point. 

2H^I^ = (dV!i\ (4.4) 
At point C the wall energy reaches a maximum and the applied force 

i s now able to cause the wall t o 'slide' over the barrier to position D. 

However, i f the f i e l d i s s t i l l applied the wall i s able to move to a 

position E on the curve where i s equal to that at a point j u s t 

before C, Hence there i s a large increase i n magnetization for no increase 

i n applied f i e l d . This i s a Barkhausen discontinuity. Again the domain 

wall experiences strong forces which, i f the f i e l d i s removed, w i l l 

return the domains to point D on the curve. However, i f the domains are 

to return to point A a force i s required (coercive force) to again surmount 

the b a r r i e r pinning them. Hence there i s a remanence. The ef f e c t i s 

therefore a hysteresis e f f e c t . Hence any explanation of hysteresis must 

include an account of those processes which give r i s e to a variation of 

domain wa l l energy with p o s i t i o n . 



Fig. 4.9 Variation of wall energy Ŵ i- with position 

for a 180° Bloch w a l l . 



6 

Fig 4.10 
Subsidiary hysteresis loops 
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4.2 DOMAIN WALLS 

The structure of domain walls was f i r s t investigated by Bloch (1932). 

As previously mentioned the domain wall has a f i n i t e width, the magnitude 

of which i s decided by the c o n f l i c t i n g constraints imposed by anisotropy 

and exchange forces. The wall w i l l not be of an abrupt nature ( i . e . one 

atom t h i c k ) as t h i s would involve exchange forces of extremely high values. 

Domain formation, while lowering the i n t e r n a l demagnetizing energy 

and magnetostriction energy, results i n an increase i n energy due to the 

fact that energy i s stored i n the w a l l . The wall energy i s obtained by 

multiplying the wall energy per u n i t area v̂>/ by the wall area. 

The t o t a l w a l l energy = exchange energy + anisotropy energy. 

Exchange energy i s discussed i n CHAPTER TWO. 

The exchange energy between two neighbouring spins i s given by 

- - 2 J s ' c o s e 

e = angle 
enclosed by the spins. 

Now i n a Bloch wall the spin varies only s l i g h t l y i n orientation with 

distance across the wall and the ro t a t i o n i s i n the wall plane. Hence 

the angle 0 enclosed by neighbouring spins can be approximated to g>̂ ;c 

Now a rough estimation of t h i s energy can be made i f an assumption t o 

the e f f e c t that the rate of change of 0 with distance across the wall 

i s constant. I n fact the s p a t i a l derivative ^ of the angle of turn 
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i s not necessarily constant. However, assuming that i t i s constant 

N 

Wex = 

Where N = the number of layers i n the w a l l . 

I f a = the l a t t i c e constant for a simple cubic l a t t i c e , then there are, 

for a(OOl) surface, atoms per u n i t area. 

Hence the exchange energy per u n i t area i s given by 

Equation 4.5 shows that decreases with an increasing number of 

layers i n the w a l l . Energy minimization therefore favours an increase 

i n domain wall thickness f o r t h i s component of the wall energy. 

Now, any increase i n the width of the domain wall must increase the 

magnetocrystalline anisotropy energy as t h i s process enta i l s moving spins 

away from an easy d i r e c t i o n . The anisotropy energy per u n i t volume i s 

given approximately by 

||a " *^l^a u n i t area (4.6) 

Hence anisotropy energy increases with N. 

The t o t a l wall energy i s obtained by combining equations 4.5 and 4.6 

Ij- * l^jC +-K^>ia (4.7 
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The t o t a l energy i s a minimum when the f i r s t derivative of expression 
4.7 i s set to zero. 

d i ^ -J STi^Ka = 0 
dN aN 

giving 

Now the thickness = Na from 4.8 

(4.8) 

(4.9) 

The treatment above i s approximate i n that i t assumes that the 

turn angle ( ) a i s invariant across the domain wa l l . I n general t h i s 

i s not the case because the way i n which the spins rotate depends upon 

the equilibrium condition. 

A treatment due to L i l l e y (1950) takes the invariance of the turn 

angle i n t o consideration. 

Consider an unstrained ferromagnetic material with no external applied f i e l d . 

The t o t a l exchange energy due to the misalignment of the spins i s given by 

h ^ (af (4.10) 
J 

-db 
2 

where A = the exchange constant JS /a. 

0 r the angle between the moment and the normal to the w a l l . 

0 = the angle between the projection of the moment on the wall 

and some fixed axis. 
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Figure 4.11 shows 0 and 0. The fixed axis for 0 i n the diagram i s the 
y axis. 

Figure 4,12 i l l u s t r a t e s the t r a n s i t i o n of the spin vector i n a 180° w a l l . 

Now there i s also a contribution t o the wall energy made by the anisotropy 

energy 

Now 0 i s constant and the magnetocrystalline anisotropy i s a function of 

0 and i s given by 

= H (4,12) 

f o r the boundary region 
where (0 0 ) i s the reduced anisotropy energy ( i . e . i t ' s value i s zero 

when the magnetization l i e s along an easy di r e c t i o n . ) 

The t o t a l increase of energy per u n i t area of the wall i s then given by 

(where the values of A depend upon the type of l a t t i c e ) . 

Now for a stable spin configuration t h i s i n t e g r a l should be a 

minimum. 
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Let the angle 0 at % = ?<-be changed by 66 . The t o t a l wall energy 

will be changed by an amount given by 

-oO 

Now such an i n t e g r a l 

w i l l be a minimum i f the integrand provides a solution to a d i f f e r e n t i a l 

equation of the form' 

dx \ d3 ' 

Such an equation i s a Euler equation and when t h i s condition i s applied 

t o 4.14 we obtain 

^ = As\n^ 9̂  [sr^^ (4.15) 

which shows that the exchange and anisotropy energies are equal throughout 

the w a l l . 

Using t h i s and the fact that the maximum rate of change of angle 

occurs at X = 0 allows the wall thickness to be expressed as 

(4.16) 
1 

I f there i s appreciable magnetostriction, as i n the heavy rare earths, 

then must be taken as a combination of contributions due to magneto-

c r y s t a l l i n e anisotropy and magnetoelastic energy. 



y 

Fig. 4.11 Direction of atomic moment i n terms of angular coordinat 

(0 0) The z axis (OZ) l i e s normal to the plane of the 

domain wall (OXY plane). 
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Fig. 4.12 Angle of spin r o t a t i o n . 
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4.3 DOMAIN STRUCTURES 

In any specimen the shape, size and arrangment of the domains 

present under conditions of equilibrium depend upon the geometry of the 

material. The domain configuration also depends upon anisotropy, exchange 

and the saturation magnetization. . The domain arrangement w i l l represent 

a minimum i n terms of the magnetostatic energy, (landau and L i f s h i t z (1935)). 

4.3.1 Types of domain wall 

Several types of domain walls e x i s t . In the bulk material Bloch 

walls p r e v a i l and no consideration i s given to the magnetostatic energy 

associated with the free poles which exist when the walls intersect the 

surface. When the specimen i s t h i n j however, these effects become 

important especially i n samples where the anisotropy i s low and the 

energy term due to the intersection may dominate. Neel (1935) suggested 

a spin t r a n s i t i o n which d i f f e r e d from that of Bloch. Figure 4.13 i l l u s t r a t e s 

the difference between a Bloch wall and a Neel wa l l . In the Bloch wall 

the magnetization makes the t r a n s i t i o n between neighbouring domains while 

r o t a t i n g i n the plane of the domain wa l l . In the Neel w a l l , however, 

the vector rotates i n the plane of the sample. Figure 4.13 shows Bloch 

and Neel walls ( f o r the simple 180° case). 

In 1958 Huber, Smith and Goodenough reported the discovery of a new 

type of wa l l . This wall consisted of a main wall cut at r i g h t angles 

at regular in t e r v a l s by cross-ties. Figure 4.14 shows a diagramatic 

representation of the cross-tie wall i n which the alternating p o l a r i t y of 

the wall at the f i l m surface and at the wall surface serves, via short 

f l u x closure paths, t o reduce the magnetostatic energy. Early attempts 



0 

Fig. 4.13 (a) Bloch wall 

(a) (i)shows the r o t a t i o n of the vector i s i n the ZY plane. 

(b) Neel wall 

(b)(i)shows the rotation of the vector i s i n the XY plane. 



Fig. 4.14 Cross-tie walls i n a low anisotropy t h i n f i l m . 

(After Huber, Smith and Goodenough (1958)). 
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P i g . 4.15 Energy per u n i t area of a Bloch w a l l , a Neel w a l l 
and a cros s - t i e w a l l versus sample thickness D. 

( A f t e r Middlehoek (1963)) 
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by Middlehoek to calculate the energies of th.ese walls gave values which 
d i f f e r e d from those obtained experimentally (probably due to the drastic 
approximations made). 

Complex walls have been observed i n bulk materials and Williams and 

Goertz (1952) showed a changing p o l a r i t y along a wall/surface intersection. 

This type of wall can be described as a Bloch type t r a n s i t i o n which 

alternates with sections where the t r a n s i t i o n i s the Neel type. For a 

discussion on t h i s type of wall see CAREY and ISAAC (1966). 

4.3.2 Uniaxial domain structures 

Uniaxial crystals show high anisotropy with respect to the 

easy d i r e c t i o n . As such the magnetization i s confined to the easy 

di r e c t i o n and as a re s u l t 180° walls are. those expected. 

Figure 4.16 shows a variety of domain structures proposed for uniaxial 

materials the simplest of which i s 4.16 ( a ) . This simple slab configuration 

has been shown to exist for i:Vlin specimens, the magnetostatic energy of 

which i s given by 

W,̂  = 0-8525 h / d perum^ area, (̂ -̂̂ 7) 

where d = domain spacing 

( K i t t e l 1949) 

Now i f L = c r y s t a l thickness and i s the wall energy per u n i t area, t o t a l 

w all energy - yU 

Hence the t o t a l wall energy i s given by 
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This i s a minimum when 

Similar expressions are obtainable for the configurations shown i n 

figures 4.16(b) and (d) and the general expression for minimization of the 

surface energy for these simple domain patterns i s 

CM/J 

where C depends upon the geometry of the c r y s t a l domains. 

When the sample thickness takes larger values ( \()/AVV\ ) 

the domain walls undulate (Figure 4.17)* Such patterns were reported 

by Roberts and Bean (1954). The domain structures shown i n Figures 4.16 

( a ) , ( b ) , (d) and (e) do not involve closure domains. These types of domain 

structure are expected i n materials of high anisotropy as closure domains 

i n these materials are. energetically unfavourable. The structure shown 

i n Figure 4.16 (e) represents spike domains as proposed by Goodenough (1956), 

These domains represent a compromise energetically as the magnetostatic 

energy at the surface i s reduced with a minimum increase i n the wall energy. 

Observations of t h i s type of pattern on manganese bismuth alloys and 

cobalt by various workers (notably Goodenough (1956) and Kozlowski and 

Zietek (1966) have shown that the patterns can become exceedingly complex. 

The r e s u l t i n g patterns depend upon the specimen thickness. Goodenough 

suggested that the K i t t e l slab domain configuration was more energetically 

favourable f o r thick specimens than was an undulatory wall configuration 

throughout the sample. The amplitude of the undulations therefore decrease 

with c r y s t a l depth. Figure 4.18. 
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Figure 4.16 Domain struc-Uire models f o r u n i a x i a l c r y s t a l s . 



Fig. 4.17 Undulating domain walls 

(Roberts and Bean (1954)) 



Figure 4.I8 Undulatory domain walls w i t h amplitude 
decreasing w i t h depth. (Goodenough (1956)) 



easy 

Pig. 4.19 (a) Un i a x i a l domain s t r u c t u r e . 
(b) Simple i n t e r p r e t a t i o n ( a f t e r Kozlowski 

and Zietek (1965))-
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Any wall undulations necessarily increase wall area and, therefore, t h i s 

type of structure i s confined to crystals which are not too thick 

(10 - 100 ^v*\). As the thickness increases spike domains are favoured 

and these patterns become very complex. Figure 4.19 (a) shows a complex 

pattern showing undulatorij domain walls. The large number of opposing 

magnetization orientations at the surface greatly reduces the magnetostatic 

energy while the 'spike' type domains minimize the increase i n wall energy 

due to domain formation. By considering the various geometric factors 

of t h e i r s i m p l i f i e d model of the patterns of the type shown i n Figure 4.19 

Ko,|J.owski and Zietek minimized the surface magnetostatic energy and 

obtained much s i m p l i f i e d symmetric domain configurations to represent 

those of 4.19 (a) (See 4.19(b)). The domain configuration shown i n 4.16(f) 

i s that proposed by L i f s h i t z (1944) as an improvement on those proposed by 

L i f s h i t z and LaudaU (1935). 

For t h i n samples c y l i n d r i c a l domain structures, as shown i n 4.16 ( d ) , 

c nform. This type of domain structure can represent binary d i g i t s i n 

terms of the d i r e c t i o n of magnetization. As such they have been used 

increasingly i n memory devices i n d i g i t a l computers. Such memories are 

known as bubble memories and extensive work has been done on developing 

various configurations of domains. (See Jones (1976)). 

4.3.3 Domain structures i n cubic i r o n - l i k e crystals. 

In cubic crystals such as i r o n , there are six easy directions of 

magnetization. Hence, for a specimen magnetized with the magnetization 

along easy direc t i o n s , both 180° and 90° walls are to be expected. 

Figure 4.20 shows simple domain structures for a cubic ( i r o n - l i k e ) c r y s tal 

with the X and z axes easy. The domain structures shown i n Figure 4.20 
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are very simple structures and represent those obtained when the c r y s t a l 
i s a single c r y s t a l whose surface i s i n the plane of one of the 
crystallographic planes. Williams, Bozorth and Shockley (1949) showed 
th a t the surface domain configuration depends upon the c r y s t a l orientation 
at the surface. When the surface of t h e i r samples ( s i l i c o n - i r o n ) were 
s l i g h t l y misorientated with respect to the (100) plane, they obtained 
domain patterre known as f i r tree patterns (Figure 4.21). The in t e r n a l 
structure of the c r y s t a l i s s t i l l that of 180^ domains, The magnetization 
o f the main domains i s along thef100)direction hence the surface pole 
density i s M sin 0. The tree patterns are, therefore, p a r t i a l closure 
domains minimizing the surface magnetostatic energy. Figure 4.22 (a) 
shows the formation of f i r tree domains (and Figure 4.23). Figure ii.ZlCb) 
ahows the e f f e c t of increasing the angle of orientation (0) of the c r y s t a l 
surface with respect to the (100) plane. The tree branches increase i n 
size with Q. Figure 4.22 (b) shows the increase i n the f i r tree branches 
v i t h 0. 

Figure 4.24 shows magnetic domains i n a picture frame sample (hollow 

rectangle). Such samples were studied by Williams and Shockley (1949) 

using s i l i c o n - i r o n . The edges of the samples were p a r a l l e l to (100) planes 

which resulted i n the formation of four domains as shown i n 4.24 ( a ) . 

The demagnetizing f i e l d of such a specimen i s very low and t h i s type of 

specimen provides a very simple means of making quantitatyvH studies on 

magnetic domains. Williams and Shockley applied a magnetic f i e l d and 

studied the impedance of domain wa l l movement by local inhomogeneities 

and inclusions. Figure 4.24 (a) represents perfect fl u x closure. When 

a f i e l d i s applied patterns l i k e that shown i n 4.24 (b) r e s u l t . 
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Pig,4.20 Simple domain structures f o r a cubic material 
w i t h X and y axes easy. 



Fig. 4.21 F i r tree domains 

(After Williams, Bozorth and Shockley (1949)) 
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F i g . 4.22 P i r tree domains. 
("b) Effect of increasing G 



Fig. 4.23 F i r tree patterns 

(After Stoner (1950)). 



Fig.AZ^ Picture frame specimens sVicwin5 domdmj 
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Fig. 4.25 Domain structure of a Neel block (Neel (1944)) 

(a) zero applied f i e l d 

(b) applied f i e l d i n [ l i o ] direction 
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By showing that the specimen magnetization varies l i n e a r l y u/ith 
domain w a l l p o s i t i o n , Williams and Shockley demonstrated the correlation 

: between bulk magnetization and the movement of domain walls. 

Another type of closure domain structure i s shown i n Figure 4.25(a) 

Neel (1944) studied t h i s type of structure t h e o r e t i c a l l y . The cr y s t a l 

i s a slab with surfaces p a r a l l e l t o the (100) and (110) planes, and the 

, postulated domain structure i s that of 90° walls. Figure 4.25 (b) shows how 

the structure changes on the application of an applied f i e l d i n the ( l i o ) 

d i r e c t i o n . The structure was confirmed by Bates and Neale (1949). 

Apart from the simple picture frame sample^ domain structures i n bulk 

samples prove d i f f i c u l t t o analyse. Work on iron whiskers has proved to 

provide useful information by giving very simple domain patterns. For 

example, a whisker cut with i t s long axis along^100^ shows two 180° walls ' 

and simple closure domains at the ends. Figure 4.26 (a) and (b) show 

domain structures proposed by Scott and Coleman (1957). In (a) the 

applied f i e l d i s zero. I n (b) the f i e l d i s applied perpendicular to the 

long axis of the c r y s t a l . Figures 4.26 (c) and (d) are aft e r Fowler et a l . 

When the specimen i s subjected to an increasing f i e l d along the <100)> 

d i r e c t i o n i t eventually saturates leaving small reverse domains at the 

extremeties. 

4.3.ij- Domain structures i n n i c k e l - l i k e materials 

Nickel has negative anisotropy and t h i s type of cr y s t a l structure 

(face centred cubic) has eight [111] easy directions. Patterns produced 

on (110) surfaces favoured 71°, 109° and 180° walls (corresponding to 
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A(\ef ^ow\ê  fryer I'rev^;^ (iqbt*̂  

F\^oT€ ^.Ib ha^^etic dom\n5 \V <ic>o> lfo\A uiKi^kers 



106 -

180° and 90° walls on (100) i r o n surfaces). Figure 4.27 shows a domain 

pattern on nickel with a (110) surface (Stephan (1955)). Because of the 

low anisotropy and quite high magnetostriction i n n i c k e l , i t i s extremely 

sensitive to strain. Mechanical polishing leaves a strained layer which 

must be removed before observing domain structures. Despite t h i s , various 

workers, notably Stephan (1955), Bates and Wilson (1951) and Yamanoto 

and Iwata (1953) have observed domain structures by c o l l o i d methods. 

As with i r o n , tree patterns form when the surface i s at a s l i g h t 

angle to the (110) plane. While the tree branches i n iron are at 45° to 

the trunk, those i n nickel-type structures are at 35° and 55° to the 

trunk. (180° w a l l ) . Other tree patterns occur for "trunks" consisting 

of the 109° and 71° walls. Figure 4.28 shows a complex parallelogram 

net pattern on nickel (Yamamoto and Iwata (1953). In fact the sketch 

omits f i r tree patterns which were present during the o r i g i n a l experiment 

due to the curvature of the specimen surface. The parallelogram net i s 

essentially due to magnetostrictive interference between four regions 

of 180° slab domains. Many other complex patterns are obtainable. A(112) 

nickel surface gives 180° slab domains with reverse spikes. This i s 

reasonably predictable as there i s only one easy axis present for t h i s 

o r i e n t a t i o n . Also for those surfaces with no easy axis ( i . e . p a r a l l e l to 

(100) or (111) planes) then very complex patterns (corresponding to those 

on (111) i r o n planes) are found. For a comprehensive discussion of 

magnetic domain structures see for example, Carey and Isaac (1966) or 

Craik and Tebble (1965). 

The study of domain structure i s very complex as patterns can very 

easily be complicated due to such things as l o c a l inhomogeneities or 
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inclusions. Because domain formation i s essentially an energy minimization 
exercise i t i s quite reasonable to postulate possible domain structures 
f o r c r y s t a l s of spec i f i c geometry and then minimize the expression with 
respect to the relevant c r y s t a l parameters i n order to obtain the 
conditions f o r domain formation. Of course, several possible domain 
structures may be postulated for a given specimen but i t i s reasonable to 
accept that domain configuration which yields the lowest value for the 
free energy. 
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Fig. 4.27 Sketch of B i t t e r pattern obtained by Stephan (1955) 

on a (110) Nickel surface. 
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Fig. 4.28 180° and 109° walls i n nickel forming a parallelogram 

net pattern. 

The central position collides with a (110) plane. 

(After Yamamoto and Iwata (1953)). 
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CHAPTER 5 

METHODS OF DOMAIN OBSERVATION 

5.1 THE COLLOID TECHNIQUE 

This technique f o r observing magnetic domains i s discussed i n 

more d e t a i l i n Chapter Six. 

The technique was the f i r s t d i r e c t method of observing magnetic 

domains used. B i t t e r (1931) devised the method which involves covering 

the surface of the specimen with magnetic pa r t i c l e s (either suspended 

i n some l i q u i d such as alcohol (wet c o l l o i d ) or else evaporated onto 

the surface by some method (dry c o l l o i d ^ . The magnetic p a r t i c l e s , 

under the r i g h t conditions, are attracted to and s t i c k to those regions 

on the surface where there are stray f i e l d s (e.g. due to scratches or 

inter s e c t i o n of domain walls at the surface). Both methods (wet and dry) 

have been popular and are s t i l l popular. I t i s for t h i s reason that 

the technique has been modified and improved by many workers (cry s t a l 

p olishing techniques and modification of apparatus, for specific 

application being j u s t two areas of i n t e r e s t ) . 

5.2 MAGNETOOPTIC TECHNIQUES 

5.2.1 Introduction 

Magnetooptical effects i n a magnetic material can basically be 

described i n terms of the anisotropy induced i n the o p t i c a l parameter 

by the magnetization. When a beam of radiation i s incident on a specimen 

i t i s either reflected or transmitted ( i . e . the majority of the radiation) 

Magnetooptical effects are, therefore, c l a s s i f i e d i n t o two types. 
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( i ) magnetooptical effects where the radiation i s transmitted. 

( i i ) magnetooptical effects where the radiation i s reflected. 

( i ) i s termed the Faraday e f f e c t . 

( i i ) i s termed the Kerr magnetooptical e f f e c t . 

As well as t h i s c l a s s i f i c a t i o n , the e f f e c t can also be c l a s s i f i e d 

i n terms of the orientation of the magnetization i n the specimen. 

Figure 5.1 shows the l o n g i t u d i n a l , transverse and polar effects and the 

or i e n t a t i o n of the magnetization with respect to the incident 

(and reflected or transmitted) rays. 

5.2.2 The Faraday e f f e c t . 

The Faraday e f f e c t i s the r o t a t i o n of the plane of polarization 

of plane polarized l i g h t as i t i s transmitted by a ferromagnetic 

material. The r o t a t i o n i s produced by any component of the magnetization 

which l i e s i n the d i r e c t i o n of propagation. The amount by which the plane 

of polarization i s rotated depends on the magnitude of the magnetization 

and the d i r e c t i o n i n which the polarization plane rotates depends upon 

thedirection of the magnetization. 

To examine domain structures using the Faraday e f f e c t i t i s 

necessary to illuminate the specimen using plane polarized l i g h t . 

This i s done by placing a polarizer,-such as a Glan Thompson prism, 

between the l i g h t source and the specimen. The l i g h t passes through 

the specimen and then through a microscope/analyser arrangement. Any 

fluctuations of magnetization i n the specimen w i l l r e s u l t i n the l i g h t 

being composed of d i f f e r e n t polarizations according to which part of 

the specimen transmitted that part of the beam. 
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Fig. 5.1 Kerr and Faraday magnetooptical effects. 
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The f i n a l image w i l l , therefore, consist of varying degrees of l i g h t 

i n t e n s i t y across the f i e l d of view depending upon the plane of 

pol a r i z a t i o n with respect to the analyser. Figure 5.2 shows a 

schematic arrangement suggested by ENOCH (1975) Enoch used two 

arrangements. The f i r s t was the arrangement of figure 5.2 using the 

Faraday e f f e c t where the magnetization of the specimen i s p a r a l l e l to 

the d i r e c t i o n of propagation of the radiation. The second i s i l l u s t r a t e d 

schematically i n figure 5.3. This arrangement i s used for specimens 

i n which the magnetization d i r e c t i o n i s perpendicular to the direction 

of propagation of the radiation ( i . e . the magnetization l i e s i n the 

plane of the s l i c e ) . The specimen used by Enoch was Yttrium Iron 

Garnett. (YIG) which has a small uniaxial birefringence due to 

magnetostriction. ( D i l l o n et a l (1969)). Plane polarized l i g h t can be 

regarded as being comprised of l e f t c i r c u l a r l y polarized (L.C.P) 

and r i g h t c i r c u l a r l y polarized (R.C.P) l i g h t superimposed. See 

Figures 5.4 and 5.5. Birefringence (or double refraction) occurs 

when a c r y s t a l has two r e f r a c t i v e indices (one each for the so-called 

ordinary and extraordinary rays). When the plane of polarization 

o f the l i g h t rotates an explanation can be given i n terms of the 

superimposed rays (L.C.P. or R.C.P) having mutually d i f f e r e n t v e l o c i t i e s 

inside the c r y s t a l , the ordinary ray obeying Snell's Law. When t h i s 

happens the superposition of the e l e c t r i c (Ê ) vectors gives eULptically 

polarized l i g h t . Plane polarized l i g h t passing through a domain wall w i l l 

usually emerge e l l i p t i c a l l y polarized. Goranson and Adams (1933) 

describe an arrangement of polarizer, quarter-wave plate and wave-

retarder to obtain plane polarized transmitted l i g h t when plane 

polarized l i g h t i s incident on the c r y s t a l . The results produced 

by the apparatus shown i n Figures 5.2 and 5.3 produce essentially 

the same res u l t s . Because of the variation i n orientation of 
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(Enoch (1975)) 
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p o l a r i z e d l i g h t , shows r o t a t i o n of E_vector. 
S i r n i i a r l y b-, and b2 sho'j; r i g h t c i r c u l a r l y p o l a r i z e d l i g h t 
1 iR-i n a thp: nnrr.e convention 
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Fig. 5.5 Combination of L e f t and Right c i r c u l a r l y p o l a r i z e d 

waves t o produce plane p o l a r i z a t i o n . 
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magnetization i n the specimen, the image produced w i l l consist of 

bright and dark regions, depending upon the r o t a t i o n of the plane . 

of polarization of the radiation. 

The Faraday ro t a t i o n i s given by: 

where and P ~ are the r e f r a c t i v e indices f o r r i g h t and l e f t hand 

c i r c u l a r l y polarized l i g h t . 

^ = wavelength of the radiation med 

Also9 = 6 + 9 (5.2) 
m B 

where Sj^and 9g are rotations associated with a magnetic dipole 

t r a n s i t i o n and an e l e c t r i c dipole t r a n s i t i o n respectively. 

Derivations for 9^ and 9g are given by WAUGHNESS (1954) and CROSSLEY. 

(1969) respectively. An account of application of magneto-optic 

eff e c t s i n magnetic materials i s given by PEARSON (1973) and Table 5.1 

giving experimental values of Faraday ro t a t i o n for u n i t length i s taken 

from t h i s paper. 

5.2.3 The Kerr Effect 

I f a beam of plane polarized l i g h t i s reflected from a metal 

surface one of two effects can occur, 

( i ) The reflected ray i s e l l i p t i c a l l y polarized. 

( i i ) The reflected ray i s plane polarized. 
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( i i ) occurs when the plane of polarization of the radiation 
l i e s i n or perpendicular to the plane of incidence. 

I f , however, the r e f l e c t i n g surface i s magnetized then the 

ref l e c t e d beam w i l l be e l l i p t i c a l l y polarized irrespective of the 

orie n t a t i o n of the plane of polarization of the incident beam. This 

phenomenon i s the Kerr e f f e c t , i . e . the plane of polarization i s 

rotated according to the rate of magnetization of the r e f l e c t i n g 

surface. As mentioned i n section 5.2.1, the effect i s c l a s s i f i e d i n t o 

three types. (Figure 5.1) 

( i ) Longitudinal e f f e c t - i n t h i s case the magnetization 

l i e s i n the plane of incidence 

and i n the plane of the r e f l e c t i n g 

surface. 

( i i ) Transverse e f f e c t - the magnetization i s perpendicular 

to the plane of incidence and i n 

the plane of the r e f l e c t i n g surface. 

( i i i ) Polar e f f e c t - i f the cry s t a l surface i s considered 

to be an X y plane then the magnetization 

i n the case of the polar e f f e c t i s 

along the z axis. 

The greatest ro t a t i o n of the plane of polarization occurs i n the 

polar e f f e c t . Also, with t h i s effect there i s a rotation a-t normal 

incidence. The rotation with the longitudinal effect i s about a factor 

of 5 less than that of the polar e f f e c t . In the transverse effe c t no 



Material Faraday 
rotation 
/(degree cm"' ) 

Iron Fe 3 X 10^ 

Cobalt Co 3 x 10^ 

Manganese bismuth MnBi 5 x 10^ 
r 

Chromium tribromide CrBr^ 10^ 

Europium oxide EuO 10̂ ^ 
•7 

Manganese f e r r i t e MnFe20^ 10^ 

Yttrium i r o n garnet 10^ 

Terbium iron garnet Tb3Fe30^2 2 X 10^ 

Iron borate FeBOj 10^ 
0 

Iron t r i f l u o r i d e FeF, 10^ 

Table 5.1 Experimen 

length. 

(PEARSON (1973)) 

t a l values of Faraday rotation per unit 
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r o t a t i o n of the plane of polarization occurs. What happens i s that 

the r e f l e c t i o n c o e f f i c i e n t for l i g h t polarized i n the plane of incidence 

changes leaving the r e f l e c t i o n c o e f f i c i e n t perpendicular to the plane 

of incidence, 

Williams et a l (1951) were f i r s t to use a r e f l e c t i o n magnetooptical 

e f f e c t to investigate ferromagnetic domains i n a cobalt c r y s t a l . 

Fowler and Fryer (1954, 1955, 1956 and Fowler et a l (1956) used the 

l o n g i t u d i n a l Kerr e f f e c t to view ferromagnetic domains. Because the 

r o t a t i o n obtained using the longitudinal Kerr effect i s very small, the 

use of crossed Nicol or Glan Thomson prisms results i n a pattern of 

very poor d e f i n i t i o n and low i n t e n s i t y . Also, surface imperfections 

such as scratches etc. cause l o c a l fluctuations i n i n t e n s i t y thereby 

introducing a considerable amount of noise i n t o the pattern. For a 

discussion on surface imperfection induced noise and techniques for 

i t s elimination see TREVES (1967). Figure 5.6 shows schematically the 

arrangement fo r viewing domains using the longitudinal Kerr e f f e c t 

(PRUTTON (1959)). Fowler and Fryer attempted to overcome the d i f f i c u l t y 

of surface imperfection induced noise by combining a positive transparency 

photograph of the surface with a negative photograph of the surface 

containing domains. In t h i s way, viewing the pair of photographs with 

transmitted l i g h t the e f f e c t of surface imperfections cancelled out 

revealing a more clear domain structure. The method i s , however, 

cumbersome and an easier way of increasing contrast i s to bloom the 

surface of the specimen. The process was suggested by Kranz (1956) and 

Kranz and Dreschel (1958) who assumed that l i g h t plane polarized 

perpendicular to the plane of incidence was reflected giving a component 

R with unchanged plane of polarization due to metallic r e f l e c t i o n and 

a component of amplitude K which i s polarized i n the plane of incidence. 



Fig. 5.6 Schematic representation of system for the 

longitudinal Kerr e f f e c t . 

(PRUTTON (1959)) 
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For zero phase difference between K and R the Kerr rotation i s given 

by the angle between R and the vector sum of K and R. Because the vector 

sum of K and R does not always give plane polarized reflected waves^ 

crossing of the polarizer and analyser w i l l not give complete ext i n c t i o n . 

This was overcome (PRUTTON) by inser t i n g a quarter wave plate before the 

analyser thus making the reflected beam plane polarized. The zinc 

sulphide bloomed layer increases the rot a t i o n by as much as a factor of 3 

by reducing the normally reflected component R (See Figure 5.9). See 

also PRUTTON (1959) for an account of the method used to deposit the 

d i e l e c t r i c onto the sample surface. Silicon monoxide (r e f r a c t i v e index 

'^1.9) and zinc sulphide ( r e f r a c t i v e index 2.3) were used and the 

best contrast was found to occur for the d i e l e c t r i c with the higher 

r e f r a c t i v e index while no discernable pattern was observed without 

blooming. 

Mapps (1978) used an o p t i c a l system (Figure 5.8) which was a 

modified version of that used by Fowler and Fryer (1952). The main 

difference between the apparatus shown i n Figure 5.8 and that used by 

Fryer and Fowler was the use of t h i n sheet polarizers {P^ and P2) rather 

than Nicol or Glan Thomson prisms as polarizer and analyser. I f ca l c i t e 

prisms were used i n the op t i c a l path i n positions before L5 and after L4 

then any s t r a i n i n these lenses would resu l t i n the glass exhibiting a 

birefringence thereby e f f e c t i v e l y reducing the Kerr r o t a t i o n . Prisms 

introduced i n positions P̂^ and P2 would not result i n t h i s e f f e c t but 

would require p a r a l l e l l i g h t . Prisms were, therefore, not used. The 

t h i n sheet polarizers P̂  and P2 ef f e c t i v e l y reduced effects due to s t r a i n 

and only the polarization effects introduced by the domain magnetization 

pattern on the specimen are picked up by the imaging system. ( I n t h i s 

case MAPPS used a tele v i s i o n camera for teaching purposes.) 



Xhc\d€wt team 

Fig. 5.7 Zinc sulphide a n t i r e f l e c t i o n layer. (AFTER DRESCHEL(1958)) 

Each r e f l e c t i o n introduces an extra contribution to the 

t o t a l Kerr r o t a t i o n . 
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Fig. 5.8 Optical system for the longitudinal Kerr effe c t 

(AFTER FOWLER and FRYER (1952) as modified by 

MAPPS (1978). 
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Figv 5.9 Increase i n rotation produced by Kerr component K 

afte r reduction of normal component by blooming. 
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The Kerr e f f e c t i s dependent both on frequency of the l i g h t source 
and on the angle of incidence. Treves (1961)looked at the l i m i t a t i o n s of 
the application of Kerr effec t techniques i n domain studies. He suggested 
that e l l i p t i c i t y due to metallic reflections was the most important 
l i m i t a t i o n . As previously mentioned, when the reflected l i g h t i s 
e l l i p t i c a l l y polarized t h i s increases the amount of l i g h t transmitted 
by the analyser. Treves found (see Figures 5.10(a) and 5.10(b)) 
that e l l i p t i c i t y and the Kerr rotation were a maximum for an angle of 
incidence of 60^. Now for good microscope resolution a large aperture 
i s required. Hence a divergent beam i s desirable after r e f l e c t i o n from 
the sample. This, unfortunately, results i n an homogeneous array of 
e l l i p t i c a l polarizations i n the reflected ray. (due to the angle between 
the plane of incidence and the plane of polarization being d i f f e r e n t 
f o r d i f f e r e n t parts of the incident converging, plane polarized beam). 
Hence a compromise was suggested ( f o r maximum contrast) between 
e l l i p t i c i t y and r o t a t i o n , Treves settled for a beam divergence of loP 
maximizing contrast for an angle of incidence of r^20°. Apparatus to 
obtain these conditions was designed and used by Fowler, Fryer and Treves 
(1960) to considerable e f f e c t . (See CAREY AND ISAAC (1966)). 

Many other apparatus designs have been put forward to use the 

Kerr e f f e c t ; notably Green and Prutton (1962). 

Lee, Callaby and Lynch (1958) measured domain wall movement using 

a scanning plane polarized l i g h t probe. 

Dey, Bowman and Booth (1968) suggest an apparatus for viewing domains 

i n Kerr e f f e c t microscopy using a laser source. While a laser source 

produces high monochromaticity there are several effects which introduce 

noise and confusion i n t o the f i n a l image when a laser i s used, (as well 

as the problem of visual observation.) D i f f r a c t i o n effects due to 
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Fig.5,10 (a) E l l i p t i c i t y versus angle of incidence. 

(b) Rotation versus angle of incidence. 

(CAREY and ISAAC (a f t e r TREVES)) 
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tern dust or scratches and general imperfections i n the opt i c a l syste 

produce noise i n the f i n a l image. These effects can be partly reduced 

by using a suitable lens system to focus the beams on a very fine 

aperture. The beam then passes through the aperture while blocking out 

some of the noise due to the d i f f r a c t i o n e f f e c t s . (There w i l l now be, 

however, a diverging beam aft e r the aperture.) Other effects occur due 

to the coherence of the source, e.g. edge ringing and speckling. 

The technique reported by Day e t . a l . was designed to improve domain 

pictures by removing speckling from the pattern. Speckling i s caused 

when a diffused r e f l e c t i n g or transmitting screen i s used and i s thought 

to be a three dimensional d i f f r a c t i o n s p a t i a l e f f e c t caused by interference 

of rays leaving the diff u s e r with random phases and amplitude. Figure 

5.11 shows the experimental arrangement used by Day et a l . to reduce 

speckling. Essentially laser l i g h t passes through a d i f f u s i n g screen 

p placed i n the focal plane of a lens Ly A c o l l i n a t o r lens L2 forms an 

image of a stop P̂^ and the specimen i s placed i n the plane of t h i s 

image P̂  which i s ViVUially coincident with the focal plane of 

With g = f2 a Fourier transform pair i s realizeable and the f i n a l image 

i s the spectrum of a phase modulated wave. By rotating the d i f f u s i n g 

screen i t i s possible to effect a uniform i l l u m i n a t i o n with which to 

observe the magnetic domains, (see Dey et a l . ) 

The Kerr effe c t on an unbloomed cr y s t a l i s usually toe small to 

produce an observeable pattern. With suitable c r y s t a l preparation so 

that contrast i s enhanced, the ef f e c t produces useful patterns. Because 

the technique, unlike the c o l l o i d technique ( discussed e a r l i e r i n 

t h i s chapter and i n Chapter 6) there are no particles involved which 

possess i n e r t i a . The e f f e c t can, therefore, be used where the 
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Fig. 5.11 Experimental arrangement for removing speckled appearance 

of image produced by a laser source. 

(DEY et a l (1968)) 
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magnetization i s changing with time (such as i n the observation of 
domain i / a l l movement, as previously mentioned.) Also, whereas the B i t t e r 
c o l l o i d technique shows domain boundaries the Kerr effect i l l u s t r a t e s 
domains, 

5.2.3.1. Suggestion for Kerr Effect Rig for use at low temperatures 

At low temperatures the c o l l o i d technique using a suspension of 

ferromagnetic p a r t i c l e s becomes inconvenient bearing i n mind the freezing 

point of the c o l l o i d . The dry c o l l o i d technique (Chapter 6) offers a 

solution to the problem but each experimental run must, by necessity, 

take rather a long time to set up. I f the c o l l o i d i s being evaporated 

onto the sample then the ambient pressure i s c r i t i c a l . I t must also 

.. he i n e r t and free from moisture (which would condense onto the sample 

surface at low temperatures.) Hence a vacuum system of some sort i s 

essential and i f the pressure inside the dry c o l l o i d r i g i s to be 

suitably adjusted for each run then a l o t of time w i l l be involved. 

The Kerr magnetooptic e f f e c t offers a solution to the problems of 

time and inconvenience when working with ferromagnetic materials with 

low Curie temperatures (the method i s not r e s t r i c t e d to low temperature). 

Figure 5.12 shows an exploded view of the chamber i n t o which the 

sample i s put. Figures 5.13, 5.14 and 5.15 show the construction 

d e t a i l s while Figure 5.16 shows schematically a suggestion for i t s use. 

The construction d e t a i l s are not t o t a l l y a r b i t r a r y but are given a f t e r 

taking i n t o consideration standard sizes for "0" rings, diode thermometers 

and l i q u i d helium transport l i n e s . So that small angles of incidence 

can be used i t i s suggested that a f i b r e optic be used together with 

an intense l i g h t source such as a mercury vapour lamp (making suitable 
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arrangements avoiding overheating to components such as the th i n sheet 
p o l a r i z e r s . ) The polarizers used as analyzer and polarizer could easily 
be mounted on the end of the f i b r e optic and on the objective of the 
ndcroscope (such that the analyzer i s allov/ed to r o t a t e ) . Because of the 
d i f f e r e n t o p t i c a l paths u/ithin the f i b r e there w i l l be some e l l i p t i c i t y 
on r e f l e c t i o n which u / i l l reduce (or rather e f f e c t i v e l y reduce) the Kerr 
r o t a t i o n . An optimum angle of incidence should be chosen after consideratio 
given t o the sample material. 

An arrangement such as that suggested would lead to many 

advantages over the c o l l o i d technique. The c o l l o i d apparatus described 

i n Chapter 6 needed cleaning a f t e r each run as did the sample. With a 

magnetooptical r i g there would be no requirement to clean either the r i g 

or the sample a f t e r each run. Indeed, once the vacuum i s established 

and the sample i s cooled below i t s Curie temperature the temperature 

can be varied as desired by the inclusion of small non-inductively wound 

heating c o i l s which i t i s possible to include near the sample i n the 

chamber. Also, the chamber i t s e l f i s of dimensions conveniently small 

enough t o allow the r i g to be inserted i n t o the space between the poles 

o f a magnet. 

Hence such an apparatus would provide a means of viewing domain 

structures as a function of temperature and applied f i e l d . The obser­

vations could be made quickly once the optimum conditions had been 

established. Problems such as d e f i n i t i o n and contrast could be tackled 

bearing i n mind the nature of the sample and the op t i c a l system being used. 
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Fig. 5.16 Schematic representation of suggested use of 

Kerr e f f e c t . 
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5.2.4 The Polar Kerr e f f e c t 

Figure I6(a\ shows the arrangement used by Williams Foster and 

Wood (1951) to examine the basal plane domain structure of cobalt. The 

arrangement consisted of a permanently crossed polarizer and analyzer 

arrangement plus a quarter-wave plate and e l l i p t i c i t y compensator. 

5»2,5 The transverse Kerr Effect 

This e f f e c t , with a suitable arrangement of the sample, produces 

results very l i k e those produced by the longitudinal e f f e c t . The 

•transverse e f f e c t arises as a change i n the r e f l e c t i v i t y of the surface 

f o r l i g h t polarized i n the plane of incidence (the r e f l e c t i v i t y for 

normal incidence remaining undamaged.) Dove (1963) reported the obser­

vation of magnetic domains using the transverse Kerr e f f e c t . Figure 5.17 

shows the basic arrangement for such observations. Dove obtained 

.contrasts of the same order as that obtained using the longitudinal 

e f f e c t by using a phase adjustment. Figure 5.18 shows the apparatus used. 

5.3 ELECTRON MICROSCOPY (LORENTZ MICROSCOPY) 

Because the transmission electron microscope (T.E.M.) r e l i e s on 

the Lorentz force (F = Bev where v = velocity of electron and the 

other symbols are the usual symbols for the quantities they represent). 

The technique i s called Lorentz microscopy. 

Various microscope techniques have been used and CAREY and ISAAC 

(1966)(Ch.6) give an excellent detailed account of these techniques. 
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Magnetic film 

Fig. 5.17 Basic arrangement for observing domains using the 

transverse Kerr e f f e c t . 

(DOVE (1963)). 



Cawiera 

Fig. 5.18 Apparatus for domain photography using the 

transverse Kerr effect (as reported by DOVE (1963)) 
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Experiments based on electron beam techniques have been extremely varied 
including shadow techniques and mirror microscopy. Shadow techniques 
employ the fact that leakage f i e l d s near the surface scatter an electron 
beam (usually incident at a grazing angle) onto a photographic plate. 
I n the electron mirror microscope the specimen i s made s l i g h t l y negative 
with respect to the electron source. The specimen w i l l , therefore, r e f l e c t 
the electron beam and any surface i r r e g u l a r i t i e s on the specimen w i l l 

' modify the loc a l e l e c t r i c f i e l d and thereby a l t e r the electron beam as i t 

i s r e f l e c t e d . The beam i s then passed through a suitable magnetic 

imaging system i n order to produce a magnified image of the surface. 

The use of transmission electron microscopy demands the careful 

preparation of the specimen which must be i n the form of a t h i n f i l m or 

f o i l . This means, of course, that the structures observed do not 

necessarily represent those of the bulk material. The properties of 

bulk materials can, however, be investigated using scanning electron 

microscopy techniques which have the added advantage of not introducing 

problems i n terms of the e f f e c t of the magnetic f i e l d of the objective 

lens on the domain structure of the sample. 

5.4 PROBE TECHNIQUE 

There are various types of magnetic probe. Any property of a 

material which changes with a change i n the magnetic f i e l d around i t 

can be exploited to measure the intensity of that f i e l d . In general 

probe techniques do not actually form images of domain structures but 

only f a c i l i t a t e the mapping of these structures as the surface of the 

specimen i s scanned by the probe. 
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5.4.1 The search c o i l f i s a simple and well known device?\ 

When i t i s subjected to a changing magnetic f i e l d (whether the 

f i e l d changes or the c o i l moves i s immaterial) then an e.m.f. i s 

induced i n the c o i l . A suitable meter i n l i n e with the search c o i l 

w i l l produce a deflection which can be c a l i b r a t e d absolutely or 

r e l a t i v e l y . 

5.4.2 Magnetoresistance probe 

The change i n e l e c t r i c a l resistance of a specimen subjected to 

a magnetic f i e l d can be used as a means of measuring that f i e l d . 

5.4.3 Permalloy probe 

When a magnetic material i s moved i n a non-uniform magnetic f i e l d 

i t experiences a change i n i t s magnetization. Substances with high 

permeability such as permalloy can, therefore, be used to sample very 

small f i e l d s . They can be used on very small samples of material i n 

order to measure l o c a l fluctuations i n the f i e l d . In order to render the 

specimens magnetic f i e l d "changing" with respect to the probe, the probe 

i s made to vibrate. (KACZER (1955)) 

5.4.4 Hall probe 

When a conductor or semiconductor carrying a current I i s 

subjected to a uniform f l u x density B perpendicular to the current flow 

(or at least having a component perpendicular to the current flow) then, 

because of the Lorentz force on the charge c a r r i e r , a voltage known as 
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the Hall voltage ( a f t e r i t s discoverer) appears transversely across 
the conductor. Figure 5.19 i l l u s t r a t e s t h i s . As well as the transverse 

Hall voltage the deviation of the charge carriers w i l l cause a small 

change i n resistance. This transverse magnetoresistance can be detected 

as a small current change when the magnetic f l u x i s changed. (See 5.4.2) 

The e f f e c t i s related to the Hall e f f e c t . 

The Hall e f f e c t can therefore be used to measure magnetic flux 

densities. The e f f e c t i s more pronounced i n semiconductors than i n 

metals. 

The probe techniques described are not now i n current use to show 

domain structures. They do, however, and p a r t i c u l a r l y the Hall probe 

technique, represent useful ways of measuring f l u x densities i n 

reasonably large regions of space such as those between the poles of 

magnets which are to be used to provide applied f i e l d s . 

5.5 X-RAY DIFFRACTION 

The method of X-ray topography i s made up of a variety of X-ray 

d i f f r a c t i o n techniques. For a comprehensive review of X-ray topography 

and application of X-ray techniques to domain study, see TANNER (1976), 

X-ray d i f f r a c t i o n i s concerned with l o c a l variations i n the 

i n t e n s i t y or d i r e c t i o n of an X-ray beam which has been d i f f r a c t e d from 

a c r y s t a l according to Braggs Law. 

X / 2ds\n e (5.3) 

where d = l a t t i c e spacing 

0 = Bragg angle. 



1 » CovwJ^vc^v CHAa\ CAjfr&d-

The force on the electrons due to the transverse f i e l d (VH) 
d 

must be equal to the Lorentz force keeping the electrons at the 

lower face of the conductor. 

d 

Fig. 5.19 The Hall Effect 
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There i s no di r e c t interaction between the X-rays and the l a t t i c e . 
The d i f f r a c t i o n occurs because of magnetostructive deformation of the 
l a t t i c e either side of domain vualls. In the same ii/ay, c r y s t a l defects 
can be studied using variations i n the d i f f r a c t e d beam. A d i s t i n c t 
advantage of the technique i s that i t i s essentially non-destructive and 
does not subject a sample to radiation damage. Further reviews can be 
found i n TANNER and BOWEN (1980). 

5.6 NEUTRON DIFFRACTION 

By v i r t u e of the fact that neutrons exhibit a u/ave nature, they 

undergo d i f f r a c t i o n by a cr y s t a l l a t t i c e analagous to the Bragg d i f f r a c t i o n 

of X-rays. D i f f r a c t i o n occurs when the wavelength of the neutrons (given 

by X = h/mv where }\ = the de Broglie wavelength, h = Planck's constant, 

m = mass of the neutron and v i s the v e l o c i t y ) i s comparable to the 

interatomic spacing i n c r y s t a l s . 

When incident neutrons i n t e r a c t with matter they can do so i n 

two ways, 

( i ) i n t e r a c t i o n with an atomic nucleus. 

( i i ) i n t e r a c t i o n with atomic magnetic moments. 

In ( i ) , the i n t e n s i t y of the scattered beams i s considerably less 

than that f o r X-rays. However, the amplitude of the scattering for 

neutrons i s approximately the same for a l l atoms whereas that of X-ray 
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d i f f r a c t i o n (due to interactions with electrons) depends upon atomic 
number. Also, because the scattering amplitude i n neutron d i f f r a c t i o n 
varies i n an i r r e g u l a r way with atomic number, neutron d i f f r a c t i o n makes 
i t possible to distinguish between d i f f e r e n t elements within a sample. 

In ( i i ) , the neutrons are scattered by atoms possessing a net 

magnetic dipole moment. Although the neutron i s e l e c t r i c a l l y neutral 

i t does possess a spin dipole moment. Because the nucleus can be 

considered to be a single point, the neutron nuclear scattering i s 

isot r o p i c with scattering angle 0. This i s not so with neutron magnetic 

scattering and magnetic scattering modifies the t o t a l d i f f r a c t i o n 

pattern due to ( i ) i n a way which depends upon the kind of magnetic 

order present. 

The magnetic contributions can be set apart from the nuclear 

scattering contributions by considering the characteristic ways i n which 

they vary with the angles of incidence and d i f f r a c t i o n . Figure 5.20 

shows the varia t i o n i n scattering as the angle of incidence changes. 

The d i f f r a c t i o n patterns obtained using neutron d i f f r a c t i o n 

techniques on a paramagnetic material are d i f f e r e n t from those obtained 

using a specimen i n a magnetically ordered state. In paramagnetic 

materials (including ferromagnetic and antiferromagnetic materials 

above t h e i r respective Curie and Neel points) the moments are randomly 

orientated. This gives a diffuse background due to e n t i r e l y incoherent 

r e f l e c t i o n s of the neutron beam. A calculation i s then made to obtain 

the scattering due to other effects and when t h i s i s subtracted from 

the background the magnetic scattering i s obtained. 
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Fig. 5,20 Atomic scattering factors as a function of SinQ 

f ^ = X-ray scattering factor. 

f., = neutron nuclear scattering factor N 
f = neutron magnetic scattering factor m 

f i s defined as amplitude of wave scattered by atom 
amplitude of wave scattered by a free electron, 
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When the moments are ordered, there i s coherent r e f l e c t i o n giving rise 

to lines i n the d i f f r a c t i o n pattern. In both cases above, coherent 

nuclear scattering s t i l l occurs. Hence, for the magnetically ordered 

case, there w i l l be lines i n the d i f f r a c t i o n pattern due to the coherent 

nuclear scattering and also lines superimposed on t h i s pattern due to 

the coherent magnetic scattering. The difference between these factors 

permits the magnetic scattering to be separated from the nuclear 

scattering. Consider, f o r example, an antiferromagnet. In an 

antiferromagnet the magnetic moments along a crystallographic direction 

alternate i n di r e c t i o n from atom to atom. Hence the magnetic moment 

w i l l see a crystallographic repeat distance twice that of the repeat 

distance for nuclear scattering. Hence the magnetic u n i t c e l l i s larger 

than the chemical crystallographic c e l l . This w i l l r e s u l t i n the li n e s 

due to magnetic scattering having d i f f e r e n t positions on the d i f f r a c t i o n 

patterns than those due to nuclear scattering. For ferromagnetic order, ' 

superlattice r e f l e c t i o n s are not observed, but the r e l a t i v e i n t e n s i t i e s 

of the d i f f r a c t i o n l i n e s change on going from the paramagnetic to 

ferromagnetic phase. For a discussion on theory of neutron d i f f r a c t i o n 

see MORRISH (1965). 

Neutron beams used for d i f f r a c t i o n purposes are usually obtained 

from nuclear f i s s i o n reactors. The most abundantly available neutrons 
o o 

have a de-Broglie wavelength of about lA (For T = 293K \ - 1.49A) 

which i s the correct order of magnitude for d i f f r a c t i o n to occur at the 

cr y s t a l l a t t i c e . The beam can be collimated. A monochromatic beam 

can be obtained using a single c r y s t a l e.g. LiF.and i r r a d i a t i n g i t with 

the neutron beam. Figure 5.21 shows, very simply, the pri n c i p l e involved 

i n obtaining a monochromatic beam. When the beam makes an angle Q with 
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the c r y s t a l the d i f f r a c t e d beam w i l l have a wavelength according to the 
equation 

The wavelength selected w i l l depend upon the l a t t i c e constant d. 
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CHAPTER 6 

THE COLLOID TECHNIQUE 

6.1 THE COLLOID TECHNIQUE 

The c o l l o i d technique was f i r s t suggested by BITTER (1931) and 

by VON HAMOS arid THIESSEN (1931) independently. The basic principle 

of t h i s technique i s essentially the same as that of sprinkling iron 

f i l i n g s around a bar magnet i n order to examine the flux patterns. 

The method involves sp r i n k l i n g a col l e c t i o n of fine magnetic particles 

over the specimen under examination. Any surface di s c o n t i n u i t i e s , 

such as scratches or intersections with domain walls, results i n stray 

f i e l d s being produced at the surface. (Figure 6,1). This results i n 

the aggregation of the f i j i e p a r t i c l e s at the points where the stray 

f i e l d s are strongest. 

In 1932, B i t t e r used a suspension of f e r r i c oxide i n alcohol 

which he placed on the specimen. This technique proved more successful 

than his e a r l i e r attempts but did not r e s u l t i n the formation of an actual 

domain pattern. The reason for t h i s i s that the p a r t i c l e size was too 

large. 

The technique requires a highly polished, plane, s t r a i n free 

surface. Mechanically polished specimens contain a strained layer which 

produces a pattern which i s not representative of the domain structure 

pertaining under the conditions of observation. When there i s a l o t of 

surface stress, so called maze patterns r e s u l t . As the technique i s a 

very popular one, i t has been refined by various workers. Because the 

procedure merely serves to produce an image of the f i e l d at the surface 

and as such may not represent f u l l y the patterns due to the i n t e r n a l 



a. 0 

® ® 

Fig. 6.1 The stray f i e l d s a r i s i n g 

a. at the intersection of domain walls at the 

specimen surface. 

b. at crack where the magnetization i s p a r a l l e l to 

the crack. 

c. at r i g h t angles to the crack. 
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domains, refinements were required i n terms of surface preparation. 

E l e c t r o l y t i c and chemical polishing techniques have proved to be 

very useful when applied to s t r a i n free samples. Elmore (1937, 1938) 

polished the strained layers from cobalt and iron surfaces and produced 

patterns which did represent domain configurations. Craik (1956) and 
0 

Garrood (1962) have produced p a r t i c l e s of 100 A diameter using t h i s , 

so ca l l e d , wet c o l l o i d technique. 

Among the disadvantages of t h i s wet c o l l o i d technique i s the fact 

that staining of the surface occurs when the c o l l o i d i s l e f t on the 

surface' for any length of time. Garrood overcame t h i s by i s o l a t i n g the 

surface from the c o l l o i d by means of a transparent f i l m . Another 

disadvantage i s the r e s t r i c t i o n imposed on the temperature range of 

application by the freezing point of the c o l l o i d . The technique i s 

inapplicable to those ferromagnetic materials with Curie temperatures 

lower than the freezing point of the c o l l o i d . The c o l l o i d technique i n 

general represents a simple and very ve r s a t i l e method of domain obser­

vation and there are many variations on the technique. In order to 

overcome the problem of the c o l l o i d freezing at low temperatures dry 

c o l l o i d methods are used. Again, the process i s that of depositing 

a fi n e powder of magnetic p a r t i c l e s on the surface i n order to delineate 

the surface f l u x d i s t r i b u t i o n . There are many specific geometries 

ex i s t i n g within the range of apparatus assemblies and i n applying the 

method the design of the apparatus must include considerations such as: 

a) temperature control of the sample ( i . e . the sample must 

be cooled below i t s Curie temperature and very often the 

sample must be heated i n order to vary i t s temperature 

within a specific range of i n t e r e s t . ) 
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b) method of deposition of the par t i c l e s 

c) application of magnetic f i e l d s both for domain contrast . 

and domain wall movement, 

d) the monitoring of the sample temperature, 

e) the method by which the domains are to be viewed. 

One such arrangement i s to be described i n d e t a i l here 

as i t , was t h i s arrangement which was used to obtain data 

for t h i s thesis. 

F i r s t i t w i l l be relevant to discuss the conditions and mechanism 

of pattern formation, 

6.2 THE MECHANISM OF PATTERN FORMATION 

When magnetic p a r t i c l e s are used to form domain patterns they are 

subjected to two magnetic f i e l d s . These two f i e l d s influence the 

d i s t r i b u t i o n of the p a r t i c l e s . 

( i ) the f i e l d due to t h e i r own magnetic moment, 

( i i ) those stray f i e l d s around the surface of the c r y s t a l . 

6.2,1 Upper Limit for Particle Diameters. 

Consider ( i ) The f i e l d s of each p a r t i c l e tends to make the 

part i c l e s form aggregates i n order to make the 

flu x s e l f enclosed. (Figure 6.2) 

When t h i s happens the magnetic moment of the 

aggregate i s too low for i t to take part i n 

pattern formation. 



Fig. 6.2 Aggregate of magnetic particles minimizing external 

f l u x . 
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For a single spherical domain p a r t i c l e the magnetic moment i s 
given by 

fJ = TT d^Is 

where d = diameter of p a r t i c l e 

•• Ts = magnetization 

The f i e l d between adjacent p a r t i c l e s i s given by 

H Cr' 2p/d^ 

and the condition for p a r t i c l e aggregation i s s a t i s f i e d when 

pH > 3KT 

TTd^Is 2 IT d^Is > 3KT . -
6 6d-' 

d^ > (27 x 2KT) 
2 

Tt Is 
or ' d > 3r( 2KT ) " 

( i r ^ i s ^ ) 
'/3 

(6.1) 

From equation 6.1 i t can be seen that i f the particles i n the 

c o l l o i d exceed a diameter of 3(2KT/n- ^ I s ^ ) then they w i l l form 

aggregates accompanied by a reduction i n magnetic moment of the whole. 

Hence the condition for an upper l i m i t of p a r t i c l e size for the 

formation of domain patterns i s 
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d < 3 ( 2KT ) 
( r r^is^) (6,2) 

6.2.2 Lower Limit for Particle Diameters 

pH> 3KT 

•ft d-^IsH > 3KT 
6 

where H i s the magnitude of the f i e l d at the specimen surface. 

KITTEL (1949) estimated the magnitude of t h i s f i e l d Ĥ  at a distance 

above 180 domain walls. 

"w = 21^6^ 
l•^^Jw* 

I ^ = spontaneous magnetization of specimen 

6 = domain wall thickness w 

U *. = 1 + 2 IT I,„ * 
r\|; W 

K 

where = magnetocrystalline anisotropy of the specimen. 

From t h i s Bergmann deduced that the value for the lower l i m i t 

of p a r t i c l e diameter which would resu l t i n a domain pattern i s given by 

XT 
2Tr X s Ivvj Sv) 

(6.3) 
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Hence for the formation of a pattern the p a r t i c l e diameter must 
l i e between 

3 f2Kj_V'l 

Calculations were performed for iron and nickel using the appropriate 

values of I s , Iw and Kw ( i e K^) where Iw refers to the spontaneous 

" , magnetization of the sample (terbium) with temperature. 

Kw represents the magnetocrystalline anisotropy constant for terbium. 

Table 6.1 gives the data for icon. 

Figure 6.3 gives the graphs of upper and lower p a r t i c l e size for 

domain patterns on terbium using i r o n vapour. 

The curves i n Figure 6.3 show maximum and minimum p a r t i c l e diameter 

versus temperature. Where the curves overlap enclose the region where 

p a r t i c l e diameter i s suitable for domain pattern formation. 

Table 6.2 gives the data for nickel p a r t i c l e s . 

Figure 6.4 shows curves for maximum and minimum p a r t i c l e diameter 

versus temperature for nickel p a r t i c l e s deposited on terbium. 

6.3 DRY COLLOID APPARATUS USED FOR THIS THESIS 

Figure 6.5 shows the dry c o l l o i d apparatus due to SMITH, CORNER 

and TANNER (1980). This apparatus was the apparatus used to obtain 

domain patterns on a terbium single c r y s t a l . The apparatus design 

involving the cold finger arrangement allowed the construction of a 

very slim brass chamber which could be f i t t e d between the pole pieces 
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Fig. 6.5 Dry c o l l o i d apparatus (SMITH CORNER and TANNER (1980)) 
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of 'a magnet, i f so required, thus allowing the application of a large 
external f i e l d . 

The specimen i t s e l f was mounted with Durafix on a brass sample holder 

i n which a hole was d r i l l e d to take the hot junction of a copper constantah 

thermocouple. The temperature was read using a NORONIX NTM 3 temperature 

meter. During a t y p i c a l run, iron wire of 0.027 cm diameter and 99.99^ 

pu r i t y was evaporated onto the surface of the sample which was mounted 

upside down onto the cold finger. Previous apparatus, notably due to 

Herring and Jakuboviks (197J) and Saad (1977) had the samples underneath 

the evaporating system. This arrangement required temperature s t a b i l i t y 

f o r a period of time to allow the c o l l o i d to s e t t l e . The apparatus due 

to Herring and Jakuboviks i s shown i n Figure 6,7. The best source for 

the evaporation was a V shaped tungsten wire of 0.1 cm diameter and 99.97?o 

p u r i t y . This was push f i t t e d i n t o holes d r i l l e d i n t o the two brass 

electrodes which were f i t t e d i n t o the chamber. To f a c i l i t a t e cleaning of the 

chamber and to allow the f i t t i n g of a new filament for each run, the 

electrode assembly was f i t t e d to a t u f n o l base which was screwed onto the 

base of the chamber (a rubber 0 r i n g between the two). The iron wire was 

f i r s t cleaned (by scraping o f f the outer layers using p l i e r s ) and then 

wrapped around the tungsten filament as shown i n Figure 6,5, The glass 

cryostat and cold finger assembly was then placed i n t o the chamber and the 

evaporation sequence started by evacuating the chamber. Using a rotary 

backing pump and a d i f f u s i o n pump with a l i q u i d nitrogen trap, the 

chamber pressure was taken to 10~^ t o r r . Liquid nitrogen was also 

poured i n t o the double walled glass cryostat i n order to cool the sample. 
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The evaporation temperature vi/as reached by taking the sample to the 

lowest temperature attainable using the r i g and then allowing the 

temperature to r i s e to that required. The design of the r i g would allow 

the inclusion of non-inductively wound heating c o i l s at the side of the 

sample i n order to control the temperature, but t h i s was not done as the 

method previously described did notpiove too inconvenient. 

The evaporation was carried out using helium as the transport 

gas. The optimum pressure was found to be 1.5 t o r r . The introduction of 

t h i s gas i n t o the r i g had two adverse e f f e c t s . F i r s t l y , i f the gas was 

introduced after the sample had been cooled, the gas warmed up the r i g . 

Secondly, irrespective of whether the gas was introduced p r i o r to or 

aft e r cooling, the conduction properties (convection and conduction) 

of the helium meant that the lowest temperature attainable was less than 

that attainable i n the absence of the gas. This was overcome (when 

temperatures of less than about 120k were desired) by using a polystyrene 

( l i q u i d hydrogen f i l l e d ) dewar to surround the r i g chamber. Low temperature 

work involved a few problems. F i r s t l y , when the evaporation of the i r o n 

was carried out (by passing a large current through the tungsten filament) 

the transport properties of the gas was very e f f i c i e n t . This led to the 

problem of depositing too much ir o n onto the c r y s t a l surface. To overcome thie| 

a wire mesh was introduced mid way between the sample and the filament 

( a f t e r SMITH et a l ) . This reduced the amount of iron deposited onto the 

sample. The mesh arrangement consisted of 0.5 x 0.5 mm copper mesh mounted 

on a p l a s t i c tube which gave a snug f i t inside the chamber. Secondly, 

when the current was passed through the filament the gas warmed up l o c a l l y 

and the deposition temperature started to r i s e . As the deposition duration 

was 15 seconds t h i s meant that the temperature rose by a few degrees 



- 135 -

as the deposition was carried out. Hence for a particular domain pattern 

the temperature was taken as an average over a small range of temperatures. 

T h i r d l y , when the steady state Carvditions had been reached the reading 

on the temperature meter fluctuated considerably. I t was decided that 

t h i s was due to the cold nitrogen vapour wafting over the contacts which 

connected the thermocouple to the outside c i r c u i t r y . As these contacts 

were i n the proximity of the cryostat l i q u i d nitrogen trap there was l i t t l e 

which could be done to prevent the nitrogen vapour from reaching these 

contacts. After achieving some s t a b i l i t y by covering the contacts with 

small polystyrene blocks, i t was decided to replace the thermocouple by a 

diode. This had the added advantage of robustness as the copper constantan 

thermocouple junction was prone to snapping owing to the number of times 

i t was moved i n and out of the hole i n the sample holder (the thermocouple 

was kept i n place by a plasticine plug). The diode chosen was a Lake Shore | 

DT5Q0K s i l i c o n diode. Because the junction resistance of a pn diode varies 

w i t h temperature the junction voltage of a pn diode through which a 

constant current flows w i l l vary with temperature i n a similar way to the 

resistance temperature v a r i a t i o n . Hence the forward voltage Vp of the 

diode could be used to indicate temperature. The relationship between Vp 

and T varies with the type of diode used. For a review on temperature 

dependence of diodes see NOTO and HEUBENER (1978). Figure 6.8 shows the 

Vp/T curve for the DT500K diode (Lake Shore Cryogenic^ B u l l e t i n LBll-72-1) 

as given by Noto and Heubener. 

So th a t the temperature indicated by the diode represented the sample 

temperature, the diode was mounted as close to the sample as possible. 

This meant constructing a new sample holder. A brass sample holder was 

constructed, on the side of which was a tapering groove i n t o which the 
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diode could be s l o t t e d . Covering the top of the diode with a layer of 
grease improved the thermal contact. Figure 6.9 shows the diode and the 
sample holder. After each deposition the chamber and contents were 
cleaned thoroughly to avoid contamination of the sample. A new filament 
was used each time. 

6.3.1 Calibration of the diode 

The diode was calibrated by checking the voltage across the junction 

at two temperatures and drawing a stra i g h t l i n e between these two points. 

The forward voltage of the diode bore a linear relationship with 

temperature over the range of temperatures of interest (as shown i n 

Figure 6.8). For t h i s reason only two ca l i b r a t i o n points were required 

and these were chosen to be l i q u i d nitrogen temperature (77K) and room 

temperature. Room temperature was obtained using a sensitive mercury i n 

glass thermometer and frequent checks were made on the ca l i b r a t i o n curve. 

The constant current source used for the preliminary series of depositions 

was constructed as per Figure 6.10. This constant current source was 

used i n conjuntion with an Avo d i g i t a l multimeter to provide the necessary 

metering for the diode thermometry. Later a MERIC constant current source 

was used which provided a current of 1 0 0 . A d i g i t a l panel voltmeter 

was used. Figure 6.11 shows the diode c a l i b r a t i o n curve using the Meric 

source. 

6.3.2 Conditions for evaporation 

To successfully obtain a deposition of iron vapour onto the sample^ 

which would i l l u s t r a t e the domain patterns,requires optimisation of several 
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parameters. Transport gas pressure i s important as i s the magnitude 
and duration of the heater current. I n i t i a l depositions were carried out 
using a discarded s i l i c o n - i r o n sample. The power source providing the 
heating current was a mains r e c t i f i e d d.c. source designed to deliver 
up to 120A at 5v controlled by a Variac transformer. After many attempts 
using d i f f e r e n t currents for varying time durations, good contrast domain 
patterns were obtained by delivering 50A for 15 seconds to the tungsten 
filament. The length of iron wire evaporated was usually 7 cm, although 
10 cm lengths were used on a few occasions. I t was found that a height 
of about 20 cm was most suitable for the tungsten filament ( i , e , the 
height referred to i s distance from the brass electrodes to the top of the 
filament U with the filament i n place, (See Figure 6,12), The helium 
transport gas pressure was 1,5 t o r r . 

Just above the sample, a f e r r i t e magnet of f i e l d strength 14 mT 

was f i t t e d t o the cold finger. This magnet provided a v e r t i c a l bias f i e l d 

which aided contrast. I t was found that using the bias magnet, domain 

patterns were obtained at a l l temperatures of i n t e r e s t , whereas, without 

the bias magnet, domain patterns were only obtained at low temperatures 

according to the calculations i n Section 6.2.1 and 6.2.2. (See Figures 

6,3 and 6,4), 

The domain patterns obtained and the experimental conditions are 

discussed i n Chapter 7, 
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Fig. 6.7 Schematic diagram of the evaooration unit 

used by Herring and Jakubovics (1973). 
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Fig, 6,8 Temperature dependence of forward voltage Vp, i n 

Lake Shore DT 500K s i l i c o n diode. (NOTO and 

Huebener (1978)). 
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Fig. 6.9 Diode and sample holder. 
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CHAPTER 7 

MAGNETIC DOMAIN STRUCTURES IN TERBIUN SINGLE CRYSTALS 

7.1 INTRODUCTION 

The sample used f o r domain s t r u c t u r e s t u d i e s was a s i n g l e c r y s t a l 

o f 99,99?o pure terbium grown by e l e c t r o n beam f l o a t zone melting i n u l t r a 

h i gh vacuum. The sample \i/as c ut by el e c t r o - s p a r k erosion i n order t o 

avoid s t r e s s i n g . Figure 7,1 shows the sample dimensions and c- ax i s 

o r i e n t a t i o n s . The sample was i n the form o f a c i r c u l a r d i s c 1.5 mm t h i c k 

and 5 mm i n diameter. The o r i e n t a t i o n was such t h a t the c- ax i s made an 

angle o f 14° w i t h the specimen surface and a b-axis made an angle o f 7° 

w i t h the surface. 

Domain s t r u c t u r e s were s t u d i e d as a f u n c t i o n o f temperature using 

the d r y c o l l o i d apparatus described i n Chapter Six. Typical photographs 

are. shown i n Figures 7.2 and 7.3. These photographs show domain pat t e r n s 

a t temperatures o f 180K and lOOK r e s p e c t i v e l y . The high magnetocrystalline 

a n i s o t r o p y i n terbium confines the magnetization t o the b- ax i s and 

Figures 7.2 and 7.3 are t y p i c a l o f r e s u l t s on polished unstrained specimens. 

The c r y s t a l p o l i s h used a t f i r s t consisted o f 50% g l a c i a l a c e t i c acid 

w i t h 50?o n i t r i c a c i d and the p o l i s h i n g was followed by a methanol wash. 

While t h i s process produced a h i g h l y polished surface, t a r n i s h i n g occurred 

r a p i d l y a f t e r the r e s i d u a l p o l i s h had been washed from the surface and tl i e 

s u r f ace had d r i e d . This problem o f t a r n i s h i n g was overcome by p o l i s h i n g 

w i t h 25:25:50 a c e t i c a c i d , n i t r i c a c i d , methanol, followed by a methanol 
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wash. I t proved expedient, t o keep the sample i n methanol a f t e r the wash, 
u n t i l i t was t o be i n s e r t e d i n t o the dry c o l l o i d chamber, ( i . e . the 
sample d i d not t a r n i s h i n a i r when i t was kept wet w i t h methanol). 
The sample was mounted on the brass holder w i t h d u r o f i x and the f a c t t h a t 
methanol i s a so l v e n t f o r d u r o f i x d i d not cause any problems because, 
although the time between p o l i s h i n g the sample and i n s e r t i n g i t i n t o the 
chamber was l a r g e enough t o cause t a r n i s h i n g o f the dry sample, the a c t u a l 
time the sample was wet w i t h methanol was not long enough f o r the d u r o f i x 
t o dissolve. 

7.2 DOMAIN PHOTOGRAPHS 

The photographs o f the domain p a t t e r n s were taken w i t h a Pr a k t i c a 

camera used i n c o n j u n c t i o n w i t h a Vickers M17 microscope. The general 

method used was t o scan the c r y s t a l surface photographing any area showing 

a domain p a t t e r n . Figures 7.4 t o 7.12 show contact p r i n t s o f scans showing 

domain p a t t e r n s a t various temperatures. 

Table 7.1 shows the c o n d i t i o n s f o r each d e p o s i t i o n . Several g r a t i c u l e 

- photographs have been included t o give the contact p r i n t s s c a l e . The 

g r a t i c u l e was a 1mm mark graduated a t 0.01 i n t e r v a l s . 

The domain spacings obtained experimentally are discussed i n s e c t i o n 

7.4. 



F i g . 7.1 Terbium sample used t o study domain s t r u c t u r e s . 
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7.3 SLAB DOMAIN MODEL FOR TERBIUM 

In order to explain the domain structures which they observed i n a -

cubic single c r y s t a l of terbium, Corner and Al-Bassam (1971) devised 

a model based on 60°, 120° and 180° Bloch walls. (Figure 7.13). The 

magnetostatic energy due to free poles on the {l210^ surfaces (a planes) 

was given as 

Em 1.7 f ^ ^ ^ ' ^ " " 2 Dy^ (7.1) 

The m.agnetostatic energy on flOlO] surfaces (b planes) was given as 

Em = 1.7 2 DX7- (7.2) 

Lade d i f f r a c t i o n patterns indicated that the sample used i n the 

present observations was orientated with a b- plane enclosing an angle of 

7°.with the c r y s t a l surface (Figure 7,1), 

On the assumption that the observed structures consist of 18o'̂  walls 

between domains magnetized p a r a l l e l and a n t i p a r a l l e l to the b direction 

almost i n the surface, an equivalent equation 7.2 can be written as 

Em - ( ^ i - ' ^ ' ' ^ " ' ' ) " 2P:>t-z 

=. OS'S S!K'̂ 7 Daz (-7^3) 

This ignores any term due to free poles on the curved surfaces of the 

specimen. Such an assumption i s v a l i d i f the specimen thickness i s small 
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compared to the diameter. 

The wall energy i s = xyz( "̂ ^̂  

for 180̂ ^ Bloch walls. 

The t o t a l wall energy i s the sum of the magnetostatic energy and 

the w a l l energy. 

T w m 

E, = 0.85 I ^ s i n ^ 1 Dxz + Vigo 
I S - Q 0 

The equilibrium condition w i l l be a minimum i n the energy with 

respect to Z. 

E x p l i c i t l y , 

4^ ^^T) = 0.85 I ^ sin^7 Dx + xy )(l8Q = 0 

which gives 

where i s an equilibrium domain width. 

Thus, 

^o = 
(7.5) 

Now -- \l ^ h e r e = 8(A!<^) 
2 



F i g . 7.13 Layer domain structure of terbium cube 

(CORNER and AL-BASSAM (1971)) 
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where i s the basal plane anisotropy constant 

A i s the exchange i n t e g r a l which i s given by 

A = 2K Tc 

and K i s Boltzmann's constant 

Tc i s the Curie temperature (taken as 222K) 
—8 

do i s the l a t t i c e parameter = 3.6 x 10~ cm 

This gives a value for A = 1.7 x 10~^ erg cm"'̂  

Therefore 

Do = 

or Do = 3 V 5 a A'"̂  ^^"^ (7.6) 

I n order to allow f o r end effects i t i s preferable to write 

b c ^ ^ f C ^ (7.7) 

The value of the f i t t i n g parameter i s Q.176 i f the end corrections 

are ignored and equation 7.5 i s used. 

Table 7.2 gives values of from Bly (1967) (Figure 7.17), I t also 

gives I s values from Hegland et a l . (1963) (See Figure 7.16) and Is values 

from neutron d i f f r a c t i o n data (Dietrich and Als-Nielsen (1967)). 
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Equation 7.7 i s used t o obtain curves of domain width versus 
temperature using the two sets of I s values. The curves are shown i n • 
Figures 7.18 and 7.19. 

7.4 DOMAIN 5PACINGS FROM EXPERIMENTAL OBSERVATIONS 

The photographs of magnetic domains i n terbium shown i n Figures 7.20 

- , to 7*28 and Figure 7.30 are at various magnifications (the variations 

being introduced at the enlarging stage). Appropriate scales have been 

added to these figures. The domain spacing at any particular temperature 

varied (sometimes quite d r a s t i c a l l y ) across the crystal surface. ( I t 

was f o r t h i s reason the surface was scanned by the microscope and several 

photographs taken.) Figure 7.20 shows four photographs which i l l u s t r a t e 

t h i s v a r i a t i o n at 118K. The photographs shown represent only a few of the 

many photographs taken of domain patterns on t h i s particular sample. 

A l l of the domain patterns shown by these photographs were obtained i n the 

presence of an applied v e r t i c a l f i e l d of 14 mT. This f i e l d , as previously 

mentioned, aided contrast but could, concievably, account for some of the 

anomalous effects which appear on some of the p r i n t s . 

Table 7.3 shows domain spacings (d) at various temperatures. 

Because the domain widths varied so much at a particular temperature, the 

values of d given represent a r e a l i s t i c estimation, considering the f e a s i b i l i t y 

of some of the widths shown on the photographs. The error bar given for d 

i s taken t o be + 2^im long. While some of the variations exceeded t h i s , 

those variations were, perhaps, due to stress i n the c r y s t a l (See section 

7*.5). (+ lyMi^ i s accepted at lOOK as very l i t t l e variation i n d appeared). 
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The temperature error bar i s accepted as being + 2K. As mentioned i n 
Chapter Six, when the current was passed through the tungsten filament 
i n order to evaporate the iron wire wrapped around the filament, the 
transport gas heated up and the diode sensor detected a change i n the 
chamber's ambient temperature (or at least the temperature of the 
brass sample holder, and hence the sample), of a few degrees K. This 
could mean one of t\iio things. Either the c o l l o i d was deposited on the 
sample surface over the whole duration of the deposition (15 seconds), 
i n which case the temperature conditions changed as the pattern formed, 
or else the i n i t i a l deposition of c o l l o i d occurred quickly at the 
beginning of the 15 seconds and l a t e r additions of c o l l o i d adhered to 
t h i s i n i t i a l configuration. In the l a t t e r case the temperature of 
deposition i s , therefore, the temperature at the s t a r t of the 15 seconds. 
I n t u i t i v e l y i t i s f e l t that i f the c o l l o i d delineated the domain walls 
at the s t a r t of the deposition, then any s l i g h t variation i n temperature 
would do l i t t l e to s h i f t t h i s pattern. I t i s l i k e l y , therefore, that the 
temperature conditions at the beginning of the deposition process are 
those which can be used i n terms of domain spacing estimation. 
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7.5 DISCUSSION 

As previously mentioned (7.4) the domain spacing varied markedly 

across the c r y s t a l surface at any particular temperature. I t i s quite 

possible that sample thickness variations could account for some of the 

variations i n d. I t i s , hou/ever, highly l i k e l y that stress i n the c r y s t a l 

gave r i s e to magnetostriction which caused l o c a l variations i n domain 

width. Figure 7.25 shows domains at 180K. The photograph shows two 

d i s t i n c t domain widths, the smaller probably being due to stress e f f e c t s . 

These e f f e c t s , however small, are very d i f f i c u l t to avoid. Mounting the 

sample on and removing i t from the holder inevitably causes stress. 

The chemical polishing process, while less harsh than a mechanical polish, 

involved r o t a t i n g the c r y s t a l face down onto a polishing cloth under the 

pressure exerted by i t s own weight plus that of the sample holder. No 

estimation of magnetostriction i n the sample has been made and theerror 

bar associated with d has been made, as previously mentioned, i n terms 

of the f e a s i b i l i t y of the measured values of d. 

The domain widths proved, on occasions, very d i f f i c u l t to measure 

due perhaps to the c o l l o i d p a r t i c l e s being too large. In Chapter Six 

the calculations for optimum c o l l o i d p a r t i c l e diameter for pattern 

formation were done for zero bias f i e l d . Under these conditions, as 

previously mentioned, pattern formation occurred only a low temperatures. 

For pattern formation at higher temperatures the application of the bias 

f i e l d was essential. This f i e l d (14mT) could, quite conceivably, have 

the additional e f f e c t of allowing pattern formation with large c o l l o i d 

p a r t i c l e s . These p a r t i c l e s , being i n ef f e c t single domains, could form 

aggregates thus increasing the graininess of the domain walls outlined by 

the c o l l o i d . 
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Figure 7.22 shows a domain pattern which i s p a r t i c u l a r l y d i f f i c u l t to 
assess i n terms of domain width. This i s due to the c o l l o i d graininess. 

Figures 7.27 and 7.31(d) show a very i n t e r e s t i n g substructive 

(at 215K), (Colloid graininess obviously i s not a problem here). No 

d e f i n i t e explanation can be given for t h i s substructure other than to 

suggest magntostrictive e f f e c t s , or else the presence of domain walls 

other than the simple 180° walls previously discussed. There may be 

60^' or 120^ walls present i n addition to the main 180^ walls which 

could r e s u l t i n the substructure pattern shown. Faint lines of c o l l o i d . 

also appear i n the bright areas taken to be the main surface domain areas. 

Figure 7.28 shows a set of photographs showing magnetic domains for 

a temperature range of 224 to 228 K. Although there i s some controversy 

about the Curie temperature of terbium 228K seems to be high. While 

bearing i n mind the previous discussion on the temperature range of 

deposition i t must be pointed out that there i s no reason to mistrust 

the r e l i a b i l i t y and accuracy of the diode sensor or the associated 

temperature measuring apparatus. Again stress effects could res u l t i n 

varying values for Tc. 

Another int e r e s t i n g e f f e c t arises as a res u l t of using a v e r t i c a l 

bias f i e l d . B.K,Tanner (1981) points out that for zero v e r t i c a l bias, 

leakage f i e l d calculations for various distances above the specimen 

show a maximum at the walls. With a bias f i e l d however, similar 

calculations show maximum above domain centres close to the specimen 

surface. Figure 7.32 shows t h i s . This d i s t r i b u t i o n of leakage f i e l d 
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(shown i n figure 7.32 (a)) results i n a change i n the domain contrast. 
Instead of the b r i g h t dark contrast i n the absence of the bias f i e l d , a 
bright dark, grey, dark, bright contrast i s obtained. Figure 7.31 (b) 
shows t h i s e f f e c t i n terbium at 95K with a v e r t i c a l bias f i e l d of 14 mT. 

Figure 7.19 shows the curve of domain width versus temperature. 

The domain widths were calculated using the Is values obtained from neutron 

. d i f f r a c t i o n data, and using equation 7.7. Figure 7.7 shows t h i s curve 

redrawn and superimposed are the experimental data points obtained using 

the dry c o l l o i d apparatus. As can be seen, the data agrees very well 

with the t h e o r e t i c a l curve and the data certainly indicates the trend for 

d to increase as i s approached. According to the theoretical model 

adopted d approaches i n f i n i t y at T̂ . I t would appear, therefore, that 

the experimental determination of domain widths at various temperatures 

has provided data which agrees well with the Corner - Al -Bassam slab domain 

model as applied to a sample where IBo'^ walls are present. 

7.6 SUGGESTIONS FOR FURTHER WORK 

The results obtained for domain spacing versus temperiature agree 

reasonably well with the results predicted by the Corner - Al-Bassam 

slab domain model ( f o r 180° w a l l s ) . The effects of stress have not been 

estimated at a l l i n t h i s thesis and i t i s suggested that consideration 

of stress would have yielded results which explained (or at least p a r t l y 

explained) the wide v a r i a t i o n i n d across the surface of the c r y s t a l at 

a given temperature. Also, the investigation of domain structures 

without a v e r t i c a l bias f i e l d could explain the fine substructure observed 
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at 215K. I t i s not clear whether the substructure i s due to stress effects 
or whether there are walls other than simple 180° walls present. Problems 
i n obtaining domain patterns at 215K would exi s t without the v e r t i c a l 
bias f i e l d but d i f f e r e n t c o l l o i d materials could be used at low temperature 
without a bias f i e l d and at high temperatures with a bias f i e l d . This 
work could establish whether or not c o l l o i d contrast i s linked with fine 
s t r u c t u r e . Also, the use of f i n e r c o l l o i d .particles with and without bias 
f i e l d would enable a better contrast to be achieved and remove some of the 
problems involved i n measuring domain spacing on the photographs. 

One o f the biggest problems encountered i n the present observations 

was the problem of the tedious technique used for the observations. The 

technique was discussed i n d e t a i l i n Chapter Six but s u f f i c e i t to say that 

the technique required a great deal of time i n order to prepare the sample 

and prepare the apparatus f o r a run. There i s also the problem of cooling 

the sample, s e t t i n g optimum conditions for a deposition and then warming 

the sample before removing i t and taking i t to the microscope. One 

p o s s i b i l i t y for the convenient observation of domain structures i s the Kerr 

magneto-optic e f f e c t (as mentioned i n Chapter 5). While t h i s technique, 

l i k e the c o l l o i d technique, observes surface magnetization and does not 

represent the bulk material, i t does o f f e r a convenient way of observing 

w a l l movement (which the c o l l o i d technique does n o t ) . Because no p a r t i c l e s 

are involved a suitable imaging system would allow the observation of domain 

w a l l movement. A suitable Kerr e f f e c t apparatus would allow the sample to 

be placed i n a chamber (See Chapter 5) and the temperature on an 

applied f i e l d could be varied without the necessity to remove the sample. 

An added advantage would be that repeated polishing (and hence stressing) 

of the c r y s t a l would not be required.) There remains, however, the problem. 
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of resolution with the Kerr e f f e c t as applied to rare earth metals. 
Perhaps use of such an apparatus with other samples would provide 
answers which could be applied to solving some of the problems encountered 
by the use of the dry c o l l o i d technique. 



Fig, 7.32 Calculations of leakage f i e l d at various distances 

above a rare earth garnet c r y s t a l . 

(a) zero v e r t i c a l bias. 

(b) with v e r t i c a l bias (2 mT) 

(B. K. TANNER (1981)) 
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