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Abstract

Large earthquakes commonly trigger widespread and destructive landsliding. However, current approaches to modeling regional-scale landslide activity do not account for the temporal evolution of progressive failure in brittle hillslope materials. Progressive failure allows hillslopes to possess a memory of previous earthquakes, which has the potential to influence landslide activity in future earthquakes. The original contribution of this thesis is to address the influence of hillslope memory on spatial and temporal patterns of earthquake-triggered landslide activity, through a combination of landslide inventory analysis and numerical modeling.

An understanding of spatial distributions of earthquake-triggered landslides is first established, through analysis of inventories of landslides triggered by five large ($M_w > 6.7$) earthquakes. The results show how current landscape conditions at the time of earthquakes influence hillslope failure probability. By identifying factors exhibiting a common influence on landslides triggered by all five earthquakes, general spatial models of landslide probability are developed, which are transferrable between different earthquakes and regions. Analysis of model performance for landslide distributions triggered by two sequential earthquakes is then used to establish where this spatial approach breaks down. Errors in the landslide distribution predicted for the second earthquake suggest that the legacy of damage to hillslope materials accrued from the first earthquake is an important control on landslide occurrence.

Given the infrequent recurrence of large earthquakes and limited temporal coverage of landslide data, a new modelling approach is developed to understand how hillslope memory influences long-term patterns of earthquake-triggered landslide activity. The model integrates the site-scale evolution of hillslope progressive failure into modeling regional-scale earthquake-triggered landslide activity, in response to sequences of earthquakes. The model results suggest that the sensitivity of landscapes to landslide-triggering increases following large earthquakes, due to damage accumulated in hillslopes that do not reach the point of failure, and decays as these hillslopes fail in response to subsequent, lower-magnitude events. Prolonged elevated levels of rainfall-triggered landslide activity observed following large earthquakes appear to reflect this result. Using the model outputs, a methodology is proposed for predicting
temporal variability in landslide activity using records of seismic data. The model results also suggest that, when hillslopes undergo progressive failure, relationships between seismic forcing and landslides are influenced by the magnitude-frequency distribution of earthquakes. As a result, current approaches that use these relationships to predict levels of long-term landslide hazard and erosion rates, but do not account for regional differences in earthquake distributions, may suffer from systematic under- or over-prediction. These significant implications for predicting the geomorphological and human impact of landslides highlight the need for detailed multi-temporal datasets recording the evolution of landslide activity following major earthquakes, in order to quantitatively investigate the influence of hillslope memory in real landscape settings.
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# Glossary of terms

## Landslide modelling and analysis variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>Force</td>
<td>N or kg m s$^{-2}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Area</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Normal stress</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$\sigma'$</td>
<td>Effective normal stress</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Shear stress</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$. Note that in Chapter 6 numerical modeling this is defined as a static coefficient of friction.</td>
</tr>
<tr>
<td>$\tau_f$</td>
<td>Shear strength</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$. Note that in Chapter 6 numerical modeling this is defined as a static coefficient of friction.</td>
</tr>
<tr>
<td>$\tau_{fp}$</td>
<td>Peak shear strength</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$. Note that in Chapter 6 numerical modeling this is defined as a static coefficient of friction.</td>
</tr>
<tr>
<td>$\tau_{fr}$</td>
<td>Residual shear strength</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$. Note that in Chapter 6 numerical modeling this is defined as a static coefficient of friction.</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Shear strain</td>
<td>None (m/m)</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>Shear strain rate</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Rate of shear strength decay with shear strain ($\frac{\Delta r}{\Delta \epsilon}$)</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Friction angle</td>
<td>Radians</td>
</tr>
<tr>
<td>$\phi'$</td>
<td>Effective friction angle</td>
<td>Radians</td>
</tr>
<tr>
<td>$c$</td>
<td>Cohesion</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$c'$</td>
<td>Effective cohesion</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$u$</td>
<td>Pore-water pressure</td>
<td>Pa or kg m$^{-1}$ s$^{-2}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Hillslope gradient</td>
<td>Degrees (converted to radians in calculations)</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration</td>
<td>9.8 m s$^{-2}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>Soil density</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$z$</td>
<td>Vertical depth to the shear plane</td>
<td>m</td>
</tr>
<tr>
<td>$z_w$</td>
<td>Height of water table above the failure plane</td>
<td>m</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>Water density</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$FS$</td>
<td>Factor of safety $FS = \frac{T_r}{\tau}$</td>
<td>Dimensionless ratio</td>
</tr>
<tr>
<td>$e$</td>
<td>Exponential constant</td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td>Material void ratio</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>Material composition</td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>Material stress history</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>K</td>
</tr>
<tr>
<td>$S$</td>
<td>Material structure</td>
<td></td>
</tr>
<tr>
<td>$l$</td>
<td>Landslide mass downslope length</td>
<td>m</td>
</tr>
<tr>
<td>$a_c$</td>
<td>Newmark critical acceleration</td>
<td>g ($1 \text{ g} = 9.81 \text{ m s}^{-2}$)</td>
</tr>
</tbody>
</table>
\(a_c(t_{fp})\)  Critical acceleration when material is at peak strength

\(D_N\)  Newmark displacement  cm

\(A_L\)  Full landslide area (including source, run-out and deposit)  m\(^2\)

\(A_{LS}\)  Area of landslide source zone  m\(^2\)
(excluding zones on run-out and deposit)

\(A_{min}\)  Magnitude-frequency distribution
lower bound landslide area  \(A_L\)

\(A_{max}\)  Magnitude-frequency distribution
upper bound landslide area  \(A_L\)

\(\alpha\) and \(\vartheta\)  Power-law scaling exponents, where \(\alpha = \vartheta + 1\)

\(\alpha_{PLM}\)  Power-law scaling exponent for distribution of potential landslide masses

\(\alpha_{FLM}\)  Power-law scaling exponent for distribution of failed landslide masses

\(N_L\)  Number of landslides triggered by an earthquake

\(P_{ls}(A)\)  Landslide source area (hillslope failure) probability, \(P_{ls}(A) = \frac{\sum A_{LS}}{\sum A_t}\)

\(\hat{P}_{LS}(A)\)  Landslide source area (hillslope failure) probability predicted by logistic regression model
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>Landslide source binary variable</td>
<td></td>
</tr>
<tr>
<td>FLD</td>
<td>Distance from coseismic fault line</td>
<td>km</td>
</tr>
<tr>
<td>FPD</td>
<td>Distance from coseismic fault plane</td>
<td>km</td>
</tr>
<tr>
<td>HW</td>
<td>Hanging-wall binary variable</td>
<td></td>
</tr>
<tr>
<td>NDS</td>
<td>Normalised distance from stream channel to ridge crest</td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>Local hillslope orientation with respect to coseismic source (incidence angle of seismic waves)</td>
<td>Degrees</td>
</tr>
<tr>
<td>SL</td>
<td>Local hillslope gradient derived from a 30 m resolution DEM</td>
<td>Degrees</td>
</tr>
<tr>
<td>ER</td>
<td>Drainage basin elevation range derived from a 30 m resolution DEM</td>
<td>m</td>
</tr>
<tr>
<td>ES</td>
<td>Drainage basin elevation standard deviation (m) derived from a 30 m resolution DEM</td>
<td>m</td>
</tr>
<tr>
<td>GT</td>
<td>Geology indicator variable</td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>Dip-slope binary variable</td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>Solar Radiation</td>
<td>WH/m²</td>
</tr>
<tr>
<td>FDA</td>
<td>Distance from all mapped faults</td>
<td>km</td>
</tr>
<tr>
<td>PD3</td>
<td>Spatially distributed mean precipitation for the month of a given earthquake plus the previous 2 months</td>
<td>mm</td>
</tr>
<tr>
<td>PD6</td>
<td>Spatially distributed mean precipitation for the month of a given earthquake plus the previous 5 months</td>
<td>mm</td>
</tr>
</tbody>
</table>
Earthquake modelling and analysis variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Earthquake ground acceleration</td>
<td>(g (1g = 9.81 \text{ m s}^{-2}))</td>
</tr>
<tr>
<td>(I_a)</td>
<td>Arias intensity</td>
<td>(\text{m s}^{-1})</td>
</tr>
<tr>
<td>(PGA)</td>
<td>Peak ground acceleration</td>
<td>(g (1g = 9.81 \text{ m s}^{-2}))</td>
</tr>
<tr>
<td>(M) and (m)</td>
<td>Earthquake magnitude (generic)</td>
<td></td>
</tr>
<tr>
<td>(M_w)</td>
<td>Earthquake moment magnitude</td>
<td></td>
</tr>
<tr>
<td>(M_s)</td>
<td>Earthquake surface wave magnitude</td>
<td></td>
</tr>
<tr>
<td>(M_L)</td>
<td>Earthquake local magnitude</td>
<td></td>
</tr>
<tr>
<td>(M_o)</td>
<td>Seismic moment</td>
<td>(\text{N m})</td>
</tr>
<tr>
<td>(D)</td>
<td>Earthquake focal depth</td>
<td>(\text{m})</td>
</tr>
<tr>
<td>(b)</td>
<td>Gutenberg-Richter b-value</td>
<td></td>
</tr>
<tr>
<td>(\delta)</td>
<td>Gutenberg-Richter scaling exponent, (\delta = \ln(10) b)</td>
<td></td>
</tr>
<tr>
<td>(m_{\text{min}})</td>
<td>Gutenberg-Richter distribution lower-bound earthquake magnitude</td>
<td></td>
</tr>
<tr>
<td>(m_{\text{max}})</td>
<td>Gutenberg-Richter distribution upper-bound earthquake magnitude</td>
<td></td>
</tr>
<tr>
<td>(R)</td>
<td>Distance from seismic source</td>
<td>(\text{km})</td>
</tr>
<tr>
<td>(M_w(\text{HM})) and (M_w(\text{LM}))</td>
<td>Magnitude of HM (high magnitude) earthquakes and LM (low magnitude) earthquakes respectively, where the relative size of earthquakes is of relevance to the system behaviour</td>
<td></td>
</tr>
<tr>
<td>(PGA(\text{HM})) and (PGA(\text{LM}))</td>
<td>PGA produced by HM (high magnitude) earthquakes and LM (low magnitude) earthquakes respectively, where the relative size of earthquakes is of relevance to the system behaviour</td>
<td>(g (1g = 9.81 \text{ m s}^{-2}))</td>
</tr>
<tr>
<td>(t)</td>
<td>Time in model iterations, where each</td>
<td></td>
</tr>
</tbody>
</table>
iteration represents the occurrence of a single mainshock earthquake

\[ M_t \]
Threshold magnitude separating model earthquakes where \( PGA \geq a_c(\tau_{fp}) \) and \( PGA < a_c(\tau_{fp}) \), used in the calculation of \( SSR \)

\[ M_{op} \]
A given total of previously released seismic moment, used in the calculation of \( SSR \)

\[ SSR \]
Seismic strength ratio: the ratio recently released seismic moment contributed from earthquakes where \( PGA \geq a_c(\tau_{fp}) \) and \( PGA < a_c(\tau_{fp}) \). Provides an index for estimating current landslide propensity from past seismic history

\[
SSR = \frac{\log(M_{op})_{M_w>M_t}}{\log(M_{op})_{M_w<M_t}}
\]

---

**Numerical model analysis variables**

\[ PP_{LSA}(M_w = 7.9) \]
Potential landslide source area probability: \( P_{LS}(A) \) that would result if an earthquake of a given magnitude (7.9 in this example) occurs

\[ P_{max} \]
\( PP_{LSA} \) at \( t = t(HM) + 1 \). Describes the peak landslide propensity immediately following the HM earthquake

\[ P_{min} \]
minimum \( PP_{LSA} \) reached in the minima following \( P_{max} \)

\[ P_{mean} \]
long-term mean \( PP_{LSA} \) calculated across 10,000 iterations prior to the HM earthquake

\[ P_{minit} \]
iteration at which \( P_{min} \) is reached
Pmean1
iteration at which $PP_{LSA}$ reaches Pmean following Pmax and is the initial model-time period taken for $PP_{LSA}$ to decay from its peak back to mean conditions

Pmean2
model-time period taken for $PP_{LSA}$ to reach Pmean following Pmin

$M_{max}$
Magnitude of the largest recorded earthquake prior to a given landslide-triggering earthquake

$M_{last}$
Magnitude of the last recorded earthquake prior to a given landslide-triggering earthquake

Regression parameters

$R^2$
Regression fit statistic ($R^2$ or pseudo-$R^2$ where indicated)

c...
Where c is followed by a subscript it denotes a regression coefficient (e.g.: $c_{PGA}$)
### Glossary of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>Magnitude-frequency</td>
</tr>
<tr>
<td>MMI</td>
<td>Modified Mercalli Intensity</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital elevation model</td>
</tr>
<tr>
<td>PLM</td>
<td>Potential landslide mass</td>
</tr>
<tr>
<td>FLM</td>
<td>Failed landslide mass</td>
</tr>
<tr>
<td>GR</td>
<td>Gutenberg-Richter</td>
</tr>
<tr>
<td>USGS</td>
<td>United States Geological Survey</td>
</tr>
<tr>
<td>GNS</td>
<td>New Zealand Institute of Geological and Nuclear Sciences</td>
</tr>
<tr>
<td>MSA</td>
<td>Multiple series average, which refers to the average $PP_{LSA}(M_w = 7.9)$ time series output from 30 numerical model runs</td>
</tr>
<tr>
<td>ETL</td>
<td>Earthquake-triggered landslide</td>
</tr>
</tbody>
</table>
Chapter 1 - Introduction to the study

This thesis explores relationships between distributions of earthquake-triggered landslides (ETL) and the potential influence of landscape memory of past earthquakes. The combination of widespread hillslope failure produced by earthquakes, and the potential of seismic waves to irreversibly damage and weaken hillslope materials, even in hillslopes that do not undergo failure, means that the condition of hillslopes does not remain static through time. As a result, the current sensitivity of landscapes to earthquake-triggered landsliding, or landslide propensity (the number, area or volume of landslides that a given earthquake will trigger), will be dependent upon the legacy of previous earthquakes. This relationship remains poorly understood, primarily due to the limited temporal record of regional-scale landslide activity across the return periods of large earthquakes. This investigation offers an alternative approach, which integrates hillslope material failure mechanics into ETL modelling, in order to relate regional-scale landslide activity to the site-scale evolution of hillslope progressive failure via brittle deformation processes.

1.1 Rationale

High magnitude earthquakes in steep mountainous regions commonly trigger large numbers of landslides across extensive areas (Keefer, 2002, Bommer and Rodriguez, 2002, Rodriguez et al., 1999). For example, the 2008 Wenchuan earthquake caused over 56,000 landslides distributed across an area of over 40,000 km$^2$ (Dai et al., 2011). Such events drive orogen-scale geomorphic changes (Keefer, 1994, Korup et al., 2010, Malamud et al., 2004b, Hovius et al., 2011, Parker et al., 2011) and pose a major hazard to life and infrastructure across wide areas (Cui et al., 2011, Keefer, 2002, Dahal et al., 2012). An understanding of the nature and behaviour of orogen-scale, seismically-driven geomorphological processes has important implications for understanding landscape evolution and gauging risks posed to communities living in active mountain regions.

Current approaches to analysing regional-scale ETL activity involve primarily spatial interpretation of the links between landslide occurrence and static landscape conditions, including the properties of hillslope materials (Parise and Jibson, 2000, Clarke and Burbank, 2011), structure (Guzzetti et al., 1996), morphology (Montgomery,
2001, Montgomery and Brandon, 2002), and the characteristics of triggering mechanisms (Meunier et al., 2007, Meunier et al., 2008, Malamud et al., 2004b). This work has provided insights into factors controlling spatial distributions of ETLs, which can be modelled as a function of variables that provide proxies for the stability of hillslopes and the spatial distribution of ground accelerations (e.g.: Lee et al., 2008a, Meunier et al., 2007, Pal et al., 2008, Garcia-Rodriguez et al., 2008, Miles and Keefer, 2009, Jibson, 2007, Godt et al., 2009, Jibson, 2011). However, two characteristics of these approaches limit the extent to which ETL distributions are understood, which in turn limits the spatial and temporal transferability of current models.

Firstly, the majority of published ETL spatial models have been produced for the purposes of hazard assessment, through analysis of landslides specific to a single earthquake or region (Yilmaz and Keskin, 2009, Lee et al., 2008a, Kamp et al., 2008, Garcia-Rodriguez et al., 2008, Lee and Evangelista, 2006, Ayalew and Yamagishi, 2005, Lin and Tung, 2004). Although these models have a number of similarities, modelling approaches and input variables differ extensively, and the fit of models has previously been given more emphasis over understanding physical links between predictor variables and ETL processes. As a result, there is a lack of a generalised, albeit simplified model, which describes ETL distributions in a manner transferable between different earthquakes and regions. This complex, non-unified conception of ETL distributions has prevented general characteristics of the system behaviour from being studied in more detail.

Secondly, and following on from this, the underlying basis of the landslide process in these models does not account for the temporal evolution of failure in hillslope materials, specifically progressive failure. The probability that a hillslope fails is considered as dependent on the current earthquake and other landscape characteristics that are assumed to be temporally static, and independent of all preceding events. However, movement patterns in failing landslide masses (Loew et al., 2012, Petley et al., 2002, Crosta and Agliardi, 2003) and the results of laboratory tests (Petley et al., 2005b, Petley et al., 2005a) have shown that brittle hillslope materials undergo strain-dependent weakening prior to failure (Leroueil et al., 2012). ETL failure in brittle materials therefore develops through time, such that hillslopes have a memory of past earthquakes that drive the strain-weakening process. That
memory is recorded through a cyclic process of incremental reduction in material strength and the subsequent failure and removal of weakened material. Whether or not a hillslope fails in response to an earthquake is a function of both the current event and by definition the history of damage accumulated in that hillslope from past events. It follows that landslide activity in response to a given earthquake is therefore dependent on the legacy of damage previously accumulated in hillslopes across the landscape. The same earthquake could conceivably trigger different numbers and distributions of landslides depending on when it occurs, and those hillslopes that do not undergo failure may experience weakening that primes them for failure in future events.

Regional-scale empirical evidence tentatively indicates the influence of hillslope memory on landslide activity, although the mechanics and long-term nature of this behaviour remain unclear. Limited temporal data suggests a 7-fold increase in rainfall-triggered landslide activity in the wake of the 1999 Chi-Chi earthquake (e.g.: Hovius et al., 2011, Lin et al., 2006, Lin et al., 2004, Lin et al., 2008a) and preliminary results suggest similar behaviour associated with the 2008 Wenchuan (Whadcoat, 2011, Tang et al., 2011) and 2005 Kashmir earthquakes (Saba et al., 2010). Although this behaviour has been associated with the damage and disturbance to hillslope materials produced by large earthquakes (Hovius et al., 2011; Lin et al., 2008), the temporal mechanics of the process have not been explored. Additionally, predictive models of regional-scale landslide activity exhibit large uncertainties. Spatial models (described above) suffer from uncertainty in their ability to predict the discrete locations of landslides (Lee et al., 2008a, van Westen et al., 2006), while global relationships reveal up to an order of magnitude variance in the number and volume of landslides for earthquakes of comparable size and depth (Keefer, 2002, Keefer, 1984, Bommer and Rodriguez, 2002, Rodriguez et al., 1999, Malamud et al., 2004b, Keefer, 1994). Although these uncertainties are generally attributed to unconstrained variability in climate, earthquake characteristics, landscape morphology and hillslope material properties, local to regional differences in the legacy of past events provides another potential contributing factor. The discrete locations of landslides will be determined by those hillslopes sufficiently weakened and primed for failure prior to the triggering earthquake, and earthquakes will trigger more landslides in regions where more
hillslopes are primed for failure, and vice-versa. However, the absence of ETL data for sequences of earthquakes has resulted in a limited quantitative understanding of how past events influence present ETL activity. This applies both to short-term changes in landslide activity in the wake of large earthquakes, as well as the impact of hillslope memory on long-term patterns of landslide activity. Consequently, many models used to undertake quantitative assessment of landslide hazard and erosion rates assume that the impact of earthquakes is not correlated across time (e.g.: Guzzetti et al., 2006, Guzzetti et al., 2003, Guzzetti et al., 2005, Malamud et al., 2004b, Keefer, 1994). If hillslope memory affects landslide activity then this assumption is false and the validity of these models must be scrutinised (Witt et al., 2010, Korup et al., 2012, Tatard et al., 2010).

Despite the lack of multi-temporal landslide data, there currently exists an extensive range of geotechnical models with which to simulate progressive hillslope failure (Stead et al., 2012, Kramer, 1996, Leroueil et al., 2012, Eberhardt et al., 2004). As these techniques have been developed for site-scale landslide investigations, advances in geotechnical models have generally focused on providing a physically realistic representation of site-scale failure processes and movement mechanisms (e.g.: Wasowski et al., 2011, Stead et al., 2006, Moore et al., 2011). A lack of research has considered the application of these models to investigate regional-scale landslide activity. The innovative nature of this study is to develop a new approach to modelling regional-scale ETL activity, as the product of progressive failure processes. This provides the basis for investigating landslide activity from a temporal perspective not attainable from current landslide data, and developing an understanding of the potential influence of hillslope memory on spatial and temporal patterns of earthquake-triggered landslides.
1.2 Aims and Objectives

The principle aim of this study is to establish the effect of hillslope material memory on regional-scale landslide activity in areas affected by earthquakes. This is achieved by addressing the following objectives:

1. To produce a generalised earthquake-triggered landslide spatial model that is transferrable between different earthquakes and regions, by using statistical models to investigate the influence of current earthquake and static landscape conditions on the probability of hillslope failure;

2. To test for the influence of hillslope memory and establish the errors involved in a spatial approach to modelling earthquake-triggered landslides, by undertaking a detailed analysis of spatial distributions of landslides triggered by multiple earthquakes in the same region;

3. To develop a new conceptual and numerical model that integrates the site-scale evolution of hillslope progressive failure via brittle deformation processes into modelling regional-scale earthquake-triggered landslide activity;

4. To investigate the implications of the model results for landslide hazard, predictability and sediment generation through the following research questions:
   
   i. What is the impact of large earthquakes on subsequent landslide activity?
   
   ii. How can long-term patterns of variability in landslide propensity be linked to seismic history?
   
   iii. How does the way in which landslides evolve affect the importance of earthquake-triggered landslides in long-term erosion rates and levels of landslide hazard?

1.3 Organisation of the thesis

The structure of this thesis reflects an attempt to progressively build an understanding of the influence of hillslope memory on regional-scale landslide activity.
Chapter 2 provides a review of current research into hillslope processes at different scales relevant to this investigation. This starts by examining hillslope material properties and how these influence the stability of individual landslide masses. A review of seismic slope stability models is provided, with detailed consideration given to the Newmark sliding block method, which is used throughout this investigation. Finally, regional-scale landslide activity is addressed by reviewing studies into the aggregate characteristics and spatio-temporal distributions of ETLs.

Chapter 3 presents the inventories of ETLs used in analysis. The data consist of five landslide inventories and accompanying thematic data, selected to provide insight into spatial patterns of landslide activity associated with earthquakes across different regions. Included are two new datasets for large earthquakes occurring in close proximity, which triggered landslides across an overlapping region. These events provide the foundations to examine the consistency of spatial patterns of hillslope failure and to test for the influence of hillslope memory from one earthquake to the next. Three additional datasets from previous investigations are also introduced, and a comparison of all five datasets is undertaken in order to determine considerations for analysis.

Chapter 4 presents a spatial analysis of earthquake-triggered landslide distributions, in order to address Objective 1 and provide the basis for addressing Objective 2 in Chapter 5. This is achieved using logistic regression models to constrain the spatial probability of hillslope failure probability, as a function of variables that provide proxies for the stability of hillslopes and the spatial distribution of ground accelerations. These variables represent the present, static landscape conditions when earthquakes occur, but not the legacy inherited from past earthquakes. A detailed spatial analysis is carried out for the 1929 and 1968 New Zealand earthquakes, identifying patterns of hillslope failure consistent for the two events and the strength of different variables in influencing failure probability. A combined analysis of all five landslide distributions is undertaken to develop a general model of earthquake-induced hillslope failure probability, which is transferrable between different earthquakes and regions.
Chapter 5 presents a conceptual model that integrates the site-scale evolution of hillslope progressive failure via brittle deformation processes into modelling regional-scale earthquake-triggered landslide activity, thereby addressing Objective 3. The model is necessarily simplified, but represents the key mechanisms of first-time earthquake-triggered hillslope failure in brittle hillslope materials. The model is used to infer the role of hillslope memory in spatial patterns of landslide activity, and uses further analysis of data from the 1929 and 1968 earthquakes to test this hypothesis (Objective 2). From the model, a mechanism of potential temporal variability in landslide propensity is identified, providing the justification for numerical modelling undertaken in Chapter 6.

Chapter 6 examines how hillslope memory might influence the legacy of large earthquakes and long-term temporal variability in landslide activity, through numerical modelling. The model system is based on the principles outlined in Chapter 5 and calibrated using landslide distribution characteristics observed in Chapter 4. The model simulates the development of hillslope failure in populations of landslide masses in response to multiple earthquakes. The results show the potential effects of hillslope material memory on regional-scale landslide activity across timescales of the return period of individual earthquakes and long-term behaviour in response to earthquake distributions. The results provide the basis for addressing Objective 4 and the research questions, which are discussed in Chapter 7.

Chapter 7 provides a synthesis of outputs from numerical modelling in Chapter 6, with the understanding of ETL spatial distributions developed in Chapters 4 and 5, in order to address the three research questions. (i) The impact of large earthquakes on landslide activity is examined through comparison of temporal patterns of landslide activity predicted by the numerical model with observed changes in landslide activity following large earthquakes. (ii) A means of predicting temporal variability in landslide activity from past seismic data is proposed and tested through a reanalysis of numbers of landslides triggered by different earthquakes. (iii) The influence on hillslope memory on the long-term impact of landslides is investigated through comparison of outputs from the time-dependent model developed in Chapter 6, which integrates hillslope memory, and the time-independent model developed in Chapter 4, which does not. Finally, future research requirements are identified, for testing and further
quantitative investigation of the influence of hillslope failure processes on regional-scale landslide activity.

Chapter 8 provides the conclusions of the investigation, with respect to the study objectives and research questions. The original contribution to knowledge is outlined and recommendations for future research are summarised.
Chapter 2 - Conceptual background

In order to investigate the influence of hillslope memory on landslide activity, it is necessary to consider current understanding of landslide processes at different spatial scales. These can be broadly separated into the process-scale of brittle deformation and progressive failure, the site-scale of individual landslide masses and the regional-scale encompassing multiple landslide masses. The strength and stress-strain behaviour of hillslope materials is determined by deformation and fracture processes that essentially occur at the molecular scale. However, the properties of hillslope materials that result from this process are studied and generalised through laboratory tests on material samples at scales of ~0.10 m. The site-scale stability of hillslopes, and their response to seismic accelerations, is then inferred by further generalising this behaviour across the scale of individual landslide masses. As the scale of landslide masses ranges over several orders of magnitude, the most relevant conceptual scale may be tens to thousands of metres in length. The third level is the regional-scale, which refers to that encompassing multiple landslides across a region. This is the scale at which large numbers of discrete landslide events can be studied using aggregate statistics, and generally considers areas upwards of the scale of individual drainage basins. The behaviour of landslides at this scale is the product of the combination of hillslope material properties and site-scale stability mechanics in large numbers of potential landslide masses in hillslopes. The following sections review the current understanding of landslide processes relevant to this investigation at these different scales.

2.1 Hillslope material properties and site-scale hillslope stability

2.1.1 Stress, strain and strength

Understanding hillslope material properties requires a clear definition of the concepts of stress, strain and material strength. Stress (σ or τ, kg·m⁻¹·s⁻²) is the average force (F, kg·m·s⁻²) acting on a unit area (A, m²) in any chosen direction, generating tension, shear or compression:

\[ \sigma = \frac{F}{A} \]
Stresses acting on a plane may be resolved into three perpendicular components, with one component acting normal to the surface (normal stress, $\sigma$, kg·m$^{-1}$·s$^{-2}$) and the other two acting parallel to the surface (shear stresses, $\tau$, kg·m$^{-1}$·s$^{-2}$). Normal stresses tend to change the volume of the material and are resisted by the bulk modulus. Shear stresses tend to deform the material without changing its volume, and are resisted by the shear modulus.

Strain ($\varepsilon$, dimensionless) is deformation, as measured as a ratio of the change in dimensions of the stressed body ($du$) to its original dimensions ($dx$):

Equation 2-2

$$\varepsilon = \frac{du}{dx}$$

Strain may occur as an increase or decrease in dimensions and may involve changes in length (linear strain), volume (volumetric strain) or distortion (shear strain). Where the strain in one direction is much less than the strain in the other orthogonal directions the smallest strain can be ignored and the body is said to experience plane strain. This is important for slope stability models since plane strain is a key assumption for limit equilibrium methods (Section 2.1.3).

The term strength is used in three senses in the earth sciences (Selby, 2005): 1) the ability of material to resist deformation by compressive, tensile or shear stresses, 2) the ability of a rock or soil to resist abrasion, and 3) to indicate the resistance of loose or unconsolidated mineral grains to being transported by a fluid. Here and throughout this thesis strength is used in the first of these senses.

### 2.1.2 Hillslope material strength

In evaluating the resistance of hillslope material to landsliding, the shear strength of the material is of primary relevance, rather than its resistance to failure under tension or compression. The shear strength of a material depends upon many factors. Selby (2005:51) hypothesised that a complete equation to characterise shear strength may take the form:

Equation 2-3

$$\tau_f = f(q, \phi, C, \sigma', c', H, T, \varepsilon, \dot{\varepsilon}, S)$$
Where:

\( \tau_f \) is the shearing resistance

- \( q \) is the void ratio
- \( \phi \) is the frictional property of the material
- \( C \) is the composition

\( \sigma' \) is the effective normal stress holding materials in contact

- \( c' \) is the effective cohesion of the material

\( H \) is the stress history

- \( T \) is the temperature
- \( \varepsilon \) is the strain
- \( \dot{\varepsilon} \) is the strain rate

\( S \) is the structure of the material

Many of these components are not independent and cannot be evaluated quantitatively. However, in general hillslope material strength can be simplified to two components, cohesion and friction, which can be evaluated and measured in controlled conditions (Selby, 2005, Simons et al., 2001). Cohesion results from a variety of inter-particle bonding processes including chemical bonds, Van der Waals forces, electrostatic forces and magnetic forces. Apparent cohesion occurs as a result of capillary stresses and interlocking of particles on a microscopic level due to surface roughness. Cohesion is generally expressed in units of stress (Selby, 2005).

Friction results from resistance of particles to sliding past each other, grain crushing and volume change, and is the basic control on the strength of soil and rocks (Selby, 2005, Simons et al., 2001). Frictional strength or resistance is directly proportional to the normal stress holding grain surfaces in contact and is influenced by the number of point contacts in the volume of material, the arrangement, size, shape and resistance...
to crushing of grains, as well as by voids and dilatancy (Selby, 2005). Frictional strength is commonly expressed in terms of a friction angle ($\phi$, radians):

Equation 2-4

$$\tan \phi = \frac{\tau}{\sigma}$$

Where $\tau$ is the shear stress acting along the plane, and $\sigma$ is stress acting normal to the plane of contact. $\phi$ is the angle of inclination of the resultant stress on the sliding interface, measured from the slope normal. The total resistance of a material to shear or shear strength at failure ($\tau_f$) can be expressed using the Coulomb equation. For perfectly dry soil or rock the equation is:

Equation 2-5

$$\tau_f = c + \sigma \cdot \tan \phi$$

where $c$ is the cohesion of the material (kg·m$^{-1}$·s$^{-2}$).

Both cohesion and friction are altered by the presence of water in soil or porous and permeable rock. When water is present, surface tension produces apparent cohesion between particles, resulting in negative pore pressures. However, surface tension forces are lost in fully saturated material and a proportion of the normal stress is transferred from the hillslope material to the water. Although the confined water can withstand compressive stress, it cannot withstand shear stress. Therefore, as pore pressures rise the material shear strength is reduced (Skempton, 1960, Terzaghi, 1936). For saturated materials the Coulomb equation is thus written as:

Equation 2-6

$$\tau_f = c' + (\sigma - u) \cdot \tan \phi'$$

where $c'$ is the effective cohesion (as reduced by loss of surface tension), $u$ is the pore-water pressure (kg·m$^{-1}$·s$^{-2}$) derived from the unit weight of water and the height of the free water column in the soil, and $\phi'$ is the friction angle with respect to effective stresses (Selby, 2005).
2.1.3 Rock mass strength and scale

While the Coulomb model is based on the strength of intact materials studied in small material samples, in reality the strength of intact rock holds little significance for determining the strength of rock masses (Hoek, 2000). This is due to the presence of discontinuities such as bedding planes, joints, shear zones and faults. At shallow depths, where stresses are low, failure of the intact rock material is minimal and the behaviour of the rock mass is controlled by resistance to sliding on these discontinuities (Hoek, 2000). With increasing spatial scale the strength of rock masses decreases as discontinuities become more frequent, creating greater potential for strain localisation along weak zones and interactions between discontinuities (Chemenda et al., 2005, Schmidt and Montgomery, 1995, Hoek, 2000). However, by generalising bulk rock mass strength on the basis of properties of the intact rock and observed characteristics that reduce these properties, Coulomb cohesion and friction parameters can be applied to rock masses at scale (e.g.: Hoek et al., 2002, Hoek and Brown, 1997, Londe, 1988, Ucar, 1986, Hoek, 1983, Hoek et al., 1995). Therefore, the Coulomb model can be used to analyse the site-scale stability of hillslopes.

2.1.4 Hillslope stability

The stability of hillslopes can be expressed in terms of a factor of safety, $FS$, where:

\[ FS = \frac{\text{sum of resisting forces}}{\text{sum of driving forces}} \]

Where the forces resisting sliding and instability are exactly equal to the forces driving sliding instability $FS = 1$, meaning the slope is just stable; where $FS < 1$ the slope is in a condition for failure; where $FS > 1$ the slope is stable (Selby, 2005). To model the stability of a potential landslide, the infinite slope procedure is commonly used (Taylor, 1948, Skempton and De Lory, 1957). Here the potential landslide mass is modelled as a 2-dimensional rigid block of uniform thickness, which rests on a planar slope of constant gradient and of infinite length (Figure 2-1). Two key assumptions are imposed by the model:

1. Sliding occurs along a plane parallel to the ground surface
2. The slope extends infinitely in all directions so that the stresses are the same on the two planes perpendicular to the slope. As these forces are collinear, equal in magnitude and opposite in direction, they exactly balance each other and can therefore be ignored.

*FS* of a rectangular block can be calculated for hydrostatic conditions as (Selby, 2005):

\[
FS = \frac{c + (\cos^2 \beta (\rho_s g (z - z_w) + (\rho_s g - \rho_w g)z_w)) \tan \phi}{\rho_s g z \cos \beta \sin \beta}
\]

Where $\beta$ is the slope gradient (radians), $\rho_s$ is the soil density (kg/m$^3$), $g$ is the gravitational acceleration (9.8 m s$^{-2}$), $z$ is the vertical depth to the shear plane (m), $\rho_w$ is water density (kg/m$^3$) and $z_w$ is the height of the water table above the failure plane (m). For cohesionless slopes *FS* is independent of the depth of the failure plane, such that:

\[
FS = \frac{(\cos^2 \beta - u) \tan \phi}{\cos \beta \sin \beta}
\]

Where $u$ is the pore-water pressure. In this case *FS* is the same for small and large depths (Milledge, 2008). Disregarding the influence of pore water pressure, this can be simplified further, such that:

\[
FS = \frac{\tan \phi}{\tan \beta}
\]
Figure 2-1 Illustration of infinite slope model for a cohesionless slope in dry conditions, where $\beta$ is the slope angle, $\phi$ is the friction angle, and $F/S$ is independent of the depth of the failure plane.

2.1.5 Stress-strain behaviour of soil and rock

The stress-strain behaviour of soil and rock can be broadly divided into two stages. When stress levels are relatively low, crystalline solids respond to imposed loads elastically (i.e.: strain is proportional to load and the original dimensions are recoverable, Selby (2005)). During this stage bonds resulting from grain-grain adhesion (Johnson, 1985) between particles are being loaded but not breaking, so no permanent changes to the structure of the material take place. When the stress levels exceed the threshold capacity of the solid to deform elastically it undergoes irrecoverable deformation. The mechanism of this permanent deformation is generally distinguished as one of two types, relating to the stress-strain behaviour of the material (Engelder, 1993).
Brittle deformation for an idealised laboratory sample is illustrated in Figure 2-2 A. After the initial elastic phase (1) the weakest and most intensely stressed bonds begin to break. At this stage the material undergoes a combination of elastic and plastic deformation, characterised by a decrease in the gradient of the stress-strain curve as the material approaches its peak strength (2). This is the maximum value of shear stress attained during failure, and is the product of the peak values of cohesion and friction. As deformation continues, bonds continue to break and strain becomes localised, forming a shear zone of weakened material. Here the shear stress falls to the residual value (4) that then remains constant, even for large shear displacements (5). This is the residual strength and is the product of residual values of cohesion (which is generally considered to be zero) and friction. This behaviour is commonly referred to as “strain-softening”.

Ductile deformation is illustrated in Figure 2-2B. Again the initial elastic phase (1) is followed by a phase of elastic-plastic deformation resulting from inter-particle bond breakage, similar to that displayed by brittle materials (2). However, strain is not able to localise to form a single shear plane. While the material becomes gradually restructured as inter-particle bonds are broken, it cannot weaken and so experiences purely plastic deformation at constant stress (3). In theory the deformation will continue in this manner to infinite strain, although in reality a gradual decrease in strength may still occur as the result of particle reorientation (Petley and Allison, 1997).
Brittle deformation generally occurs in bonded or cemented materials at relatively low, near-surface confining pressures. Most engineering soils display brittle behaviour at confining pressures in the range 1–250 kPa, mudrocks may also display brittle behaviour at confining pressures in the range 0–2MPa, while harder geological materials display brittle behaviour up to greater confining pressures (Petley and Allison, 1997). Ductile deformation generally occurs in materials with little or no inter-particle bonding (Fan et al., 1994) and at higher confining pressures and temperatures experienced at greater depth (Ng, 2007, Hudson and Harrison, 1997). For near surface materials, ductile deformation may occur in non-cohesive soils (Selby, 2005), very poor quality, soft rock masses (Hoek, 2000) and where brittle deformations have already reduced rock mass strength to residual values. This indicates that, at low confining pressures representative of shallow slope failures, rocks will generally display strain-softening behaviour for first-time failures. This will also be the case for deeper landslides occurring in harder bedrock materials, where sudden failures result from the formation of basal shear surfaces through brittle deformation (Petley and Allison, 1997). This suggests that the majority of first-time failures are likely to occur via brittle deformation in rock.

The mechanism and temporal development of landslide failure via brittle deformation can be understood in terms of the progressive failure model (Bjerrum, 1967). Based on observations of pre-failure landslide movement patterns (Petley et al., 2002, Kilburn and Petley, 2002) and the results of stress path triaxial tests, (Petley et al., 2005a, b) proposed a conceptual model for the development of progressive first-time failure in hillslopes formed from brittle, cohesive materials. The authors proposed that when a temporary reduction in factor of safety ($FS$) occurs due to elevated pore pressures, local stresses may exceed material strength in parts of a potential landslide mass, even though the global $FS$ is still greater than unity. This allows strain-softening to take place in these segments, causing them to transition from peak to residual strength. The stress is then redistributed to other unsheared portions of the potential landslide, which subsequently undergo the same transition. This transfer process eventually reaches the point at which shear stress exceeds shear strength across the whole of the shear zone, such that failure becomes inevitable regardless of pore pressure state, as long as the shear stress is greater than the residual strength of the material. After this
point the potential landslide mass experiences a catastrophic acceleration in the rate of deformation as the final sections of the shear zone fail, resulting in the total failure of the section of hillslope. While this model was developed for instability associated with hydrologically-triggered landslides, dynamic stresses from the passage of seismic waves may also serve to produce the temporary instabilities required for progressive failure (Petley et al., 2005b, Loew et al., 2012, Moore et al., 2012).

2.2 Seismic slope stability modelling

The passage of seismic waves causes temporary changes in the distribution of stresses acting on hillslope materials (Newmark, 1965). Effects of earthquakes on the stresses relevant to slope stability include cyclic changes in shear and normal stresses as well as elevated pore water pressures associated with collapse of the soil structure and liquefaction (Kramer, 1996). The change in stresses required to produce instability is closely related to the static stability of hillslopes (Section 2.1.4). As a result, many commonly used methods of assessing the stability or performance of slopes during earthquakes rely on static stability analysis (Kramer, 1996, Newmark, 1965, Jibson, 1993). Methods developed to date can be grouped into three general categories:

1. Pseudostatic analysis
2. High-resolution geomechanical analysis
3. Permanent displacement analysis

These techniques differ primarily in the accuracy with which the earthquake ground motion and the dynamic response of the slope are represented, ranging from the simple to the highly complex.

2.2.1 Pseudo-static analysis

The simplest approach to evaluating the performance of a slope under seismic shaking is pseudo-static analysis. Here, the earthquake acceleration acting on the landslide mass is applied as a permanent static body force acting in the downslope direction in limit-equilibrium analysis (Terzaghi, 1950). The earthquake-acceleration required to reduce $FS$ to 1 is called the critical acceleration, exceedence of which is defined as failure. The technique is straightforward to apply, requiring only the peak ground
acceleration, PGA (g), plus the information required for static factor of safety analysis (Section 2.1.3). In general, only the horizontal component of the earthquake shaking is modelled because the effects of vertical forces are assumed to average out to near zero (Jibson, 2011). In fact vertical components of ground motion can be of considerable importance to the stability of hillslopes (Elgamal and He, 2004), although this assumption is useful for simplifying analysis.

Pseudo-static analysis has several disadvantages. Characterising the earthquake shaking as a permanent, unidirectional body force assumes that the full force of the PGA acts only in the direction promoting instability, and is therefore extremely conservative. To correct for this the technique relies heavily on selection of a pseudo-static coefficient. However, there exists no robust, widely-accepted, rational basis for coefficient selection, with engineering judgement along with the standard practice of different groups generally invoked in the selection process (Jibson, 2011, Kramer, 1996, Ozcep et al., 2012, Bozbey and Gundogdu, 2011, Chen et al., 2004). The technique also tells the user nothing about what happens after equilibrium is exceeded. The analysis determines whether the slope is either stable or unstable, however the consequences of instability cannot be judged. To assume failure of a slope as soon as equilibrium is reached would be to assume perfectly elastic behaviour of the hillslope material, with immediate failure upon exceedence of the elastic limit. As hillslope materials exhibit elasto-plastic and strain-softening behaviour (Section 2.1.5), this indicates that exceedence of yield acceleration does not result directly in failure, but rather in deformation from which weakening and failure may later result.

While pseudo-static analysis is easy to use, its simplicity stems from a crude characterisation of the physical process, which results in both difficulties in its implementation and in assessing the likelihood of failure.

### 2.2.2 High resolution geomechanical analysis

At the other end of the spectrum there is a huge range of recently developed modelling techniques that provide a more physically realistic representation of failure processes. These techniques include finite element, finite difference, distinct element, discrete element and finite fracture network codes, as well as recently developed particle flow and lattice spring approaches (e.g.: Stead et al., 2012, Kramer, 1996,
Using these methods, complex failure mechanisms can be modelled, incorporating both structural and rock mass controls on material strength, brittle fracture processes within the rock mass, and even associate changes in hillslope hydrology (Havaej et al., 2012, Stead et al., 2012). These techniques can, theoretically, provide the most accurate representation of landslide geometry, and failure processes. However, this accuracy depends heavily on high-resolution, high-quality input data, much of which has been attained using site-scale remote sensing techniques (Stead et al., 2012). In the context of this investigation, this level of detailed modelling is not required, nor is it practical for modelling failure processes in large number of landslides at regional-scales (Jibson, 2011).

2.2.3 Permanent displacement analysis: Newmark sliding block model

The Newmark (1965) sliding block model, provides a means of evaluating the dynamic performance of hillslopes in a way that provides more useful information than pseudostatic analysis, but is less complex and more practical than high resolution geomechanical analysis in the context of this study. The technique was originally developed for evaluating potential deformations in dams and embankments, and can be used to predict approximate displacements of both flat and sloping ground, produced when the shear strength of rocks and soils is exceeded by earthquake-induced stresses (Ambraseys and Menu, 1988). In the last 30 years the technique has undergone significant development in its application to landslides in both natural and man-made slopes (e.g.: Ambraseys and Srbulov, 1994, Wilson and Keefer, 1983, Jibson, 1993, Jibson et al., 2000, Jibson, 2007). As this study uses the Newmark model as the basis for a general conceptual model and numerical simulations, a detailed review is provided.

A potential sliding mass is modeled as a rigid-plastic block, sitting on a flat or inclined plane (Figure 2-3). As in pseudostatic analysis, the technique considers only the horizontal component of ground accelerations. The block has a known critical acceleration, $a_c$ (g), which is the threshold acceleration required to overcome shearing resistance and initiate sliding. When the critical acceleration is exceeded, the combination of static and dynamic shear stress exceeds the shear strength of the
material. At this point \( FS < 1 \) and so displacement takes place. The output of the analysis is the cumulative, permanent displacement of the block as it is subject to an earthquake acceleration time history, termed the Newmark displacement, \( D_N \) (cm).

Conducting Newmark analysis involves first determining the critical acceleration of the potential landslide block, which is a function of \( FS \) and the landslide geometry (Newmark, 1965):

\[
a_c = (FS - 1)g \sin \beta
\]

Where \( a_c \) is the critical acceleration in terms of \( g \) (1 g = 9.81 m s\(^{-2}\)). \( \beta \) is the angle from the horizontal in which the centre of gravity of the slide mass moves when displacement occurs, which is the slope angle for an infinite slope (Newmark, 1965). Once the critical acceleration is determined, Newmark displacement is calculated by double integrating the sections of the strong motion record which lie above the critical acceleration (e.g.: Newmark, 1965, Makdisi and Seed, 1978, Chang et al., 1984, Ambraseys and Menu, 1988, Wilson and Keefer, 1983), as illustrated in Figure 2-4. Accelerations exceeding \( a_c \) are integrated over time to derive the time series of velocity between the block and the ground. The full relative velocity time series is then again integrated to give the cumulative, relative displacement of the landslide block. Although displacement may occur in both the downslope and upslope directions, \( a_c \) in
the upslope direction is generally much greater than $a_c$ in the downslope direction, and in the majority of cases PGA does not exceed upslope $a_c$. Upslope $a_c$ can therefore be assumed to be infinitely large without introducing errors into the analysis (Newmark, 1965, Franklin and Chang, 1977, Chang et al., 1984, Ambraseys and Menu, 1988, Lin and Whitman, 1986).

Figure 2-4 Illustration of the Newmark integration method of Wilson and Keefer (1983): A) Earthquake acceleration-time history with critical acceleration (dashed line) of 0.2 g shown; B) velocity of the landslide versus time; C) displacement of landslide versus time. Points X, Y, and Z are for reference between plots. (Jibson, 2011: 46)

2.2.4 Simplified Newmark analysis

Rigorous Newmark analysis (described above) requires a full seismic acceleration time history, and is generally only applicable for site-scale analysis. A range of regression models have been produced with which to predict Newmark displacements as a function of various ground motion parameters (Jibson, 1993, Jibson et al., 1998, Jibson
et al., 2000, Jibson, 2007, Ambraseys and Menu, 1988). Parameters used include earthquake moment magnitude, $M_W$, Arias intensity, $I_a$ (m s$^{-1}$) (Arias, 1970), and critical acceleration ratio ($\frac{a_c}{PGA}$), which is the ratio of $a_c$ to $PGA$. The different models, sizes of samples used to fit them and their goodness-of-fit are summarised in Table 2-1. Of all published examples, models from Jibson (2007) have been fitted using the largest number of individual strong motion records from the largest number of different earthquakes. Within the datasets a mixture of different site conditions is represented, including 10% of records on hard rock, 27% on soft rock, 49% on stiff soil and 14% on soft soil. The models have been fitted for $a_c$ values from 0.05 to 0.40 g, the range of practical interest for seismic slope stability problems. These models therefore provide the most globally representative solution for simplified rigid block analysis. Of these, number 5 (in Table 2-1) provides the highest goodness-of-fit and lowest standard deviation. Here the combination of critical acceleration ratio and moment magnitude is used to account for both the amplitude of seismic accelerations and the duration of seismic shaking. The increase in shaking duration with earthquake magnitude means that larger earthquakes generally produce larger displacements for the same critical acceleration ratio (Figure 2-5). The model also provides a clear control on when displacement does and does not occur, as no displacement is predicted when $a_c \geq PGA$ ($FS \geq 1$); unlike models 6 and 7 where the dependence on $I_a$ means that small displacements are predicted when $a_c \geq PGA$ (Jibson, 2011). The simplicity and low computational requirement of these simplified models has led to their widespread use in regional scale seismic landslide hazard models (e.g.: Jibson et al., 2000, Miles and Keefer, 2009) and rapid post-earthquake assessment (e.g.: Godt et al., 2009).
Table 2-1 Regression equations for predicting Newmark displacement

<table>
<thead>
<tr>
<th>ID</th>
<th>Equation</th>
<th>Number of seismic records</th>
<th>$R^2$ goodness of fit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\ln D_N = 0.90 + \ln \left[ \left(1 - \frac{a_c}{PGA}\right)^{2.53} \left(\frac{a_c}{PGA}\right)^{-1.09} \right] \pm 0.30$</td>
<td>50 (11)</td>
<td>-</td>
<td>Ambraseys and Menu (1988)</td>
</tr>
<tr>
<td>2</td>
<td>$\ln D_N = 1.460 \ln I_a - 6.642 a_c + 1.546 \pm 0.409$</td>
<td>11</td>
<td>0.87</td>
<td>Jibson (1993)</td>
</tr>
<tr>
<td>3</td>
<td>$\ln D_N = 1.521 \ln I_a - 1.993 \log a_c - 1.546$</td>
<td>555 (13)</td>
<td>0.83</td>
<td>Jibson et al. (1998), Jibson et al. (2000)</td>
</tr>
<tr>
<td>4</td>
<td>$\ln D_N = 0.215 + \ln \left[ \left(1 - \frac{a_c}{PGA}\right)^{2.341} \left(\frac{a_c}{PGA}\right)^{-1.438} \right] \pm 0.510$</td>
<td>2270 (30)</td>
<td>0.84</td>
<td>(Jibson, 2007)</td>
</tr>
<tr>
<td>5</td>
<td>$\ln D_N = -2.710 + \ln \left[ \left(1 - \frac{a_c}{PGA}\right)^{2.335} \left(\frac{a_c}{PGA}\right)^{-1.478} \right] + 0.424 M_W \pm 0.454$</td>
<td>2270 (30)</td>
<td>0.87</td>
<td>(Jibson, 2007)</td>
</tr>
<tr>
<td>6</td>
<td>$\ln D_N = 2.401 \ln I_a - 3.481 \ln a_c - 3.230 \pm 0.656$</td>
<td>2270 (30)</td>
<td>0.71</td>
<td>(Jibson, 2007)</td>
</tr>
<tr>
<td>7</td>
<td>$\ln D_N = 0.561 \ln I_a - 3.833 \ln \left(\frac{a_c}{PGA}\right) - 1.474 \pm 0.616$</td>
<td>2270 (30)</td>
<td>0.75</td>
<td>(Jibson, 2007)</td>
</tr>
</tbody>
</table>
Figure 2.5 Plot of Newmark displacements as a function of critical acceleration ratio. The fitted data are separated into three magnitude groups, showing the influence of longer shaking durations associated with larger earthquakes (after Jibson, 2007: 214)

2.2.5 Interpretation of modelled displacements

While displacement itself may be significant when it takes place in and around engineered structures (e.g.: Blake et al., 2002), further analysis is required to determine the implications of displacement for hillslope failure. In rigorous Newmark analysis, strain- and strain-rate-softening rules built into the analysis can allow changes in $FS$ to be analysed (e.g.: Wartman et al., 2005, Deng et al., 2011). In simplified Newmark analysis, the implications of displacements for stability have been previously evaluated in probabilistic terms or based on qualitative engineering judgement. Using data from the 1994 Northridge earthquake, Jibson et al. (2000) showed that spatial probability of landslide occurrence could be expressed as a function of locally predicted Newmark displacement, using a Weibull model. Qualitative landslide hazard categories selected through engineering judgement also reflect this relationship. However, shallow landslides are commonly triggered at lower displacement levels than deep-seated landslides (Jibson et al., 2000, California Geological Survey, 2008, Jibson and Michael, 2009).
2.2.6 The representativeness and accuracy of Newmark

The main simplifying assumptions of Newmark analysis are associated with the physical characterisation of landslide masses as rigid, plastic bodies, with displacement occurring along a discrete shear surface (Jibson, 2011). This in turn means that strain is distributed uniformly along the shear plane, no internal deformation occurs within the landslide mass and the shearing resistance does not evolve with strain (Chang et al., 1984, Newmark, 1965, Ambraseys and Menu, 1988, Makdisi and Seed, 1978). These assumptions have implications for both the extent to which Newmark represents the physical process and the accuracy of predicted displacements.

The performance of the Newmark method has been assessed using a combination of field data (Wilson and Keefer, 1983, Pradel et al., 2005, Strenk, 2010) and shaking table physical modelling experiments (Wartman et al., 2003, Wartman et al., 2005). Comparisons have also been made with the outputs of decoupled and coupled approaches (Lin and Whitman, 1986, Makdisi and Seed, 1978), which are extensions of the Newmark method and account for internal deformation within landslide masses (Rathje and Bray, 2000, Rathje et al., 1998, Strenk and Wartman, 2011). These investigations have shown that, although treating landslides as rigid bodies is valid for thin, stiff masses, it becomes increasingly invalid for larger landslides composed of softer materials (Jibson, 2011). The performance of the Newmark method has been found to be largely dependent on the tuning ratio: the ratio of the predominant frequency of the input motion to the natural frequency of the soil column (Figure 2-6). For thin, stiff landslides with a tuning ratio of 0.1 or less, the Newmark method yields accurate results when compared to analogue models, decoupled and coupled approaches. For deeper more deformable landslide masses with period ratios between 0.1 and 1, Newmark generally underestimates displacement. As tuning ratios continue to increase, Newmark again overestimates the displacement (Rathje et al., 1998, Rathje and Bray, 2000, Wartman et al., 2003, Kramer and Smith, 1997). Across the full range of tuning ratios, predicted displacements range from 27% to 255% of displacements observed on shear planes in clay physical models (Wartman et al., 2005).
While direct comparison of displacements is useful for determining the general accuracy of Newmark predictions, physical model experiments also allow the physical correctness of Newmark to be assessed. The main difference between Newmark rigid-block behaviour and that of real, strain-softening materials, is the decay in $a_c$ that occurs with displacement (Kutter, 1989, Wartman et al., 2003, Wartman et al., 2005). The use of a strain-dependent degrading $a_c$ therefore enhances the accuracy of displacement predictions (Wartman et al., 2005). Additionally, strain in physical materials does not localise uniformly on a single slip surface. This is more typically the case for shaking-induced failures (Ohishi et al., 1995), where deformations are distributed non-uniformly throughout the landslide mass and localise in a zone composed of multiple (2 or more) slip surfaces (Wartman et al., 2005). When compared to total measured displacements that include distributed deformation, Newmark more generally underpredicts the displacement (Wartman et al., 2005). However, as multiple slip surfaces develop with similar orientation in close proximity
to each other, a single sliding block can still provide a reasonable approximation of the failure geometry and mechanism (Wartman et al., 2005).

Due to the scarcity of well-documented landslide displacement case histories, few assessments of Newmark have been carried out using field data. Where available, these studies generally suggest that displacements can be predicted within an order of magnitude of values observed in the field. In a study of landslide displacement induced by the 1979 Coyote Lake Earthquake (California), Wilson and Keefer (1983) undertook Newmark analysis using seismic data from stations at 5 and 15 km distances from the site and material properties estimated from laboratory tests on similar rock types. The measured displacement of the landslide was 21 mm, while predicted displacements were 0.12 mm for the 5 km record and 27 mm for the 15 km record. Here the wide range of displacements is attributed to large uncertainties associated with material properties and ground accelerations. A study by Pradel et al. (2005) of a landslide displacement induced by the 1994 Northridge earthquake involved better quality ground motion data along with material properties determined through back analysis of previous failure of the slope and repeat shear box testing. Predicted displacements of 27-91 mm (average 46 mm) compare favourably to an observed displacement of 50 mm, with the range again due to uncertainty in material properties. Recent unpublished work, based on data from three additional landslide case histories, suggests that both simplified and rigorous Newmark approaches predict displacements within -100% to +150% of actual measured amounts (Strenk, 2010). Significantly, results also suggest that Newmark generally yields predictions of similar accuracy to decoupled and coupled methods, counter to the expectation that more complex and sophisticated methods should yield more accurate results (Strenk, 2010). However, these findings from field investigations should be interpreted carefully. The large uncertainties in ground motion and material properties used in the analyses make it difficult to identify the source of errors and thereby develop a general understanding of the accuracy of Newmark relative to field data.

An additional consideration for using the Newmark model is that the effects of seismically-induced changes in pore pressure are neglected. Although this assumption may be valid in dry conditions, and for slopes composed of impermeable, non-porous materials (Newmark, 1965, Makdisi and Seed, 1978), pore pressure generation during
earthquakes can have an important control on slope stability (Uzuoka et al., 2005, Zhang and Wang, 2007, Kramer, 1996). The Newmark model is therefore not applicable in these circumstances (Jibson, 2011), and the effects of dynamic pore pressures are not analysed in this study.

2.2.7 Summary

While a variety of techniques exist for analysing the performance of hillslopes during earthquakes, this investigation requires a model that can predict the cumulative effects if multiple earthquakes on hillslopes, but that is computationally simple enough to apply to large numbers of landslide masses. The Newmark sliding block is the only existing model that fits these criteria, providing a reasonable prediction of displacements due to seismic shaking, which can be associated with changes in hillslope stability by assuming strain-softening behaviour. While in reality deformation is distributed throughout landslide masses, the assumption of a discrete shear surface is not problematic in this case, as the regional-scale landslide activity being studied depends on the net stability of landslide masses rather than the distributed failure mechanics.

2.3 Regional-scale earthquake-triggered landslide activity

2.3.1 Regional-scale landslide data

Distributions of landslides triggered by earthquakes have been studied through the compilation and analysis of event-based landslide inventory maps (van Westen et al., 2006, Galli et al., 2008). These datasets record landslides triggered by a particular earthquake, and therefore provide a temporal snapshot of landslide activity. For most published studies, a single inventory of landslides is generated following an earthquake. Ideally the mapping is conducted using high resolution aerial imagery acquired immediately following the earthquake, controlling for landslides that occurred prior to the earthquake, so that the data can be attributed to seismic rather than aseismic processes (e.g.: Harp and Jibson, 1995a). However, practical limitations mean that there is often a lag between the main-shock and landslide mapping, such that inventories collected in the weeks, months and years after an earthquake may also include landslides that occurred subsequently. These single-snapshot inventories have been widely used to develop a spatial understanding of landslide distributions.
For a limited number of earthquakes, multi-temporal landslide maps have been generated, which capture the evolution of landslides before and/or following earthquakes (e.g.: Hovius et al., 2011, Lin et al., 2008b, Saba et al., 2010). While these data provide a temporal perspective of landslide activity, the time-scales covered by these studies are currently limited to a maximum of 7 years following large earthquakes.

The vast majority of published landslide inventories document the plan area of individual landslides (e.g.: Harp and Jibson, 1996, Liao and Lee., 2000, Malamud et al., 2004b, Dai et al., 2011, this study), and thus have much greater utility for geomorphic analysis than datasets where landslides are recorded as point locations (e.g.: Keefer, 2000). The area of landslides provides a useful metric for two-dimensional analysis of hazard (e.g.: Meunier et al., 2007) or vegetation disturbance (e.g.: Lin et al., 2005). Where landslide volumes are required for geomorphic analysis, these can also be estimated from landslide area (e.g.: Hovius et al., 2000, Hovius et al., 1997, Lavé and Burbank, 2004, Imaizumi and Sidle, 2007).

2.3.2 Landslide magnitude-frequency distributions

Landslide magnitude-frequency (MF) distributions characterise the relationship between the size of landslides and their frequency, providing a useful tool for assessing the completeness of landslide inventories (Brunetti et al., 2009) and modelling landslide activity (Korup et al., 2012, Malamud et al., 2004b). Area, volume or length generally provide the scale metric, while the frequency may be spatial or spatio-temporal. For earthquake-triggered landslides as well as for landslides resulting from other triggering mechanisms, a considerable body of research suggests a common form of magnitude-frequency distribution (Figure 2-7). Typically, inverse non-linear relationships between landslide size and frequency are observed (Figure 2-7, 2), and modelled using an inverse power-law (e.g.: Pelletier et al., 1997, Hovius et al., 1997, Hovius et al., 2000, Dai and Lee, 2001, Guzzetti et al., 2002, Malamud et al., 2004a, Malamud et al., 2004b, Van Den Eeckhaut et al., 2007). This distribution has been associated with self-organised criticality in the hillslope failure process (Turcotte and Malamud, 2004, Hergarten and Neugebauer, 2000), associated with the mechanics of landslide rupture and the geometry and abundance of discontinuities in soil and rock.
(Brunetti et al., 2009, Stark and Guzzetti, 2009). For small landslides, many distributions exhibit a departure from power-law scaling, commonly termed the ‘rollover’ (Figure 2-7, 1). For complete landslide inventories, this rollover is accepted as a physical manifestation of the conditions of hillslope failure (Pelletier et al., 1997, Van Den Eeckhaut et al., 2007), thought to occur with the transition from cohesion controlled hillslope failure in shallow landslides to friction controlled failure in deep-seated landslides (Guzzetti et al., 2002, Stark and Guzzetti, 2009). However, in many datasets the rollover occurs artificially before this point due to censoring of smaller landslides, resulting from the mapping technique (Hovius et al., 1997, Hovius et al., 2000, Stark and Hovius, 2001, Brardinoni and Church, 2004). The position of the rollover can therefore be interpreted as indicating the limit of landslide size below which the datasets become incomplete (Guzzetti et al., 2002, Malamud et al., 2004b, Malamud et al., 2004a).

![Figure 2-7](image)

**Figure 2-7** Illustration of characteristic landslide magnitude-frequency distribution ratio, which takes the form of a power-law decay in probability or frequency for medium-large landslides, with a departure from this trend (or rollover) for smaller landslides.

Due to the uncertainties associated with the nature and shape of changes in scaling behaviour, landslide distributions are commonly simplified using a truncated inverse
power-law (e.g.: Korup et al., 2012, Hovius et al., 1997). It is important to note that two different approaches to characterising power-laws arise in the literature, which has led to some confusion when comparing landslide distributions (see Van Den Eeckhaut et al., 2007, Guzzetti et al., 2002). These are shown in the following equations, which give the probability of a landslide having a given size \( p(x) \), as a function of \( x \), where \( x_{\text{min}} \) is the minimum size of landslide modelled by the function and \( \delta \) and \( \alpha \) are the power-law scaling exponents.

Equation 2-12 (e.g.: Stark and Hovius, 2001, Stark and Guzzetti, 2009)

\[
p(x) = \delta x_{\text{min}}^{\theta} x^{-\theta-1}
\]

Equation 2-13 (e.g.: Clauset et al., 2009, Korup et al., 2012, Van Den Eeckhaut et al., 2007)

\[
p(x) = \frac{\alpha - 1}{x_{\text{min}}} \left( \frac{x}{x_{\text{min}}} \right)^{-\alpha}
\]

These two functions are equivalent and give the same results where \( \alpha = \theta + 1 \) or \( \theta = \alpha - 1 \). Throughout this thesis Equation 2-13 is used to characterise power-laws, and scaling exponents used are \( \alpha \) values. Smaller \( \alpha \) values represent a greater contribution from larger landslides, and vice-versa. Globally, empirical values of \( \alpha \) range from around 1.4 to 3.4, with a central tendency around 2.3 to 2.5 (Van Den Eeckhaut et al., 2007, Stark and Guzzetti, 2009). This variability has been associated with environmental factors (Iwahashi et al., 2003, Guzzetti et al., 2002), and appears to reflect primary differences in landslide type, with rockfalls generally exhibiting larger \( \alpha \) values (2.5 \leq \alpha \leq 2.9) than slides (2.1 \leq \alpha \leq 2.4) (Brunetti et al., 2009). Numerical modelling has linked \( \alpha \) values more directly to hillslope material properties, suggesting that \( \alpha \) is set by the capacity of material to support its own load in the absence of friction, and as cohesion increases (or friction angle decreases) \( \alpha \) increases (Stark and Guzzetti, 2009).

2.3.3 The spatial distribution of earthquake-triggered landslides

Spatial analysis of landslide inventories has revealed characteristics of and factors influencing spatial distributions of earthquake-triggered landslides. This has been achieved by analysing landslide activity relative to the strength of seismic ground motions and the material and morphological characteristics of hillslopes.
At the global scale, the extent of the area affected by landslides, total number of landslides and total volume of landslide material mobilised, are all positively correlated with the magnitude of earthquakes (Keefer, 2002, Keefer, 1984, Malamud et al., 2004b, Rodríguez et al., 1999). Figure 2-8 shows these relationships from earthquakes distributed globally. All three relationships are log-linear and exhibit large residuals over an order of magnitude in the area affected, number and volume of landslides. The relationships can be understood in terms of the effect of increasing strength, duration and area affected by seismic ground motions with increasing magnitude (e.g.: Kramer, 1996, Abrahamson et al., 2008, Campbell and Bozorgnia, 2008, Campbell, 1981). The residuals are generally attributed to regional variability in other earthquake characteristics - such as earthquake depth and fault mechanism - and physiographic conditions – such as topography, lithology and climate (e.g.: Malamud et al., 2004b, Keefer, 2002).
Figure 2-8 Plots showing observed relationships between earthquake magnitude and different metrics of landslide activity. Relationships between earthquake magnitude and A) area affected by landslides (after Keefer and Wilson, 1989), B) total number of landslides, and C) total landslide volume (after Malamud et al., 2004b) Each data point indicates an earthquake for which the area affected by landslides, total number of landslides or total landslide volume is known. Fitted relationships are given on the plots.

As seismic ground motions are not spatially uniform, regional patterns of landslide activity have also been investigated using two metrics, which have been termed landslide point density and landslide area density (e.g.: Dai et al., 2011). Landslide-point density is the number of landslides within a given unit area, while landslide-area density is the percentage area covered by the areas of landslides. Various authors have identified relationships between landslide density and proxy variables indicating the regional pattern of ground motions, including distributed PGA, Arias intensity and distance from seismic sources (e.g.: Meunier et al., 2007, Dai et al., 2011, Lee et al., 2008a, Meunier et al., 2013). These relationships appear to be regionally variable; for
example, Figure 2-9 shows relationships between landslide (area) density and vertical and horizontal components of PGA for the Northridge and Chi-Chi earthquakes (Meunier et al., 2007).

Figure 2-9 Relationships between landslide area density and PGA, constrained using inventories of landslides triggered by the 1994 Northridge earthquake (USA) and the 1999 Chi-Chi (Taiwan), (after Meunier et al., 2007)

The properties of seismic waves are also modified by topography. While topographic site effects are complex and difficult to separate from other effects such as surface layering, general patterns of ground motion modification at the ridge-valley scale have been identified (Davis and West, 1973, Bouchon, 1973, Wu et al., 1990, Benites et al., 1994, Meunier et al., 2008). Entering the base of topographic ridges, seismic waves undergo a combination of reflection back into the rock mass and diffraction along the free ground surface. This effect increases towards ridge crests giving rise to constructive interference and enhanced ground accelerations at topographic highs and convex knickpoints (Davis and West, 1973, Bouchon, 1973, Wu et al., 1990, Benites et al., 1994, Meunier et al., 2008). Results from two dimensional seismic wave field modelling using simple ridge-valley topography reveal a general pattern of
amplification that is most pronounced on the side of ridge crests facing away from the seismic source (150% of PGA in flat topography), with deamplification in valley bottoms and on the side of mountains facing towards the seismic source (60% of PGA in flat topography; Meunier et al. (2008)). This asymmetry of the PGA amplification pattern increases with increasing vertical incidence angle of seismic waves (Figure 2-10). The impact of topography is largest for S waves, but P waves also exhibit the same spatial amplification pattern. Topographic site effects have been attributed to the preferential occurrence of landslides on hillslopes orientated away from seismic sources (Meunier et al., 2008), along with their initiation near ridge crests and general occurrence across all parts of hillslope profiles, in contrast to rainfall-triggered landslides, which cluster around river channels (Densmore et al., 1997). While variability in hillslope material properties also modifies seismic waves at smaller scales in mountain ranges (Murphy et al., 2011b, Moore et al., 2011, Havenith et al., 2002), the lack of regional-scale data or proxy variables to constrain the spatial pattern means that relationships with regional scale landslide activity have not been investigated.
Hillslope geometry and material properties determine the stability of hillslopes and therefore their likelihood of failure under seismic loading (Sections 2.1 and 2.2). Correspondingly, various studies have demonstrated a non-linear increase in landslide density with increasing slope gradient (e.g.: Keefer, 2000, Khazai and Sitar, 2004, Lee et al., 2008a, Dai et al., 2011). For example, Figure 2-11 shows relationships between landslide-point density and landslide-area density for the 2008 Wenchuan earthquake (Dai et al., 2011). Landslide density also varies by geology type (e.g.: Khazai and Sitar, 2004, Parise and Jibson, 2000, Keefer, 2000, Dai et al., 2011), indicating the influence of broad, regional variation in hillslope material properties. The aspect of hillslopes also appears to exert a stability control on landslide density, associated with the available heat and magnitude of diurnal heating and cooling cycles, which drive the physical breakdown of exposed bedrock (Mcfadden et al., 2005, Selby, 2005). The occurrence of earthquake-induced landslides on south-facing slopes during the Northridge earthquake (Meunier et al., 2008) and the Wenchuan earthquake (Parker,
2010, Chen et al., 2012b) has been attributed to this effect. While hillslope materials are highly spatially heterogeneous and anisotropic on smaller spatial scales, data is not currently available to resolve this level of local variability at the regional-scale for landslide inventory analysis.

Figure 2-11 Relationship between landslide-point density, landslide-area density and hillslope gradient for the 2008 Wenchuan earthquake (after Dai et al., 2011: 892)

Figure 2-12 summarises factors influencing earthquake-triggered landslide density, separated into two groups: those pertaining to the strength of seismic ground motions and those pertaining to the stability of hillslopes. Proxy variables are given in red where they have been identified to represent these factors. Those factors that are known to influence landslide activity, but not constrained at the regional scale are shown in blue. Conceptually, regional-scale landslide activity can be understood in terms of a hierarchy of spatial scales over which the different factors influencing landslide density vary. Approximate bounds on these scales range from the global-scale variability with the size of different earthquakes to, site-scale variability in hillslope geometry and material properties. The major uncertainties in factors influencing landslide activity relate to site-scale variations in hillslope materials, which affect both hillslope stability and the local modification of seismic waves. These factors cannot be characterised using spatial proxies in the same way as other variables influencing landslide occurrence.
Numerous studies have produced models that combine different proxy variables influencing earthquake-triggered landslide occurrence, often to provide a synthesis of relationships for the purposes of landslide hazard assessment (e.g.: Yilmaz and Keskin, 2009, Lee et al., 2008a, Kamp et al., 2008, Garcia-Rodriguez et al., 2008, Lee and Evangelista, 2006, Ayalew and Yamagishi, 2005, Lin and Tung, 2004). However, currently available models have been produced through analysis of landslides specific to particular earthquakes or locations. As a result, a generalised understanding of ETL spatial distributions is lacking, along with models that are transferable between different earthquakes and regions.
Figure 2-12 Conceptual model of factors controlling the density of earthquake-triggered landslides. Red text indicates where proxy variables have been identified to characterise these factors, while blue text indicates factors that have not been constrained using proxy variables.
2.3.4 The temporal distribution of landslides associated with earthquakes

Spatial analyses of earthquake-triggered landslides provide an understanding of how landscapes respond to earthquakes at a single point in time but provide limited temporal information on landslide activity. However, multi-temporal landslide inventory studies have shown that, while large numbers of landslides occur co-seismically (i.e. during seismic shaking) many landslides also occur after large earthquakes. Observations from the 1999 Chi-Chi earthquake (Hovius et al., 2011, Lin et al., 2008b, Dadson et al., 2004, Shou et al., 2011) and the 2005 Kashmir earthquake (Saba et al., 2010), indicate elevated levels of landslide activity following these events that persist for several years. Hillslopes displayed an increased sensitivity to landslide triggering by rainfall, such that rainfall events following the earthquakes triggered more landslides than those preceding the earthquakes. This can be seen in Figure 2-12 (after Hovius et al., 2011), which shows results from the 367 km$^2$ Chenyoulan catchment, located between 10 and 20 km from the Chi-Chi earthquake coseismic fault. The time-series shows the new area of landslides recorded in 16 multi-temporal landslide maps, normalised for the strength of the storm forcing that triggered the landslides (the total water discharge from the catchment). Following the Chi-Chi earthquake, the area of landslides per unit volume of storm discharge exhibited a seven fold increase, which decayed to background levels over a period of ~6 years, with each subsequent typhoon triggering fewer landslides (Shou et al., 2011). As a result, the rate of landsliding (landslide area per unit area per year) was 13 times higher in the five years following the Chi-Chi earthquake than prior to the event (Lin et al., 2008b).
Figure 2-13 Time-series of landslide activity prior to and following the 1999 Chi-Chi earthquake (after Hovius et al., 2011: 351). The purple line indicates the newly mapped landslide area (recorded at 16 temporal snapshots), normalised for the strength of storm forcing. Shown in the background (grey bars) are hydrograph data, where the height is proportional to the discharge. Closed and open circles indicate suspended sediment levels, which are not the focus of the present discussion.

While results from the Kashmir earthquake have not been normalised for the strength of monsoon rainfall, a similar trend is apparent (Saba et al., 2010). The time-series in Figure 2-14 shows the new area of landslides recorded in 5 multi-temporal landslide maps, for a 36 km² sample area located ~10-15 km from the coseismic fault. Following the Kashmir earthquake the area of new landslides peaked and then returned to background levels within ~2 years. Preliminary results also suggest similar behaviour associated with the 2008 Wenchuan earthquake (Whadcoat, 2011, Tang et al., 2011), although a detailed temporal study has not yet been conducted.
Figure 2-14 Time series of landslide activity and rainfall prior to and following the 2005 Kashmir earthquake (after Saba et al., 2010: 24). The solid black line indicates the newly mapped landslide area (recorded at 5 temporal snapshots). Note that the line originally plotted by Saba et al. (2010) places observations erroneously in the middle of each year, however the correct positions are indicated by the purple diamonds.

Post-seismic landslides represent a significant contribution to the total landslide activity associated with an earthquake. For example, data from Lin et al. (2008) show that post-seismic landslides make up 76% of the total area of landslides in the Chenyoulan catchment, triggered by and in the 5 years following the Chi-Chi earthquake. Similarly, for the 2008 Wenchuan earthquake, Whadcoat (2011) found that volumes of mobilised landslide material 5-10 months after the earthquake were over double those between 1 and 4 months after the earthquake. However, for the area studied by Saba et al. (2010), post-seismic landslides only contributed 15% to the total landslide area following the Kashmir earthquake.

Post-seismic landslides have been found to reflect the spatial distribution of earthquake ground motions and co-seismic landslides, but are also influenced by the spatial distribution of subsequent rainfall events. Hovius et al. (2011) has shown that the density distribution of typhoon-triggered landslides following the Chi-Chi earthquake reflects a combination of spatial patterns of mainshock PGA and typhoon rainfall intensity. Lin et al. (2008b) showed that hillslope gradient distributions of
landslides triggered by typhoons following the Chi-Chi earthquake are similar and have the same modal values as co-seismic landslide distributions.

While the majority of post-seismic landslides have been associated with rainfall-triggering and are largely unrelated to aftershocks (Hovius et al., 2011), it should be noted that the temporal resolution of landslide data in the above case studies is not sufficient to differentiate between landslides triggered by aftershocks and rainfall. As seismicity decays rapidly via a power law following large earthquakes (e.g.: Shcherbakov et al., 2005a, Shcherbakov et al., 2004, Adamaki et al., 2011), the highest rates of landslide activity associated with aftershocks will occur immediately following the mainshock. Without repeated landslide mapping over intervals of hours to days following the mainshock, the true contribution of aftershocks remains unknown.

These observations have, to date, been explained conceptually as the result of the disturbance to hillslope materials produced by large earthquakes, which recovers with time as subsequent landslide-triggering events occur (Saba et al., 2010, Hovius et al., 2011, Lin et al., 2008b). However, the nature and mechanics of this behaviour remains poorly understood. For example, it is unclear from a conceptual point of view why large earthquakes should prime the landscape for future landsliding, while large numbers of landslides are triggered coseismically. Why, when many hillslopes fail, do other hillslopes remain unfailed but primed for future failure? Similarly, why do subsequent landslide-triggering events following a large earthquake result in a decay in landslide activity, and how is their effect different to that of the mainshock earthquake? These questions are addressed in the Chapters that follow.

### 2.4 Summary

Although hillslope material strength is a primary control on the stability of slopes, this represents a major element of uncertainty in current spatial models of regional-scale ETL landsliding. Hillslopes composed of brittle materials undergo progressive failure, such that their strength and stability evolves through time, prior to failure. Temporal changes in landslide activity following large earthquakes suggest that the evolution of hillslope strength may have an important influence on spatial and temporal patterns of regional-scale ETL activity. However, the temporal coverage of ETL data is limited to sub-decal timescales and insufficient to develop a detailed understanding of how
landslide activity evolves through time. Developing a better understanding of temporal aspects of landslide activity, and how these are influenced by hillslope failure processes, therefore requires the integration of hillslope progressive failure into models of regional-scale landslide activity.

In order to understand temporal patterns of ETL activity, it is important to first have a clear understanding of spatial patterns of ETL activity. A variety of different factors have been found to influence spatial distributions of landslides and currently available spatial models are specific to particular earthquakes or regions. Therefore, a first step is to establish an understanding of ETL spatial distributions that is transferrable between different earthquake and regions. Developing this understanding is therefore the focus of the next two Chapters of this thesis.
Chapter 3 - Study areas and datasets

This chapter presents the study areas and earthquake-triggered landslide datasets used in analysis in Chapters 4 and 5. Five earthquake-triggered landslide events were chosen to investigate and statistically model the influence of static landscape conditions on earthquake-triggered landslide activity and test for the influence of hillslope memory using multi-temporal landslide inventories. The level of detail with which each earthquake-triggered landslide event is reviewed reflects the analysis undertaken. The region affected by the 1929 Buller and 1968 Inangahua earthquakes in New Zealand provides the primary case study for building an understanding of factors influencing landslide spatial distributions, and testing for the influence of hillslope memory. These events provide a rare example of two $M_w > 7$ earthquakes for which ground accelerations affected an overlapping region, and where aerial imagery for mapping landslides was acquired following both events. This creates the opportunity to investigate landscape characteristics that influence hillslope failure probability as well as factors influencing failure probability through time (namely the influence of the first earthquake on the distribution of landslides triggered by the second earthquake). In order to provide the foundations for this analysis, a detailed review of these events is undertaken. This covers details of landslide data acquisition along with a review of earthquake characteristics, geology, topography, and precipitation conditions, which have been found to influence landslide occurrence in previous investigations.

Three additional ETL datasets are also presented, which are used to build on analysis of the New Zealand earthquakes and develop a generalised understanding of earthquake-triggered landslide spatial distributions. For the 1994 Northridge, 1999 Chi-Chi and 2008 Wenchuan earthquakes, landslide inventories had been generated in previous investigations. To provide a widely representative dataset, these events were selected to encompass a range of different earthquake magnitudes ($6.7 < M_w < 7.9$) in regions of different climate, topography, geology and seismic history.
3.1 1929 Buller and 1968 Inangahua earthquakes, New Zealand

3.1.1 Geological setting

The 1929 Buller and 1968 Inangahua earthquakes occurred in the north-west Nelson region of New Zealand’s South Island, around 50 km north-west of the Alpine Fault. The region is characterised by north-east trending, uplifted basement-cored ranges and down-faulted depressions filled with alluvial sediments, separated by steeply dipping, north-striking active reverse faults on which the earthquakes occurred (Suggate and Lensen 1968; Anderson et al. 1994). The area affected by earthquake-triggered landslides is lithologically diverse, composed of rocks from Pre-Cambrian to Quaternary age, and is the product of a complex tectonic history. Geological unit and structure data were acquired from the New Zealand QMAP (Quarter-million Map) series of 1:250,000 scale geological maps produced by GNS Science (Nathan et al., 2002, Rattenbury et al., 1998, Rattenbury et al., 2006). The geology of the region is broadly classified into five tectonostratigraphic terrane units, which are useful for providing a broad indication of regional variations in lithology and material types (Figure 3-1).
The Buller Terrane consists of all rocks older than the middle Devonian that lie to the west of the Anatoki fault. The terrane is predominantly composed of a sedimentary sequence of Ordovician, continent derived, quartz-rich turbidites, overlain by black shale, siltstone and quartz sandstone. To the east of the Anatoki fault lies the Takaka Terrane. This structurally-complex unit contains a wide variety of rock types, with
evidence of formation through two major depositional cycles during the Cambrian and Devonian periods. Major rock groups include volcanic and volcaniclastic arc-related sedimentary rocks and their metamorphosed equivalents, a prominent melange unit, and an overlying succession of clastic and carbonate sedimentary rocks. (Nathan et al., 2002, Rattenbury et al., 1998, Rattenbury et al., 2006). Within both the Buller and Takaka units are igneous intrusions, which were emplaced during the Paleozoic and Mesozoic (Nathan et al., 2002, Rattenbury et al., 1998).

The Buller and Takaka units are overlain by Cretaceous to Quaternary sediments, which are variably consolidated. These are classified into two groups: Quaternary sediments include hillslope colluvium and talus, peats, and unconsolidated to partly-consolidated fluvial and debris-flow deposits in the valley floors. Pre-Quaternary sediments include mudstones, sandstones, conglomerates, and limestones that have generally undergone some deformation and rock uplift (Nathan et al., 2002, Rattenbury et al., 1998, Rattenbury et al., 2006).

3.1.2 Topographic data

For the analysis of these two events, topographic data were derived from a DEM provided by GNS at 10 m pixel resolution (GNS Science, 2011b), using heights interpolated from 20 m contours based on 1:50,000 scale topographic data (NZ TopoMap, 2012). The elevation of the study area ranges from sea level to around 1800 m (See Figure 3-2).

3.1.3 Climate

The northwest Nelson region has a moist sub-tropical mid-latitude marine climate, according to the Koppen climate classification system (Kottek et al., 2006). Along the west coast the climate is primarily dependent on exposure from weather systems from the Tasman Sea, which brings high levels of precipitation of 1600-4100 (mean of 2500) mm/year across the combined landslide mapping extent (Hijmans et al., 2005). Mean annual rainfall is highly variable across the region, with high levels along the orographic relief of the west coast and increasingly drier conditions inland to the east (NIWA, 2011). Temperature follows a similar pattern with summer daytime temperatures of 17 - 22°C (10 - 14°C in winter) along the west coast, rising to 20-26°C
(10-15°C in winter) in the Moutere depression towards to the town of Nelson, with lower temperatures in higher altitude mountain regions (NIWA, 2011).

3.1.4 The 1929 Buller earthquake

At 2247 GMT on 16th June 1929 (1017 New Zealand Mean Time on 17th June) the Buller earthquake (also known as the Murchison earthquake) occurred in the north-west Nelson region of New Zealand’s south island (Figure 3-2). The earthquake’s epicentre was located at 41.7°S, 172.2°E (Dowrick, 1994, Anderson et al., 1994).

The surface wave magnitude of $M_s = 7.8$ is well determined from 16 observations (Dowrick and Smith, 1990, Dowrick, 1991). Using the waveform inversion techniques of Baker and Doser (1988) and McCaffrey and Abers (1988), Doser et al. (1999) estimated a seismic moment of $93 \times 10^{18} \pm 7 \times 10^{18}$ Nm and $98 \times 10^{18} (-10 \times 10^{18}/+40 \times 10^{18})$ Nm, corresponding to the moment magnitude $M_w = 7.3$. However, it is likely that this is an underestimate as not all the moment release and source complexity of the earthquake has been modelled due to the insufficient bandwidth of instruments operating at the time. $M_w = 7.7$ can be inferred from the $M_s$ using regression relationships from Dowrick and Rhoades (1998). Therefore, for the purposes of this study the magnitude is taken as $M_w = 7.7$. This is unlikely to be an underestimate, and the magnitude conforms with $M_s$-$M_w$ relationships for other New Zealand earthquakes.

Surface faulting from the earthquake was observed along an 8 km length of the White Creek fault (Fyfe, 1929, Henderson, 1937). This length of observed faulting is much shorter than would be expected for an earthquake of this magnitude (Dowrick, 1994). The combination of a sparsely populated epicentral region, steep terrain and thick vegetation meant no systematic attempt to map surface faulting was carried out following the earthquake. Ground motion intensities (Dowrick, 1994) and landsliding (Pearce and O’Loughin, 1985, Hancox et al., 1998) suggest a rupture extending at least 50 km to the north of the epicentre. From back analysis of data from global seismic stations Doser et al. (1999) found that the total source duration suggested a unilateral rupture length of 30-40 km, while the mapped geological trace of the White Creek fault extends around 120 km (Stirling et al., 2002, Stirling et al., 2000). Location of the epicentre to the south of the fault suggests that the rupture propagated north.
The faulting mechanism was a combination of reverse thrust, with the hanging wall to the east, and left-lateral strike-slip along a strike of 15°. The magnitudes of observed vertical and horizontal surface displacement are in the range 3.1-4.5 m vertical, and around 1.6 m horizontal (Berryman, 1980). Henderson (1937) estimated a dip of 60-70° based on surface displacement observations. Using this range along with the above displacement values, (Anderson et al., 1993) estimated a rake of 59° – 72°. Elastic dislocation modelling (Haines, 1991) suggests rupture on a thrust fault dipping about 45° east. Estimates of strike, dip and rake generated through back analysis of data from global seismic stations are similar to those estimated from surface and geodetic information (Doser et al., 1999). Doser et al. (1999) inferred a focal depth of 9 ± 3 km.

In order to provide a 3-dimensional model of the seismic source for analysis in Chapter 4, the surface fault line and fault parameters of the White Creek fault used in the New Zealand probabilistic seismic hazard model were used (Stirling et al., 2007, Stirling et al., 2000, Stirling et al., 2002). This model is shown in Figure 3-2, and assumes a fault plane dipping at 45° from the surface to a maximum depth of 12 km, with a 100° dip direction. Note that across much of the study area for the present investigation the location of the surface fault rupture is well constrained from surface mapping. In addition to the main shock epicentre, epicentres of three 1929 aftershocks of Mw >= 6 recorded in the New Zealand earthquake catalogue (GeoNET, 2011) are also shown.
Figure 3-2 Map of the 1929 Buller earthquake epicentre, focal mechanism (Dowrick, 1994, Anderson et al., 1994), fault and locations of major aftershocks (GeoNET, 2011). Both the mapped extent of the fault rupture (Dowrick, 1994) and its inferred continuation along the White Creek fault (Stirling et al., 2007, Stirling et al., 2000, Stirling et al., 2002) are shown.
Limited instrumented seismic records exist for the 1929 earthquake, with only two stations located within 10° of the White Creek Fault, at Christchurch (~200 km south-west) and Wellington (~230 km north-east). However, Dowrick (1994) generated estimates of Modified Mercalli Intensities (MMI) based on observations of building damage, in accordance with the 1992 revision of the New Zealand version of the MMI scale (New Zealand Society for Earthquake Engineering, 1992), using criteria set out for pre-earthquake code buildings. Dowrick (1994) used these to derive isoseismals for MMI <= 9, however an MMI 10 region could not be assigned from building damage observations due to the low population density. Hancox et al. (2002) modified Dowrick’s original map to assign a region of MMI 10 based on observations of large landslide occurrence (Figure 3-3).
3.1.5 The 1968 Inangahua earthquake

At 1724 GMT on 23rd May 1968 (0524 on 24th May New Zealand Standard Time) the Inangahua earthquake also occurred in the north-west Nelson region of New Zealand's south island. It was the first large ($M_w >= 7$) earthquake to occur in the region since the 1929 Buller earthquake. The earthquake’s epicentre has been located at 41.76°S, 171.96°E ± 10 km (Anderson et al., 1994).
The magnitude of the earthquake was first determined via the local magnitude, $M_L = 6.7$ (e.g.: Adams and Lowry, 1971). Later Dowrick and Smith (1990) determined the surface wave magnitude $M_s = 7.4$ through back analysis of global seismic data. Uncertainties regarding geometry of the fault plane, discussed below, have resulted in uncertainties in the estimation of the moment magnitude. Anderson et al. (1993) determined the seismic moments $6.9 \times 10^{19}$ Nm for a fault plane projecting to the surface near the Lyell fault and $4.6 \times 10^{19}$ Nm for their preferred seismological source model. These correspond to moment magnitudes of $M_w = 7.2$ and $M_w = 7.1$ respectively. Therefore, for the purposes of this study the magnitude is taken as $M_w = 7.1$.

The Inangahua fault was originally assumed to be the source of the Inangahua earthquake (e.g.: Adams and Lowry, 1971), where several short fragmented surface fault displacements were observed following the event. However, this source is inconsistent with the pattern of uplift that occurred during the earthquake (Anderson et al., 1994). Seismological and geodetic analysis of the earthquake and its associated deformation suggest that most of the moment was released on a single fault plane trending northeast ($25^\circ$), dipping northwest at $\sim 45^\circ$, and extending around 30 km in length to a depth of 10 - 15 km (Anderson et al., 1993). The focal depth of the earthquake is estimated at between 6 and 15 km, with a best fit depth of 10 km (Anderson et al., 1993). The coseismic fault plane predicted by Anderson et al. (1993) extends to within $\sim 1$ km of the ground surface, with the up-dip projection to the surface a few kilometres to the west of the Lyell Fault, suggesting a potential candidate for the seismic source. This single, planar fault source is likely a simplification, as geological data suggest the rupture may have occurred along three segments of a bent or splayed north-west-dipping fault (Anderson et al., 1994). However, insufficient data exists to further constrain the source (Anderson et al., 1994). The style of faulting is predominantly reverse thrust, with possibly a small component of either right- or left-lateral strike slip (Adams and Lowry, 1971, Robinson et al., 1975, Anderson et al., 1994). In order to generate the observed surface deformation, Anderson et al. (1994) estimated that $4 - 6$ m of displacement must have taken place on the fault.

The source-time function indicates that the earthquake was a multiple event consisting of a small earthquake of $M_w = 6.5$ followed by a larger event of $M_w = 7.0$ (Anderson et
al., 1994). However, data are not sufficient to resolve either the spatial separation of these two earthquakes or a difference in mechanism between them. In addition to the main shock, a large number of aftershock epicentres, consistent with this source model, were recorded following the earthquake across a similar range of depths to the main shock (84% falling between 4 and 14 km). The aftershock distribution indicates that the main shock originated at the north-eastern end of an elongated region of aftershock epicentres, suggesting that the rupture propagated towards the southwest (Anderson et al., 1994). The source model and parameters used in this analysis (Figure 3-4) are taken from the best fit model of Anderson et al. (1994).
Felt reports, newspaper and descriptive accounts have been used to derive intensity data using the MMI scale of (Dowrick, 1996). These data have been used to derive isoseismals (Downes, 1995), shown in Figure 3-5.
3.1.6 Event comparison

Characteristics of the spatial distribution of landslides triggered by these earthquakes are analysed and compared in Chapters 4 and 5. It is important to understand how these events relate to each other spatially, and how the ground conditions at the time of the earthquakes are likely to differ in ways that should be considered in analysis. A comparison of earthquake characteristics can be summarised as follows:
• The epicentres of the 1929 and 1968 earthquakes are located 21 km apart and at their closest point the surface expressions of the coseismic faults lie 7 km apart.

• The earthquakes have nearly identical focal mechanisms (Anderson et al., 1994, Anderson et al., 1993), although the faults dip in opposite directions.

• The fault ruptures propagated in different directions, with the 1929 rupture propagating north along the fault and the 1968 rupture propagating southwest. Isoseismal maps from the two earthquakes reflect expected patterns of directivity resulting from these patterns of rupture propagation, with strong shaking in regions towards which the rupture propagated (north of the 1929 epicentre and southwest of the 1968 epicentre).

• The 1929 earthquake ($M_w = 7.7$) had a higher magnitude than the 1968 earthquake ($M_w = 7.1$), resulting in generally stronger shaking intensity distributed over a larger area.

• Both earthquakes have a focal depth of ~ 10 km.

• According to isoseismal maps published in Downes (1995), an area of 3505 km$^2$ was affected by MMI 8 ground motions in both earthquakes, 2287 km$^2$ of which is included in the overlap area of the two landslide maps, and an area of 584 km$^2$ was affected by MMI 9 or greater, all of which is included in the overlap area (Figure 3-6).
Ground water levels and antecedent rainfall conditions affect the stability of hillslopes through pore pressure generation (Selby, 2005). From an analysis of the landslides and modified Mercalli intensity data for four New Zealand earthquakes, Dellow and Hancox (2006) suggested that wet conditions increase levels of landslide damage by the
equivalent to an increase in seismic ground motion of two MMI units over dry conditions, and that on average areas affected by earthquake-triggered landslides are greater in winter than in summer. Rainfall data for the region are available through the National Institute of Water and Atmospheric Research (NIWA, 2011), with complete records from selected gauging stations for both 1929 and 1968. The Karamea gauging station is located closest to the study area with a complete record for both earthquakes (Figure 3-7). Additionally, Hijmans et al. (2005) provide distributed mean monthly and annual rainfall totals, interpolated from gauging station data (1950-2000) at 1 km² resolution (Figure 3-7).

Figure 3-8 shows the monthly distribution of rainfall based on spatial mean values across the study area (Hijmans et al., 2005) and data from the gauging station at Karamea, with monthly means and monthly totals for the years of the Buller (1929) and Inangahua (1968) earthquakes. In terms of mean monthly rainfall totals across the area of landslide mapping, summer months (December to February) generally experience less rainfall with a minimum of 122 mm in February. Levels rise through the Autumn (March to May) and remain high (> 200 mm) through the winter and spring. This overall annual pattern is generally echoed in the Karamea record, although Karamea has generally lower rainfall than the majority of the study area. The Karamea record suggests that both months in which earthquakes occurred were wetter than the 1950-2000 average, with June 1929 receiving 307 mm (May-June 1929 received 406 mm) and May 1968 receiving 275 mm (April-May 1968 received 525). If levels of rainfall at the Karamea gauge reflect observations across the study areas, this suggests similar ground moisture conditions for the months of both earthquakes.
Figure 3-7 Map showing distributed mean annual precipitation for the study area estimated at 1 km$^2$ resolution, based on records from the period 1950-2000, and interpolated as a function of latitude, longitude and elevation (data from Hijmans et al., 2005). The location of the Karamea rain gauge is indicated, which provides a complete record of precipitation for both earthquakes.
Figure 3-8 Plot showing the annual distribution of rainfall for the study area based on long-term mean values and data from 1929 and 1968. Mean monthly precipitation totals for the area of landslide mapping are estimated from interpolated mean monthly data for the period 1950-2000 (Hijmans et al., 2005). These correlate with mean monthly totals at the Karamea rain gauge for the period 1911-1988, suggesting that data from the Karamea gauge is reflective of precipitation across the study area. Monthly totals for the years of the earthquakes suggest similar ground water conditions for June 1929 (Buller earthquake) and May 1968 (Inangahua earthquake).

3.1.7 Landslide mapping

Landslide maps were originally produced for both events by Graham Hancox from GNS Science. Landslides triggered by the 1929 Buller earthquake were identified on 1:86,000 scale panchromatic aerial images (Table 3-1) taken in February 1968 through stereoscopic interpretation, together with ground photos taken in 1929 and aerial images taken in 1937 for some areas. Landslide polygons (outlining the full extent of the landslide source, runout and deposit) were plotted by hand onto 1:50,000 scale NZMS 260 paper topographic maps. Landslides triggered by the 1968 Inangahua earthquake were identified on 1:66,000 scale panchromatic aerial images (Table 3-1) taken in November 1974 through stereoscopic interpretation, together with aerial
oblique and ground photos taken in 1968 and 1969. Landslide mapping was further validated based on observations from fieldwork undertaken throughout 1968 and 1969 by Graham Hancox. Landslide polygons (outlining the full extent of the landslide source, runout and deposit) were plotted in CorelDraw onto 1:50,000 scale NZMS 260 topographic maps. For both inventories, landslides were identified using defined parameters for air photo interpretation of landslides (e.g.: Nichol and Wong, 2005, Liu et al., 2002) and mapped down to a minimum size of ~10,000 m². In order to differentiate between landslides triggered by the two earthquakes, comparison was made between landslide scars visible in the November 1974 and February 1968 aerial photographs, along with terrestrial photos taken in 1929 (Henderson, 1937) and field mapping (Hancox, 1969). Where landslide scars attributed to the 1929 earthquake displayed evidence of further failure, enlargement and deposition following 1968, these areas were included in the 1968 dataset.

Table 3-1 Source and details of imagery used for landslide mapping for the 1929 and 1968 earthquakes

<table>
<thead>
<tr>
<th>Source: New Zealand Aerial Mapping (<a href="http://www.nzam.com/">http://www.nzam.com/</a>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imagery for mapping of 1929 Buller earthquake-triggered landslides</td>
</tr>
<tr>
<td>Survey Number: SN 2033, February 1968</td>
</tr>
<tr>
<td>Contact Print Scale: 1:86,000</td>
</tr>
<tr>
<td>Run 4029 Photos 9-56</td>
</tr>
<tr>
<td>Run 4030 Photos 6-66</td>
</tr>
<tr>
<td>Run 4031 Photos 68-85</td>
</tr>
<tr>
<td>Run 4032 Photos 15-38</td>
</tr>
<tr>
<td>Run 4033 Photos 18-31</td>
</tr>
</tbody>
</table>

| Imagery for mapping of 1968 Inangahua earthquake-triggered landslides |
| Survey Number: SN 3777 |
| Acquisition period: November 1974 |
| Contact Print Scale: 1:60,000 |
| Run A-Photos 1-7 |
| Run B-Photos 1-7 |
| Run C-Photos 1-9 |
| Run D-Photos 1-9 |
| Run E-Photos 1-10 |
| Run F-Photos 4-6 |
| Run G-Photos 4-10 |
| Run H-Photos 6-12 |
| Run I-Photos 9-12 |
| Run J-Photos 7-11 |
For this study, these data were digitised and imported into GIS software by the author. Field reconnaissance and historical imagery were then used to conduct further validation and correction of mapping errors. This included rectifying delineation inaccuracies, and identifying landslides that had been attributed to the wrong event or features that had been double-mapped in both inventories. Key to the mapping methodology is the slow rate of post-landslide re-vegetation in the region, which allows landslides to be identified in imagery acquired long periods after the initial failure. This is emphasised by oblique aerial imagery acquired in 2011, in which landslides triggered by the 1929 earthquake are still clearly distinguishable (Figure 3-9). Older, relic features, such as the Tidal Creek (Lake Hanlon) landslide (see Nathan et al., 2002, Rattenbury et al., 1998), were found to be thickly obscured by older vegetation and clearly distinguishable from more recent failures. Observations in the period since the 1968 Inangahua earthquake from various field expeditions by New Zealand geologists (Pearce and O'Loughin, 1985, Hancox, 2011), and during field validation carried out by R. Parker in 2011, suggest a lack of widespread landsliding resulting from heavy rainstorms or other processes during interseismic periods. This suggests that the majority of landslides in the terrain, and therefore captured in the datasets, are associated with seismic events - either co-seismic landslides or post-seismic landslides occurring soon after the earthquakes. This combined with low levels of historical seismicity prior to the 1929 earthquake (GeoNET, 2011), suggests minimal errors associated with the inclusion of pre-1929 landslides in the datasets.

Landslides maps for the 1929 and 1968 earthquakes are shown in Figure 3-10 and Figure 3-11 respectively. For the 1929 earthquake, 4074 landslides have been mapped across an area of 4222 km², while 1159 landslides have been mapped across an area of 4288 km² for the 1968 earthquake.
Figure 3-9 Oblique aerial images of landslides triggered by the 1929 Buller earthquake, taken in May 2011 at locations indicated in Figure 3-10. Despite the intervening period of 82 years, failure scars from the 1929 landslides were still clearly visible in 2011.
Figure 3-10 Map of landslides (full landslide areas including source, runout and deposit) triggered by the 1929 Buller earthquake. The locations of oblique aerial images shown in Figure 3-9 are indicated.
Figure 3-11 Map of landslides (full landslide areas including source, runout and deposit) triggered by the 1968 Inangahua earthquake.
3.1.8 Separation of landslide source areas

The full area of landslide source, runout and deposit captures the result of both the hillslope failure process and the behaviour of landslide material during transit and deposition downslope. As the focus of this investigation is on the initial failure and detachment of material, separation of the landslide source from areas of runout and deposition is required. While landslide scars are clearly visible in the aerial imagery used to map landslides, individual features within the landslides are not. In order to provide an approximation of landslide source zones, these were delineated using an algorithm based on the DEM. Using an approach conducted in previous studies, landslide areas with elevations above the median elevation for each landslide were extracted, such that the upper half of each landslide is considered the source area and the lower half the runout and deposit (e.g.: Parise and Jibson, 2000, Jibson et al., 2000, Capolongo et al., 2002, Lee et al., 2012). This process is illustrated in Figure 3-12, for a region of high landslide density resulting from the 1929 earthquake.

The use of this technique is based on the principle that a landslide source area undergoes failure and the material travels and is deposited downslope, and that areas of the original source and areas of runout and deposition are distributed evenly relative to elevation. It should be noted that the technique does not account for variability in hillslope gradient and water content, and the presence or absence of physical features known in influence runout such as gullies, stream channels, roads and trees, or different landslide types or process (Guthrie et al., 2010). These factors are likely to alter how source and runout areas are distributed across the landslide elevation profile. For instance, landslides on steep slopes with high water content are likely to have longer runout distances relative to their original source dimensions as compared to landslides on shallow slopes with lower water content. Errors associated with the technique will vary for landslides of different types and with different characteristics. In the absence of higher resolution imagery and detailed field mapping at the time of the earthquakes, the outputs of this process cannot be validated quantitatively. However, this technique is widely used and previous authors have found it to provide a reasonable approximation (Parise and Jibson, 2000, Jibson et al., 2000, Capolongo et al., 2002, Lee et al., 2012).
3.2 Comparative earthquake-triggered landslide datasets

Landslide inventories for the 1994 Northridge, 1999 Chi-Chi and 2008 Wenchuan earthquakes were obtained from previous studies. Analysis of these events focusses on the influence of topographic, earthquake and ground motions characteristics on landslide occurrence. A summary of information relevant to this analysis is provided for each earthquake below. Firstly, two global datasets are described which allow direct comparison between these events and the 1929 and 1968 landslide datasets.
While a regional DEM was available for the New Zealand earthquakes, in order to provide a consistent dataset for analysis of all five events, topographic data was obtained from the ASTER Global DEM (GDEM) dataset (N.A.S.A. Land Processes Distributed Active Archive Center, 2011). This data is generated from ASTER stereo pairs and gives complete global coverage at 30 m resolution. GDEM has an average absolute vertical accuracy of 0.2 m, with an accuracy of 17 m at the 95% confidence level (Tachikawa et al., 2011). Compared to the Shuttle Radar Topography Mission (SRTM) dataset (Jarvis et al., 2008), GDEM exhibits lower levels of noise and provides a better representation of slope gradient, particularly of steep topographic ridges, V-shaped valleys, and contrasts between steep slopes and gentle valley floors (Hayakawa et al., 2008). This makes GDEM the most appropriate global dataset for landslide analysis, owing to relationships between hillslope gradient and stability (see Section 2.1.4).

The USGS Shakemap Atlas (Allen et al., 2008) contains map data of peak ground motions and intensity, termed “ShakeMaps”, for recent and historical earthquakes distributed globally. Each map has been produced using the Shakemap methodology (Wald et al., 1999, Wald et al., 2005), with constraints from macroseismic intensity data, instrumental ground motions, regional topographically-based site amplifications, and published earthquake-rupture models. In general, ground motions are well constrained near seismic recording stations and uncertainty increases with distance from seismic stations where ground motion prediction equations must be relied upon (Wald et al., 2008). Shakemaps were available for all events with the exception of the 1929 Buller earthquake, which occurred prior to the establishment of seismic recording stations in the region. Input data range from dense station coverage for the Northridge and Chi-Chi earthquakes, to sparser coverage for the Wenchuan and Inangahua earthquakes. Maps of spatial uncertainty in ground motions are provided for each earthquake in the relevant appendices.

3.2.1 1994 Northridge earthquake

The $M_w = 6.7$ Northridge earthquake had a focal depth of 18 km (USGS, 1994) and resulted from a reverse thrust fault displacement, with minor components of strike-slip (Wald et al., 1996, Shen et al., 1996). The earthquake affected the San Fernando
Valley and adjacent mountains, in Southern California. A total of 11,111 landslides that occurred on the morning of the earthquake have been mapped over an area of 3973 km$^2$ (Harp and Jibson, 1995a, Harp and Jibson, 1996), shown in Figure 3-13. Landslides were mapped by hand through interpretation of 1:60,000-scale aerial photographs, acquired within 8 hours of the mainshock. The minimum size of mapped landslides is reported as 1-2 m in width, and it is estimated that over 90% of the total areal extent of landslides has been mapped (Harp and Jibson, 1995a, Harp and Jibson, 1996). Supplementary information regarding available fault models and Shakemap PGA uncertainty are provided in Appendix A ii.

### 3.2.2 1999 Chi-Chi earthquake

The $M_w = 7.6$ Chi-Chi earthquake had a focal depth of 8 km, and also resulted from a reverse thrust fault displacement, with minor components of strike-slip (Shin et al., 2000, Shin and Teng, 2001). The earthquake affected the mountainous region of central west Taiwan. 9272 landslides that occurred in the first 6 days following the earthquake have been mapped by Liao and Lee. (2000), across an area of 10,513 km$^2$ (Figure 3-14). Landslides were mapped manually through interpretation of 10 m SPOT satellite imagery, acquired before and following the earthquake. The minimum size of mapped landslides mapped is reported as 625 m$^2$. Supplementary information regarding available fault models and Shakemap PGA uncertainty are provided in Appendix A iii.

### 3.2.3 2008 Wenchuan earthquake

The $M_w = 7.9$ Wenchuan earthquake had a focal depth of 12.8 km (Larson et al., 2012), and also resulted from a combined reverse-thrust and strike-slip displacement (Shen et al., 2009). The earthquake affected the Longmen Shan mountains to the west of the Sichuan Basin, in western China. This event is the largest recorded continental thrust earthquake and produced much larger numbers and densities of landslides than the events described above. 73,367 landslides that occurred within the first 8 months following the earthquake have been mapped by Parker (2010) and Whadcoat (2011), across an area of 12,350 km$^2$. Comparisons with field evidence (Liu-Zeng et al., 2009), fault models (Shen et al., 2009), and SAR analysis (de Michele et al., 2010), and with independent landslide maps compiled by hand from imagery and aerial photographs
(Dai et al., 2011), suggest that the mapped area covers the majority of coseismic slip and represents a significant sample of the main impact zone of the earthquake. Landslides were mapped using a semi-automated classification technique, by processing SPOT-5 images using a combined spectral and topographic algorithm. This technique is prone to issues associated with landslide scar coalescence, where multiple landslides are mapped as a single feature, and fragmentation, where a single landslide is mapped as multiple features. This can result in errors when extracting landslide source areas via the technique described in Section 3.1.7, and when analysing the geometry of individual landslides. In order to minimise these errors, mapped landslides were visually checked against available satellite imagery. Where coalescence and fragmentation could be identified, these errors were manually corrected. This resulted in an increase in the total number of landslides to 74,498 (Figure 3-15). Supplementary information regarding available fault models and Shakemap PGA uncertainty are provided in Appendix A iv.
Figure 3-13 Landslide inventory map for the 1994 Northridge earthquake (Harp and Jibson, 1995a), showing the areal extent of landslides, topography (N.A.S.A. Land Processes Distributed Active Archive Center, 2011), earthquake epicentre (Wald et al., 1996, Shen et al., 1996, Hudnut et al., 1996), focal mechanism (Larson et al., 2012), fault plane (Shen et al., 1996) and maximum PGA isoseismals (Allen et al., 2008)
Landslide inventory map for the 1999 Chi-Chi earthquake (Liao and Lee, 2000), showing the areal extent of landslides, topography (N.A.S.A. Land Processes Distributed Active Archive Center, 2011), earthquake epicentre (Shin et al., 2000, Shin and Teng, 2001), focal mechanism (Larson et al., 2012), fault plane (Wu et al., 2001) and maximum PGA isoseismals (Allen et al., 2008)
Figure 3-15 Landslide inventory map for the 2008 Wenchuan earthquake [Parker, 2010, Whadcoat, 2011], showing the areal extent of landslides, topography (N.A.S.A. Land Processes Distributed Active Archive Center, 2011), earthquake epicentre, focal mechanism (Larson et al., 2012), fault plane (Shen et al., 2009) and maximum PGA isoseismals (Allen et al., 2008)
3.3 Landslide dataset comparison

Table 3-2 summarises earthquake and landslide distribution characteristics for all five earthquakes. The combination of all five events provides a dataset for investigating landscape characteristics controlling the spatial distribution of landslides, which are common between earthquakes. However, as mapping methodologies and mapping time periods differ, the limitations of the data must be understood and controlled for in analysis where possible.

3.3.1 Landslide inventory completeness

The completeness of landslide inventories can be estimated through analysis of landslide magnitude-frequency distributions (Guzzetti et al., 2002, Malamud et al., 2004b, Malamud et al., 2004a). These are shown in Figure 3-16, which has been generated by calculating frequency-density (frequency divided by bin size) across logarithmically spaced bins of landslide area (after Malamud et al., 2004a, Malamud et al., 2004b). All five datasets display characteristic log-linear relationships between area and frequency for larger landslides, with a rollover away from this trend for smaller landslides (Pelletier et al., 1997, Hovius et al., 1997, Hovius et al., 2000, Dai and Lee, 2001, Guzzetti et al., 2002, Malamud et al., 2004a, Malamud et al., 2004b, Van Den Eeckhaut et al., 2007). Table 3-2 gives the landslide area rollover inflection for each dataset, which has been determined visually from Figure 3-16. For landslide areas larger than these thresholds, the area-frequency relationship can be described using a power-law, given by Equation 2-13. $\alpha$ values fitted using the algorithm published by Clauset et al. (2009), are also given in Table 3-2. These all fall towards the centre of the range of $\alpha$ values reported globally (Van Den Eeckhaut et al., 2007).

The position of the rollovers is interpreted as indicating the limit of landslide size below which the datasets become incomplete. For both the Buller and Inangahua earthquakes the rollover begins at landslide areas ~11,000 m$^2$, which is consistent with the fact that these datasets were produced using the same mapping methodology. For

\[ p(x) = \frac{x^{-1}}{x_{\text{min}}} \left( \frac{x}{x_{\text{min}}} \right)^{-\alpha} \]
the Wenchuan earthquake there is a distinct peak frequency at a landslide area of \(~300 \text{ m}^2\). This discrete threshold is an artefact of the automated landslide mapping technique, in which features smaller than 300 \text{ m}^2 were removed, due to uncertainties in distinguishing landslides at this scale from other ground features. (Parker, 2010). However, the distribution begins to depart from a power-law prior to this at \(~10,000 \text{ m}^2\). For the Northridge earthquake a smoother, curved rollover occurs, beginning at \(~900 \text{ m}^2\). For the Chi-Chi earthquake dataset the rollover is less distinct still, beginning at \(~10,000 \text{ m}^2\), with a peak frequency at landslide areas \(~1000 \text{ m}^2\). As the magnitude-frequency distributions are consistent for the Buller and Inangahua earthquakes, no correction is required to ensure the comparability of these datasets to each other. However, in order to use all five inventories in a combined analysis, landslides smaller than 11,000 \text{ m}^2 must be removed from the datasets, as this is the smallest landslide size for which all datasets appear to be complete.
<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Date</th>
<th>Country</th>
<th>Location</th>
<th>Earthquake magnitude ($M_w$)</th>
<th>Focal depth (km)</th>
<th>Number of mapped landslides</th>
<th>Extent of mapped area (km²)</th>
<th>Period of mapping coverage after earthquake</th>
<th>Landslide magnitude-frequency distribution rollover (landslide area in m³)</th>
<th>Power-law scaling exponent ($\alpha$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buller</td>
<td>16/06/1929</td>
<td>New Zealand</td>
<td>41.7°S, 172.2°E</td>
<td>7.7</td>
<td>9 ± 3</td>
<td>4,074</td>
<td>4,222</td>
<td>39 years</td>
<td>11,000</td>
<td>2.68</td>
</tr>
<tr>
<td>Inangahua</td>
<td>23/05/1968</td>
<td>New Zealand</td>
<td>41.76°S, 171.96°E</td>
<td>7.1</td>
<td>10</td>
<td>1,159</td>
<td>4,288</td>
<td>6.5 years</td>
<td>11,000</td>
<td>2.85</td>
</tr>
<tr>
<td>Northridge</td>
<td>17/01/1994</td>
<td>USA</td>
<td>34.21°N, 118.54°W</td>
<td>6.7</td>
<td>18</td>
<td>11,111</td>
<td>3,973</td>
<td>&lt;8 hours</td>
<td>900</td>
<td>2.62</td>
</tr>
<tr>
<td>Chi-Chi</td>
<td>21/09/1999</td>
<td>Taiwan</td>
<td>23.85°N, 120.82°E</td>
<td>7.6</td>
<td>8</td>
<td>9,272</td>
<td>10,513</td>
<td>6 days</td>
<td>10,000</td>
<td>2.29</td>
</tr>
<tr>
<td>Wenchuan</td>
<td>12/05/2008</td>
<td>China</td>
<td>31.0°N, 103.4°E</td>
<td>7.9</td>
<td>12.8</td>
<td>74,498</td>
<td>12,356</td>
<td>1-8 months</td>
<td>10,000</td>
<td>2.08</td>
</tr>
</tbody>
</table>
Figure 3-16 Landslide frequency density as a function of landslide area for the Buller earthquake, Inangahua earthquake, Northridge earthquake, Chi-Chi earthquake and Wenchuan earthquake landslide inventories. Data points represent the frequency-density (frequency divided by bin size calculated across logarithmically-spaced bins, after Malamud et al. (2004a), Malamud et al. (2004b)), while the solid lines show the fitted power-laws (using parameters given in Table 3-2), up to the points of rollover initiation.

### 3.3.2 Timing of landslide data acquisition

The period between the earthquake and acquisition of imagery for landslide mapping is important to consider, in order to determine the extent to which datasets capture post-seismic landslides, triggered by subsequent aftershocks and rainfall events, in addition to co-seismic landslides. For the Northridge earthquake, the contribution from post-seismic landslides will be minimal, as imagery for mapping was acquired on the morning of the earthquake (within 8 hours of the mainshock). For the Chi-Chi earthquake, landslides triggered by aftershocks and rainfall in the 6 days following the earthquake will also be included in the dataset. As post-seismic landslides following the Chi-Chi earthquake have been associated with subsequent typhoons, and as the first typhoon did not occur until 11 months after the earthquake (Hovius et al., 2011),
contributions from rainfall-triggered landslides in the first 6 days are should be minimal. Due to the lack of studies into the temporal distribution of landslides triggered by aftershocks, the extent to which this affects the dataset cannot currently be determined.

For the Wenchuan, Buller and Inangahua datasets, the data were collected after a longer interval following the earthquakes. As a result these inventories will include larger numbers of post-seismic landslides and therefore overestimate the impact of co-seismic landslides. For the Wenchuan earthquake, data from Whadcoat (2011) show that, for a 1500 km$^2$ sample area, the total area of landslides mapped 8 months after the earthquake was 142% of the area of landslides mapped 1 month after the earthquake. The Wenchuan inventory is therefore likely to overestimate total landslide areas by about 42%. While multi-temporal mapping of landslides is not available for the Buller and Inangahua earthquakes, the studies reviewed in Chapter 2 suggest that post-seismic landslides may contribute an increase in the total landslide area in the range of 15-76% (Saba et al., 2010, Hovius et al., 2011, Lin et al., 2008b). Observations made by Graham Hancox during several months of fieldwork in 1968-1969 following the Inangahua earthquake suggest that the New Zealand study area is less prone to post-seismic landslides than other regions. Few post-seismic failures were observed, with the exception of minor retrogression of soil and regolith materials around the head scarps of co-seismic landslides (Hancox, 2011), and similar behaviour is also thought to have occurred following the 1929 earthquake (Hancox, 2011). The contribution from post-seismic landslides is therefore likely to be at the lower end of the 15-76% landslide area range. As the spatial distribution of post-seismic landslides generally reflects that of co-seismic landslides (Dadson et al., 2004, Hovius et al., 2011, Lin et al., 2008b, Whadcoat, 2011), the datasets should provide a reasonable representation of the distribution of co-seismic landslides relative to different landscape characteristics, despite contributions from post-seismic landslides.

### 3.4 Summary

Landslide inventories that provide snapshots of landslide activity following five major earthquakes have been presented. The relative completeness of the datasets and the likely impact of variable timescales of data acquisition have been established. While
the landslide inventories vary in their mapping methodology and temporal coverage, they provide the most accurate available dataset for a combined analysis of landslides triggered by different earthquakes in different regions, in order to develop a generalised understanding of ETL spatial distributions.
Chapter 4 - Spatial models of earthquake-triggered landslide probability

While spatial distributions of ETLs have been studied extensively, a generalised, albeit simplified model, which describes ETL spatial distributions in a manner transferable between different earthquakes and regions is currently lacking. If the spatial and temporal evolution of regional-scale ETL activity is to be studied in more detail, then this knowledge gap must be addressed. This chapter presents an analysis of spatial distributions of ETLs from the datasets presented in Chapter 3, using logistic regression models to investigate the influence of multiple variables influencing hillslope failure probability. The conceptual and statistical basis for the modelling is first established, and challenges associated with the format of available data are addressed. The spatial distributions of landslides triggered by the 1929 Buller and 1968 Inangahua earthquakes are first considered in detail, by testing the influence of proxies for factors shown to influence landslide distributions. The aim of this analysis is twofold: firstly, underlying relationships controlling hillslope failure probability are identified, and the relative importance of different factors is determined in order to identify the most important variables that define system behaviour; secondly, these models provide the basis for testing for the influence of hillslope memory in landslide distributions, the results of which are presented in Chapter 5. The behaviour of the models is tested using all five landslide inventories and generalised hillslope failure probability models are fitted to data from all five events.

4.1 Methodology: Hillslope failure probability modelling

There is a large body of literature exploring controls on the spatial distribution of earthquake-triggered landslides. All these studies first involve processing the data, in order to convert maps of landslide areas or locations into a format suitable for statistical analysis. This commonly involves the calculation of landslide point density or landslide area-density within discrete zones representing regions with similar hillslope stability or seismic forcing characteristics. In calculating landslide density, the response variable for analysis is continuous, indicating the percentage of hillslopes that fail within a given area. This approach is suitable for the majority of studies which consider the influence of variables on landslide occurrence individually using simple statistics designed to model the influence of a single predictor variable (e.g. PGA) on a single
continuous response variable (e.g. landslide density). However, as multiple factors
influence the spatial distribution of landslides, bivariate approaches can only provide
partially explanations. This problem can be solved by analysing hillslope failure
probability using multiple regression models.

4.1.1 Introduction to logistic regression

Logistic regression is a type of regression analysis used for predicting the outcome of a
categorical response variable (Cox, 1958, Walker and Duncan, 1967) and is widely used
in biomedical research (Hosmer and Lemeshow, 2000) and increasingly in the earth
sciences (e.g.: Atkinson et al., 1998, Garcia-Rodriguez et al., 2008, Gorskevski et al.,
the case of binomial logistic regression the dependent variable \( Y \) is binary (0 and 1).
By convention 1 indicates the occurrence of an event of interest while 0 indicates non-
ocurrence. Logistic regression is used to estimate the coefficients \((b, b_i \ldots)\) for
predicting the probability that \( Y = 1 \), given the values of one or more predictor
variables \((x, x_i \ldots)\), using the logistic, or log-odds function:

\[
P(Y = 1) = \frac{1}{1 + e^{-(b_0 + b_1 x_1 + b_2 x_2 + b_3 x_3 \ldots b_n x_n)}}
\]

Equation 4-1: (Chen et al., 2012a)

The function has an unlimited range for \( x \), while \( P \) is restricted to the range 0 to 1. Use
of this function in logistic regression prevents predicted probabilities from exceeding 1
or falling below 0. The regression coefficients are estimated by the method of
maximum likelihood. Logistic regression carries many of the normal assumption of
ordinary least squares regression. These include the following (Chen et al., 2012a:
Chapter 3):

- No important variables are omitted from the model
- No extraneous variables are included in the model
- The independent variables are measured without error
- The observations are independent
• The independent variables are not linear combinations of each other

Additionally it is also assumed that conditional probabilities are a logistic function of the independent variables, i.e.: the log-odds of probability is a linear combination of the independent variables. This assumption is best understood by considering the linear form of the model equation:

$$
\ln \left( \frac{P(Y = 1)}{1 - P(Y = 1)} \right) = b_0 + b_1 x_1 + b_2 x_2 + b_3 x_3 \ldots b_n x_n
$$

Where \( \ln \left( \frac{P(Y=1)}{1-P(Y=1)} \right) \) is the log-odds of probability, expressed as a linear function of the independent variables. Note that logistic regression carries no assumptions regarding the distribution of either the response or predictor variables. This means that predictor variables can be continuous or categorical.

Alternatives to logistic regression include the probit model and discriminant analysis. However, these techniques are generally more difficult to implement in analysis and rely on additional assumptions being met (Harrell, 2001). Although probit regression assumes as similar shape to the logistic function, it involves more cumbersome calculations and there is no natural interpretation of its regression parameters (Harrell, 2001). Discriminant analysis assumes that predictor variables are normally distributed and that jointly the predictors have a multivariate normal distribution. As a result the technique cannot be used with categorical predictors. Additionally, even when all assumptions are met, logistic regression is virtually as accurate as the discriminant model (Harrell and Lee, 1985).

Logistic regression has been widely used as a method to model landslide spatial probability (e.g.: Yesilnacar and Topal, 2005, Dai and Lee, 2003, Garcia-Rodriguez et al., 2008, von Ruette et al., 2011). A first challenge in applying logistic regression to modelling landslide probability is in establishing how the principles of probability and probability modelling can be applied to hillslope failure, and along with this how landslide inventory maps should be converted to a binary variable for analysis.
4.1.2 Landslide probability

Probability is the number of times an event occurs divided by the number of times an event could occur, within a given time-frame. When using inventories of landslides triggered by a particular event, the time-frame is the period over which landslides are triggered by that event. For co-seismic landslides this is generally assumed to be the duration period of seismic shaking, however, where landslides have been mapped later after an earthquake this period also includes additional time following the earthquake.

A common approach to analysing landslide spatial probability is to adopt the landslide area-density principle (e.g.: Meunier et al., 2008, Meunier et al., 2007) in which landslide probability is defined as the size of the area covered by landslides divided by the total area of interest. However, the total area covered by landslides is not only the sum of landslide source areas, but also the area of material run-out and deposition, which are the product of different physical mechanisms. In investigating hillslope failure, landslide probability is better defined as the sum of landslide source areas ($A_{ls}$) divided by the total area of interest ($A_t$).

Equation 4-2

$$P_{ls}(A) = \frac{\sum A_{ls}}{\sum A_t}$$

Where $P_{ls}(A)$ is the landslide source area probability, which is also:

i. The proportion of the area of interest covered by new landslide source areas following a given earthquake (landslide area density)

ii. The probability that any location in the area of interest undergoes failure during (or shortly following) a given earthquake

For each of the landslide inventory datasets, landslide source areas were therefore separated from the full landslide areas prior to analysis, using the methodology described in Section 3.1.8.

4.1.3 Matrix grid sampling of variables for analysis

In order to model the relationship between $P_{ls}(A)$ and multiple independent variables, the landscape must be divided into discrete areas of equal sizes to provide individual
observations for analysis. These areas must be classified to indicate the presence or absence of landslide source areas (i.e.: whether or not hillslope failure has occurred) and associated with values of each of the predictor variables. This was achieved by dividing the landscape based on the areas of individual pixels at the available DEM grid scale (e.g.: Dai and Lee, 2003, Lee et al., 2008a, Lee et al., 2008b). This approach captures the minimum scale of variability in predictor variables, set by variables derived from the DEM, and other predictor variables with coarser resolutions can be sampled at the DEM resolution. For predictor variables derived directly from the DEM, such as local hillslope gradient or distance and directional variables calculated using Euclidean functions, no resampling is required prior to analysis. Predictor variables at coarser resolution raster or in vector formats, such as polygons from geological mapping, incrementally contoured data such as isoseisms and coarsely gridded precipitation data, were resampled to the DEM grid resolution. Here the majority resampling approach was used, in which DEM pixels are classified by the class representing the majority (>= 50%) of their plan area (ESRI, 2012). For the response variable, pixels were classified based on whether the majority of their area fell inside (Y=1) or outside (Y=0) of a landslide source zone.

4.2 Landslide probability models for the 1929 Buller and 1968 Inangahua earthquakes

The 10 m pixel resolution of the New Zealand DEM was found to produce very large datasets, which proved computationally impractical. The raw DEM raster was therefore resampled to 30 m resolution using a bilinear convolution, and this grid size was used for analysis. The bilinear method is appropriate for continuous data of this type (ESRI, 2012) and the 30 m resolution is the same as the GDEM elevation data (N.A.S.A. Land Processes Distributed Active Archive Center, 2011) used for analysis in Section 4.3. As 30 m DEM pixels are much smaller than the zones sampled from the predictor variables, edge errors associated with predictor variable resampling are minimal. Landslide source areas smaller than the 900 m² pixel area are censored by the resampling and therefore are not included in this analysis. These areas only account for 0.03% and 0.15% of the total landslide source areas for 1929 and 1968 respectively, and therefore removing them has little effect on the spatial pattern of landslides being analysed. Unless otherwise stated, all DEM derivatives used in analysis were calculated
at this resolution. While slope gradients calculated using the 30 m DEM will be lower than those calculated from the 10 m DEM, these errors are spatially consistent for both datasets. The extent of analysis was limited to the coverage overlap area for the 1929 and 1968 landslide datasets, covering 2,804 km² and comprising of 3,115,601 individual grid cell observations. This provides a consistent sample area for the two events, allowing the landslide distributions to be analysed side-by-side and for the influence of hillslope memory to be tested.

4.2.1 Response variables

Response variables were generated from landslide source zones extracted from the 1929 and 1968 landslide inventories (Figure 4-1). As the mapping methodology and distribution of mapped landslide areas is consistent for both datasets no correction for mapping resolution was required and all landslide source areas >900 m² were included in the analysis.
Figure 4-1 Landslide binary grids for the 1929 Buller earthquake (A) and 1968 Inangahua earthquake (B), using landslide source areas extracted using the methodology outlined in Section 3.1.8. The areal extent is limited to the landslide mapping overlap region for the two events. The outset maps provide zoomed-in sections of the data to show the level of spatial detail.
4.2.2 Predictor variables

The following predictor variables represent the hierarchy of factors influencing landslide probability at different spatial scales (Section 2.3.3) and are generated from the thematic datasets presented in Section 3.1. At the regional-scale (across distances of ~5-100 km) the strength of seismic ground motions, is commonly expressed as an inverse function of distance from the seismic source (e.g.: Kramer, 1996, Campbell, 1981, Campbell and Bozorgnia, 2008, Abrahamson et al., 2008), and spatial patterns of landsliding have been associated with this regional signal (Meunier et al., 2007, Meunier et al., 2013). Various different features have been used to constrain the seismic source in strong motion predictive relationships including the following (Kramer, 1996):

- Epicentre
- Hypocentre
- Fault rupture line or surface projection in the case of blind faults
- Fault rupture plane
- High-stress release zone of the fault rupture plane, or surface projection of the high-stress release zone of the fault rupture plane.

The point locations of the epicentre and hypocentre provide a poor characterisation of the seismic source for larger ($M_w$>7) earthquakes, where rupture may occur across length scales of 10s to 100s of kilometres. Accordingly, fault models were used to constrain the seismic sources for the 1929 and 1968 earthquakes (Stirling et al., 2007, Stirling et al., 2002, Anderson et al., 1994). For both events, distance variables were generated relative to the fault rupture lines and the fault rupture planes. Distances variables were calculated as 2-dimensional Euclidean distances between the centroid of each DEM pixel and the nearest location on these features. Distance variables for the 1929 and 1968 earthquakes are shown in Figure 4-2 and Figure 4-3 respectively.

In order to account for the closer proximity of the fault and enhanced rupture directivity effects in hanging wall areas (e.g.: Abrahamson and Somerville, 1996, Somerville et al., 1997, Abrahamson et al., 2008), hanging wall and foot wall areas were described using a binary indicator variable. For the 1929 earthquake, regions to the east of the fault line were classified as hanging wall areas (Figure 4-4 A). For the
1968 earthquake regions to the northwest of the extended strike of the fault line were classified as hanging wall areas (Figure 4-4 B).
Figure 4-2 Maps of fault line distance (A) and fault plane distance (B) for the 1929 earthquake, using the fault model provided by Stirling et al. (2007), Stirling et al. (2002)
Figure 4-3 Maps of fault line distance (A) and fault plane distance (B) for the 1968 earthquake, using the fault model provided by Anderson et al. (1994)
Figure 4-4 Maps of hanging wall binary variables for the 1929 (A) and 1968 (B) earthquakes
4.2.2.1 Normalised distance from stream-channel to ridge crest

The normalised distance from stream-channels to ridge crests is used to evaluate variability in failure probability at different positions on hillslopes, associated with valley-scale patterns of topographic ground motion modification (e.g.: Meunier et al., 2008). In order to produce this variable, the ridge and stream networks in the landscape must be known. The stream network was defined using ArcGIS hydrological analysis on the DEM, corrected for hydrological sinks (ESRI, 2012). The drainage area threshold used to define the stream channels was based on the relationship between local slope and upslope area (Montgomery, 2001, Meunier et al., 2008). On landslide dominated hillslopes, where gravitational processes dominate, local hillslope gradient is dependent on the upslope area producing runoff through a point (Meunier et al., 2008). Through identification of characteristic breaks in the local slope-upslope area scaling relation, this transition from hillslope domain to fluvial domain can be defined. Meunier et al. (2008: 223) defined this threshold as:

- 3.2 ±1 km² for the Finisterre Mountains of Papua New Guinea
- 1.1 ±0.3 km² for central west Taiwan
- 0.89 ±0.2 km² for the Santa Susanna Mountains in California
- 1.5 ±0.5 km² for western Southern Alps of New Zealand

For the study area for Buller and Inangahua earthquakes this relationship is shown in Figure 4-5. The humped feature at 0.08 km² was found to define a reasonable threshold for definition of the fluvial network. While this threshold is around an order of magnitude lower than values defined by Meunier et al. (2008), stream channels extracted at this level were found to closely reflect the limits of the fluvial network on the ground and in aerial photographs. Note that applying this uniform threshold across the landscape does not account for variability in slope lengths, which is a likely source of error (Meunier et al., 2008).
Figure 4.5 Plot of local hillslope gradient against upslope area for the study region. Filled circles show the mean gradient measured in the direction of steepest descent within logarithmically spaced bins of upslope area. The humped feature is interpreted as indicating a break in the scaling relationship, and transition from hillslopes to fluvial channels.

Definition of topographic ridgelines is more challenging than extraction of the fluvial network, primarily due to the lack of automated techniques for incorporating this into GIS software. To overcome this, ridgelines were defined as drainage divides lying on upwardly convex ground. To delineate these features across the whole DEM, all individual drainage basins were first generated by defining pour points immediately upstream of every confluence in the stream network. Then local total curvature (the second derivative of elevation) was calculated for all cells in the DEM. Ridgelines were generated by extracting all drainage divides that crossed upwardly convex cells.

Horizontal distances from streams ($d_{st}$) and ridges ($d_{r}$) were calculated as two-dimensional Euclidean distances from the centroid of each DEM pixel. The normalised distance from ridge to stream ($NDS$) was then calculated using the method of Meunier et al. (2008: 224):
Equation 4-3:

\[
NDS = \frac{d_{st}}{d_{st} + d_r}
\]

Where \( NDS \) varies from 0 for cells located in the stream network increasing to 1 for cells located on the ridgeline. A sample of \( NDS \) for the study region is shown in Figure 4-6. While fill correction effects in low lying basin areas have resulted in some errors in the ridge-stream network, these represent regions with low levels of landslide occurrence across a small proportion of the study area and therefore have little influence on the fitted models.
4.2.2.2 Hillslope orientation with respect to the seismic source

The direction hillslopes face with respect to the seismic source has also been associated with valley-scale patterns of topographic ground motion modification (Meunier et al., 2008). This was calculated in the horizontal plane with respect to the closest points on the fault lines for each earthquake. First, local hillslope aspect ($A_s$) was calculated for all cells. Next, for each cell the direction to the seismic source ($Dir$) was calculated as the Euclidean direction from the closest point on the fault line to the cycle.
centre of each cell. Then, orientation with respect to the seismic source, \((IA)\) was calculated as:

Equation 4-4

\[
IA = \begin{cases} 
\sqrt{(\sqrt{\text{Dir} - \text{As})^2} - 360)^2}, & \text{if } (\text{Dir} - \text{As})^2 > 180 \\
\sqrt{(\text{Dir} - \text{As})^2}, & \text{if } (\text{Dir} - \text{As})^2 \leq 180 
\end{cases}
\]

Where \(IA\) varies from 0 indicating that the hillslope aspect is oriented directly away from the seismic source, to 180 indicating the hillslope aspect is oriented directly towards the seismic source. Samples of these variables for the 1929 and 1968 earthquakes are shown in Figure 4-7.
Figure 4-7 Maps of hillslope orientation with respect to the 1929 (A) and 1968 (B) seismic sources (fault lines). Inset maps show the location within the 1929 and 1968 landslide mapping overlap area.
4.2.2.3 Local hillslope gradient

Local hillslope gradient is closely related to the distribution of normal and shear stresses, which define the stability of hillslopes (Section 2.1.3). Local hillslope gradient in the direction of steepest descent ($SL$) was calculated for each analysis cell (Figure 4-8).
4.2.2.4 Local relief

Although slope stability at individual locations in the landscape is dependent on the local gradient and therefore shear stress, stability may also be dependent on the local relief. Gravitationally-induced shear stresses increase with the local height of hillslopes and rock mass strength decreases when considered at increasing spatial scales due to the net influences of spatially distributed discontinuities (Bieniawski and Vanheerden, 1975, Schmidt and Montgomery, 1995). If this is the case, failure is more likely to occur...
where steep gradients and high shear stresses are sustained over larger scales. In order to provide an index of relief to account for this effect, two variables were generated. First, each individual drainage basin was delineated as outlined in Section 4.2.2.1. Then the range and standard deviation of elevation were calculated for each individual drainage basin. Grid cells were then assigned these values for the drainage basin within which they were located. Maps of drainage based elevation range ($ER$) and standard deviation ($ES$) are shown in Figure 4-9 A and B, respectively.
Figure 4.9 Maps of relief variables: A) Drainage basin elevation range ($ER$), B) Drainage basin elevation standard deviation ($ES$)
4.2.2.5 Regional geology

Different rock types display varying levels of susceptibility to earthquake-triggered landsliding, which have been analysed by comparing patterns of landsliding in different mapped geological units (Parise and Jibson, 2000, Khazai and Sitar, 2004, Ohlmacher and Davis, 2003). Geological maps provide a classification of materials according to their age and the structural unit within which they occur, rather than providing a direct indicator of variations in material properties. This is the case for the tectonostratigraphic units by which the geology of the study area is classified (Rattenbury et al., 1998, Nathan et al., 2002, Rattenbury et al., 2006). However, as these units provide an indication of variations in lithology and the degree of material consolidation, they can be used as a proxy for first-order variation in hillslope material properties. Therefore, cells were classified by geological units from the QMAP dataset to provide a variable for analysis (Figure 4-10A). The amalgamation of units is somewhat arbitrary, as each contains a wide range of different lithologies and materials with specific geotechnical characteristics. However, in the absence of spatially distributed data on material properties, this is currently the only practical approach for accounting for material variations in analysis of landslide distributions.

4.2.2.6 Orientation of dominant structures

The orientation of dominant structures in hillslope materials, such as joints, lithological boundaries and bedding cleavages, each exhibit a control on the stability of rock masses (Hoek et al., 2002, Selby, 2005, Moore et al., 2009). Data on structural orientations is not usually available at the regional scale. The QMAP dataset contains a high density of point recordings of azimuth and inclination attributes describing rock defect, fabric and strata orientation (Rattenbury et al., 2006, Nathan et al., 2002, Rattenbury et al., 1998). These data were processed in combination with topographic data to infer the regional pattern of dominant structural orientation relative to hillslopes. To carry out this analysis, the terrain was first separated into individual geological units, as the distribution of dominant structures for each unit is independent. In order to interpolate the point structural measurements to estimate the regional structural pattern, Theissen polygons were generated using the point locations of structural measurements for each individual unit, with each polygon area assigned the structural azimuth and dip of its source point. Theissen polygon sets for
each individual unit were then merged to create a complete distributed map of structural domains (Figure 4-10 A). In order to identify regions with out-of-slope dipping, the azimuth (Az) and dip (Dip) of geological structures were then compared with the local aspect (As) and gradient (SL) of the surface topography. For each cell, values of azimuth and dip were assigned from the interpolated Theissen polygon areas. First, the difference between geological structure azimuth and hillslope aspect ($Or_{dif}$) was calculated using:

$$Or_{dif} = \begin{cases} 
\sqrt{\left(\sqrt{(Az - As)^2} - 360\right)^2}, & (Az - As)^2 > 180 \\
\sqrt{(Az - As)^2}, & (Az - As)^2 \leq 180
\end{cases}$$

Where $Or_{dif} = 0$ indicates hillslope aspect and structural azimuth are the same and $Or_{dif} = 180$ indicates that hillslope aspect and structural azimuth are opposite. Next, the difference between geological structure dip and hillslope gradient ($Dip_{dif}$) was calculated using:

$$Dip_{dif} = SL - Dip$$

Finally, a binary variable was generated to indicate grid cells containing dip slopes ($DS$), defined where azimuth was within $\pm 30^\circ$ of aspect, and hillslope gradient was steeper than the geological dip angle (Figure 4-10B).
Figure 4-10 Maps of structural domains within geological units (A) and dip slope binary variable (B)
4.2.2.7 Distance from mapped faults

Hillslope material strength is controlled in part by strain localisation and associated weakening (Petley and Allison, 1997, Hoek, 2000). This same process also occurs at the orogen-scale to create a characteristic damage structure around individual fault zones (e.g.: Mooney et al., 2007, Lockner et al., 2009). Such structure results in geomorphically relevant strength variations over many orders of magnitude normal to the faults, which has been associated with the maximum height and gradient of hillslopes that the rock can support (Grant-Taylor, 1964) and the high order topography of actively deforming orogens (Koons et al., 2012). Existing tectonic strain data for the region is of insufficient detail to resolve strain localisation along faults (Beavan and Haines, 2001, Beavan, 2011). Detailed fault mapping has been carried out in the region and compiled for the New Zealand active fault database (GNS Science, 2011a). In order to estimate the regional pattern of strain dependent material variations, a variable of 2-dimensional Euclidean distance from all mapped faults was generated (FDA). This variable is shown in Figure 4-11.
4.2.2.8 Solar insolation

In order to account for variable insolation, which influences in available energy to drive the physical breakdown of expose bedrock, the annual solar radiation for each DEM pixel was estimated using the ArcGIS Area Solar Radiation tool, based on a uniform sky diffuse radiation model (ESRI, 2012). The map of solar radiation ($SR$) is shown in Figure 4-12.
Figure 4-12 Map of annual solar radiation variable, produced using a uniform sky diffuse radiation model.
4.2.2.9 Precipitation

Precipitation conditions affect hillslope stability through their influence on pore water pressures, which reduce effective stress levels (Iverson, 2000). In order to account for spatial variability in precipitation, data from Hijmans et al. (2005) was used to estimate antecedent precipitation totals for each grid cell, for the 3 months and 6 months prior to each earthquake (Figure 4-13 and Figure 4-14). Note that these variables are based on mean interpolated values for the period 1950-2000 and are therefore intended to reflect relative spatial variations rather than absolute values for the years of the earthquakes.
Figure 4-13 Maps of gridded precipitation variables for the 1929 Buller earthquake. A) Mean gridded precipitation total for the months April to June, for the period 1950-2000, B) Mean 900 m gridded precipitation total for the months January to June, for the period 1950-2000. Variables reflect spatial variability in antecedent precipitation prior to the 1929 earthquake. (Data from Hijmans et al., 2005).
Figure 4-14 Maps of gridded precipitation variables for the 1968 Inangahua earthquake. Maps of A) Mean gridded precipitation total for the months March to May, for the period 1950-2000. B) Mean 900 m gridded precipitation total for the months December to May, for the period 1950-2000. Variables reflect spatial variability in antecedent precipitation prior to the 1968 earthquake. (Data from Hijmans et al., 2005).
4.2.3 Variables summary

Table 4-1 summarises the response and predictor variables generated for analysis. For each event \( FLD, FPD, IA \) and \( NDS \) are variables characterising the local seismic forcing, while \( SL, ED, ES, GT, DS, FDA, SR, PD3 \) and \( PD6 \) characterise the local stability of hillslopes.

Table 4-1 Variables used to logistic regression analysis for the 1929 Buller and 1968 Inangahua earthquakes

<table>
<thead>
<tr>
<th>Variable ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response Variables</strong></td>
<td></td>
</tr>
<tr>
<td>( LS(A)_{1929} )</td>
<td>1929 landslide source area binary</td>
</tr>
<tr>
<td>( LS(A)_{1968} )</td>
<td>1968 landslide source area binary</td>
</tr>
<tr>
<td><strong>Predictor Variables</strong></td>
<td></td>
</tr>
<tr>
<td>( FLD )</td>
<td>Coseismic fault line distance (km)</td>
</tr>
<tr>
<td>( FPD )</td>
<td>Coseismic fault plane distance (km)</td>
</tr>
<tr>
<td>( HW )</td>
<td>Coseismic hanging wall binary</td>
</tr>
<tr>
<td>( IA )</td>
<td>Local hillslope orientation with respect to coseismic source (incidence angle of seismic waves)</td>
</tr>
<tr>
<td>( NDS )</td>
<td>Normalised distance from stream channel to ridge crest</td>
</tr>
<tr>
<td>( SL )</td>
<td>Local hillslope gradient (degrees)</td>
</tr>
<tr>
<td>( ER )</td>
<td>Drainage basin elevation range (m)</td>
</tr>
<tr>
<td>( ES )</td>
<td>Drainage basin elevation standard deviation (m)</td>
</tr>
<tr>
<td>( GT )</td>
<td>Geology (tectnostratigraphic terrane)</td>
</tr>
<tr>
<td>( DS )</td>
<td>Dip-slope binary</td>
</tr>
<tr>
<td>( FDA )</td>
<td>Distance from all mapped faults (km)</td>
</tr>
<tr>
<td>( SR )</td>
<td>Local annual solar radiation (WH/m(^2))</td>
</tr>
<tr>
<td>( PD3 )</td>
<td>Earthquake month plus previous 2 months spatially distributed precipitation (mm)</td>
</tr>
<tr>
<td>( PD6 )</td>
<td>Earthquake month plus previous 5 months spatially distributed precipitation (mm)</td>
</tr>
</tbody>
</table>

4.2.4 Model fitting

While there are various automated procedures for selecting appropriate combinations of variables for use in generalised linear models (Furnival and Wilson, 1974, Lawless and Singhal, 1978, Lawless and Singhal, 1987a, Lawless and Singhal, 1987b, Hosmer and Lemeshow, 2000), automated techniques were not used to fit models in this investigation. This is because these techniques lack input from the scientific knowledge...
and understanding of the analyst, and models produced through automated
techniques may therefore provide a good statistical fit whilst being scientifically
implausible (Greenland, 1989). Rather, models were constructed manually, guided by
goodness-of-fit statistics and the understanding of earthquake-triggered landslide
events presented in previous chapters. Separate models for the two earthquakes were
fitted in parallel, in order to identify a set of common predictor variables describing the
spatial probability of landsliding. McFadden’s Pseudo $R^2$ was used as a guide to
goodness-of-fit and $p$-values generated by logistic regression were used to test the
statistical significance of relationships (Chen et al., 2012a). McFadden’s Pseudo $R^2$ is
calculated as:

Equation 4-7:

$$R^2 = 1 - \frac{\ln \hat{L}(M_{full})}{\ln \hat{L}(M_{intercept})}$$

Where $\ln \hat{L}(M_{full})$ is the log likelihood of the full model and $\ln \hat{L}(M_{intercept})$ is the log
likelihood of the model without any predictors. $R^2$ values indicate the level of
improvement offered by the full model over the model without its predictors. $p$-values
generated by logistic regression indicate the probability of obtaining the chi$^2$ statistic if
there is no effect of the predictor variables on the response variable. Predictor
variables were only included in the model if they provided an improvement in $R^2$, were
significant at the 0.05 level, and produced consistent and physically plausible
relationships to seismic and hillslope processes, in the case of both earthquake
datasets. During the fitting process multiple variable combinations were iteratively
tested. The final model presented below represents the version producing the best fit
whilst meeting the above criteria.

4.2.5 Buller and Inangahua earthquake-triggered landslide probability models

For the 1929 and 1968 earthquakes, hillslope failure probability can be modelled via
the following equation:

Equation 4-8

$$P_{LS}(A) = \frac{1}{1 - e^{-\left(c_{intercept} + c_{FPD} \cdot FP + c_{NDS} \cdot NDS + c_{FPD-NDS} \cdot (FP \cdot NDS) + c_{SL(G)} \cdot SL + c_{ES} \cdot ES + c_{SR} \cdot SR + c_{DS} \cdot DS \right)}}$$
where the variables in red characterise the local seismic forcing and the variables in blue characterise the local stability of hillslopes. Logistic regression coefficients are indicated by $c$ followed by the predictor variable ID subscript. Coefficients and fit statistics for this model are given in Table 4-2 (1929) and Table 4-3 (1968). Coefficients are given in log-odds units, indicating the change in the log-odds of probability per unit change in the predictor variables. In addition to predictor variable coefficients, coefficient standard errors, z-values (coefficients divided by standard errors), p-values for the full models and individual predictors, and the 95% confidence intervals of the predictors are also given. Both the full models and all individual predictor variables are statistically significant beyond the 0.01 level.

Table 4-2 Logistic regression statistics for the 1929 Buller earthquake model

<table>
<thead>
<tr>
<th>Variables in red characterise the strength of the seismic forcing</th>
<th>Variables in blue characterise the local stability of hillslopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observations</td>
<td>3116647</td>
</tr>
<tr>
<td>Likelihood ratio chi$^2$</td>
<td>110670.28</td>
</tr>
<tr>
<td>Model p-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Pseudo R$^2$</td>
<td>0.187</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FPD$</td>
<td>-0.0606</td>
<td>0.0016</td>
<td>-37.67</td>
<td>0.00</td>
<td>-0.0637</td>
<td>-0.0574</td>
</tr>
<tr>
<td>$NDS$</td>
<td>1.1811</td>
<td>0.0203</td>
<td>58.31</td>
<td>0.00</td>
<td>1.1414</td>
<td>1.2208</td>
</tr>
<tr>
<td>$FPD \times NDS$</td>
<td>-0.0288</td>
<td>0.0023</td>
<td>-12.60</td>
<td>0.00</td>
<td>-0.0332</td>
<td>-0.0243</td>
</tr>
<tr>
<td>$SL (GT = 1)$</td>
<td>0.0824</td>
<td>0.0006</td>
<td>146.25</td>
<td>0.00</td>
<td>0.0813</td>
<td>0.0835</td>
</tr>
<tr>
<td>$SL (GT = 2)$</td>
<td>0.0657</td>
<td>0.0005</td>
<td>132.40</td>
<td>0.00</td>
<td>0.0647</td>
<td>0.0667</td>
</tr>
<tr>
<td>$SL (GT = 3)$</td>
<td>0.0968</td>
<td>0.0005</td>
<td>189.89</td>
<td>0.00</td>
<td>0.0958</td>
<td>0.0978</td>
</tr>
<tr>
<td>$SL (GT = 4)$</td>
<td>0.1040</td>
<td>0.0013</td>
<td>77.99</td>
<td>0.00</td>
<td>0.1014</td>
<td>0.1066</td>
</tr>
<tr>
<td>$SR$</td>
<td>0.0054</td>
<td>0.0002</td>
<td>28.51</td>
<td>0.00</td>
<td>0.0050</td>
<td>0.0058</td>
</tr>
<tr>
<td>$ES$</td>
<td>0.0078</td>
<td>0.0001</td>
<td>66.70</td>
<td>0.00</td>
<td>0.0076</td>
<td>0.0081</td>
</tr>
<tr>
<td>$DS$</td>
<td>0.3478</td>
<td>0.0157</td>
<td>22.13</td>
<td>0.00</td>
<td>0.3170</td>
<td>0.3786</td>
</tr>
<tr>
<td>Intercept</td>
<td>-7.6669</td>
<td>0.0316</td>
<td>-242.36</td>
<td>0.00</td>
<td>-7.7289</td>
<td>-7.6049</td>
</tr>
</tbody>
</table>
Table 4-3 Logistic regression statistics for the 1968 Inangahua earthquake model

Variables in red characterise the strength of the seismic forcing
Variables in blue characterise the local stability of hillslopes

| Number of observations | 3116650 |
| Likelihood ratio ch² | 34392.70 |
| Model p-value | 0.00 |
| Pseudo R² | 0.248 |

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPD</td>
<td>-0.2283</td>
<td>0.0072</td>
<td>-31.80</td>
<td>0.00</td>
<td>-0.2424</td>
<td>-0.2142</td>
</tr>
<tr>
<td>NDS</td>
<td>1.2995</td>
<td>0.0519</td>
<td>25.05</td>
<td>0.00</td>
<td>1.1978</td>
<td>1.4011</td>
</tr>
<tr>
<td>FPD * NDS</td>
<td>-0.0892</td>
<td>0.0105</td>
<td>-8.50</td>
<td>0.00</td>
<td>-0.1097</td>
<td>-0.0686</td>
</tr>
<tr>
<td>SL (GT = 1)</td>
<td>0.0868</td>
<td>0.0013</td>
<td>66.29</td>
<td>0.00</td>
<td>0.0842</td>
<td>0.0893</td>
</tr>
<tr>
<td>SL (GT = 2)</td>
<td>0.0982</td>
<td>0.0012</td>
<td>83.99</td>
<td>0.00</td>
<td>0.0959</td>
<td>0.1005</td>
</tr>
<tr>
<td>SL (GT = 3)</td>
<td>0.1079</td>
<td>0.0012</td>
<td>91.50</td>
<td>0.00</td>
<td>0.1056</td>
<td>0.1103</td>
</tr>
<tr>
<td>SL (GT = 4)</td>
<td>0.1499</td>
<td>0.0021</td>
<td>72.23</td>
<td>0.00</td>
<td>0.1458</td>
<td>0.1539</td>
</tr>
<tr>
<td>SR</td>
<td>0.0037</td>
<td>0.0005</td>
<td>7.63</td>
<td>0.00</td>
<td>0.0027</td>
<td>0.0046</td>
</tr>
<tr>
<td>ES</td>
<td>0.0022</td>
<td>0.0003</td>
<td>6.88</td>
<td>0.00</td>
<td>0.0016</td>
<td>0.0029</td>
</tr>
<tr>
<td>DS</td>
<td>0.1388</td>
<td>0.0439</td>
<td>3.16</td>
<td>0.00</td>
<td>0.0527</td>
<td>0.2250</td>
</tr>
<tr>
<td>Intercept</td>
<td>-7.9556</td>
<td>0.0746</td>
<td>-106.60</td>
<td>0.00</td>
<td>-8.1018</td>
<td>-7.8093</td>
</tr>
</tbody>
</table>

Figures 4-16 to 4-22 show observed (black dots) and predicted (red lines) $P_{LS}(A)$ values relative to values of individual predictor variables. In order to account for the uneven distribution of data relative to the predictor variables, mean predicted and observed probability was calculated for each predictor within 20 equal frequency (5%) bins. Note that predicted values on these plots are the product of all predictor variables, such that the red lines do not appear as smooth functions. However, the plots are useful for visualising variability in $P_{LS}(A)$ and assessing the fit of the models.

The seismic forcing variables FPD and NDS influence landslide probability individually, but also have a combined influence as an interaction variable (FPD · NDS). FPD derives a negative coefficient indicating that landslide probability decreases with distance from the seismic source (Figure 4-15). NDS derives a positive coefficient, indicating that landslide probability increases with normalised proximity to ridge crests, or that landslide probability is higher for locations closer to ridge crests than those closer to river channels (Figure 4-16). FPD · NDS also has a significant influence in both models, with landslide probability decreasing with increasing FPD · NDS. This indicates that the influence of NDS decreases with increasing FPD. In other words the
proportional effect of topographic amplification in increasing failure probability diminishes with distance from the seismic source. For each of these variables, the default logistic transformation was found to produce a good fit to observed data, without the need for additional transformations.

Variables $FLD$, $HW$ and $IE$ that also characterise the seismic forcing are not included in the models. In the case of $IE$, this variable was not found to exhibit a significant influence on landslide probability in any of the model combinations tested. $FLD$ and $HW$ were found to be significant, but only when used in place of $FPD$. As $FLD$ and $FPD$ both relate to distance from the seismic source, these variables are highly co-linear. However, $FPD$ was found to be more effective than $FLD$ in increasing the model $R^2$ value. As $FPD$ indicates distance from the fault plane, hanging wall areas are assigned lower values due to their closer proximity. This in turn accounts for higher ground accelerations experienced in these areas so that $HW$ is no longer required in the model. For both events $FPD$ was found to produce a greater increase in $R^2$ than the combination of $FLD$ and $HW$. 
Figure 4-15 Plots of observed and predicted hillslope failure probabilities for the 1929 ($P_{15}(A)_{1929}$) and 1968 ($P_{15}(A)_{1968}$) earthquakes relative to the coseismic fault planes ($FPD$).

Figure 4-16 Plots of observed and predicted hillslope failure probabilities for the 1929 ($P_{15}(A)_{1929}$) and 1968 ($P_{15}(A)_{1968}$) earthquakes relative to the normalised distance from stream channels to ridge crests ($NDS$).
The static stability of hillslopes is characterised in the models by the variables $SL$, $GT$, $SR$, $ES$ and $DS$. $GT$ was found not to perform well as an individual variable in the model, with its derived indictor variables on the whole not being statistically significant. However, $GT$ was found to impart a statistically significant effect on the coefficient of $SL$, and is therefore included in the model as an interaction variable allowing the coefficient for $SL$ to vary for different geological units. For all units $SL$ displays a positive coefficient, indicating that landslide probability increases with slope gradient. Probability curves for different geological units are shown in Figure 4-18. Observed and predicted values match closely for the Buller, Intrusives and Pre-Quaternary sediments units, however the fit is poor for high slope gradients in the Quaternary sediments. This is likely due to the very low frequency of data in these sectors, resulting in high sensitivity to stochastic variability and outlying values.

$DS$ exhibits significant positive coefficients indicating higher landslide probability on dip slopes. $ES$ displays significant positive coefficients indicating increasing landslide probability with increasing relief. While $ES$ and $SL$ exhibit colinearity with a correlation coefficient of 0.58, the inclusion of $ES$ still results in a substantial increase in the $R^2$ value. $SR$ displays a significant, positive coefficient, indicating increasing landslide probability with increasing annual solar radiation incident on the hillslope. Note that for $ES$ and $SR$, the individual relationships are less clear in the plots of predicted and observed values (Figure 4-20 and Figure 4-21). This indicates that the effect of these

![Figure 4-17 Plots of observed and predicted hillslope failure probabilities for the 1929 ($P_{1929}(A)$) and 1968 ($P_{1968}(A)$) earthquakes relative to the variable $FPD \cdot NDS$](image)
variables, particularly \( SR \), is to improve the fit of the model by increasing the predictive validity of other variables in the model. Such variables are commonly termed ‘suppressor variables’ (e.g.: Smith, 1992, Woolley, 1997), and their effect can be understood as explaining residual variance not explained by other variables. In other words, while the probability of failure may be predominantly determined by \( FPD, SL \) and \( GT \), it is modified to a lesser extent by \( SR \) and \( ES \).

Other variables, \( ER, FDA, PD3 \) and \( PD6 \), that also potentially influence hillslope stability are not included in the model. \( FDA, PD3 \) and \( PD6 \) were found not to exhibit significant influence on the model in any of the variable combinations tested. \( ER \) was found to be significant, however \( ER \) and \( ES \) are highly co-linear, and \( ES \) was found to produce a greater increase in the \( R^2 \) value. Again the default logistic transformation was found to produce a good fit to observed data. A slight improvement in overall fit could be attained using multiple cubic spline variables in place of \( SL \), however this also resulted in several of the additional coefficients being insignificant.

During the model fitting, grid cells with \( SL > 58 \) were found to produce numerical problems associated with the very low frequency of data at high values. This amounted to an area of \( 1.3 \text{ km}^2 \) (less than 0.05% of the study area). In this range the relationship between hillslope gradient and failure probability was found to exhibit a rollover, suggesting a decrease in failure probability with gradient. It is unclear whether this behaviour is real or an artefact of the low data frequency and/or the limitation of mapping landslides on steep slopes from aerial imagery. As the logistic function cannot model a humped relationship, and as \( SL \) this is one of the dominant variables in the model, these data were removed from the analysis.
Figure 4-18 Plots of observed and predicted $P_{DS}(A)_{1929}$ and $P_{DS}(A)_{1968}$, relative to $SL$, separated by $GT$ zones ($B$=Buller, $I$=Igneous Intrusions, $PQ$=Pre-quaternary, $Q$ = Quaternary).

Figure 4-19 Plots of observed and predicted $P_{DS}(A)_{1929}$ and $P_{DS}(A)_{1968}$, relative to $DS$. Note that dipslopes ($DS = 1$) have the higher probability.
4.2.6 Coefficient variability

For both events the sign attached to each of the coefficients (i.e.: whether the coefficient is positive or negative and thus whether the variable has the effect of increasing or decreasing landslide probability) is the same. The values of coefficients vary between the two event models, as shown in Figure 4-22. Since the effect of individual predictors is co-dependent on the effect of all other predictors, it is difficult to attribute variability of individual coefficients to particular factors. This variability is
in part due to differences in the overall magnitude of the earthquakes. The higher intercept value for 1929 indicates the higher overall failure probability produced by the higher magnitude earthquake and the larger negative $FPD$ coefficient indicates a more gradual decrease in probability per unit distance from the seismic source. Larger positive 1929 coefficients for $SR$, $ES$ and $DS$ are also likely to result from the higher overall failure probability for the 1929 event. Coefficients for $NDS$ are similar, suggesting that the increase in failure probability due to topographic amplification is reasonably consistent. The larger negative $FDP \cdot NDS$ coefficient for 1968 suggests that the strength of the topographic amplification effect decreases more quickly with distance in the lower magnitude 1968 earthquake. $SL$ coefficients are similar for both events, although the relative strength of the coefficient for Intrusives unit is slightly lower for 1929 than 1968.
Figure 4-22 Comparison plots of predictor coefficients for the 1929 and 1968 probability models. Note that the axes have different scales as the coefficients are not normalised and vary over a large scale between predictor variables.
4.2.7 Predicted and observed probability comparison

Figure 4-23 shows a comparison of predicted and observed probability calculated across 100 equal frequency (1%) bins. These values have been plotted on logit (log-odds) scales, reflecting the mechanics of logistic regression: fitting linear correlation in log-odds space. At high values both models exhibit a close fit to the line of equality. At low values the 1929 model produces slightly over-predicted probabilities, while the 1968 model exhibits departure from equality with under-predicted probabilities. It is likely that these errors at the lower limit of the distribution of probabilities are at least in part statistical artefacts of low data frequency and near-zero probability values.

Figure 4-24 and Figure 4-25 show predicted probability values projected spatially, alongside the landslide source binary grids used to fit the models. The spatial projection of predicted failure probability closely reflects the spatial distributions of landslide source areas. For the 1929 earthquake, some of the large coastal landslides in the northwest of the study area occur outside of the region of higher failure probabilities. This may be due to the influence of coastal erosion on hillslope stability in these areas, which is not accounted for in the model.
Figure 4-23 Plotted comparison of predicted and observed probability for the 1929 Buller and 1968 Inangahua earthquakes, sampled within 100 equal frequency (1%) bins widths. The dotted line indicates the line of equality. The data are plotted on logit (log-odds) scales.
Figure 4-24 Map projected predicted probabilities (A) and observed landslide source locations (B) for the 1929 earthquake.
Figure 4-25 Map projected predicted probabilities (A) and observed landslide source locations (B) for the 1968 earthquake.
4.2.8 Model fit breakdown

Each predictor variable accounts for some part of the improvement in fit, although not all variables contribute equally. It is important to establish the relative contribution of different predictor variables to the fit of the models and thus the relative importance of different factors in determining hillslope failure probability. In order to achieve this, beginning with the full models presented above, the variable contributing the least increase in the $R^2$ value was repeatedly removed from the model and the model refitted. This process was carried out for both the 1929 and 1968 models and the $R^2$ values were recorded for each refinement. Figure 4-26 shows the ranked order of variable combinations and evolving values of $R^2$ resulting from this experiment. For both events, $FPD$, $SL$ and $GT$ are primary variables accounting for the majority of the model fit. Whilst the rank order of $FPD \cdot NDS$, $DS$, $SR$, $NDS$ and $ES$ differs, all these variables appear to be secondary in defining the spatial distribution of $P_{LS}(A)$. For 1929, the initial increase in $R^2$ produced by $FPD$ is much lower than in 1968. This suggests that less variability is accounted for by $FPD$ in 1929. Given the large scale and less well-constrained rupture in this event, the lower level of fit may be due to the effect of unresolved rupture complexity.
Figure 4-26 Plots showing the relative contribution of predictor variables to the fit of the 1929 and 1968 hillslope failure probability models. 1929 (top) and 1968 (bottom) model fit breakdown: sequence of model input predictors and resulting pseudo-$R^2$ goodness of fit values, produced by sequentially removing the least contributing predictor variable.
4.2.9 Discussion of model components and implications

The spatial probability distributions of landslides triggered by the 1929 and 1968 earthquakes can both be described using the logistic regression model given in Equation 4-8. The major influences upon the model behaviour are the distance of sites from the seismic source and the local hillslope gradient, where the underlying influence of hillslope gradient is dependent on geology. Secondary are the effects of topographic amplification, solar radiation, hillslope structural domains and local relief, which modify failure probability to a lesser extent. The influence of the model variables corresponds with that expected, based on their physical relationships to seismic and hillslope processes. The findings from this analysis have a number of similarities with the results of previous investigations but also notable differences.

The negative correlation between landslide probability and distance from the seismic source is commensurate with the attenuation of seismic ground accelerations (Campbell and Bozorgnia, 2008), and fits with the results of other ETL studies (e.g.: Meunier et al., 2007, Dai et al., 2011, Lee et al., 2008a). While the decision of how to characterise the seismic source is somewhat arbitrary, the use of the fault plane provides the most physically accurate fault characterisation and the best fitting model, without the need to include an additional variable to account for differences between the hanging wall and footwall. The positive correlation between failure probability and $NDS$ corresponds with expected valley-scale patterns of topographic amplification and damping. The decay in the amplification effect with distance from the seismic source can be related to both the general lowering of relief and a change in the incidence angle of seismic waves. The change in wave incidence angle with increasing horizontal distance from coseismic faults results in a shift of topographic amplification peaks away from ridge crests (Meunier et al., 2008). The expected result of this is that failures will occur lower on hillslopes, resulting in the reduced influence of $NDS$ with increasing fault distance. While the $NDS$ variable accounts for the position of cells in the stream-ridge profile, it does not account for the local relief and therefore the severity of the topographic amplification effect (Benites et al., 1994). This corresponds with the greater influence of $NDS$ in high relief areas close to the fault, than in lower relief, coastal areas that occur at greater distances from the source.
Positive correlation between failure probability and hillslope gradient fits with the associated increase in local shear stresses (Section 2.1.4). A major difference in this model to similar published models of ETL susceptibility (e.g.: Lee et al., 2008a, Xu et al., 2012, Li et al., 2012) is that the influence of geology is not to modify landslide probability directly, but rather by changing the relationship between landslide probability and hillslope gradient. As the topography and lithology of landscapes are not independent, owing to the relationship between the strength of hillslope material and the maximum gradient and relief that hillslopes can sustain (e.g.: Hoek, 2000, Schmidt and Montgomery, 1995), it is logical that the influence of these variables should be coupled. The increase in failure probability with the local relief between drainage divides can be associated with the increase in gravitationally-induced shear stresses with the local height of hillslopes and the associated decrease in rock mass strength at increasing spatial scale (Culmann, 1866, Schmidt and Montgomery, 1995).

Although hillslope aspect is a common variable used in landslide susceptibility models, its influence is generally attributed to a combination of topographic effects on seismic waves, structural influences on hillslope stability and local climatic differences affecting the physical breakdown of hillslope material (Chen et al., 2012b, Dai et al., 2011, Lee et al., 2008a, Lee and Min, 2001). As a result, statistical relationships between aspect and landslide probability will be specific to particular earthquakes and regions. By separating the individual seismic, structural and climatic components that influence the aspect of landslides, model relationships derived here are more likely to be representative of other earthquakes and regions. The positive correlation between solar radiation and hillslope failure probability, and higher failure probability for slopes with out-of-slope dipping structures agree with the expected influence of these variables (Mcfadden et al., 2005, Selby, 2005, Moore et al., 2009, Hoek et al., 2002). When these effects are controlled for in analysis, the orientation of hillslopes relative to seismic sources, associated with topographic effects on ground accelerations (e.g.: Meunier et al., 2008), was not found to exhibit a significant influence on landslide probability. This may indicate that, when seismic waves interact with complex surface topography, this site effect may be weaker than suggested by results of seismic waves field experiments using simplified topography (Meunier et al., 2008).
Spatially distributed precipitation variables do not exhibit a significant influence on failure probability. This may suggest that rainfall and associated variability in pore_pressures have little influence on ETL activity, which may be true for well-drained sections of hillslope positioned high on mountainsides. As localised pore-pressure generation is highly dependent on surface and sub-surface hydrology (Montgomery et al., 1997, Wilson and Dietrich, 1987, Fannin and Jaakkola, 1999), and rainfall data represent long-term mean conditions rather than data at the time of the earthquakes, these variables may not accurately characterise the influence of rainfall on hillslope stability. In the absence of distributed pore-pressure data with which to compare the landslide distribution, understanding hydrological influences on ETL activity remains an area of uncertainty. Similarly, no significant relationship was observed between landslide probability and the distance of sites from mapped faults. While zones of weakened and damaged material occur around fault zones (e.g.: Mooney et al., 2007, Lockner et al., 2009), local hillslopes may have already adjusted to these conditions. Mapped faults generally track along valleys, suggesting that erosional processes have already removed material weakened by faulting, which therefore exerts little influence on present day hillslope processes.

The consistency with which the model describes the spatial distribution of ETLs for both events suggests that this combination of underlying relationships can be applied generally to earthquakes in the region. In other words, landslides triggered by earthquakes in this area are sampled from this same spatial distribution of hillslope failure probability. The variables exhibiting a more minor influence in the model have greater potential to describe characteristics of the landslide distribution specific to these events and to this region. By removing these variables and identifying the major influences on failure probability, the model can be made less event-specific and more transferrable between different earthquakes and regions. The combination of the distance of sites from the seismic source and the local hillslope gradient, with influence dependent on geology, therefore provide a candidate variable subset for a generalised ETL probability model.
4.3 General earthquake-triggered landslide probability models

In order to test whether the major influences on ETL probability in the Buller and Inangahua earthquakes can provide the basis for a generalised model of ETL spatial probability, logistic regression models were fitted using data from all five earthquakes presented in Chapter 3. The individual datasets were processed via the methodology outlined in Section 4.1. The 30 m pixel resolution of the ASTER GDEM dataset was used to define the analysis grid and provide elevation data for all events. To ensure a comparable level of completeness in the landslide datasets, landslides smaller than 11,000 m$^2$ were removed from the analysis (see Section 3.3.1). The models presented in this section therefore predict $P_{LS}(A)$ for landslides of area greater than or equal to 11,000 m$^2$.

For each grid cell landslide binary variables, distances from the nearest point on the coseismic rupture plane and local hillslope gradient were calculated. For this analysis, distances were calculated in three dimensions in order to account for inter-event variability in rupture depth, in addition to the horizontal site distance. To account for differences in the total size of the earthquakes and duration of shaking, $M_w$ was also included as a predictor variable. Additionally, for all but the 1929 earthquake, values of peak ground acceleration were also sampled using USGS Shakemap maximum PGA isoseismals. Table 4-4 summarises the response and predictor variables generated for analysis.

<table>
<thead>
<tr>
<th>Variable ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LS$</td>
<td>Landslide source binary</td>
</tr>
<tr>
<td>$M_w$</td>
<td>Earthquake moment magnitude</td>
</tr>
<tr>
<td>$FPD$</td>
<td>3-dimensional distance from the nearest point on the coseismic fault rupture (km)</td>
</tr>
<tr>
<td>$PGA$</td>
<td>Peak ground acceleration (g) – 1968, 1994, 1999, 2008 only</td>
</tr>
<tr>
<td>$SL$</td>
<td>Local hillslope gradient (degrees)</td>
</tr>
</tbody>
</table>

For each earthquake the spatial extent of analysis was limited to the total coverage area of landslide mapping. Note that for the 2008 Wenchuan earthquake, for around 5% of the study area the GDEM elevation dataset was found to contain errors and voids resulting from cloud interference. These regions were clipped from the DEM and
removed for analysis. Data from all five events were combined as described in Table 4-5. In order to account for the different size of areas covered by the landslide inventories for the different earthquakes, when fitting the models presented below observations were inversely weighted by the frequency of observations for each earthquake. This was achieved using the analytical weights feature in Stata (Gould and StataCorp, 1994). While generally applied in cases of linear regression, the technique is appropriate in this case to ensure that the individual earthquake datasets contributed equally to modelled relationships and to avoid dominance by the larger datasets for the Chi-Chi and Wenchuan earthquakes (Cox, pers coms).

Table 4-5 Landslide inventory mapping coverage areas and sample sizes used in analysis

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Coverage area (km²)</th>
<th>Number of observations (30 m grid cells)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1929 Buller</td>
<td>4,222.53</td>
<td>4,691,700</td>
</tr>
<tr>
<td>1968 Inangahua</td>
<td>4,288.03</td>
<td>4,764,477</td>
</tr>
<tr>
<td>1994 Northridge</td>
<td>3,973.77</td>
<td>4,415,300</td>
</tr>
<tr>
<td>1999 Chi-Chi</td>
<td>10,513.20</td>
<td>11,681,333</td>
</tr>
<tr>
<td>2008 Wenchuan</td>
<td>11,465.49</td>
<td>12,739,433</td>
</tr>
<tr>
<td>Total</td>
<td>34,463.02</td>
<td>38,292,244</td>
</tr>
</tbody>
</table>

4.3.1 Earthquake magnitude, seismic source distance and hillslope gradient model

For all five earthquakes, $P_{LS}(A)$ can be modelled as a function of $M_w$, $FPD$ and $SL$ via Equation 4-9. Coefficients and fit statistics for this model are given in Table 4-6.

Equation 4-9

$$P_{LS}(A) = \frac{1}{1 - e^{-\left(c_{intercept} + c_{M_w} M_w + c_{FPD} FPD + c_{SL} SL\right)}}$$

where variables in red characterise the seismic forcing and the variables in blue characterise the stability of hillslopes. Coefficients for both the distance and hillslope gradient components of the model were found to vary for the different events. The coefficients of the distance component ($FPD$) range from 0.09 to 0.18 for the five earthquakes, and these differences were found to be statistically significant beyond the 0.01 level. This indicates variability in the rate at which $P_{LS}(A)$ decays with distance from the seismic source. Coefficients of the hillslope gradient component ($SL$) also vary between 0.07 and 0.1, and again these differences were found to be
statistically significant beyond the 0.01 level. While allowing for variability in coefficients allows the model to over-fit to these particular datasets, both the FPD and SL coefficient variability appears to be logically plausible. As demonstrated in Section 4.2.6, the relationship between $P_{LS}(A)$ and hillslope gradient varies by geology, which will be reflected in the SL coefficients for different regions. In the case of SL coefficients for the 1929 and 1968 earthquakes, differences may be due to the spatial locations of the earthquakes, such that the SL relationships are dominated by different geology types. Rates of seismic wave attenuation with distance from sources vary globally depending on near-surface structures, surface lithology and earthquake magnitude (e.g.: Campbell and Bozorgnia, 2008). While it may be possible to constrain FPD coefficient variability using additional variables and variable interactions, modelling the seismic wave attenuation characteristics of these different regions is beyond the scope of this investigation. Rather, the use of PGA data in place of seismic source distance in the following section accounts for variability associated with different attenuation characteristics.

Table 4-6 Logistic regression statistics for earthquake magnitude, seismic source distance and hillslope gradient model

| Variables in red characterise the strength of the seismic forcing |
| Variables in blue characterise the local stability of hillslopes |

| Number of observations | 38292244 |
| Likelihood ratio ch$^2$ | 856569.8300 |
| Model p-value | 0.0000 |
| Pseudo R$^2$ | 0.2114 |

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_w$</td>
<td>1.7443</td>
<td>0.0210</td>
<td>83.21</td>
<td>0.00</td>
<td>(1.7032, 1.7854)</td>
</tr>
<tr>
<td>FPD(1929)</td>
<td>-0.0898</td>
<td>0.0003</td>
<td>-259.55</td>
<td>0.00</td>
<td>(-0.0905, -0.0891)</td>
</tr>
<tr>
<td>FPD(1968)</td>
<td>-0.1760</td>
<td>0.0011</td>
<td>-163.78</td>
<td>0.00</td>
<td>(-0.1781, -0.1739)</td>
</tr>
<tr>
<td>FPD(1994)</td>
<td>-0.1702</td>
<td>0.0019</td>
<td>-91.10</td>
<td>0.00</td>
<td>(-0.1739, -0.1666)</td>
</tr>
<tr>
<td>FPD(1999)</td>
<td>-0.1589</td>
<td>0.0007</td>
<td>-228.97</td>
<td>0.00</td>
<td>(-0.1602, -0.1575)</td>
</tr>
<tr>
<td>FPD(2008)</td>
<td>-0.1081</td>
<td>0.0004</td>
<td>-271.99</td>
<td>0.00</td>
<td>(-0.1089, -0.1073)</td>
</tr>
<tr>
<td>SL(1929)</td>
<td>0.0880</td>
<td>0.0002</td>
<td>488.94</td>
<td>0.00</td>
<td>(0.0876, 0.0883)</td>
</tr>
<tr>
<td>SL(1968)</td>
<td>0.1035</td>
<td>0.0005</td>
<td>219.24</td>
<td>0.00</td>
<td>(0.1026, 0.1044)</td>
</tr>
<tr>
<td>SL(1994)</td>
<td>0.0928</td>
<td>0.0008</td>
<td>120.69</td>
<td>0.00</td>
<td>(0.0913, 0.0943)</td>
</tr>
<tr>
<td>SL(1999)</td>
<td>0.0851</td>
<td>0.0003</td>
<td>297.88</td>
<td>0.00</td>
<td>(0.0846, 0.0857)</td>
</tr>
<tr>
<td>SL(2008)</td>
<td>0.0718</td>
<td>0.0002</td>
<td>360.50</td>
<td>0.00</td>
<td>(0.0714, 0.0722)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-18.6080</td>
<td>0.1609</td>
<td>-115.62</td>
<td>0.00</td>
<td>(-18.9234, -18.2925)</td>
</tr>
</tbody>
</table>
4.3.2 Earthquake magnitude, PGA and hillslope gradient model

Where distributed ground motion data are available for the 1968, 1994, 1999 and 2008 earthquakes, the ground motion proxy variable $FPD$ can be replaced with $PGA$, to provide a more direct link between $P_{LS}(A)$ and ground acceleration:

Equation 4-10

$$P_{LS}(A) = \frac{1}{1 - e^{-\left(c_{\text{intercept}} + c_{M_w} M_w + c_{\ln PGA} \ln PGA + c_{SL} SL\right)}}$$

Here moment magnitude is included to account for differences in shaking duration. Duration tends to increase with earthquake magnitude (Jibson, 2007), and has been shown to influence seismically-induced displacements in landslide masses (Jibson, 2011, Jibson, 2007). Although the natural logarithm transformation of PGA is not required to satisfy model assumptions, it was found to improve the fit of the model and correct for non-linearity in the model log-odds space.

Coefficients and fit statistics are given in Table 4-7 where the coefficient for $PGA$ is allowed to vary by event, while Table 4-8 shows values where the $PGA$ coefficient is held constant. When held constant, a $PGA$ coefficient of 2.5 is attained. When allowed to vary, values range from 1.8 to 4.3, with the 2008 and 1968 events producing the minimum and maximum values respectively. This indicates that the slope of the relationship for $PGA$ varies between earthquakes. However, coefficients for the 1994 and 1999 events are similar with values of 2.6 and 2.8 respectively. Given that the 1994 and 1999 earthquakes were much more densely instrumented with seismic stations and therefore have better constrained Shakemaps than the 1968 and 2008 events, the outliers may be in part a reflection of error associated with this uncertainty. Coefficients for 1994 and 1999 are therefore more likely to provide an accurate representation of the relationship between $P_{LS}(A)$ and $PGA$. Allowing the $PGA$ coefficient to vary in turn affects the $M_w$ coefficient. This suggests that in the fixed $PGA$ coefficient model, $c_{M_w}$ is in part accounting for the variable relationship between $P_{LS}(A)$ and $PGA$. $c_{M_w}$ in the variable-$PGA$ coefficient model is therefore more likely to be representative of the relationship between $P_{LS}(A)$ and shaking duration associated with $M_w$. 
Figures 4-27 to 4-31 show mapped probabilities derived using coefficients from Table 4-6 (A) and Table 4-8 (C), along with binary grids showing the locations of landslide source areas used to fit the models (B). The spatial distribution of predicted probabilities generally reflects the distribution of discrete hillslope failures. For cases where both PGA and distance based models have been fitted, differences in the spatial distribution of probabilities are evident. These are likely due to inaccuracies in defining the location of fault ruptures and the large uncertainties in regional PGA data.

Table 4-7 Logistic regression statistics for Earthquake magnitude, PGA and hillslope gradient model

<table>
<thead>
<tr>
<th>Variables in red characterise the strength of the seismic forcing</th>
<th>Variables in blue characterise the local stability of hillslopes</th>
</tr>
</thead>
</table>

| Number of observations | 34660262 |
| Likelihood ratio chi² | 478048.77 |
| Model p-value | 0.00 |
| Pseudo R² | 0.191 |

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_w$</td>
<td>1.5492</td>
<td>0.0181</td>
<td>85.51</td>
<td>0.00</td>
<td>1.5137</td>
<td>1.5847</td>
</tr>
<tr>
<td>ln(PGA)</td>
<td>2.5042</td>
<td>0.0071</td>
<td>353.77</td>
<td>0.00</td>
<td>2.4903</td>
<td>2.5181</td>
</tr>
<tr>
<td>SL(1968)</td>
<td>0.0804</td>
<td>0.0004</td>
<td>203.20</td>
<td>0.00</td>
<td>0.0796</td>
<td>0.0811</td>
</tr>
<tr>
<td>SL(1994)</td>
<td>0.1050</td>
<td>0.0006</td>
<td>161.89</td>
<td>0.00</td>
<td>0.1038</td>
<td>0.1063</td>
</tr>
<tr>
<td>SL(1999)</td>
<td>0.1011</td>
<td>0.0002</td>
<td>418.28</td>
<td>0.00</td>
<td>0.1007</td>
<td>0.1016</td>
</tr>
<tr>
<td>SL(2008)</td>
<td>0.0588</td>
<td>0.0002</td>
<td>270.58</td>
<td>0.00</td>
<td>0.0584</td>
<td>0.0592</td>
</tr>
<tr>
<td>Intercept</td>
<td>-17.1010</td>
<td>0.1387</td>
<td>-123.34</td>
<td>0.00</td>
<td>-17.3728</td>
<td>-16.8292</td>
</tr>
</tbody>
</table>
Table 4-8 Logistic regression statistics for Earthquake magnitude, PGA and hillslope gradient model, with PGA interaction term

| Number of observations | 34660262 |
| Likelihood ratio chi² | 492377.74 |
| Model p-value | 0.00 |
| Pseudo R² | 0.196 |

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_w$</td>
<td>1.0422</td>
<td>0.0200</td>
<td>52.04</td>
<td>0.00</td>
<td>1.0029</td>
<td>1.0814</td>
</tr>
<tr>
<td>ln $PGA(1968)$</td>
<td>4.2826</td>
<td>0.0217</td>
<td>197.34</td>
<td>0.00</td>
<td>4.2401</td>
<td>4.3251</td>
</tr>
<tr>
<td>ln $PGA(1994)$</td>
<td>2.6235</td>
<td>0.0273</td>
<td>96.15</td>
<td>0.00</td>
<td>2.5700</td>
<td>2.6769</td>
</tr>
<tr>
<td>ln $PGA(1999)$</td>
<td>2.7911</td>
<td>0.0119</td>
<td>234.16</td>
<td>0.00</td>
<td>2.7677</td>
<td>2.8144</td>
</tr>
<tr>
<td>ln $PGA(2008)$</td>
<td>1.8030</td>
<td>0.0091</td>
<td>197.47</td>
<td>0.00</td>
<td>1.7851</td>
<td>1.8209</td>
</tr>
<tr>
<td>$SL(1968)$</td>
<td>0.0970</td>
<td>0.0005</td>
<td>206.16</td>
<td>0.00</td>
<td>0.0961</td>
<td>0.0980</td>
</tr>
<tr>
<td>$SL(1994)$</td>
<td>0.0963</td>
<td>0.0008</td>
<td>122.31</td>
<td>0.00</td>
<td>0.0947</td>
<td>0.0978</td>
</tr>
<tr>
<td>$SL(1999)$</td>
<td>0.1104</td>
<td>0.0004</td>
<td>312.83</td>
<td>0.00</td>
<td>0.1097</td>
<td>0.1111</td>
</tr>
<tr>
<td>$SL(2008)$</td>
<td>0.0582</td>
<td>0.0002</td>
<td>271.02</td>
<td>0.00</td>
<td>0.0578</td>
<td>0.0586</td>
</tr>
<tr>
<td>Intercept</td>
<td>-13.3081</td>
<td>0.1533</td>
<td>-86.82</td>
<td>0.00</td>
<td>-13.6085</td>
<td>-13.0000</td>
</tr>
</tbody>
</table>
Figure 4.27 Map projected probability values for the 1929 Buller earthquake, derived using coefficients from Table 7 (A) and binary grid showing the location of landslide source areas used to fit the model (B)
Figure 4-28 Map projected probability values for the 1968 Inangahua earthquake, derived using coefficients from Table 7 (A) and Table 9 (C), and binary grid showing the location of landslide source areas used to fit the models (B)
Figure 4-29 Map projected probability values for the 1994 Northridge earthquake, derived using coefficients from Table 7 (A) and Table 9 (C), and binary grid showing the location of landslide source areas used to fit the models (D)
Figure 4-30 Map projected probability values for the 1999 Chi-Chi earthquake, derived using coefficients from Table 7 (A) and Table 9 (C), and binary grid showing the location of landslide source areas used to fit the models (B)
Figure 4-31 Map projected probability values for the 2008 Wenchuan earthquake, derived using coefficients from Table 7 (A) and Table 9 (C), and binary grid showing the location of landslide source areas used to fit the models (B)
4.4 Discussion and Summary

A general model describing the spatial distribution of earthquake-triggered landslides has been derived using data from the five ETL datasets. The spatial probability of hillslope failure is described as a function of the earthquake moment magnitude and the local site PGA and hillslope gradient. Although the values of model coefficients vary between earthquakes, the nature of relationships is consistent for all events, and can be linked physically to the response of hillslopes to seismic ground motions. While other variables accounting for the influence of lithology, topographic site effects, structural controls on hillslope stability and solar radiation are omitted from the model, the effect of these factors was found to be only secondary at this scale of investigation. The simplicity of this model means this it is transferrable between different earthquakes and regions.

As the datasets used to fit the model were limited to landslide areas >11,000 m², the validity of the model is limited to these larger landslides. Such larger, deeper failures will generally represent landslides with sliding mechanisms that shear into bedrock beneath. Data used to fit the models will also include some contribution from post-seismic landslides, particularly for the Wenchuan, Buller and Inangahua earthquakes. The main implication of this is that probabilities of coseismic hillslope failure predicted using the general model will be overestimated, particularly when using coefficients specific to these three events. As the analysis was weighted so that all five events contribute equally to the models, this effect will be buffered by the influence of the Northridge and Chi-Chi data. Despite these limitations, the model has substantial potential for use in ETL hazard assessment, as a means for first-order prediction of ETL spatial probability using freely available global data. Though estimates are likely to be conservative and are limited to landslides with an area >11,000 m².

Although the focus of previous investigations has been to analyse the predictive capabilities of such models, they can also provide insight into longer-term spatial and temporal patterns of ETL activity. The model cannot be used to determine the discrete locations of hillslope failures, but can used to estimate how often hillslopes with different characteristics might be expected to fail in response to sequences of earthquakes. However, in this respect the model current also has a fundamental
limitation. Although the influences of hillslope shear stress and seismic ground accelerations are captured, in the absence of available data there is no component to account for hillslope material strength. Therefore, neither the spatial distribution nor the temporal evolution of hillslope material strength is included in the model. While the model can be used to describe the spatial distribution of failure probability for individual earthquakes, it cannot be used to analyse how hillslope damage or memory accrued from previous events, associated with strain-accumulation and progressive failure, might influence future events. However, having constrained the influence of these static conditions on hillslope response, this spatial understanding can now be used to investigate how hillslopes undergoing brittle deformation might respond to multiple earthquakes.
In order to investigate how hillslope memory associated with progressive failure affects regional-scale ETL activity, the results of Chapter 4 must be reconciled with an understanding of how hillslopes respond to earthquakes at the site-scale. This chapter establishes a conceptual model using the Newmark sliding block, which provides a simplified but physically accurate conception of earthquake-induced hillslope failure. The model is used to infer the role of hillslope memory in the spatial patterns of landslide activity, and uses further analysis of data from the 1929 and 1968 earthquakes to test this hypothesis. From the model, a mechanism of potential temporal variability in landslide propensity is identified, providing the justification for numerical modelling undertaken in Chapter 6. In Appendix B a short paper summarising the model is provided, which was presented at the 2012 International Symposium on Earthquake-Induced Landslides (Parker et al., 2013).

5.1 Hillslope failure via seismically-induced strain

5.1.1 The failure cycle

By modifying the Newmark model to incorporate strain-softening as a result of permanent displacements (e.g.: Wartman et al., 2005, Kutter, 1983, Crawford and Curran, 1982), hillslope failure can be understood as the product of cumulative, seismically-induced changes in hillslope stability. Building on this it is possible to consider the temporal behaviour of a section of hillslope subjected to multiple earthquakes with return periods of hundreds to tens of thousands of years (depending on the regional seismicity). Over these timescales, one must assume that a section of hillslope fails on multiple occasions in response to the multiple earthquakes that occur. Figure 5-1 illustrates the behaviour of a single section of hillslope, modelled as a Newmark sliding block that experiences a time series of earthquakes. The hillslope undergoes a cycle in which the shear strength decays from its peak towards its residual level via strain-softening, in response to earthquake ground accelerations, until it reaches the point of failure. Each time the hillslope fails, the weakened material of the landslide mass is assumed to be unobstructed and evacuate the shear surface. A new, stable section of hillslope is then formed, where the topography is defined by the
previous shear surface. As the new section of hillslope has yet to experience strain-softening, the shear strength effectively resets to its peak level and the process restarts. This process of repeated weakening and failure is termed the ‘failure cycle’.

Figure 5-1 Illustration of the failure cycle occurring in a single section of hillslope, modelled as a Newmark sliding block that experiences a time series of earthquakes. A: Initially $\tau_f$ at its peak is greater than $\tau$ such that the section of hillslope is stable. During this stage earthquakes occur, but the peak ground acceleration ($PGA$) does not exceed $a_c$. B: Earthquake accelerations begin to exceed ($a_c$), resulting in permanent deformation and softening, such that each time $a_c$ is exceeded, $FS$ and $a_c$ decrease. C: The hillslope reaches the point of instability – shear strength is less than shear stress, $FS < 1$ and $a_c$ is effectively 0 – and failure occurs. D: Following failure a new hillslope surface is formed, where the topography is defined by the previous shear surface and the section of hillslope is once again stable - the shear strength is greater than the static stress, $FS > 1$ and $a_c > 0$.

5.1.2 Failure cycles in populations of potential landslide masses

In order to extrapolate this model to the regional scale of $10^2 - 10^5$ km$^2$ over which earthquakes can trigger landslides (Keefer, 2002, Rodríguez et al., 1999, Keefer, 1984), the behaviour of multiple sections of hillslope must be considered. This can be
achieved by considering a hypothetical landscape with hillslopes composed of a population of potential landslide masses (PLMs), which are again modelled as Newmark sliding blocks that undergo strain-softening (Figure 5-2). A single ridge-to-stream hillslope profile may comprise of a single PLM or multiple PLMs of different sizes, which will determine the size of landslides that occur on that hillslope. Commensurate with the distribution of triggered landslides (e.g.: Stark and Guzzetti, 2009, Brunetti et al., 2009, Malamud et al., 2004b) the magnitude-frequency distribution of PLMs must scale over several orders of magnitude, and PLMs will have a range of hillslope gradients as defined by the topography.

![Figure 5-2 Illustration of a hypothetical landscape with hillslopes composed of a population of potential landslide masses, modelled as strain-softening Newmark sliding blocks with a range of gradients and different scales. Each section of hillslope can be thought of as a PLM at some stage in the failure cycle. The PLMs have a range of different gradients, defined by the topography, and different scales commensurate with the magnitude-frequency distribution of landslides that occur. At any point in time some hillslope sections will be close to the point of failure with low $F_S$ values, while others will be more stable.](image)

As the thickness and downslope length of landslide masses is positively correlated (e.g.: Hovius et al., 1997, Brunetti et al., 2009, Guzzetti et al., 2008, Stark and Guzzetti, 2009, Korup, 2006), for larger landslide masses there is greater potential for strain to
be distributed non-uniformly throughout a larger zone of material. In order to produce the same reduction in shear strength, more displacement is thus likely to be required for larger PLMs. As internal deformations within landslide masses are not modelled by the Newmark method, shear strength is assumed to decay with shear strain (shear displacement divided by downslope PLM length) rather than shear displacement, in order to account for this effect. To generate the same net reduction in strength, longer PLMs must undergo larger displacements than shorter PLMs; i.e. maintaining the same displacement to length ratio or strain. This increase in displacement required for failure with landslide size is reflected in differences in observed displacement thresholds for small, shallow and large, deep-seated landslide masses (e.g.: Jibson et al., 2000, California Geological Survey, 2008, Jibson and Michael, 2009).

As in Section 5.1.1, it is assumed that at the point of failure the failed material evacuates the shear surface, and the shear strength resets to its peak value. Of course, as detachment and failure of material occurs, new hillslope surfaces are also formed from deposition of this material downslope, which in turn forms part of new PLMs. In order to isolate the effect of material strength evolution without imposing ill-constrained assumptions regarding material transport and surface modification from secondary processes, mobilisation and deposition is not modelled. Rather, it is assumed that all sections of hillslope are spatially independent of one another and that landslide material is simply removed from the system each time hillslope failure occurs. Topography is a static component in the model, such that the geometry of hillslopes does not change as failures occur, i.e.: the form of failure is that of a pseudo-infinite slope. This assumption is not unreasonable for a steady-state landscape, in which erosion keeps pace with incision and uplift, and may be particularly valid for landscapes dominated by earthquake-triggered landslides as opposed to rainfall-triggered landslides. While landslides triggered by rainfall cluster in valley bottom areas (Megahan et al., 1978), landslides triggered by earthquakes and post-seismic rainfall events are more distributed across all parts of hillslope profiles (Hovius et al., 2011), producing roughly planar, uniform hillslopes (Densmore and Hovius, 2000).

Each PLM has the following characteristics, which determine its behaviour in response to seismic accelerations (Figure 5-3):
1. A peak strength, $\tau_{fp}$ (which is the maximum shear resistance)

2. A residual strength, $\tau_{fr}$ (this is the lowest shear strength a PLM can exhibit. However, failure ($FS < 1$) will occur before the residual strength is reached as long as the shear stress exceeds the residual strength)

3. A rate of material strength decay with permanent strain, $k \left( \frac{\Delta \tau_f}{\Delta \varepsilon} \right)$

4. A slope gradient, $\beta$ (which determines the static shear stress)

5. A downslope length, $l$ (which determines the relationship between displacement and strain)

Figure 5-3 Illustration of potential landslide mass (PLM) characteristics that determine the response to seismic accelerations. A: PLM stress-strain relationship; B: Schematic diagram of PLM geometry.

### 5.1.3 Model assumptions and limitations

This model provides a simplification of the mechanics controlling regional-scale patterns of ETL activity in landscapes formed of brittle materials. As no model will capture the full complexity of ETL processes, it is important to establish the limits of the model and its appropriateness for use in this investigation.

In terms of the geotechnical basis of hillslope behaviour, the model carries many assumptions from the infinite-slope and Newmark methods. By characterising all landslides as translational, sliding blocks, the model is valid for failures that exhibit this form and movement mechanism. The model does not account the influence of circular
or irregular failure geometries and does not apply to landslides with different movement mechanisms that are not addressed in this study, such as topples or tensile detachments. As the infinite-slope model does not consider the influence of lateral stresses on hillslope stability, PLMS cannot interact spatially. Material in adjacent slopes is known to exert stabilising forces, the removal of which can result in instability (e.g.: Milledge, 2008, Chen, 1981, Dietrich et al., 2007). However, the assumption of spatial independence means that cases of failure retrogression or cascading failure of adjacent hillslopes are not considered. This is an appropriate simplification for this investigation, as the influence of temporal changes in hillslope stability via progressive failure is the focus, rather than changes in topography and ambient stress distributions.

Although horizontal seismic accelerations are the only forcing that drives hillslope failure in the model, landslide mass response is also affected by other directional components of ground accelerations (e.g.: Harp and Jibson, 1995b, Zhang et al., 2013, Moore et al., 2011, Wasowski et al., 2013), which are not considered here. Using the Newmark model to predict displacements also carries additional inaccuracies, outlined in Section 2.2.3. Results from previous investigations and those presented in Chapter 4 suggest that horizontal accelerations, and Newmark displacements derived from them, strongly reflect the distribution of landslides at the regional-scale (Meunier et al., 2007, Jibson et al., 2000, Jibson et al., 1998). Therefore, spatial and temporal patterns of landslides predicted using the model should be representative of real landslide activity.

Although increasing the pore-pressure in a Newmark sliding block model will temporarily reduce the $FS$ for as long as the pore-pressure remains elevated, once pore-pressure drops $FS$ will return to its previous level. Permanent changes in $FS$, associated with displacements induced by pore-pressure, are not and cannot be simulated using the Newmark approach. Therefore, the model cannot be used to investigate the temporal-evolution of landslide activity in response to precipitation events or seismically-induced changes in pore-pressure. However, the model can be used to suggest how the propensity for landslides triggered by changes in pore-pressure evolves in response to earthquake accelerations. For example, this can be achieved by posing the following question: following a reduction in $FS$ due to
seismically-induced strain, what change in pore-pressure would be required to further reduce $FS$ to less than 1? For simplicity, the numerical simulations presented in Chapter 6 only consider failure induced by seismic accelerations. However, this concept is revisited in Chapter 7 when discussing post-seismic rainfall-triggered landslides.

The major modification made to the Newmark approach is that shearing resistance evolves with shear strain. Although this is characterised using a single shear strength value that decays with the total strain across the PLM, in real materials strain localises and different segments experience strength decay at different points in time (Petley et al., 2005b, Petley et al., 2005a). This investigation is concerned with the stability of the whole landslide mass and whether or not slope failure occurs, rather than the distributed failure mechanics within individual PLMs. It is therefore appropriate to analyse the stability of each PLM in terms of a single $FS$ value. As a consequence of this, it is also assumed that hillslopes at or close to $FS = 1$ do not undergo time-dependent cascading failure under gravity (Petley et al., 2005b, Petley et al., 2005a) and therefore do not fail once seismic shaking has stopped.

The stress-strain behaviour for all PLMs is assumed to be the same, with no change in material properties with landslide depth and confining pressure. This means that all hillslope failures occur via the same brittle deformation process, and there is no transition toward more ductile behaviour for very large landslides with deep shear surfaces (Hudson and Harrison, 1997). As the fate of failed material is not considered and the shear strength of hillslopes is assumed to reset to its peak following failure, the model is specific to landslides where failure occurs in previously unsheared brittle materials. The model is not representative of landslide activity associated with the remobilisation of previously failed material accumulated on hillslopes, nor does it apply to areas in which landslides form in ductile materials.

In order for failure to occur, the static shear stress must be greater than the residual strength. Where the residual strength is greater than the static shear stress, the PLM will never reach the point of failure, although it will continue to experience plastic deformation with no further strength loss each time $a_c$ is exceeded. Some gently sloping hillsides on which reactivating landslides experience repeated displacements in
response to seismic accelerations may be interpreted as exhibiting this behaviour (e.g.: Cole et al., 1998). While the model can potentially be used to investigate cases of reactivating landslides at residual strength, these do not produce the hillslope failures that are the focus of this investigation.

While this model is both generalised and represents a specific type of failure mechanism, it is also widely applicable to ETLs. Physically, the model represents the key components of the triggering process of first-time ETLs via brittle failure of rock. When applied at the regional-scale the Newmark approach produces predicted displacements that correlate empirically with patterns of ETL activity. As such, the model can provide an appropriate tool for investigating the effect of hillslope material memory on spatio-temporal patterns of landslide activity associated with earthquakes, within the limits outlined above.

5.2 Interpretation of earthquake-triggered landslide distributions

Now that a model linking the site-scale evolution of hillslope progressive failure to regional-scale ETL activity has been proposed, it is possible to revisit a number of empirical observations and explore how they relate to the model corollaries. This can provide evidence to establish the validity of the model and identify how the model should be applied to address the research questions.

5.2.1 Spatial patterns of landslide density

Over time, PLMs with different characteristics will progress through the failure cycle at different rates in response to ground accelerations. In this section the ways in which different PLM and seismic wave characteristics contribute to the rate at which PLMs progress through the failure cycle (hereafter termed the “progression rate”) are examined, allowing analysis of observed characteristics of landslide distributions. Local factors controlling the progression rate can be broken down qualitatively into those pertaining to material properties, those governed by static stresses associated with slope geometry and those controlled by the magnitude and duration of seismic accelerations. The effect of each of these is discussed, assuming that the other factors remain constant.
In terms of PLM material properties, the peak strength and rate of strength decay control the progression rate. PLMs with lower peak strength must undergo less weakening to reach the point of failure compared with PLMs with higher peak strength. PLMs with a higher rate of strength decay have a higher progression rate than those with lower rates of strength decay. Differences in hillslope failure probability observed for different geological units (Parise and Jibson, 2000, Khazai and Sitar, 2004, Ohlmacher and Davis, 2003) may be interpreted in terms of variations in material stress-strain behaviour that define strength-decay due to deformation (e.g.: Plumb, 1994, Hoek et al., 2005, Liang et al., 2007).

As a general approximation, PLMs with steeper gradients have larger shear stresses, meaning that the static $FS$ is lower than for PLMs with shallow gradients. In terms of the Newmark model this corresponds to a lower critical acceleration value, resulting in displacement occurring under lower ground accelerations, and larger displacements developing under strong accelerations. Larger displacements result in greater strain-softening and thus greater reductions in $FS$. Thus for each earthquake, steeper PLMs experience a greater reduction in relative strength (and thus stability) than do shallower PLMs. Over time this translates to a higher progression rate for steeper PLMs. This is reflected in observed patterns of increasing failure probability with hillslope gradient, common to all earthquakes analysed in Chapter 4. However, hillslope gradient and peak strength are unlikely to be independent as higher shear strength is required to support steeper slopes. Observed relationships between landslide probability and hillslope gradient will therefore also reflect this interaction.

As the amplitude of seismic accelerations increases, critical acceleration thresholds are exceeded in a larger number of PLMs. As accelerations continue to increase above critical acceleration levels, the displacement produced by each seismic wave also increases. Further, as the duration of accelerations above the critical acceleration increases, the cumulative displacement generated also increases. For each earthquake PLMs in regions experiencing seismic accelerations with higher amplitudes and longer durations have a higher progression rate and thus a higher proportion of PLMs that fail. This is reflected in observed patterns of increasing landslide probability with PGA and earthquake magnitude observed for all five earthquakes analysed in Chapter 4.
The results of Chapter 4 indicate increasing failure probability with the amplitude of seismic accelerations and local hillslope gradient, with variations in relationships for different geological units. According to the approach used here, the probability that a hillslope fails in any given earthquake reflects relative spatial variations in progression rate. Predicted spatial probabilities can therefore be understood as providing a spatial metric of progression rate and strain-softening resulting from the triggering earthquake; areas of hillslope with high failure probability having a higher progression rate than areas with low probability. This is also supported by observed relationships between estimated Newmark displacements and spatial landslide probability (Jibson et al., 2000).

5.2.2 The influence of hillslope memory on landslide activity

While current landslide models, including those developed in Chapter 4, are capable of expressing spatial patterns of hillslope failure probability, their lack of consideration of hillslope material memory represents a potentially large source of uncertainty. According to this conceptual model, whether or not a section of hillslope fails in an earthquake depends on the state of the PLM in its failure cycle at the onset of shaking. As earthquakes also drive PLMs through the failure cycle, memory of previous earthquakes will be important in determining which hillslopes undergo failure. This means that for two identical and sequential earthquakes (with the same spatial pattern of ground accelerations), failure will occur for different subsets of PLMs. The apparently stochastic nature of landslide occurrence and the inability of current models to identify the particular hillslopes that undergo failure, may in part result from not knowing the condition of each PLM within its own failure cycle at the onset of shaking.

Combined with this, generally smaller areas of the landscape experience failure than do not, even in regions identified as having extreme landslide susceptibility. For example, Figure 5-4 shows $P_{LS}(A)$ plotted by hillslope gradient for areas within 5 km of the seismic source, for the five events analysed in Chapter 4. Note that the data is truncated at $60^\circ$ due to a lack of data for steeper slopes. Within this region of high ground acceleration, at $40^\circ$ gradient a maximum of only 10% of hillslopes underwent failure, and even at $60^\circ$ no more than 50% failed. This implies that the majority of
PLMs are not sufficiently unstable, or close to failure at the onset of seismic shaking, to reach the point of failure as a result of the earthquake excitation. However, PLMs that do not fail may have experienced a major reduction in their $FS$, and thus would require less loading to bring them to the point of failure. By this reasoning the population of unfailed hillslopes should contain a memory of past events, which can be tested using landslide inventories for sequential earthquakes.
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Figure 5-4 Landslide density ($P_s(A)$) plotted by hillslope gradient ($5^\circ$ bins) for areas within 5 km of the seismic source, for the Buller, Inangahua, Chi-Chi, Wenchuan and Northridge earthquakes.

**5.2.3 Formulation and testing of a landscape memory hypothesis**

Testing for the influence of hillslope material memory on landslide activity is required to establish the validity of this conceptual model. If the model is correct and landslide distributions are partially controlled by strain accumulated through time, then evidence of memory should be present. The datasets from the 1929 Buller and 1968 Inangahua earthquakes, which occurred in close spatial proximity and generated landslide-triggering seismic accelerations across an overlapping region, provide the basis for testing this hypothesis. If the landscape exhibits memory, then areas of hillslope that did not reach the point of failure in the 1929 earthquake but in which $\alpha_c$ was exceeded, should have undergone strain-softening and therefore be capable of
reaching the point of failure under weaker seismic accelerations in the 1968 earthquake. Of the areas of hillslope that were affected by the 1929 earthquake but did not fail, there should be an anomaly in the empirical probability of landslide occurrence during the 1968 earthquake, which is correlated with the expected spatial pattern of seismic strain-softening during the 1929 earthquake. This can be tested by examining the difference between observed and predicted failure probabilities for the 1968 earthquake, relative to the failure probability for the 1929 earthquake, for hillslopes that did not fail in 1929 (Figure 5-5).

The performance of the 1968 logistic regression model in describing the patterns of landslide activity varies significantly with the distribution of 1929 hillslope failure probabilities. For 1929 failure probabilities in the range 0.000~0.003 (Figure 5-5 Sector 1) observed 1968 failure probabilities are generally equal to or less than predicted values, while for 1929 failure probabilities in the range 0.003~0.02 (Figure 5-5 Sector 2) observed 1968 failure probabilities are generally greater than predicted failure probabilities. Note that these residuals exceed the 95% confidence interval lower and upper bound of expected stochastic variability. For 1929 failure probabilities in the range 0.02~0.3 (Figure 5-5 Sector 3) observed and predicted 1968 failure probabilities again converge. The shape of the failure probability curve reflects the fact that the results of the two failure probability models are partially correlated where their input variables are the same, but are also partially decoupled due to the different locations of their seismic sources. These three sectors are shown spatially in Figure 5-6, overlain by the locations of 1968 landslides.
Figure 5.5 Plotted comparison of observed and predicted hillslope failure probability for the 1968 Inangahua earthquake distributed by predicted probability for the 1929 earthquake, for hillslopes that did not fail in the 1929 earthquake. The variable of predicted failure probability for the 1929 earthquake ($P_{LS}(A)_{1929}$, Figure 4-24) was divided into 100 equal frequency (1%) bins, such that each bin contains the same number of observations. Within each bin, the mean predicted (Figure 4-25 A) and observed (Figure 4-25 B) failure probabilities for the 1968 earthquake were calculated. These means represent the proportion of hillslopes that, having not failed in the 1929 earthquake, did fail in the 1968 earthquake. The differences between observed and predicted probabilities show where the distribution of landslides departs from that predicted by the probability model, which does not account for the influence of hillslope memory. Where the black circles fall above the red line, observed probability is greater than that predicted by the fitted model, and vice-versa. Note that regions of Quaternary sediments were removed from this analysis as these regions generally represent low-lying topography and exhibit low levels of landslide occurrence, which in turn resulted in uncertainty in fitted coefficients. A logarithmic x-axis is used to account for the spread of the binned data.
Figure 5-6 Map of delineated sectors of the 1929 landslide probability space in Figure 5-5, overlain by mapped landslides from the 1968 earthquake. Sector 1: observed 1968 landslide probabilities are generally equal to or less than predicted values; sector 2: observed 1968 landslide probabilities are generally greater than predicted probabilities; sector 3: observed and predicted 1968 landslide probabilities are roughly equal.

The pattern of failure probability residuals in sectors 1 and 2 reveal that expected if hillslopes that did not fail in 1929 had been weakened and were more susceptible to failure in 1968. Of hillslopes that had a higher predicted probability of failure in 1929 but did not fail, a larger than expected proportion failed in 1968, suggesting that these hillslopes were weakened by strain accumulated in 1929. However, the convergence of
observed and predicted 1968 failure probabilities in sector 3 is counter to the expected pattern, suggesting that hillslopes that would have experienced the most progression through the failure cycle in 1929 do not show increased sensitivity to earthquake-triggered landsliding.

If this signal shown is due to hillslope memory, the convergence of failure probabilities in sector 3 may be an artefact of data acquisition. Landslides from the 1968 earthquake are likely to have been unidentifiable in areas already heavily disturbed by landsliding from the 1929 earthquake. This will particularly be the case if 1968 landslides occurred on hillslopes that had already failed in 1929. Additionally, very few 1968 landslides would have been expected in regions of sector 3, owing to the large distances from the 1968 seismic source. This would have in turn made 1968 landslides in sector 3 more difficult to identify and more likely to be censored from the mapping. Thus an underestimation of 1968 failure probability could be reasonably expected in areas of highest 1929 failure probability. Conversely, if not due to errors in the landslide data, this result may suggest that hillslopes with the highest failure probability in 1929 experienced no increase in landslide propensity. This may appear contrary to the conceptual model, as unfailed hillslopes in areas of high 1929 probability are expected to have undergone significant weakening. However, when the large number of 1929 failures in sector 3 occurred, only the most stable hillslopes would have remained stable. If the high critical acceleration thresholds of these hillslopes were not exceeded, then no change in landslide propensity would be expected. In addition to suggesting the priming of hillslopes for future landsliding, the results may therefore also reveal more complex elements of the regional-scale hillslope response.

As no systematic errors in appear in the model relationships between landslide probability and the predictor variables, another possible explanation is that a temporal change in some other factor, which was not constrained in analysis, is driving this pattern of errors. A potential candidate could be a difference in the spatial distribution of precipitation and ground water conditions between the earthquakes. If the hillslopes in sector 2 experienced wetter conditions in 1968 than in 1929, while hillslopes in sectors 1 and 3 did not, then this could explain their enhance susceptibility to landsliding. The absence of distributed precipitation data for the time of the
earthquakes means that this cannot be tested quantitatively. However, an isolated increase in the susceptibility of sector 2 hillslopes would require these areas to be separated spatially from those in sectors 1 and 3, which is not the case. Therefore, at this stage, the hillslope memory effect of accrued damage from the 1929 earthquake is considered to be the most likely explanation for the anomaly in landslides triggered by the 1968 earthquake.

5.3 A mechanism of temporal changes in landslide propensity

While evidence from landslide datasets appears to support the conceptual model, current data can only provide a limited insight into the effect of hillslope failure processes on regional-scale ETL activity. This is primarily due to the limited temporal coverage of landslide inventories and difficulties in controlling for the influence of both earthquake and rainfall events that trigger landslides. However, the model can be used to hypothesise how hillslope memory may influence landslide activity in response to sequences of earthquakes, by considering how the aggregate behaviour of populations of landslide masses may evolve with time.

The total proportion of landslide masses that fail in a particular earthquake depends on the population of PLMs primed for failure – those sufficiently close to failure prior to the earthquake that they will reach the point of failure as a result of the earthquake. Critically, this population may not necessarily be of a constant size. As PLMs progress through the failure cycle at different rates, and as strong seismic events cause the simultaneous failure and reset of multiple PLMs, there is potential for variability in the number and area of PLMs primed for failure. The result of changes in this population is a variability in landslide propensity through time and therefore in the aggregate sensitivity of landscapes to earthquake-triggered hillslope failure. This is illustrated in Figure 5-7 by considering hypothetical stability ($FS$) distributions. In A, the PLM population has high levels of accumulated strain, with lower $FS$ values and a larger subset primed for failure in the next earthquake. Therefore, the landscape is in a more sensitive state with higher landslide propensity. In B, PLMs have low levels of accumulated strain, fewer are primed for failure and the landscape is in a less-sensitive state. Landslide propensity is lower and the same earthquake will trigger fewer
landsides. However, as earthquakes occur the cluster of PLMs in B may accumulate strain and move into the failure zone, resulting in an increase in landslide propensity.

How landslide propensity evolves through time will depend on the influence of different magnitude earthquakes in moving PLMs into the failure zone via strain accumulation, and out of the failure zone via hillslope failure. If more PLMs move into the failure zone than reach the point of failure during a given earthquake, landslide propensity will increase, and vice-versa.
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Figure 5.7 Hypothetical stability ($FS$) histograms for a landscape in more sensitive and less sensitive states. The frequency distributions represent the stability of a population of PLMs, while the failure zone represents the range of stability values within which PLMs will fail during the next large earthquake. A: a large subset of PLMs is primed for failure and will fail in the next large earthquake. B: the subset of PLMs primed for failure is smaller and therefore the same earthquake will trigger fewer landslides.

5.4 Summary

The conceptual model outlined in this chapter provides a means of understanding observed patterns of regional-scale ETL activity in terms of the evolution of strain-dependent hillslope failure. Although the conception of landslide processes provided by the model is simplified, it possesses the key mechanisms controlling earthquake-triggered hillslope failure in brittle materials. The model has been used to suggest how spatial patterns of landslide probability (Chapter 4) are the product of differences in the relative rate at which hillslopes with different characteristics undergo failure. The
apparent stochastic nature of ETL activity has been linked to the inability of current models to determine the stage of different hillslopes in their failure cycle. The time-dependent behaviour of the landscape predicted by the model is reflected in further analysis of landslide distributions for the Buller and Inangahua earthquakes, suggesting that the first earthquake may have primed hillslopes for failure during the second earthquake.

An interesting hypothesis arising from the above discussion is that regional-scale landslide propensity may vary through time, depending on the pattern of strain accumulation within the population of PLMs in hillslopes. Changes in landslide propensity due to this mechanism provide a potential explanation for observed global variability in levels of landslide activity associated with earthquakes of similar magnitude (Section 2.3.3), and temporal changes in landslide activity following large earthquakes (Section 2.3.4). However, this temporal behaviour cannot be studied in detail using current empirical data. By simulating the behaviour of this system numerically, the following chapter seeks to build a better understanding of the landscape response to large earthquakes, by investigating how and to what extent landslide propensity varies through time.
Chapter 6 - Numerical modelling of regional-scale landslide activity

The conceptual model proposed in Chapter 5 suggests that a model of regional-scale landslide activity that incorporates hillslope progressive failure may be capable of producing temporal variability in the sensitivity of landscapes to earthquake-triggered landsliding. However, due to the limited temporal coverage of empirical data, the nature and intensity of this variability is currently unknown. Using the model developed in Chapter 5, this chapter uses numerical simulations to explore ways in which landslide propensity, in hillslopes formed of brittle materials, may change through time in response to earthquakes. From the outset, it is important to emphasise that the purpose of this modelling is not to recreate particular events or series of events, but rather to understand how landslide populations in hillslopes behave and what model outputs can tell us about the performance of real landscapes in response to earthquakes. While this modelling approach could be developed into a fully spatial simulation, the focus here is not towards exploring spatial variability in the behaviour of landslide distributions, which was covered in Chapter 4. Rather a population of hillslopes is modelled using a single set of spatial characteristics (a single hillslope gradient and distance from the seismic source). The model is used to explore how levels of accumulated strain in landslide populations evolve in response to earthquakes and the resulting temporal variability in landslide propensity. This Chapter outlines the model framework, calibration and an assessment of variability in landslide propensity at two temporal scales: (1) the response to individual large earthquakes, and (2) long-term patterns of variability in response to synthetic time series of multiple earthquakes. The implications of the model outputs for understanding the behaviour of real landscapes are then discussed in detail in Chapter 7.

6.1 Model architecture

The modelling approach is a preliminary attempt to simulate the aggregate behaviour of populations of evolving landslide masses in the hillslopes of active mountain ranges. The model is composed of two elements: 1) a hillslope component in the form of a population of PLMs; and, 2) an earthquake component in the form a magnitude-frequency distribution and seismic wave attenuation function. This section describes the underlying algorithms and framework.
6.1.1 Hillslope component: potential landslide mass population

As proposed in Chapter 5, PLMs in hillslopes are modelled as a population of Newmark sliding blocks that undergo strain-softening behaviour. Each PLM is assumed to behave as an independent infinite slope block. The static $FS$ of each PLM is:

Equation 6-1

$$FS = \frac{\tau_f}{\tau}$$

where $\tau_f$ is the total basal shear strength of the shear plane, and $\tau$ is the total stress acting along the shear plane. $\tau$ is defined as a function of the PLM gradient, $\beta$ (see Section 2.1.3):

Equation 6-2

$$\tau = \tan \beta$$

By defining $\tau$ in this manner, it is assumed that $FS$ is independent of the depth of the failure plane, and the requirement of imposing poorly constrained estimates of landslide material density and failure plane depth is eliminated. $\tau_f$ is similarly defined as a static coefficient of friction, equivalent to:

$$\tau_f = \tan \phi$$

Newmark displacements ($D_N, \text{ cm}$) are determined using the simplified Newmark model, derived by Jibson (2007):

Equation 6-3

$$\ln D_N = -2.710 + \log\left(\left(1 - \frac{a_c}{PGA}\right)^{2.335} \left(\frac{a_c}{PGA}\right)^{-1.478}\right) + 0.424M_w$$

This is the most accurate of available models for estimating Newmark displacements at large scales, while avoiding the impractical computational demands of the Newmark approach (Section 2.2.3). In order to simulate strain-softening of the hillslope material, the basal shear strength ($\tau_f$) evolves as strain accumulates within the landslide mass. As discussed in Section 5.1.2, the model assumes that material weakening is a function of strain ($\varepsilon = \frac{D_N}{l}$) rather than displacement ($D_N$). $\tau_f$ therefore decays as a function of
strain ($\varepsilon$) from the peak strength ($\tau_{fp}$) to the residual strength ($\tau_{fr}$) at a constant rate set by the parameter $k$ (Figure 6-1):

Equation 6-4

$$\tau_{f[n+1]} = \begin{cases} 
\tau_{fp} - \varepsilon \, k, & \tau_{f[n]} > \tau_{fr} \\
\tau_{fr}, & \tau_{f[n]} \leq \tau_{fr}
\end{cases}$$

This strain-weakening function is a simplification of the curved geometry commonly seen for Earth material stress-strain behaviour (Petley and Allison, 1997), and assumes distinct transitions between elastic, strain-weakening and residual phases. In accordance with the Hooke’s law, no permanent displacement occurs prior to the point at which peak strength is exceeded, after which permanent displacements occur and shear strength decays as a linear function of strain. Although the stress-strain behaviour of rock is highly variable (Jaeger et al., 2008, Bell, 2000), as long as there is a decay from $\tau_f = \tau_{fp}$ to $\tau_f = \tau$, then hillslope failure will take place. Therefore, a constant rate of strength decay is assumed for simplicity.

Figure 6-1 Model parameters $\tau_{fp}$, $\tau_{fr}$ and $k$, illustrated on an idealised stress-strain curve.

$\varepsilon$ is irreversible and increases cumulatively through each failure cycle. Failure occurs when $\tau_f < \tau$, such that $FS < 1$. Once failed, $\tau_f$ resets to $\tau_{fp}$, $\varepsilon$ resets to zero and the PLM retains the same gradient and length. Note that as Equation 6-3 predicts the total
displacement produced by each earthquake based on $a_c$ at the onset of shaking, $\tau_f$ is recalculated after each earthquake rather than evolving continuously with strain. An artefact of this is that Newmark displacements are underestimates of those that would actually occur if strain-softening were fully incorporated into the rigorous Newmark model. However, the effect of this on PLM behaviour is compensated for by calibrating $\tau_{fp}$ and $k$, as described in Section 6.2.

When a slope reaches the point of failure, a proportion of the strength decay ($\varepsilon k$) predicted for that earthquake may be left ‘unused’ i.e.: the PLM reaches $FS < 1$ before the full amount of strain for that earthquake has occurred, such that $\varepsilon k - (\tau_{f[n]} - \tau) > 0$. In this case, the residual strength decay may be carried over to the next model iteration, i.e.: the underlying potential landslide mass. If the earthquake PGA is less than the critical acceleration for the PLM at peak strength, $a_c(\tau_{fp})$, then no residual strength decay is carried over, as the ground acceleration is not sufficient to deform the new, undamaged hillslope. However, if the PGA is greater than the critical acceleration for the PLM at peak strength, then strength decay is carried over as follows. The total strength decay that the earthquake would produce for the PLM at peak strength, $\varepsilon k_{\tau_{fp}}$, is calculated using Equation 6-3 and Equation 6-4. This is then down-scaled according to the proportion of strength decay left ‘unused’, and subtracted from $\tau_{fp}$ to give $\tau_f$ for the next iteration:

$$
\tau_{f[n+1]} = \begin{cases} 
\tau_{fp} - \left( \frac{\varepsilon k - (\tau_{f[n]} - \tau)}{\varepsilon k} \right) \tau_{fp}, & PGA > a_c(\tau_{fp}) \\
\tau_{fp}, & PGA \leq a_c(\tau_{fp}) 
\end{cases}
$$

When subjected to a series of earthquakes, each PLM experiences progression through the failure cycle and undergoes failure each time $\tau_f < \tau$. This full process is illustrated in Figure 6-2. As discussed in Section 5.1.3, hillslope gradients do not change during the simulation, such that the topography is assumed to remain constant.
6.1.2 PLM magnitude-frequency distribution

The distribution of failed landslide mass (FLM) areas inevitably reflects the distribution of PLM areas. When using a power-law distribution of PLM areas, the distribution of FLM areas also exhibits a power-law, corresponding with characteristic landslide magnitude-frequency distributions (Pelletier et al., 1997, Hovius et al., 1997, Hovius et al., 2000, Dai and Lee, 2001, Guzzetti et al., 2002, Malamud et al., 2004a, Malamud et al., 2004b, Van Den Eeckhaut et al., 2007). The PLM magnitude-frequency (MF)
distribution is characterised using a bounded inverse power-law (Equation 2-13\(^2\)), using the method provided by Clauset et al. (2009). The distribution is valid over the interval \(A_{min} : A_{max} \) (m\(^3\)). Landslide areas (\(A_L\), m\(^2\)) are defined by selecting \(n\) equally spaced quantiles from a power-law distribution, using the inverse cumulative form of Equation 2-13\(^2\):

Equation 6-6

\[
A_L = A_{min}(1 - r_n)^{\frac{-1}{\alpha_{PLM}}}
\]

where \(\alpha_{PLM}\) is the power-law scaling exponent and \(r_n\) is a vector of the interval 0 to 1 - \(\left(\frac{A_{max}}{A_{min}}\right)^{1-\alpha_{PLM}}\), at spacing \(1/n\). \(\alpha_{PLM}\) is calibrated in Section 6.2.1, based on the model output value \(\alpha_{FLM}\), the scaling exponent for the distribution of FLMs. Although different values of \(n\) and \(A_{max}\) are used in the modelling, \(A_{min}\) is set to 11,000 m\(^2\), corresponding to the limit on landslide size used when fitting hillslope failure probability models (Section 4.3).

### 6.1.3 PLM geometry

In order to generate and analyse model outputs, it is important that various components of the landslide geometry can be defined. Components of geometry important to this investigation are:

1. Landslide source area, \(A_{LS}\) (m\(^2\)) - as used in Chapter 4 to define landslide probability. Note that \(A_{LS}\) differs from the full landslide area (\(A_L\)), which includes zones of runout and deposition in addition to the source area.

2. Landslide mass downslope length, \(l\) (m), which is required for calculation of shear strains.

Scaling relationships between \(A_L\), \(A_{LS}\) and \(l\) have received limited quantitative study, so here were defined using data from the five landslide inventories. For each individual landslide, full landslide areas were first calculated. Landslide source areas were then defined using the method provided by Clauset et al. (2009).

\[ p(x) = \frac{x^{\alpha-1}}{x_{min} \cdot (x_{min})^{-\alpha}} \]
extracted via the methodology outlined in Section 3.1.8. Finally, landslide source lengths were estimated by measuring the long-axis of each individual landslide source zone, which visual inspection of the landslide data showed to be generally representative of the landslide source length in the downslope direction.

$A_{LS}$ increases proportionally with $A_L$, as shown in Figure 6-3. A linear model fitted to this data using least-square regression shows that on average landslide source areas are just less than half of full landslide areas. This relationship reflects the link between $A_{LS}$ and $A_L$ imposed by using the median landslide elevation to extract the landslide source area. The relationship can be expressed as:

Equation 6-7

$$A_{LS} = 0.459 \cdot A_L$$
was found to increase in proportion to $\sqrt{A_{LS}}$, corresponding to:

$$A_{LS} \sim l^2$$

The relationship and fitted regression is shown in Figure 6-4, and the relationship can be expressed as:

Equation 6-8

$$l = 1.973 \sqrt{A_{LS}}$$

The coefficient of 1.973 suggests that on average the length of landslides is roughly double the width.
The response of PLMs to earthquakes is dependent on the earthquake magnitude and PGA (Equation 6-3). The model therefore requires the generation of synthetic time series for these variables.

The Gutenberg-Richter (GR) recurrence law is the standard approach for modelling earthquake magnitude distributions (e.g.: Bak et al., 2002, Olami et al., 1992, Stafford, 2011). For engineering and probabilistic hazard assessment purposes, this is commonly defined as a doubly-bounded exponential distribution (Cornell and Van Marke, 1969). The probability distribution function (PDF), cumulative distribution function (CDF) and the inverse CDF can be expressed as:

\[
\begin{align*}
\sqrt{A_{LS}} & \text{ coefficient } \quad 1.973 \\
t-value & \quad 1,077.77** \\
R^2 & \quad 0.94 \\
Number of observations & \quad 68,596
\end{align*}
\]

** \( p<0.01 \)

Figure 6-4 Scatter plot of relationship between landslide source area \( A_{LS} \) and landslide source length \( \ell \), and regression output statistics

### 6.1.4 Seismic component: Earthquake magnitude and PGA time series

The response of PLMs to earthquakes is dependent on the earthquake magnitude and PGA (Equation 6-3). The model therefore requires the generation of synthetic time series for these variables.

The Gutenberg-Richter (GR) recurrence law is the standard approach for modelling earthquake magnitude distributions (e.g.: Bak et al., 2002, Olami et al., 1992, Stafford, 2011). For engineering and probabilistic hazard assessment purposes, this is commonly defined as a doubly-bounded exponential distribution (Cornell and Van Marke, 1969). The probability distribution function (PDF), cumulative distribution function (CDF) and the inverse CDF can be expressed as:
Equation 6-9: Earthquake magnitude PDF

\[ f_M(m) = \frac{\delta \exp(-\delta(m - m_{\text{min}}))}{1 - \exp(-\delta(m_{\text{max}} - m_{\text{min}}))} \]

Equation 6-10: Earthquake magnitude CDF

\[ F_M(m) = P(M < m|m_{\text{min}} \leq m \leq m_{\text{max}}) = \frac{1 - \exp(-\delta(m - m_{\text{min}}))}{1 - \exp(-\delta(m_{\text{max}} - m_{\text{min}}))} \]

Equation 6-11: Earthquake magnitude inverse CDF

\[ m = m_{\text{min}} - \frac{1}{\delta} \ln \left( 1 - F_M(m) \left( 1 - \exp(-\delta(m_{\text{max}} - m_{\text{min}})) \right) \right) \]

Where \( m \) is the earthquake magnitude, and \( m_{\text{min}} \) and \( m_{\text{max}} \) are the minimum and maximum magnitudes generated. \( \delta = \ln(10)b \), where \( b \) is the GR \( b \)-value. The upper and lower magnitude thresholds are imposed to prevent prediction of non-zero probabilities for magnitudes up to infinity, and to eliminate very small earthquakes that greatly increase the computational demands of the model whilst having little effect on hillslope stability. \( m_{\text{max}} \) is commonly governed by geological criteria, which define the maximum magnitude a region is capable of generating (e.g.: Kijko, 2004). \( b \) describes the relative likelihood of large and small earthquakes. As \( b \) increases, the number of higher magnitude earthquakes decreases compared to those of lower magnitudes. Across large areas and over long time scales \( b \sim 1 \) (Kulhanek, 2005), although spatial and temporal variations in \( b \) have been identified (Wiemer et al., 1998, Gerstenberger et al., 2001). Globally \( b \)-values range between 0.5 and 1.5 (e.g.: Bayrak et al., 2002, Kulhanek, 2005), with variations ascribed to differences in crustal stress levels, material heterogeneity (Mogi, 1962), and thermal gradients (Warren and Latham, 1970). Temporal variations include lower \( b \)-values prior to large earthquakes and higher \( b \)-values following large earthquakes (Suyehiro et al., 1964). Large departures from \( b \sim 1 \) (up to \( b \sim 2.5 \)) are also observed during earthquake swarms (Kulhanek, 2005, Scholz, 1968), although this behaviour is generally associated with volcanic activity (Hainzl and Fischer, 2002).

For the purposes of this study, it is important to set upper and lower magnitude bounds appropriately, to maintain computationally practical numbers of model iterations. \( m_{\text{min}} \) was set to magnitude 4, which represents the approximate magnitude
of the smallest earthquakes observed to trigger landslides (Keefer, 2002). $m_{\text{max}}$ was set to magnitude 8, which represents the approximate maximum observed magnitude for continental earthquakes (e.g.: Rodgers and Little, 2006, Xu et al., 2009). The occurrence of earthquakes is treated as time-independent, such that $b$ is constant with time and magnitudes are selected independently from the GR distribution. Figure 6-5 shows the PDF for $m_{\text{min}} = 4$, $m_{\text{max}} = 8$, $b = 1$. In order to generate synthetic time series of earthquake magnitudes using Equation 6-11, uniformly distributed random numbers (between 0 and 1)$^3$ are used to derive $F_M(m)$. $m$ values generated are equated to $M_w$ in Equation 6-3$^4$. Aftershocks satisfy GR magnitude-frequency scaling (e.g.: Nanjo et al., 2007, Shcherbakov et al., 2005a, Shcherbakov et al., 2006, Shcherbakov et al., 2005b), such that earthquakes in the synthetic time series will be representative of both mainshock and aftershock events. However, time-dependent influences on aftershock magnitudes (e.g.: Bath’s law, Båth (1965)) are not included in this modelling for simplicity.

Each model iteration represents the occurrence of an earthquake and it is assumed that no processes affect PLMs during the inter-seismic period. Continuous real time is not included in the model. In reality, how model iterations translate to continuous time will be dependent upon the seismicity of the region being modelled. In regions of high seismicity, units of time will involve larger numbers of iterations than in regions of low seismicity.

---

$^3$ Random numbers were generated using the Matlab ‘rand’ function

$^4$ \( \ln D_N = -2.710 + \log\left(1 - \frac{a_c}{P_{GA}}\right)^{2.335} \left(\frac{a_c}{P_{GA}}\right)^{-1.478} \right) + 0.424M_w \)
For each earthquake, PGA (g where 1g = 9.81 m s\(^{-2}\)) is calculated using an attenuation function. These predictive relationships commonly express PGA as a function of earthquake magnitude and distance from the seismic source, along with additional terms to account for differences in the style of faulting and geological site effects (Abrahamson et al., 2008, Campbell and Bozorgnia, 2008). Common functional forms for predictive relationships are based on the following observations (Kramer, 1996):

1. In \(PGA\) is approximately proportional to the earthquake magnitude, as earthquake magnitude is typically defined as the logarithm of peak ground motion parameters (Gutenberg and Richter, 1936, Gutenberg and Richter, 1944, Gutenberg and Richter, 1954).

2. The attenuation of waves causes amplitudes to decrease with distance \(R\) from the seismic source, according to \(\frac{1}{R}\) for body waves (P and S waves) and \(\frac{1}{\sqrt{R}}\) for surface waves (Love and Rayleigh waves).
3. Fault rupture areas increase with earthquake magnitude. This results in some waves arriving at a point from greater distances, which increases the effective distance from the seismic source.

4. Seismic source characteristics (e.g.: strike-slip, normal or reverse faulting), and whether the site is located in the hanging wall or footwall for thrust events, influences the strength of ground accelerations.

5. Earth materials influence the strength of ground motions. Damping occurs as the energy of waves is absorbed by the material they travel through, causing PGA to decrease exponentially with $R$.

6. Local site characteristics including hardness of rock, structural contrasts and fracture density and distribution cause variable PGA damping and amplification.

The combination of these observations results in the following typical form for attenuation functions (after Kramer, 1996):

Equation 6-12

$$\ln PGA = c + c_2m + c_3M^{c_4} + c_5 \ln[R + c_6 e^{c_7M}] + c_8R + f(source) + f(site)$$

where $c_{1-8}$ are regression coefficients. More recently published attenuation models provide a more accurate representation of ground motions, achieved through extensive terms to account for the seismic source and local site characteristics. For example, Campbell and Bozorgnia (2008) express PGA as a function of 11 independent variables and 16 constants. If this level of complexity were incorporated into this study, the outputs of modelling would be influenced by a large number of factors, making it difficult to analyse the system behaviour. However, simplified attenuation models express PGA as a function of earthquake magnitude and distance from the seismic source (e.g.: Campbell, 1981, Munson and Thurber, 1997). In order to reduce the system complexity the following attenuation model from Campbell (1981) is used:
Equation 6-13

\[ \ln PGA = -4.141 + 0.868 M_w - 1.09 \ln[R + 0.0606 e^{0.7 M_w}] \]

where \( PGA \) is in units of acceleration (ms\(^{-2}\)) normalised to the gravitational acceleration, \( g \), and \( R \) is the closest distance to the fault rupture in kilometres. Figure 6-6 shows PGA values predicted using Equation 6-13. This model captures the primary relationships defining PGA. Excluded from the model are material damping, variable source characteristics and site effects.

Figure 6-6 PGA-distance curves predicted using Equation 6-13.

6.1.5 Model set-up, parameters and outputs

While \( \beta \) and \( R \) can be varied to represent populations of PLMs of different gradients and at different distances from the seismic source, the focus of this chapter is on the temporal behaviour of landslide populations rather than spatial variability. Therefore these variables were held at fixed values. The sections that follow examine the temporal behaviour of hillslopes of 40\(^\circ\) gradient at 1 km distance from an active seismic source. A schematic diagram of the model set-up is shows in Figure 6-7.
Population of 40° gradient PLMs located at 1 km distance from an active seismic source. PLMs have a power-law distribution of areas.

Figure 6-7 Schematic diagram of model experimental set-up. A population of Newmark sliding blocks represents the 40° hillslopes of a mountain range, located 1 km from an active seismic source.

Limiting the model variable space in this way also ensures that the computational demands of the modelling do not become impractical and allows the behaviour of the model to be understood conceptually. In order for PLMs to reach the point of failure, \( \tau_{fr} \) must be less than \( \tau \) (or \( \tan \beta \)). As long as \( \tau_{fr} \) is less than \( \tau \), altering \( \tau_{fr} \) has no effect on the model behaviour. For this reason, \( \tau_{fr} \) was set arbitrarily to 0 so that 40° PLMs can reach the point of failure. Four remaining parameters can now be varied and used to calibrate the model. These are given in Table 6-1, along with what is known or can be inferred regarding their potential range of values.
Two outputs were derived from the model.

- \( \alpha_{FLM} \)

\( \alpha_{FLM} \) is the scaling exponent describing the MF distribution of failed landslide masses, calculated by fitting Equation 6-6 using the method of Clauset et al. (2009).

- \( PP_{LSA} \)

\( PP_{LSA} \) is the potential \( P_{LS}(A) \), indicating the proportion of the total hillslope area that would fail if an earthquake of a given magnitude occurs. \( PP_{LSA} \) is therefore analogous to landslide propensity, and is calculated at each iteration of the model, i.e. following each earthquake. At any point in time \( PP_{LSA} \) is the answer to the question: What ratio of the total PLM area would undergo failure if a magnitude \( m \) earthquake were to occur now?

\( PP_{LSA} \) can also be understood by considering the factor of safety-area (\( FS - A \)) space of the model (Figure 6-8). Each time \( a_c \) is exceeded, PLMs moves from right to left on the plot, towards the point of failure. When \( FS < 1 \), failure occurs and \( FS \) resets to its maximum. The area to the left of the red line on the plot represents the \( PP_{LSA} \) failure zone for a magnitude 7.9 earthquake (\( PP_{LSA}(7.9) \)). Were a magnitude 7.9 earthquake to occur, all PLMs within this zone would fail. \( PP_{LSA} \) is therefore the sum of the areas of PLMs in the failure zone divided by the total area of all PLMs.

---

### Table 6-1 Numerical model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Property</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{fp} )</td>
<td>PLM peak strength</td>
<td>( \tau &lt; \tau_{fp} &lt; ? )</td>
</tr>
<tr>
<td>( k )</td>
<td>Rate of PLM strength decay with strain</td>
<td>( 0 &lt; k &lt; ? )</td>
</tr>
<tr>
<td>( \alpha_{PLM} )</td>
<td>Scaling exponent of the PLM area MF distribution</td>
<td>( 0 &lt; \alpha_{PLM} &lt; ? )</td>
</tr>
<tr>
<td>( b )</td>
<td>Gutenberg-Richter b-value</td>
<td>( 0.5 \leq b \leq 1.5 )</td>
</tr>
</tbody>
</table>

? indicates that the upper bound of the range is unknown
Although $\alpha_{FLM}$ and $PP_{LSA}$ are both used to calibrate the model, $PP_{LSA}$ is the main quantitative output. How $PP_{LSA}$ evolves with time is used to investigate temporal changes in landslide propensity.

Figure 6-8 Model FS-Area space. Blue circles represent individual PLMs, which move from right to left on the plot as earthquakes exceed $a_c$ and PLMs progress through their failure cycle. The red line is the threshold of the failure zone (region to the left of the red line). When a $M_w=7.9$ earthquake occurs, all PLMs within the failure zone undergo failure. $PP_{LSA}$ is the total area of PLMs in the failure zone divided by the total area of PLMs. Note that the failure zone threshold is curved as smaller PLMs require less displacement to achieve the same strength decay as larger PLMs.

6.2 Calibration of model parameters

In order to define a parameter space for $\tau_{fp}$, $k$ and $\alpha_{PLM}$, $PP_{LSA}$ and $\alpha_{FLM}$ were calibrated to observed hillslope failure probability and magnitude-frequency relationships from landslide inventories. Values of $PP_{LSA}$ and $\alpha_{FLM}$ stabilise as they are calculated over larger numbers of model iterations. A point of stabilisation was defined as the iteration after which $PP_{LSA}$ only varies within a range of $\pm 0.01$ and $\alpha_{FLM}$ within $\pm 0.1$ for 1000 further iterations, as shown in Figure 6-9 A and B. Stabilised values of $PP_{LSA}$ and $\alpha_{FLM}$ are referred to as $\overline{PP}_{LSA}$ and $\overline{\alpha}_{FLM}$. 
\( \tilde{\alpha}_{FLM} \) was calibrated to a value of 2.5, consistent with typical landslide area scaling exponent values (e.g.: Stark and Guzzetti, 2009, Van Den Eeckhaut et al., 2007). \( PP_{LSA} \) was calibrated using Equation 4-10^5, which gives a general relationship for landslide density from all five landslide inventories analysed in Chapter 4. As \( PP_{LSA} \) is calculated with respect to a given \( M_w \), \( PP_{LSA}(M_w = 7.9) \) was used in model calibration and experiments. For larger values of \( M_w \), a stabilised value of \( PP_{LSA} \) can be achieved with fewer model iterations, and \( M_w = 7.9 \) is the largest magnitude used in fitting Equation 4-10^5. Equation 4-10^5 predicts a \( P_{ls}(A) \) value of 0.25 when \( \beta = 40^\circ, M_w = 7.9 \) and \( ln(PGA) \) is calculated at \( R = 1 \) km using Equation 6-13^6. Therefore \( PP_{LSA} \) was calibrated to a value of 0.25, such that magnitude 7.9 model earthquakes, on average, trigger failure in 25% of hillslopes. Note that while \( PP_{LSA} \) stabilises with model iterations, \( PP_{LSA} \) shows significant temporal variability. This variability is the focus of analysis in Section 6.3, once the model parameters have been calibrated.

As well as being dependent on \( \tau_{fp}, k \) and \( \alpha_{PLM}, PP_{LSA} \) is also dependent on \( b \). Therefore, calibration was carried out using a series of earthquake magnitudes generated using Equation 6-11, with \( b \) set to 1 (Figure 6-9 C). In this way, under ‘normal’ conditions \( PP_{LSA} \) corresponds to mean observed levels of landslide propensity, and the effect of changing \( b \) can be explored through model experiments.

As the total PLM area is constant with time, the model outputs are not affected by changes in the total number of PLMs (\( n \)), as long as \( n \) is sufficiently large. Experience with the model suggests \( n \geq 100 \) as a rule of thumb for avoiding a limited number of discrete \( PP_{LSA} \) values. As the model was run thousands of times during calibration to iteratively fit the parameters, at this stage a population of 100 PLMs was used order to minimise computational intensity. The upper bound of the PLM magnitude-frequency distribution was left unbounded, in order to calibrate the model for the full range of landslide sizes.

\[
5 \ \ P_{LS}(A) = \frac{1}{1 - e^{(-c_{intercept} + c_{Mw}M_w + c_{PPD}PPD + \frac{1}{c_{SL} SL})}}
\]

\[
6 \ ln(PGA) = -4.141 + 0.868 \ m - 1.09 \ ln[R + 0.0606 \ e^{0.7m}]
\]
Figure 6-9 Time series showing the stabilisation of variables used in the model calibration process. A: Landslide propensity ($PP_{LSA}(M_w = 7.9)$) calculated at each model iteration is shown by the blue line, while the stabilising mean value is shown by the black line ($\overline{PP}_{LSA}$). The red line represents the final, stabilised value. B: $\alpha_{FLM}$ stabilises as the total population of failed landslide masses increases with model iterations. The red line represents the final, stabilised value. C: Earthquake magnitude time series. $t$ is the model time, which indicates the number of earthquakes that have occurred since the beginning of the current simulation.

6.2.1 Calibration of $\alpha_{PLM}$

As strain accumulates more rapidly in smaller PLMs, these undergo failure more frequently than larger PLMs. Therefore $\alpha_{FLM}$ values are greater than $\alpha_{PLM}$ values, indicating a steeper tail to the distribution of failed landslide masses than is the case for the distribution of potential landslide masses. $\alpha_{FLM}$ was found to be solely dependent on $\alpha_{PLM}$ and independent of the other model parameters $\tau_{fp}$ and $k$. Figure 6-10 shows the relationship between $\alpha_{PLM}$ and $\overline{\alpha_{FLM}}$. In order to achieve $\alpha_{FLM} = 2.5$, $\alpha_{PLM} \sim 2$ (2.02). In all simulations that follow, $\alpha_{PLM}$ is therefore fixed at 2.
6.2.2 Calibration of $\tau_{fp}$ and $k$

$\overline{PP_{LSA}}$ is simultaneously dependent on both $\tau_{fp}$ and $k$. There are a range of $\tau_{fp}$ and $k$ values that produce the same value of $\overline{PP_{LSA}}$. The upper and lower bounds of this range can be estimated based on observations of earthquake-triggered landslides. As $\tau_{fp}$ increases, so does the minimum magnitude of earthquake required to exceed $\alpha_c$ (i.e. to initiate strain accumulation and progressive failure, Figure 6-11). As $M_w = 4$ is generally observed to be the lowest magnitude of earthquake that triggers landslides (e.g.: Keefer, 2002), it is assumed that strain accumulation does not initiate during earthquakes much smaller than magnitude 4. Therefore a lower bound on $\tau_{fp}$ is $\sim 1.1$. Conversely, if $\tau_{fp}$ is so large that strain accumulation is never initiated by magnitude 8 earthquakes, then no seismically-driven progressive failure would occur. Therefore an upper bound on $\tau_{fp}$ is $\sim 1.8$. 

Figure 6-10 Relationship between scaling the exponents $\alpha_{FLM}$ (distribution of failed landslide mass areas) and $\alpha_{PLM}$ (distribution of potential landslide mass areas)
Figure 6-11 Relationship between model parameter \( \tau_{fp} \) (peak strength) and the minimum magnitude of earthquake required for the PGA to exceed \( \alpha_c \) in PLMs at peak strength.

As \( \tau_{fp} \) increases, the length of earthquake time series required for \( PP_{LSA} \) to stabilise rapidly increases. For \( \tau_{fp} > 1.45 \) the number of iterations becomes greater than \( 10^5 \) and is very computationally intensive. Therefore calibration has been carried out for \( 1.1 \leq \tau_{fp} \leq 1.45 \). For this range of \( \tau_{fp} \) values, \( k \) was calibrated iteratively until \( PP_{LSA} \) was 0.25 ± 0.05. This level of tolerance was found necessary to calibrate the model using a population of 100 PLMs. Across this range, calibrated values of \( \tau_{fp} \) and \( k \) display a power-law relationship (Figure 6-12), where:

Equation 6-14

\[
k = 10^{9.4786 \tau_{fp} - 8.8471}
\]

Equation 6-14 can therefore be used to define calibrated pairs of values for \( \tau_{fp} \) and \( k \).
Figure 6-12 Calibrated relationship between model parameters $\tau_{fp}$ and $k$, showing fitted values given by Equation 6-14. The fitted line represents pairs of $\tau_{fp}$ and $k$ values for which the model is calibrated, i.e.: on average $M_w = 7.9$ earthquakes produce failure in 25% of hillslopes.

6.2.3 Summary

In order for the MF distribution of failed landslide masses produced by the model to reflect real landslide distributions with a power-law scaling exponent of $\sim 2.5$, the MF distribution of the PLM population must have a scaling exponent of $\sim 2$. In order for the mean percentage area of landslides triggered by model earthquakes to reflect observed landslide densities, the peak shear strength and rate of strength decay with strain are related via a power-law relationship (Equation 6-14).

6.3 Model behaviour and experiments

When a PLM population is subject to a time series of earthquakes, $PP_{LsA}$ displays significant temporal variability. This suggests that landslide propensity, or the sensitivity of landscapes to landslide triggering, represented by this model varies with time. The purpose of this section is to explore the nature, mechanics and controls on this variability. This is achieved by running the model using synthetic sequences of earthquakes and studying the $PP_{LsA}$ response.
While undertaking this analysis, it was found necessary to alter the size of the PLM population and the range of PLM areas. When using a lower-bounded distribution of PLM areas (> 11,000 m²), \( P_{PLM} \) was found to exhibit large artificial spikes associated with the passage of infrequent, large PLMs through the failure zone. In order to reduce this artefact the distribution of PLM areas was doubly-bounded across one order of magnitude (\( A_{\text{min}} = 11,000 \text{ m}^2; A_{\text{max}} = 110,000 \text{ m}^2 \)) and the number of PLMs was increased to 1,000. Preliminary experiments also showed that setting all initial values of \( \tau_f \) to \( \tau_{fp} \) produced an artificially noisy \( P_{PLM} \) signal that persisted for large numbers of iterations. Therefore, initial values of \( \tau_f \) were distributed randomly between \( \tau \) and \( \tau_{fp} \), which greatly reduced this effect.\(^7\)

6.3.1 Landslide propensity changes in response to and between large earthquakes

Before examining temporal variability in the response to distributions of different magnitude earthquakes, it is important to understand how the model responds to synthetic or discrete earthquake sequences. This section looks at the response of the system to simplified sequences containing low and high magnitude earthquakes. Low magnitude earthquakes (LM) and high magnitude earthquakes (HM) are used here as relative terms; an earthquake’s magnitude is high or low with respect to other earthquakes in the time series. Two stages of the earthquake cycle are of interest: the occurrence of large earthquakes and periods of time between large earthquakes, characterised by the occurrence of subsequent smaller earthquakes. Subjecting the PLM population to a series of constant, low magnitude earthquakes simulates interstitial time between high magnitude earthquakes defined on average over geological time by the return period. PLMs move steadily through their failure cycle and small numbers of landslides occur, but the system does not experience any large perturbations until the next HM earthquake. Under these conditions, the behaviour of the model is strongly dependent on whether or not the magnitude of earthquakes that occur is sufficient to exceed the peak strength of hillslope materials. This can be expressed in terms of the PGA produced by LM earthquakes (\( PGA(LM) \), g) relative to critical acceleration when the hillslope material is at peak strength (\( a_c(\tau_{fp}) \), g).

\(^{7}\) Random numbers were generated using the Matlab ‘rand’ function.
When low magnitude earthquakes do exceed the critical acceleration at peak strength, $PGA(LM) > a_c(τ_{fp})$, every PLM accumulates strain and moves towards failure with every earthquake event. An example of the $PP_{LSA}$ response when $PGA(LM) > ac(τ_{fp})$ is shown in Figure 6-13. Here $PP_{LSA}$ displays a non-static stable state following an initial priming phase (Figure 6-13 A). The continued variability in $PP_{LSA}$ after the priming phase is less for larger PLM populations and narrower ranges of PLM areas, as the influence of having a discrete number of different sized PLMs becomes less. After 200 iterations $\overline{PP_{LSA}}$ has stabilised and no longer varies beyond ±0.01 of its value (Figure 6-13 B). However, after $t = 200$, variability in $PP_{LSA}$ slowly increases. The long-term standard-deviation ($std(PP_{LSA})$), calculated cumulatively from $t = 200$ until the end of the simulation at $t = 15\times10^4$, continues to increase over a much longer period (Figure 6-13 C). The reason for this behaviour can be understood through interpretation of FS-A plots (Figure 6-13 D). At $t = 1$, FS values are distributed randomly between values that correspond with $τ_f = τ$ and $τ_f = τ_{fp}$. At $t = 1$ the first LM earthquake occurs and all those PLMs sufficiently close to failure fail simultaneously, creating a cluster of PLMs at $τ_f = τ_{fp}$. As mean $\overline{PP_{LSA}}$ stabilises, PLMs become more clustered at high FS values (here shown at $t = 400$). At this point the striped structure of the FS-A distribution is a remnant of the initial cluster of PLMs that failed simultaneously. As this structure disperses, $std(PP_{LSA})$ increases and stabilises.

In order to fully prime the model so that the initial conditions are no longer evident, the simulation must be run until $std(PP_{LSA})$ stabilises. Broadly, once the full distribution of PLMs has completed 100 full failure cycles (i.e. the largest PLM has failed 100 times) the standard deviation of $PP_{LSA}$ has reached its peak and remains approximately constant. The number of earthquakes required to produce 100 full failure cycles increases as $τ_{fp}$ increases and the magnitude of LM earthquakes ($M_w(LM)$) decreases. The analysis that follows is carried out using parameter combinations for which 100 failure cycles is achieved in less than $10^5$ iterations.
Figure 6-13 Time series showing initial model stabilisation where $PGA(Lm) > a_c(\tau_{fp})$. (A) $PP_{LSA}$. (B) Cumulative mean of $PP_{LSA}$. (C) Cumulative standard deviation of $PP_{LSA}$, in response to sequence of constant, low magnitude earthquakes where $PGA(Lm) > a_c(\tau_{fp})$. (D) FS-A plots for the model iterations indicated.
Once the model is primed and has stabilised under the influence of LM earthquakes, the response of HM earthquakes can be studied (Figure 6-14). When a HM earthquake occurs, $PP_{LSA}$ displays an impulse response then asymptotic decay (Figure 6-14 A). Again this behaviour can be understood by considering the model FS-A space (Figure 6-14 B). Prior to the HM event, at $t = 200$, the model is in a non-static but stable state with PLMs clustered at high $FS$ values. After a HM earthquake, here at $t = 201$, a large number of PLMs have reached the point of failure and reset, thus exiting the failure zone. However, Newmark displacements in PLMs that did not fail mean that a larger number of PLMs have accumulated strain and weakened, such that they have entered the failure zone. The result is an immediate increase in landslide propensity when a HM earthquake follows a period of LM earthquakes.

As the system then re-stabilises in response to subsequent LM earthquakes, there is a large dip in $PP_{LSA}$ below the mean, after which two or three additional maxima and minima can be identified. These secondary features occur as PLMs that are close to failure following the HM earthquake fail in clusters due to LM earthquakes, and are then synchronised for two or three further failure cycles. In other words, sections of hillslope that failed around the same time, approach the point of failure together as they again accumulate strain. As these clusters become desynchronised through model time the impulse decays and landslide propensity returns to the same level of variability about the long-term mean.
As LM magnitude decreases and $\tau_{fp}$ increases, there comes a point at which low magnitude earthquakes do not exceed the critical acceleration at peak strength, $PGA(LM) < a_c(\tau_{fp})$. Under these conditions, only PLMs within a limited zone of FS-A space accumulate strain and move towards failure. Here this termed is the ‘strain-accumulation zone’. These conditions result in a different type of system behaviour (Figure 6-15). In Figure 6-15 A, the strain-accumulation threshold is at a higher $FS$ than the failure zone threshold and $PP_{LSA}$ decays towards zero, as all PLMs accumulate strain and fail in response to LM earthquakes. Where the strain-accumulation zone threshold is at a lower $FS$ than the failure zone threshold, as in Figure 6-15 B, $PP_{LSA}$ decays towards a non-zero value. All PLMs inside the failure zone and outside of the strain-accumulation zone remain static in FS-A space and therefore remain in the failure zone indefinitely. The failure threshold has a curved form in FS-A space as it is
dependent on landslide size, while the linear strain-accumulation threshold is only dependent on $FS$. 
Figure 6-15 Model time series and FS-A plots, when subjected to a sequence of constant magnitude earthquakes, where $PGA(L_m) < a_c(t_f)$. The FS-A space to the left of the green line is the strain-accumulation zone, while the space to the left of the red line is the failure zone. (A) where the strain-accumulation threshold is at a higher FS than the failure zone threshold, landslide propensity decays towards zero; (B) where the strain-accumulation threshold is at a lower FS than the failure zone threshold, landslide propensity decays towards a non-zero value.
If a HM earthquake occurs under these conditions, the $PP_{LSA}$ impulse response displays a simple peak and asymptotic decay. In Figure 6-16, prior to the HM earthquake $PP_{LSA}$ has decayed in response to LM earthquakes. When the HM event occurs, PLMs accumulate strain and move into the failure zone. During subsequent LM earthquakes, the strain-accumulation zone gradually empties. Again $PP_{LSA}$ decays to zero if the strain-accumulation threshold is at a higher $FS$ than the failure zone threshold (Figure 6-16 A), or to a non-zero value if the strain-accumulation threshold is at a lower $FS$ than the failure threshold (Figure 6-16 B).

These results suggest that landslide propensity decays during times between large earthquakes, in response to subsequent lower magnitude events. During these periods landslide propensity may continue to evolve and fluctuate if lower magnitude events continue to drive strain accumulation and trigger landslides. However, if the magnitude of earthquakes is insufficient to exceed the peak strength of hillslope materials, then landslide occurrence will decay with time and eventually cease. At this point landslide propensity becomes static and no longer evolves. In sum, large earthquakes produce significant disturbances to the system resulting in impulse responses, characterised by a peak in landslide propensity followed by a return to pre-disturbance conditions as subsequent lower magnitude events occur.
Figure 6-16 Model time series and FS-A plots, when subjected to a high magnitude earthquake, where $PGA(Lm) < a_c(t_p)$. (A) where the strain-accumulation threshold is at a higher $FS$ than the failure threshold; (B) where the strain-accumulation threshold is at a lower $FS$ than the failure threshold.
6.3.2 Controls on the temporal response of landslide propensity to large earthquakes

The characteristics of the impulse response to large earthquakes are dependent on both the sequence of earthquakes that occur and the material properties of the PLM population. This section analyses the effect of altering these factors. Due to the low level of system activity and long simulation timescales required when LM earthquakes do not exceed peak strengths \( PGA(LM) < a_c(\tau_{fp}) \), this analysis is carried out under the condition where \( PGA(LM) > a_c(\tau_{fp}) \).

In order to separate the impulse-response signal from long-term noise associated with the discrete number of PLMs, each impulse-response curve was generated for the same HM earthquake occurring at 30 randomly chosen iterations in the time series (following the first 100 full failure cycles). These 30 time series were combined into a single dataset and the mean \( PP_{LsA} \) was calculated for each iteration. This is termed the multiple-series-averaged (MSA) signal. Figure 6-17 shows an example of the MSA response to a series of 10,000 earthquakes, with a HM event occurring at \( t=5,000 \). From the MSA signal it is evident that, while the impulse response decays, the effect of the large earthquake persists in the form of a low amplitude resonance. This resonance remains in the system even when the simulation is run for up to the computational limit of \( 10^5 \) iterations. Despite the longevity of this effect, the variance it produces is much smaller than the initial phase of the impulse response and is likely to be masked by larger amplitude variability.
Figure 6-17 Model time series showing the mean response to a HM earthquake averaged from 30 repeated simulations (multiple series average shown in black) where HM earthquakes occur at different points in model time (single series shown in grey). In addition to the short-term impulse response, the effect of the HM earthquake also persists as a long-term, low amplitude resonance.

The response to a large earthquake appears to behave as a damped impulse (Brunsden and Thornes, 1979). The shape of the wave cannot be described without combining several wave and decay signals, and there is currently no physical basis for fitting a particular function to the data. In order to quantitatively analyse the influence of different variables, a number of attributes were extracted from the resulting time series. These characterise the amplitude and period of the impulse response (Figure 6-18):

- $P_{max}$ is the $PP_{LSA}$ at $t = t(HM) + 1$ and describes the peak landslide propensity immediately following the HM earthquake

- $P_{min}$ is the minimum $PP_{LSA}$ reached in the minima following $P_{max}$

- $P_{mean}$ is the long-term mean $PP_{LSA}$ calculated across 10,000 iterations prior to the large earthquake (following the priming phase)
- $P_{minit}$ is the iteration at which $P_{min}$ is reached

- $P_{meanit1}$ is the iteration at which $PP_{LSA}$ reaches $P_{mean}$ following $P_{max}$ and is the initial model-time period taken for $PP_{LSA}$ to decay from its peak back to mean conditions.

- $P_{meanit2}$ is the model-time period taken for $PP_{LSA}$ to reach $P_{mean}$ following $P_{min}$. As variability in $PP_{LSA}$ quickly returns to normal conditions following the initial peak and trough, $P_{meanit2}$ provides a reasonable metric for assessing the legacy of the earthquake.
Figure 6-18 Illustration of attributes used to characterise the amplitude and period of the $PP_{LSA}$ impulse response, for quantitative analysis. The thick black line represents the average of multiple time series (MSA) from which the attributes are derived.

The $PP_{LSA}$ response is dependent upon the HM magnitude $M_w(HM)$, LM magnitude $M_w(LM)$ and $\tau_{fp}$ (which is coupled to $k$ via Equation 6-14\(^8\)). The effect of these variables was tested individually by varying one at a time while holding the others constant. Figure 6-19 shows MSA response curves for $M_w(HM)$ varying between 5.6 and 8, where $M_w(LM)$ is fixed at 5.5 and $\tau_{fp}$ is fixed at 1.1. The main effect of increasing $M_w(HM)$ is an increase in the amplitude of the impulse, characterised by an increasing range between $P_{max}$ and $P_{min}$. The saturation of these relationships at high $M_w(HM)$ values occurs where additional PLMs cannot be added to the failure zone without causing others to fail and exit the failure zone. The initial time to decay from $P_{max}$ to $P_{mean}$ ($P_{meanit}$) is shorter following larger HM events, as more

\[ k = 10^{0.4786 \tau_{fp} - 0.8471} \]
PLMs are left with lower FS values and so evacuate the failure zone sooner. Correspondingly, these clusters of PLMs approach failure for second and third times slightly earlier than those produced by smaller HM events, and so \( P_{\text{minit}} \) and \( P_{\text{meanit}2} \) also have smaller values. While a larger \( M_W(HM) \) effectively gives a cluster of PLMs a head start, the period of the impulse is not affected by altering \( M_W(HM) \), as the rate at which PLMs accumulate strain following the HM earthquake is unchanged. Note that \( P_{\text{meanit}}, P_{\text{minit}} \) and \( P_{\text{meanit}} \) are not calculated at lower \( M_W(HM) \) values as the amplitude of the impulse response is too low to resolve these parameters.

Figure 6-20 shows MSA response curves for \( M_w(LM) \) varying between 5 and 6, where \( M_w(HM) \) is fixed at 8 and \( \tau_{fp} \) is fixed at 1.1. Increasing \( M_w(LM) \) results in an increase in \( P_{\text{mean}} \), indicating that on average a larger population of PLMs reside in the failure zone when LM earthquakes are larger. Changing \( M_w(LM) \) has little impact on the amplitude of the \( PP_{LsA} \) oscillation, with no change in \( P_{\text{max}} \) and only a slight increase in \( P_{\text{min}} \), which appears to be proportional to the change in \( P_{\text{mean}} \). However, changing \( M_w(LM) \) has a large effect on the duration and period of the impulse. As \( M_w(LM) \) increases \( P_{\text{meanit}1}, P_{\text{minit}} \) and \( P_{\text{meanit}2} \) decay non-linearly, as the rate at which PLMs accumulate strain increases. Therefore, if small earthquakes occur between large earthquakes, the timescale required for \( PP_{LsA} \) to return long-term mean conditions is much longer than if moderate earthquakes occur between large earthquakes.

Figure 6-21 shows MSA response curves for \( \tau_{fp} \) varying between 1.1 and 1.3, where HM is fixed at 8 and LM is fixed at 5.5. Note that as \( \tau_{fp} \) increases, \( k \) also increases (Equation 6-14). Altering \( \tau_{fp} \) has little effect on the amplitude of the impulse: \( P_{\text{mean}} \) decreases with \( \tau_{fp} \), accompanied by a slight increase in \( P_{\text{max}} \) and decrease in \( P_{\text{min}} \). However, there are major changes in the timescale and shape of the function. \( P_{\text{meanit}} \) increases linearly with \( \tau_{fp} \), while \( P_{\text{minit}} \) and \( P_{\text{meanit}2} \) increase non-linearly. This is due to the non-linear shape of the relationship between Newmark displacement and slope stability (See Figure 2-5). Immediately following the large earthquake PLMs in the failure zone have a limited range of FS values, so accumulate strain and fail at similar rates. The small increase in \( P_{\text{meanit}} \) is due to the fact that
PLMs with a higher strength prior to the HM earthquake are generally further from failure after the HM earthquake. However, following failure PLMs with higher $\tau_{fp}$ and $FS$ accumulate strain far more slowly than those with lower $\tau_{fp}$ and $FS$. For example, experiencing a PGA of 0.43 $g$ in a magnitude 5.5 earthquake, a 40° PLM with a $\tau_f$ of 1.1 and FS of 1.3 will accumulate 0.002 m of Newmark displacement, while the same PLM with a $\tau_{fp}$ of 1.3 and an FS of 1.6 will accumulate $8 \times 10^{-7}$ m of Newmark displacement. As a result the number of iterations required to fail PLMs a second time, and thus the lag time between maxima increases rapidly with $\tau_{fp}$.

The magnitude of HM earthquakes therefore primarily determines the amplitude of changes in landslide propensity. While $M_w(HM)$ has only has a limited influence on how landslide propensity evolves with time following the HM earthquake, for earthquakes with larger $M_w(HM)$ a more rapid initial decay in landslide propensity can be expected. The post-HM evolution of landslide propensity is strongly dependent on the magnitude of subsequent earthquakes and the peak strength of hillslope materials. Additionally these properties also affect the long-term mean landslide propensity. While these experiments have been limited to the condition $PGA(LM) > ac(\tau_{fp})$, as $M_w(LM)$ further decreases and as $\tau_{fp}$ further increases the period of the impulse will continue to increase as rates of strain accumulation become infinitesimally small. Finally, from $PGA(LM) < ac(\tau_{fp})$, post-HM landslide propensity decays over very long periods towards static conditions.
Figure 6-19 Model output showing the landslide propensity ($PP_{LSA}$) response to a single large earthquake, and the effect of changing the large earthquake’s magnitude ($M_{W}(HM)$), when the magnitude of subsequent smaller earthquakes $M_{W}(LM)$ and the PLM peak strength ($\tau_{fp}$) are held constant. The time series shows temporal $PP_{LSA}$ response for the different $M_{W}(HM)$ values and the and scatter plots show the corresponding change in the impulse response attributes (Figure 6-18)
Figure 6-20 Model output showing the landslide propensity ($PP_{LSA}$) response to a single large earthquake, and the effect of changing the magnitude of subsequent small earthquakes ($M_{w}(LM)$), when the magnitude of the large earthquake $M_{w}(HM)$ and the PLM peak strength ($\tau_{fp}$) are held constant. The time series shows temporal $PP_{LSA}$ response for the different $M_{w}(LM)$ values and the and scatter plots show the corresponding change in the impulse response attributes (Figure 6-18).
Figure 6-21 Model output showing the landslide propensity ($PP_{LSA}$) response to a single large earthquake, and the effect of changing the PLM peak strength ($\tau_{fp}$), when the magnitude of the large earthquake $M_w(HM)$ and subsequent lower magnitude earthquakes ($M_w(LM)$), are held constant. The time series shows temporal $PP_{LSA}$ response for the different $\tau_{fp}$ values and the and scatter plots show the corresponding change in the impulse response attributes (Figure 6-18)
6.3.3 Long-term behaviour

As levels of accumulated strain evolve in response to individual earthquakes, this produces long-term patterns of variability in landslide propensity. In order to determine the likely time-scale and nature of this variability, the model is run using GR distributed sequences of earthquakes. This results in a $PP_{LSA}$ signal exhibiting a combination of impulse peaks associated with HM earthquakes, decay patterns associated with LM earthquakes, and low levels of variability associated with the clustered legacy of previous large events. The nature of this long-term temporal behaviour is dependent upon the model parameter $\tau_{fp} - k$ combination, and the $b$-value of the GR distribution. Again the effect of these parameters can be studied by varying each individually.

Figure 6-22 shows a long-term $PP_{LSA}$ signal in response to a GR distribution of earthquakes, where $b = 1$ and $\tau_{fp}$ is 1.1 (Figure 6-22 A) and 1.5 (Figure 6-22 B). The range of temporal variability in landslide propensity is very large for both values of $\tau_{fp}$. While the mean is calibrated to ~0.25, the proportion of area affected by landslides in magnitude 7.9 earthquakes ranges from <0.1 to >0.9. However, as $\tau_{fp}$ varies, the pattern of variability changes. When $\tau_{fp} = 1.1$, $PP_{LSA}$ displays a higher frequency but lower range of temporal variability than when $\tau_{fp} = 1.5$. This behaviour can be understood by looking at the change in $PP_{LSA}$ produced by each individual earthquake in the time-series, shown in Figure 6-23 when $\tau_{fp}$ is 1.1 (Figure 6-23 A) and 1.5 (Figure 6-23 B). In general low magnitude earthquakes produce a reduction in landslide propensity, while higher magnitude earthquakes produce an increase. However, if landslide propensity prior to the earthquake is high, the change is more likely to be negative, while if landslide propensity is low, the change is more likely to be positive. Despite the increase in landslide propensity produced when a larger earthquake occurs following a series of smaller earthquakes, even large ($M_w > 7$) earthquakes are capable of producing a decrease if landslide propensity is already high (i.e.: immediately following another large earthquake). When $\tau_{fp}$ is 1.1, all magnitudes of earthquake are capable of producing an increase. However, when $\tau_{fp}$ is 1.5, only magnitudes greater than 6.1 produce an increase in landslide propensity, as lower magnitude earthquakes are insufficient to exceed the critical acceleration threshold in PLMs at peak strength. Thus, for $\tau_{fp} = 1.1$, impulse peaks occur more regularly, with shorter periods of decay.
While for $\tau_{fp} = 1.5$ the long-term signal is punctuated by fewer peaks associated with large earthquakes and longer periods of decay associated with smaller earthquakes.

Figure 6-24 shows long-term $PP_{LSA}$ signal where $\tau_{fp}$ is 1.1 and $b$ is 1 (Figure 6-24 A) and 1.5 (Figure 6-24 B). Note that both series of earthquakes are generated from the same sequence of random numbers, so the time series has the same temporal pattern of larger and smaller events, but the relative magnitudes of the earthquakes differ. When $b$ is larger, the number of large earthquakes relative to the number of small earthquakes is less. Thus impulse peaks are smaller and occur less frequently than for smaller values of $b$. 
Figure 6-22 Long term landslide propensity ($PP_{LSA}(M_w = 7.9)$) time-series in response to a series of GR distributed earthquakes, when $\tau_{fp} = 1.1$ (A) and $\tau_{fp} = 1.5$ (B), and $b = 1$.
Figure 6-23 Plots showing the change in landslide propensity \(PP_{LSA}(M_w = 7.9)\) produced by individual earthquakes in the time series given in Figure 6-22, when \(\tau_{fp} = 1.1\) (A) and \(\tau_{fp} = 1.5\) (B). The colour scale indicates \(PP_{LSA}(M_w = 7.9)\) prior to each earthquake. In B the dashed line indicates the magnitude threshold below which earthquakes do not increase landslide propensity, because the PGA does not exceed critical acceleration in PLMs at peak strength.
Figure 6-24 Long term $PP_{LSA}(M_w = 7.9)$ time-series in response to GR distributed earthquakes when $b = 1$ (A) and $b = 1.5$ (B), and $\tau_f = 1.1$.
For understanding the likelihood of a landscape being in different landslide propensity states, it is useful to consider the long-term distribution of $PP_{LSA}$ values. With this information, even if the recent seismic history is unknown the long-term seismicity of a region could potentially be used to predict the $PP_{LSA}$ distribution. Over long time-scales $PP_{LSA}$ is distributed about a central value, however the shape of the distribution changes with $\tau_{fp}$ and $b$. As shown in Figure 6-25, as $\tau_{fp}$ increases, values become more dispersed resulting in an increase in the standard deviation of the distribution, and at the same time $PP_{LSA}$ reaches lower minimum values. Note that the mean $PP_{LSA}$ does not change as the effect of change $\tau_{fp}$ is balanced by the corresponding change in $k$. At higher values of $\tau_{fp}$ the distribution begins to exhibit additional peaks either side of the central value. These correspond to levels at which peaks and periods of near constant $PP_{LSA}$ (during decay phases) commonly occur. While these features appear to be prominent over these timescales, is it unclear whether they would persist across longer earthquake time series. As $b$ decreases both the mean and standard deviation of $PP_{LSA}$ values increase. This indicates that, while more frequent large earthquakes produce a higher level of variability, the average sensitivity of the landscape to landslide triggering is also higher when more large earthquakes and less small earthquakes occur.
Figure 6-25 Long-term distributions of landslide propensity (A), $PP_{LSA}(M_w = 7.9)$, for different values of $\tau_{fp}$; Relationships between $\tau_{fp}$ and distribution standard deviation (B) and minimum (C).
Figure 6.26 Long-term distributions of landslide propensity, $PP_{LSA}(M_w = 7.9)$, for different values of $b$; Relationships between $b$ and distribution mean (B) and standard deviation (C).

6.4 Summary

Modelling evolving landslide masses in hillslopes as a population of strain-softening Newmark sliding blocks, shows how the temporal evolution of failure in brittle hillslope materials may influence landslide propensity across time. Changes in the $FS$ in PLM populations results in periods when more or fewer landslides are close to the point of failure and would be triggered by the next large earthquake, producing temporal
variability in landslide propensity. The temporal pattern of this variability is linked to the relative magnitudes of earthquakes in the time-series. When large earthquakes follow periods of smaller earthquakes, strength degradation initially accumulates in the system more rapidly than it is removed via the ongoing failure of PLMs, resulting in a net increase in landslide propensity. When smaller earthquakes follow larger earthquakes, damage is removed from the system more rapidly than it accumulates, resulting in a decrease in landslide propensity. The temporal pattern of landslide propensity variability takes the form of an impulse-response function, which peaks immediately following large earthquakes, followed by a decay in response to subsequent smaller earthquakes. However, in response to sequences of GR distributed earthquakes, the system exhibits a transient long-term behaviour, in which landslide propensity is constantly changing.

Having established how the model system behaves, and how different factors influence the temporal evolution of landslide propensity, it is now possible to explore the implications of these findings for understanding the behaviour of real landscapes. This detailed discussion is now provided in Chapter 7, where model outputs are synthesised with an understanding of landslide spatial distributions and related to empirical observations of earthquake-triggered landslides.
Chapter 7 - Discussion

The lack of consideration previously given to integrating progressive hillslope failure driven by seismic loading into models of regional-scale landsliding, has resulted in a limited understanding of how landslide activity varies with time in seismically active landscapes. As a consequence, landslide models at the scale of areas affected by earthquakes have been built on the assumption that landslide propensity is constant with time and that there is no temporal dependence or memory within the system (Guzzetti et al., 2003, Guzzetti et al., 2005, Guzzetti et al., 2006, Meunier et al., 2007). This knowledge gap provides a potential candidate for explaining the substantial uncertainty in current ETL models. In order to investigate the effect of memory on ETL activity, this thesis first applied an empirical approach through analysis of spatial distributions of landslides triggered by earthquakes. A generalised understanding of spatial patterns of hillslope failure was established by investigating the influence of current earthquake characteristics and static landscape conditions on hillslope failure probability. This understanding was used to develop a conceptual model explaining observed patterns of regional-scale ETL activity by considering hillslope failure through brittle material deformation. Spatial distributions of hillslope failure in the 1929 and 1968 New Zealand earthquakes hint at the influence of hillslope memory on regional-scale landslide activity. However, due to the limited temporal coverage of landslide data and difficulties in controlling for the influence of additional forcings affecting hillslope stability, only a limited understanding of the effect of hillslope memory can be gained through such empirical investigation. Therefore, to provide a controlled environment to investigate the temporal response of hillslopes, a numerical model was developed with the aim of answering the following research questions:

- What is the impact of large earthquakes on subsequent landslide activity?

- How can long-term patterns of variability in landslide propensity be linked to seismic history?

- How does the way in which landslides evolve affect the importance of earthquake-triggered landslides in long-term erosion rates and levels of landslide hazard?
This chapter discusses these questions. Throughout this chapter a number of additional model outputs are generated, to provide examples for discussion. The model parameters used are given with each example, and have been chosen to best demonstrate the relevant effects. Comparison of outputs is also made between the statistical landslide probability models developed in Chapter 4, and the numerical model developed in Chapter 6. For clarity of discussion, the statistical model is referred to as time-independent, as landslide events are assumed to be independent of one another in time, while the numerical model is referred to as time-dependent, as the previous events affect future events and the impact of an earthquake is therefore dependent on the precise time of occurrence. Critically, these terms do not refer to the nature of the strain accumulation process, as they are commonly used in geotechnical literature (e.g.: Petley et al., 2005a, Petley et al., 2005b, Petley et al., 2008, Bell, 2000, Singh, 1975).

7.1 What is the impact of large earthquakes on subsequent landslide activity?

The model outputs from Chapter 6 suggest that the change in landslide propensity produced by a single large earthquake, preceded and followed by smaller earthquakes, takes the form of an impulse response. Immediately following the earthquake there is a peak in landslide propensity, followed by either a simple decay to static conditions or an oscillating recovery to a non-static by low variability state. The magnitude of the impulse peak is strongly dependent on the magnitude of the earthquake of interest, while the decay period is dependent on the magnitude of subsequent events and the hillslope material properties. This type of oscillating temporal response has long been hypothesised for geomorphic systems, where the current state or sensitivity of the system is influenced by historical processes (Thornes, 1983, Brunsden and Thornes, 1979, Schumm and Lichty, 1965). This is particularly the case when the external shock to the system takes the form of a pulsed input, such that the imposed disturbance is short in relation to the timescale being considered (Brunsden and Thornes, 1979), as is the case when earthquake-triggered landslides are considered across the return period of multiple earthquakes. The modelling framework developed here provides a tool to quantitatively investigate the nature of this complex, time-dependent landscape response in the case of earthquake-triggered landslides.
In order to validate the model predictions and explore the relevance to real landscape behaviour, model outputs must be compared with observed changes in landslide activity associated with earthquakes. This first requires a spatial and temporal understanding of the landslide propensity response. As the modelling in Chapter 6 was carried out in a 1-dimensional environment, using a single set of hillslope characteristics, spatial variability the landslide propensity response must first be inferred by synthesising the outputs of Chapter 6, with the understanding of landslide spatial distributions developed in Chapters 4 and 5.

7.1.1 Spatial variability in the landslide propensity response to large earthquakes

While all hillslopes experience impulse peaks in landslide propensity simultaneously when large earthquakes occur, both the amplitude and decay period will vary spatially with the strength of forcing, superimposed onto favourable topography and lithology. The effects of these individual variables are summarised in Figure 7-1. The largest impulse peaks can be expected in regions of strong ground accelerations, which decay with distance from seismic sources as the strength of mainshock ground accelerations attenuates (Figure 7-1 A1 & A2). Following large earthquakes, the subsequent pattern of decay and recovery is dependent on the progression rate in PLMs, which is reflected in spatial patterns of hillslope failure probability (see Section 5.2). As the density of aftershocks decays with distance from the mainshock (e.g.: Bach and Hainzl, 2012, Felzer and Brodsky, 2006), hillslopes in closer proximity to the earthquake rupture will experience stronger ground accelerations during aftershocks. In close proximity to seismic sources, PLMs will accumulate strain and progress towards failure more rapidly, resulting in a short duration impulse period and decay. As ground accelerations produced by smaller earthquakes will exceed peak critical accelerations in these areas, the impulse response is likely to have an oscillating recovery as hillslopes repeatedly fail in synchrony (Figure 7-1 A1 & B1). However, at distance from seismic sources, the progression rate is slower, resulting in a longer impulse response period. Here peak critical accelerations are less likely to be exceeded in small earthquakes, so landslide propensity is likely to exhibit a simple decay towards a static condition (Figure 7-1 A2 & B2). This means that while changes in landslide propensity are greatest close to coseismic faults the legacy of large earthquakes endures for longer at greater distances.
If all other factors remain constant as hillslope gradients increase, critical accelerations decrease. This implies that steeper hillslopes will experience a more rapid, shorter oscillating decay in landslide propensity, while hillslopes with shallower gradients will have a slower, longer decay towards a static state. Differences in the material properties of different lithologies will also contribute to different impulse periods, with longer periods when peak strength is high, and shorter periods where peak strength is low (Figure 7-1 C).

While distance from the seismic source, hillslope gradient and lithology have been treated as independent in terms of their influence on landslide activity, in reality this is unlikely to be realistic. Spatial patterns of landslide propensity will also reflect interactions between these factors. Although the way in which these factors interact will vary regionally, some broad relationships can be theorised. High relief and steep hillslopes often occur along active faults with high slip rates. These same regions often contain major tectonic structures and are associated with high levels of seismicity. Additionally, topographic amplification effects are stronger in high relief areas (Meunier et al., 2008, Murphy, 2006, Sepulveda et al., 2005). The increase in landslide propensity decay period with distance from seismic sources is therefore likely to be amplified by the fact that hillslope gradients may also decrease away from major faults. In turn, the maximum gradient and relief that hillslopes can sustain is dependent upon material strength (e.g.: Hoek, 2000, Schmidt and Montgomery, 1995). Therefore, in simple terms, steeper hillslopes are likely to be composed of materials with higher peak strengths than shallower hillslopes. The increase in rate of landslide propensity decay with increasing hillslope gradient may therefore be damped by the decrease associated with increasing peak strength.

This spatial variability in and interactions between driving factors is likely to create spatial and temporal complexity in patterns of ETL activity. The following section discusses the extent to which observed complexity in ETL activity reflects that predicted in the model outputs.
Figure 7-1 Schematic diagram of showing characteristics of spatial variability in temporal changes in landslide propensity following large earthquakes. Impulse responses vary in magnitude and decay period with distance from coseismic sources (A), hillslope gradient (B) and lithology (C).
7.1.2 Observed temporal changes in landslide propensity

While the analysis of model outputs has examined the effect of earthquakes on landslide propensity during subsequent earthquakes, there are currently limited empirical data to validate these results directly, owing to a lack of multi-temporal landslide inventory data during aftershock sequences. Changes in the stability of landslides associated with brittle deformations also affect their propensity to fail in response to elevated pore-pressure (Petley et al., 2005a, Petley et al., 2005b, Iverson, 2000). Therefore, observed changes in rainfall-triggered landslide activity following large earthquakes can also be interpreted in light of the model findings (see Section 5.1.3).

Observations from the Chi-Chi earthquake suggest a post-seismic increase in the occurrence of rainfall-triggered landslides (Lin et al., 2008b, Lin et al., 2008a, Lin et al., 2004), with a return to pre-earthquake levels within ~6 years (Hovius et al., 2011), for the 367 km² Chenyoulan catchment, located between 10~20 km from the earthquake fault (See Figure 2-13, pp. 42). When the size of rainfall events is controlled for in analysis, findings suggest that the cause of this behaviour is attributed to changes in the sensitivity of the landscape to landsliding, rather than changes in rainfall magnitude. The amplitude of changes in landslide propensity post-Chi-Chi can be compared to those observed in the numerical model. Hovius et al. (2011) use the area of landslides normalised for the rainfall event magnitude (the total water discharge from the catchment) to represent the sensitivity to landslide triggering by rainfall. This is an equivalent index of landslide propensity to $PP_{LSA}$ used in the numerical model - note that $PP_{LSA}$ considers a fixed strength of earthquake forcing so does not require normalisation. While the data from Hovius et al. (2011) represents the aggregate sensitivity of hillslopes with different gradients that have experienced spatially variable PGAs, relative changes in landslide propensity should be broadly comparable to those modelled in Chapter 6, as the area is limited to a small catchment close to the coseismic fault. Following the $M_w = 7.6$ Chi-Chi earthquake, observed landslide propensity peaks at around 7 times the pre-earthquake average, indicating a seven fold increase in sensitivity to rainfall-triggered landsliding. Compare this to Figure 7-2, which shows the change in $PP_{LSA}$ for each earthquake in the time series from Figure 6-22, expressed as a ratio of $PP_{LSA}$ prior to each earthquake. A seven-fold increase in
landslide propensity is within the range produced by $M_w = 7.6$ modelled earthquakes, when hillslope material peak strength is higher and long-term $PP_{LSA}$ variability is therefore greater. This amplitude of change in $PP_{LSA}$ is only observed in the numerical model when the landslide propensity is low prior to the HM earthquake (Figure 6-23). This suggests that, in order to experience a similar increase, hillslopes in the Chenyoulan catchment were in a low state of landslide propensity when the Chi-Chi earthquake occurred. In this case, the area disturbed by landsliding may represent a lower bound of the potential impact of $M_w = 7.6$ earthquakes in this region. Note that the time between the earthquake and the next large rainfall event, is ~1.5 years, which is probably the reason for the lag time between the Chi-Chi earthquake and the apparent peak in landslide propensity.

![Graph showing landslide propensity changes produced by different magnitude model earthquakes, expressed as a ratio of landslide propensity prior to each earthquake.](image)

**Figure 7-2** Landslide propensity changes produced by different magnitude model earthquakes, expressed as a ratio of landslide propensity prior to each earthquake. Ratios > 1 indicate an increase in landslide propensity, and vice-versa. Results are shown for peak strength values ($\tau_{fp}$) of 1.1 and 1.5, using data from Figure 6-22. The dashed line indicates the change in landslide occurrence following the Chi-Chi earthquake, which is within the range of model results when $\tau_{fp} = 1.5$.

While limited analysis of spatial variability in the temporal signal has been undertaken for the Chi-Chi earthquake, observations also support the model finding that the peak in landslide occurrence varies spatially with the amplitude of ground accelerations.
Hovius et al. (2011) showed that the density of typhoon-triggered landslides following the Chi-Chi earthquake reflects a combination of spatial patterns of mainshock PGA and rainfall intensity (Figure 7-3). Regions experiencing a higher mainshock PGA experience a larger increase in landslide propensity, and therefore higher rainfall-triggered landslide densities following the earthquake.

![Figure 7-3](image)

**Figure 7-3** Density distributions of landslides triggered by the 1999 Chi-Chi earthquake and subsequent typhoon triggered landslides, with respect to the seismogenic fault (after Hovius et al., 2011: 352). Regions closer to the fault, which experienced higher ground accelerations and co-seismic landslide densities, also experience higher post-seismic landslide densities.

Although the initial increase in landslide propensity can be linked directly with the magnitude of mainshock earthquakes, the rate of decay is dependent on the strength of subsequent forcing events and hillslope material properties, and is only weakly influenced by the mainshock magnitude. For earthquakes of different magnitudes, if the subsequent pattern of aftershocks and rainfall is the same, the rate of landslide propensity decay will be similar. Earthquakes of the same magnitude may be followed by very different decay rates, if the subsequent patterns of aftershocks and rainfall differ. As seismicity and precipitation vary regionally, these differences are likely to be reflected in different landslide responses recorded for different earthquakes. This can be explored through a comparative analysis of the 1999 Chi-Chi and 2005 Kashmir earthquakes. Data from Saba et al. (2010) suggest that the period of post-mainshock...
decay in landslide activity following the Kashmir earthquake is around 2 years. This is 3 times shorter than the ~6 year decay observed for the Chi-Chi earthquake, despite the two events having the same mainshock seismic moment and similar depth, with sample areas located at a similar distance from the seismic sources. Accordingly, this difference in decay period should be attributable to some difference in the magnitude of landslide triggering events that followed the mainshock.

Table 7-1 shows two variables with which to gauge the relative strength of subsequent precipitation and seismic forcings following these events. A 50 km radius from the earthquake epicentres was found to enclose the sample areas from both studies. Within this area, the mean annual rainfall was calculated using global gridded mean annual precipitation data from Hijmans et al. (2005). The total seismic moment released within the first two years following the earthquakes is derived from the USGS NEIC PDE catalogue (National Earthquake Information Center, 2012). The catalogue provides a global record of earthquakes with $M_w \geq 4$, and is considered the most complete record of seismicity that includes data for both regions. While magnitude completeness thresholds vary by region, the dataset aims to be complete for $M_w \geq 5.5$ (Engdahl and Villaseñor, 2002). Note that for Pakistan the catalogue is estimated to be complete down to magnitude 4 from 1964 onwards (Sarawar et al. 2011). In order to ensure the relative completeness and comparability of the catalogue for the two regions, a magnitude cut-off of $M_w \geq 5.5$ was also applied to the comparison.

Table 7-1 Comparison of mean annual precipitation and seismic moment release following the Chi-Chi and Kashmir earthquakes

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Landslide propensity decay period (Years)</th>
<th>Mean annual precipitation (mm), within 50 km of earthquake epicentre</th>
<th>Seismic moment released in first 2 years following the main-shock (Nm), within 50 km of the earthquake epicentre</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$M_w \geq 4$</td>
</tr>
<tr>
<td>Chi-Chi</td>
<td>~6</td>
<td>2245</td>
<td>$1.9 \times 10^{18}$</td>
</tr>
<tr>
<td>Kashmir</td>
<td>~2</td>
<td>1054</td>
<td>$7.8 \times 10^{18}$</td>
</tr>
<tr>
<td>Difference (Chi-Chi minus Kashmir)</td>
<td>~4</td>
<td>1191</td>
<td>$-5.9 \times 10^{18}$</td>
</tr>
<tr>
<td>$M_w$ equivalent</td>
<td></td>
<td></td>
<td>$1 \times M_w \ 6.4$</td>
</tr>
</tbody>
</table>
As annual precipitation for the area affected by the Chi-Chi earthquake is more than double that for Kashmir, this analysis suggests that the difference in decay rate is not driven by precipitation. The total seismic moment recorded in the two years following the Kashmir earthquake was 4 to 12 times greater than that following the Chi-Chi earthquake. For the $M_w \geq 5.5$ cut-off, the difference is equivalent to $1 \times M_w = 6.3$ earthquake or $16 \times M_w = 5.5$ earthquakes. The results of Section 6.3.2 suggest that the number of magnitude 5.5 earthquakes required to drive decay from peak to background mean landslide propensity levels increases linearly with material peak strength. These results are shown in Figure 7-4, with a linear extrapolation for peak strength values up to the point where $M_w = 8$ earthquakes would cease to drive strain accumulation. The results suggest that between 7 and $35 \times M_w = 5.5$ earthquakes are required to complete the initial decay from peak to background landslide propensity levels. The difference in seismic moment release following the Chi-Chi and Kashmir earthquakes is therefore sufficient to explain the observed difference in decay period.

This finding suggests that, while high levels of post-mainshock landslide activity have been associated with precipitation events, the role of aftershocks in triggering landslides and determining the prolonged geomorphic response of large earthquakes may be under considered. If this is the case, then a larger percentage of landslides associated with the Kashmir earthquake should have been triggered by aftershocks, than was the case for the Chi-Chi earthquake. Although it has been suggested that landslides following the Chi-Chi earthquake were largely unrelated to aftershocks and mainly triggered by typhoon rainfall, landslide data are not sufficient to test and investigate this quantitatively. As the release of aftershock seismic moment decays rapidly following the mainshock (Figure 7-5), testing this hypothesis further would require repeated landslide mapping at regular intervals in the first days and weeks following the earthquake. Additionally, records of landslides triggered by aftershocks could provide an indication of the extent to which landslide propensity decays in the time shortly after mainshock events, and the sustained potential for rainfall-triggered landsliding. Note that the difference between these events could also be attributed to different lithological material properties. However, the opposing effect of coupled changes in material strength and hillslope gradients (Section 7.1.1) may dampen the overall change in the landslide propensity response associated with lithology.
Quantitative data on material properties and further model experiments are required to test this.

In summary, model outputs suggest that large earthquakes produce an impulse response change in landslide propensity, which varies spatially with patterns of co-seismic and post-seismic landslide activity. The intensity of changes is greatest for hillslopes with the highest densities of co-seismic landslides, while the legacy period is longer in areas that experience fewer post-seismic landslides. Although ETL data are not available to compare with model outputs, temporal patterns of rainfall-triggered landsliding following the Chi-Chi and Kashmir earthquakes reflect this impulse response behaviour. For the Chi-Chi earthquake, both the amplitude and distribution of landslide propensity changes agree with model outputs, while the difference in decay period for the Chi-Chi and Kashmir earthquakes is commensurate with differences in aftershocks.
Figure 7-4 Relationship between the number of earthquakes required to reduce landslide propensity to background mean levels and material peak strength. Data are taken from Figure 6-21.

Figure 7-5 Time-series of cumulative seismic moment released following the 1999 Chi-Chi and 2005 Kashmir earthquakes, for areas within 50 km of the earthquake epicentres (data from National Earthquake Information Center, 2012).
7.2 How can long-term patterns of variability in landslide propensity be linked to seismic history?

For every earthquake considered the model suggests that landslide occurrence is influenced by the legacy of previous events. This results in significant uncertainty in predicting the landslide propensity at any point in time and in response to any particular event. In order to address this, the longer-term effect of seismic history on landslide propensity is considered. This section examines how long-term patterns of landslide propensity evolution can be constrained as a function of seismic history and how these principles can be used to explain uncertainty in fitted earthquake-triggered landslide relationships.

7.2.1 Long-term patterns of landslide propensity variability

While Section 7.1 considered the landslide response to individual earthquakes in terms of single damped impulse, the results of Section 6.3.3 suggest that the long-term behaviour is defined by sequences of impulses that overlap one another. The long-term norm for the system is therefore a transient state in which landslide propensity is always changing, rather than a pattern of long-term stability punctuated by infrequent impulses. This behaviour can be understood as a consequence of a high transient-form ratio, $TF_r$ (after Brunsden and Thornes, 1979):

$$TF_r = \frac{\text{mean recovery time}}{\text{mean recurrence time of events (large earthquakes)}}$$

The model outputs suggest that, in general, large earthquakes occur more regularly than the time taken for landslide propensity to recover following impulse peaks. Therefore, landslide propensity never has chance to stabilise and is in a continual state of change.

In response to sequences of GR-distributed earthquakes, landslide propensity exhibits a large range of temporal variability about a central value. In near-fault regions this variability can result in the percentage of hillslopes that fail in magnitude 7.9 earthquakes ranging from <10% to >90%, for 40° hillslopes. There are two possible
approaches to predicting landslide propensity values, depending on the availability of seismic data. The first approach is simply to constrain the long-term distribution of $PP_{LSA}$ values. The results of Section 6.3.3 show how characteristics of the $PP_{LSA}$ distribution are dependent on the hillslope material properties (coupled peak strength, $\tau_{fp}$, and strength decay, $k$, parameters) and the earthquake distribution GR $b$-value. By modelling the long-term distribution of $PP_{LSA}$ values as a function of these variables, uncertainty in landslide models that assume time-independence could be estimated. However, this approach provides no information regarding time-dependent changes in landslide propensity and hazard.

A second approach is to use records of seismic data to predict the temporal evolution of landslide propensity. This can be achieved based on the understanding of how characteristics of the past seismic history influence future landslide propensity. As shown in Figure 6-23, larger earthquakes mostly increase landslide propensity, only producing a decrease on the rare occasion that two large earthquakes occur in close succession. Conversely, smaller earthquakes only act to decrease landslide propensity. Therefore, a sequence of earthquakes dominated by more recent larger events is more likely to result in high landslide propensity, while a sequence dominated by smaller earthquakes, with the last large earthquake occurring prior to these, is more likely to result in low landslide propensity. The threshold magnitude separating these two cases ($M_t$) increases with the peak strength of the hillslope material (Figure 7-6).
A generalised index of landslide propensity can therefore be expressed as the ratio of previously released seismic moment generated by earthquakes with $M_w > M_t$ to that generated by earthquakes with $M_w < M_t$, termed the seismic strength ratio, $SSR$.

Equation 7-2

$$SSR = \frac{\log(M_{op})}{\log(M_{op})} \frac{M_w > M_t}{M_w < M_t}$$

where $M_{op}$ is the total previously released seismic moment upon which current landslide propensity depends. Note that as seismic moment scales logarithmically with earthquake magnitude, logarithms of seismic moment are used in the calculation. For a test case using $\tau_{fp} = 1.5$, an $M_{op}$ value of $2 \times 10^{20}$ Nm was found to be optimal for predicting $PP_{LSA}$, which is equivalent to the moment of an $M_w = 7.5$ earthquake. If the last earthquake had a magnitude of 7.5 or greater, current landslide propensity is primarily dependent on this event and likely to be high. If the same seismic moment was released in 1,000 magnitude 5.5 earthquakes, then a longer time-series of
earthquakes is considered in order to gauge how far landslide propensity has decayed since the last large event. The number of previous earthquakes necessary for inclusion in the calculation depends on the magnitude of those events. Where $SSR$ is low, small earthquakes dominate the recent seismic history and landslide propensity is more likely to be low, and vice-versa.

The calculation of $SSR$ is illustrated in Figure 7-7. In order to estimate $PP_{LSA}$ at the end of the time-series, earthquakes prior to this point in time are considered. The cumulative seismic moment is calculated from the present, backwards through the time-series, and earthquakes are included in the calculation of $SSR$ from the point in time where the cumulative seismic moment equals $M_{op}$. 
Figure 7-7 Schematic diagram showing how the seismic strength ratio (SSR) is calculated. The timeseries in B represents the history of earthquakes prior to the point in time for which SSR is being calculated. Seismic moment is calculated cumulatively back in time and earthquake magnitudes are used in the calculation up to the point where the total seismic moment equals $M_{op}$ (A). Earthquakes with $M_w > M_t$ generally increase $PP_{LSA}$ and are separated from earthquakes with $M_w < M_t$, which only decrease $PP_{LSA}$ (C). Equation 7-2 is then used to calculate SSR.
Figure 7-8 shows the relationship between \( SSR \) and \( PP_{LSA} \), where \( \tau_{fp} = 1.5 \). The relationship can be reasonably described via a logistic function, which is appropriate for modelling this relationship, as the response variable is bounded at 0 and 1 (see Section 4.1.1). The clustered structures within the scatter are due to the temporal correlations between sequential observations. The \( R^2 \) value indicates that the fitted model explains 46% of the variance in \( PP_{LSA} \). Figure 7-9 shows a comparison between the \( PP_{LSA} \) time series generated using the full iterative model and values predicted using the \( SSR \) function, with 95% confidence intervals. The \( SSR \) model replicates the general saw-tooth pattern of peaks and decay phases, providing a smoothed estimation of the landslide propensity signal. Using the numerical model data, the \( SSR \) index provides a reasonable predictor variable of landslide propensity. Major errors in the prediction are associated with periods when the largest PLMs in the distribution move through the failure zone, and would be reduced by aggregating data over a larger PLM population (equivalent to a larger spatial extent). The prediction could be further improved using a more sophisticated index, with detailed modelling of the probable effect of different magnitude earthquakes. However, at this stage \( SSR \) is used to provide a first-order theoretical example of predicting the evolution of landslide propensity using records of historical seismicity. If the temporal evolution of landslide propensity in real landscapes obeys the principles captured in the \( SSR \) model, then it should be possible to explain some of the observed variability in landslide datasets.
Figure 7-8 Plot showing the relationship between seismic strength ratio (SSR) and landslide propensity ($PP_{LSA}(M_w = 7.9$)), described using a logistic function. The model has an $R^2$ value of 0.46. An SSR of 1 indicates that the seismic moment released by recent earthquakes was distributed equally between larger earthquakes with $M_w > M_z$ and smaller earthquakes with $M_w < M_z$. As SSR increases, larger earthquakes with $M_w > M_z$ account for a greater proportion of recently released seismic moment. Note that SSR can also have values less than 1 if small earthquakes dominate the seismic history, although none appear in this example.
Figure 7-9 Time series comparison of numerical mode landslide propensity ($PP_{LSA}$) and landslide propensity predicted as a function of seismic strength ratio ($SSR$)
7.2.2 Seismic history and uncertainty in global earthquake-triggered landslide relationships

As shown in Figure 2-8 (pp. 34), global relationships between numbers and volumes of landslides triggered by earthquakes and earthquake magnitude exhibit large residuals (Malamud et al., 2004b, Keefer, 2002, Keefer, 2009, Keefer, 1994). While there are a number of potential sources of this variability, including differences in topography, lithology and climate (Malamud et al., 2004b), the results of this investigation suggest that seismic history may also have a significant influence. In regions that have more recently experienced a large earthquake, the number of landslides triggered by another earthquake should be greater than in the same region following a long period without a large earthquake (assuming that lower magnitude events have driven a decay in landslide propensity). In order to test this, numbers of landslides recorded for recent earthquakes are analysed relative to recorded earthquake histories.

The USGS centennial catalogue provides a global record of instrumented earthquakes for the period 1900 to 2008 (Engdahl et al., 2002, Engdahl and Villaseñor, 2002). For the period 1964 to 2008 the catalogue is complete down to magnitude 5.5, from 1930 to 1963 it is complete down to magnitude 6.5, and from 1900 to 1930 it is complete down to magnitude 7. This data can be used to provide an indication of the seismic history of different regions where recent earthquake-triggered landslide events have occurred. Table 7-2 gives earthquake parameters and total numbers of recorded landslides ($N_L$) for 16 earthquakes that occurred between 1989 and 2008. While the use of different mapping methodologies will result in inconsistencies, these data provide a relative indication of the size of triggered landslide distributions. Also included are the magnitudes of the largest recorded earthquake ($M_{max}$) and most recently recorded earthquake ($M_{last}$) prior to the landslide-triggering earthquake, along with the intervening time between these events. These data were derived from the centennial catalogue, using events within a 50 km radius of the landslide-triggering earthquakes. Where no previous earthquake has been recorded, these entries are left blank.
Table 7-2 Reported numbers of landslides for recent earthquakes, and characteristics of pre-earthquake seismicity

<table>
<thead>
<tr>
<th>ID</th>
<th>Earthquake name (Country)</th>
<th>Earthquake parameters (Larson et al., 2012)</th>
<th>Number of mapped landslides ($N_L$)</th>
<th>Previous earthquake statistics (Engdahl and Villaseñor, 2002)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Date</td>
<td>$M_w$</td>
<td>Focal depth, D (km)</td>
<td>$M_{max}$</td>
</tr>
<tr>
<td>1</td>
<td>Loma Prieta (USA)</td>
<td>17/10/1989</td>
<td>6.9</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>Northridge (USA)</td>
<td>17/01/1994</td>
<td>6.7</td>
<td>16.8</td>
</tr>
<tr>
<td>3</td>
<td>Hyogu–ken Nanbu (Japan)</td>
<td>17/01/1995</td>
<td>6.9</td>
<td>20.3</td>
</tr>
<tr>
<td>4</td>
<td>Umbria–Marche (Italy)</td>
<td>26/09/1997</td>
<td>5.7</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>Chi-Chi (Taiwan)</td>
<td>21/09/1999</td>
<td>7.6</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>El Salvador</td>
<td>13/01/2001</td>
<td>7.7</td>
<td>56</td>
</tr>
<tr>
<td>7</td>
<td>Avaj (Iran)</td>
<td>22/06/2002</td>
<td>6.5</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>Denali (Alaska)</td>
<td>03/11/2002</td>
<td>7.9</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>Fiordland (New Zealand)</td>
<td>21/08/2003</td>
<td>7.2</td>
<td>31.8</td>
</tr>
<tr>
<td>10</td>
<td>Tecoman (Mexico)</td>
<td>22/01/2003</td>
<td>7.6</td>
<td>26</td>
</tr>
<tr>
<td>11</td>
<td>Lake Rotoehu (New Zealand)</td>
<td>18/07/2004</td>
<td>5.4</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>Niigata Chuetsu (Japan)</td>
<td>23/10/2004</td>
<td>6.6</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>Kashmir (Pakistan)</td>
<td>08/10/2005</td>
<td>7.6</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>Aisen (Chile)</td>
<td>21/04/2007</td>
<td>6.2</td>
<td>12</td>
</tr>
<tr>
<td>15</td>
<td>Iwate-Miyagi Nairiku (Japan)</td>
<td>14/06/2008</td>
<td>6.9</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>Wenchuan (China)</td>
<td>12/05/2008</td>
<td>7.9</td>
<td>12.8</td>
</tr>
</tbody>
</table>

As the potential for temporal variability in landslide propensity is very large, the effect of seismic history on the number of landslides should be apparent, despite the overprint of other sources of spatial variability. However, as differences in the magnitude and depth of earthquakes provide a first order control on the strength of ground accelerations (Abrahamson et al., 2008, Campbell and Bozorgnia, 2008) these influences must first be accounted for. Table 7-3 gives the results of a multiple regression of $\log_{10} N_L$ as a function of earthquake magnitude ($M_w$) and focal depth ($D$).

Table 7-3 Outputs statistics for regression relationship between the number of landslides triggered and earthquake magnitude and depth

<table>
<thead>
<tr>
<th></th>
<th>$\log_{10} N_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_w$ coefficient</td>
<td>1.00</td>
</tr>
<tr>
<td>$M_w$ t-value</td>
<td>6.25**</td>
</tr>
<tr>
<td>$D$ coefficient</td>
<td>-0.03</td>
</tr>
<tr>
<td>$D$ t-value</td>
<td>-3.24**</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.07</td>
</tr>
<tr>
<td>Constant t-value</td>
<td>-2.91**</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.72</td>
</tr>
<tr>
<td>Observations</td>
<td>16</td>
</tr>
</tbody>
</table>

** $p<0.01$

Relationships with both predictor variables are statistically significant at $p<0.01$ level, where:

Equation 7-3

$$\log_{10} N_L = \ -3.07 + M_w - 0.03D$$

The number of landslides increases with increasing magnitude and decreases with increasing focal depth, reflecting the greater distance of surface sites from seismic sources of deeper earthquakes. Figure 7-10A shows the relationship between values predicted using Equation 7-3 and observed numbers of landslides, while Figure 7-10B shows the model residuals, indicating variance not explained by the magnitude and focal depth of earthquakes. Residuals $>0$ indicate earthquakes where the number of landslides is larger than expected, and vice-versa.
Figure 7-10 Relationships between observed and predicted numbers of landslides, using Equation 7-3 (A). Residuals from fitted relationship in A, where residuals >0 indicate earthquakes where the number of landslides is larger than predicted (B).

These residuals can now be analysed to test for the influence of the recent seismic history. Figure 7-11 shows the residuals plotted against $M_{max}$ and $M_{last}$. Where no previous earthquake has been recorded, the magnitude is given as <5.5 (as earthquakes below this level are not recorded in the database). The mean residuals for cases with and without a previous recorded earthquake are also indicated. While there is no clear overall relationship, for cases where a previous earthquake >5.5 has been recorded the mean residual is positive, while for cases where no previous earthquake has been recorded, the mean residual is negative. This suggests that, on average, more landslides are triggered by earthquakes preceded by recent large earthquakes, which matches the expected effect of hillslope memory. Although a two-sample t-test returns a p-value of 0.15, indicating that the difference in the means in not statistically significant at the 0.05 level, the uncertainty in this result may be reasonably expected.
The detailed seismic history along with other spatially variable factors influencing landslide propensity have not been taken into account, and the influence of past seismic history on landslide propensity should be clearer when these are considered in analysis. Additionally, inconsistencies in the recording of landslides by different authors have not been controlled for, which may also contribute to errors when comparing total numbers of landslides.

This analysis of landslide data again hints at the influence of hillslope memory of past earthquakes, commensurate with that predicted by model outputs. The major limiting factor at this stage in investigation is now the lack of temporal data for landslide activity across sequences of earthquakes. This would allow the temporal evolution of landslide propensity with respect to seismic history to be observed directly, rather than forcing the use of space-for-time replacement and associated uncertainty. If these results could be properly validated then seismic history indices could be incorporated into probabilistic landslide models like those in Chapter 4. In addition to modelling hillslope failure probability as a function of static conditions, spatial variability in the seismic history and the legacy of previous events could also be taken into account in order to improve predictions.

A logical inversion of this approach is then to use distributions of earthquake-triggered landslides as proxies for the seismic history of regions where the palaeoseismic record is lacking. This would first require statistically significant links to be established between anomalies in ETL activity and past seismicity, through detailed analysis of landslide temporal records. Should these relationships be quantitatively constrained with sufficient confidence, anomalies in ETL distributions may be used to infer the spatial pattern of past seismicity. For instance, higher than expected landslide densities may indicate regions that previously experienced a large earthquake, while lower than expected landslide densities may indicate regions that have not experienced a large earthquake for a long period of time.
Figure 7-11 Residual in predictions of number of landslides using Equation 7-3, plotted against the magnitude of the largest (A) and most recent (B) earthquakes, recorded in Engdahl and Villaseñor (2002). Where no previous earthquake has been recorded, magnitudes are plotted as <5.
7.3 How does the way in which landslides evolve affect the importance of earthquake-triggered landslides in long-term erosion rates and levels of landslide hazard?

Many models used to undertake quantitative assessment of landslide hazard and erosion rates assume that past and future landslide events are uncorrelated and that the hillslope response to triggering events is therefore independent of time (e.g.: Guzzetti et al., 2006, Guzzetti et al., 2003, Guzzetti et al., 2005, Malamud et al., 2004b, Keefer, 1994). Various authors have raised concerns for the validity and accuracy of time-independent model outputs, in light of evidence of temporal correlations and temporal clustering of landslides (Witt et al., 2010, Korup et al., 2012, Tatard et al., 2010). As a result, predictions inferred from time-independent models may not give a true representation of landscape behaviour and the importance of earthquake-triggered landslides. The outputs of this study suggest that this issue is prevalent when magnitude-frequency distributions of landslide-triggering events vary. This section discusses how differences in the magnitude-frequency distribution of earthquakes affect fundamental relationships between seismic forcing and landslides.

7.3.1 The influence of earthquake magnitude-frequency distributions on earthquake-triggered landslide relationships

As the temporal evolution of landslide propensity responds to short-term changes in the balance of small to large earthquakes, landslide propensity over long timescales is dependent on the magnitude-frequency distribution of earthquakes. As the GR b-value decreases, the long-term mean landslide propensity increases (Section 6.3.3, Figure 6-26). The effect of having more large earthquakes relative to small earthquakes is therefore twofold. Large earthquakes trigger more landslides than small earthquakes, as reflected in the statistical probability models in Chapter 4. However, more large earthquakes also result in a population of landslide masses that is, on average, more sensitive to seismic landslide triggering. The resulting behaviour can be demonstrated by comparing the total area of landslides triggered by GR earthquake distributions with different b-values, using time-dependent and time-independent models, shown in Figure 7-12. As the b-value decreases the total area of landslides increases for both models, as more frequent, large earthquakes trigger more landslides. However, for the time-dependent model the increase is far more pronounced than for the time-
independent model. For example, at $b = 0.7$ the total area of landslides for the time-dependent model is double that predicted by the time-independent model, while at $b = 1$ these values are equal (note that the time-dependent model was calibrated using $b = 1$). By decreasing critical accelerations, large earthquakes make landslide masses more susceptible to failure in smaller earthquakes. If more large earthquakes occur then more hillslope failures also occur during small earthquakes. If fewer large earthquakes occur, more landslide masses will remain stable during small earthquakes, when their critical accelerations are not exceeded. This mechanism is present in the time-dependent model but does not occur in the time-independent model, resulting in the observed difference in total landslide area.

Figure 7-12 Relationship between Gutenberg-Richter $b$-value and long-term landslide activity (total landslide area for 10,000 earthquakes), using time-dependent (Chapter 6) and time-independent (Chapter 4) models. The red line indicates the total landslide area predicted by the time-dependent numerical model, when 1000 PLMs with 40° gradient area are subjected to 10,000 GR distributed earthquakes, here using a $\tau_{fp}$ value of 1.1. The blue line indicates the total landslide area predicted using the time-independent empirical model given in Equation 4-10, with landslide areas generated by multiplying the predicted landslide density for each earthquake with the total PLM area.
Relationships between earthquake magnitude and total numbers, areas or volumes of landslides are therefore dependent on the magnitude-frequency distribution of earthquakes. This is demonstrated in Figure 7-13, which shows time-dependent model relationships between earthquake magnitude and mean landslide density ($P_{LS}(A)$) when different $b$-values are used. As $b$ decreases, earthquakes of all magnitudes produce higher average hillslope failure probabilities, while the slope of the relationship also decreases, indicating an increase in the relative importance of lower magnitude events. The relationship from the time-independent model matches that expected when $b = 1$. A change in $b$ of 0.5 results in over an order-of-magnitude difference in mean landslide density for earthquakes with $M_w < 5.5$. As GR $b$-values vary globally between 0.5 and 1.5 (e.g.: Bayrak et al., 2002, Kulhanek, 2005), this would result in differences of over 2 orders of magnitude in mean landslide densities produced by small to moderate earthquakes.

Variability in relationships between the strength of seismic forcing and landslide density can be seen in different slope coefficients relating PGA and landslide density, found by Meunier et al. (2007). As shown in Figure 7-14, for both vertical and
horizontal PGA, slope coefficients are larger for the Northridge earthquake than for the Chi-Chi earthquake. In other words, landslide density increases more rapidly with PGA in the case of the Northridge earthquake than it does for the Chi-Chi earthquake. Global data from Bayrak et al. (2002), shown in Figure 7-16, suggests slightly lower average $b$-values in Taiwan (0.6) than California (0.7), which would contribute to the observed difference in slope coefficients. However, as precipitation events also trigger landslides, the difference in climate for these two examples will also influence this relationship through processes not simulated in this study.

![Figure 7-14 Relationships between landslide density and horizontal and vertical components of PGA (after Meunier et al., 2007)](image)

This observation has important implications both for predicting landslide hazard and understanding the long-term contribution of earthquake-induced landslides to erosion rates. Various authors have applied global statistical relationships between earthquake magnitude and the total volume of earthquake-triggered landslide material mobilised, to predict long-term erosion rates using data from seismic catalogues (e.g.: Malamud et al., 2004b, Keefer, 1994). As the majority of landslide material is likely to remain in storage on hillslopes for long periods of time (Malamud et al., 2004b, Pearce and Watson, 1986) these models provide upper-bound estimates of erosion rates. Keefer (1994) predicted erosion rates for 12 regions, based on rates of seismic moment
release recorded in catalogues of historical seismicity. Similarly, Malamud et al. (2004b) predicted erosion rates globally based on gridded seismic intensity (Kossobokov et al., 2000), assuming a fixed $b$-value of 0.9. If magnitude-volume relationships fitted using data from global earthquakes are assumed to reflect the average condition where $b \sim 1$, then these models will systematically under-predict erosion rates where $b < 1$ and over-predict erosion rates where $b > 1$. In particular, where $b < 1$, the contribution from aftershocks is likely to be greater than assumed. An example of the implications of this is considered below.

Båth’s law states that the largest aftershock will have a magnitude $\sim 1.2$ units less than the mainshock (Båth, 1965). Based on a constant magnitude-landslide area relationship, Malamud et al. (2004b) estimated that the largest aftershocks contribute 3.0% of the total landslide area triggered by mainshock events. However, for a time-dependent model, this result is dependent on $b$. Figure 7-15 shows relationships between mainshock magnitude and the mean landslide area triggered by the largest aftershock (defined as the mainshock $M_w - 1.2$) as a percentage of that triggered by the mainshock. Relationships are shown for different values of $b$, where $\tau_{fp}$ is fixed at 1.5. For the lower value of $b$, the area of landslides triggered by earthquakes of the largest aftershock magnitude contributes a larger percentage of total landslide areas. As a result, the effect of aftershocks in triggering landslides will be underestimated where $b < 1$. Additionally the relative contribution of aftershocks varies depending on the magnitude of the earthquake in question. When $b = 1$, the largest aftershock of magnitude 8 earthquakes produces a landslide area that is $\sim 3\%$ of the mainshock area, corresponding to Malamud’s prediction. However, the largest aftershocks of magnitude 5.2 earthquakes produce a landslide area that is $\sim 24\%$ of the total landslide area triggered by both the mainshock and aftershocks.
Figure 7-15 Mean area of landslides triggered by the largest aftershock (defined as the mainshock $M_w - 1.2$), according to Báth’s law (Báth, 1965), as a percentage of the mean area of landslides triggered by mainshocks, for different $b$-values. Data were generated by subjecting a population of 1000 PLMs to 10,000 GR-distributed earthquakes, using $\tau_p = 1.5$. Percentages are calculated using 0.2 magnitude units bin spacing.

Spatially, $b$-values display significant variability across a range of scales. Figure 7-16 shows global variations in the $b$-value within 27 zones, defined by Bayrak et al. (2002). Lower $b$-values are observed in oceanic subduction zones around the Pacific Rim, with relatively low values also observed throughout South East Asia, the Himalaya, and along the North Anatolian Fault in Turkey. Statistically significant variations have also been identified at smaller spatial scales. For example, Wiemer and Wyss (2002) Figure 7-17 shows mapped variations in $b$-value between 0.8 and 1.8 across the Himalaya and adjacent regions (Wiemer and Wyss, 2002). Landslide models will suffer from the issues described if the events used to fit earthquake magnitude-landslide relationships are sampled from a different magnitude-frequency distribution to that used in the prediction of erosion rates or probabilistic hazard assessment. This problem will arise when predictions are made using relationships fitted to data collected at a different spatial scale. If data from global events are used to fit a relationship (as in Chapter 4), errors due to regional variability in earthquake
distributions should compensate and the model will be appropriate for predicting either the aggregate global hazard or erosion rate. If this same relationship is used to predict landslide hazard or erosion rate for different regions, the effect of regional differences in earthquake distributions must be taken into account.

The scales of $b$-value variability of relevance are dependent on the scale at which landslide models are fitted, and then the scale at which they are used to predict. Note that as spatial scales decrease, the accuracy and significance with which GR parameters can be fitted reduces (Wiemer and Wyss, 2002). Due to the relatively short (maximum of ~100 years) dataset of recorded earthquakes, spatial aggregation is required to accurately fit parameters. Additionally, the discrete nature of hillslope failure means that regional-scale landslide models also rely on spatial aggregation. These limits on mapping earthquake distribution variability and landslide probability/density will therefore define the minimum scales at which landslide models can be refined and errors due to earthquake distribution effects analysed.
Figure 7-16 Map showing global variability in Gutenberg-Richter b-values, across 27 zones (after Bayrak et al., 2002).
Figure 7-17 Map showing spatial variability in Gutenberg-Richter $b$-value across the Himalaya and adjacent regions, derived from recorded seismicity (after Wiemer and Wyss, 2002)

### 7.3.2 Seismicity and the long-term impact of rainfall-triggered landslides

While the current modelling considers only the effect of earthquakes on hillslopes, the evidence presented in Section 7.1.2 suggests that the combined distribution of earthquakes and precipitation events is important in determining the temporal evolution of landslide activity. In light of the longer-term perspectives examined in Sections 7.2 and 7.3, it is worth briefly considering how earthquake and precipitation events may interact over longer timescales.

Results from the Chi-Chi and Kashmir earthquakes suggest that large earthquakes produce an increase in rainfall-triggered landslide propensity, which then decreases as rainfall-triggered landslides occur. Therefore, in the same way that large earthquakes prime the landscape for landsliding in smaller earthquakes, large earthquakes also prepare hillslopes for failure in subsequent rainfall events. Long-term levels of rainfall-landslide propensity will be dependent on the occurrence of high magnitude earthquakes and precipitation events. The effect of rainfall in triggering landslides will therefore be strongly coupled to seismicity in seismically active regions. This is
supported by evidence that long-term erosion rates in Taiwan correlate with both cumulative seismic moment and temporal variability in run-off driven by typhoons (Dadson et al., 2003). Seismicity may also be an important limiting factor to long-term levels of rainfall-triggered landslide activity. This could be the case in regions where the reduction in $F_S$ produced by elevated pore pressures is not sufficient to initiate failure in material with high peak strength. Maintaining a population of potential landslide masses available to be triggered by rainfall events would therefore depend on the preparatory effect of large earthquakes, which reduce $F_S$ via strain accumulation.

These potential interactions between earthquake and rainfall-triggered landslide processes have implications for understanding the impact of climatic changes on hillslope processes. Where levels of precipitation and storminess increase, elevated pore-pressures are expected to result in higher levels of landslide activity (e.g.: Buma and Dehn, 1998, Beniston and Douglas, 1996). By modelling changes in hillslope $F_S$ due to predicted changes in precipitation, various studies have attempted to infer the resulting effect on hillslope stability and landslide activity (Melchiorre and Frattini, 2012, Boga et al., 2002, Carrara et al., 2008, Collison et al., 2000, Dehn and Buma, 1999, Dehn et al., 2000, Dixon and Brook, 2007). Where levels of typhoon activity are predicted to increase in active mountain ranges, a corresponding increase in landslide activity is also predicted (e.g.: Chiang and Chang, 2011). However, current models do not consider the potential influence of seismic events in priming hillslopes for rainfall-triggered failure. This can be explored by applying the failure zone concept introduced in Chapter 5 to rainfall-triggered landslides.

Large earthquakes maintain a flux of PLMs moving from their peak $F_S$ to lower $F_S$ levels within the failure zone for a given magnitude of rainfall event (Figure 7-18 A). The limit of the failure zone for rainfall-triggered landslides can be defined as the maximum $F_S$ that will be reduced to <1 in response to a given increase in pore pressure (for example, using Equation 2-9$^9$). Once this rainfall event has occurred, all PLMs in the failure zone have failed and reset to their maximum $F_S$. As observations

\[ F_S = \frac{(\cos^2 \beta - \mu) \tan \phi}{\cos \beta \sin \beta} \quad \text{(e.g.: Selby, 2005)} \]
from the Chi-Chi and Kashmir earthquakes suggest that landslide propensity decays in response to rainfall events, this implies that rainfall events are less effective than large earthquakes in their ability to draw additional PLMs into the failure zone via strain accumulation. This is illustrated in Figure 7-18. An increase in rainfall events will therefore result in an increase in the flux of PLMs leaving the failure zone (i.e. reaching the point of failure), without a corresponding increase in the flux entering the failure zone. As a result the net population of PLMs in the failure zone will decrease. If the frequency of large earthquakes remains unchanged while the frequency of precipitation events increases, the population within the failure zone will become depleted and precipitation events will become less effective in triggering landslides. This negative feedback mechanism would therefore dampen any increase in landslide activity produced by wetter climatic conditions. Conversely, an increase in the seismicity of a region, perhaps associated with major stress re-distribution, could result in a long-term increase in rainfall-triggered landslide activity without any change in climatic conditions.
Figure 7-18 Hypothetical FS-Area plots to illustrate interactions between earthquake and rainfall-triggered landslide activity. Large earthquakes increase the population of PLMs in the failure zone, producing an increase in landslide propensity. However, heavy rainfall events reduce the population of PLMs in the failure zone, resulting in a decrease in landslide propensity.

The nature of the interaction between earthquake and rainfall-triggered landsliding inferred here is currently speculative. A major reason for this is the lack of a generalised geotechnical model for estimating strain in landslide masses induced by changes in pore pressure. While a limit-equilibrium analysis can determine the effect of pore pressure changes on the $FS$ as a landslide mass, it does not provide the means to predict displacement and therefore estimate the cumulative and temporal effects of strain-softening. Further investigation in this area therefore requires both empirical observations of interactions between earthquake and rainfall-triggered landsliding, in addition to developments for modelling regional-scale landslide activity, as outlined below.
7.4 Developments required for further quantitative investigation

The results that have been presented throughout this section lend support to the validity of model outputs relative to the behaviour of real landscapes. However, current data provide a far-from-ideal basis for testing and further investigating many of the concepts and predictions developed in this investigation. Additionally, although the current modelling framework represents a step towards better understanding the response of landscapes to earthquakes, developments in a few key areas could also significantly strengthen its predictive capability within and beyond ETLs. It is therefore useful at this stage to outline areas where future research could be most effectively applied, in light of the above discussion.

In terms of empirical studies of ETLs, a key area for development is in the acquisition and analysis of datasets with spatial and temporal coverage appropriate for resolving the complexity of the landscape response to earthquakes, aftershocks and subsequent rainfall events. This requires accurate, multi-temporal mapping of landslide distributions associated with large \( M_w \geq 7 \) earthquakes. Ideally datasets should capture the full spatial distribution of landslides associated with the mainshock and aftershocks, as well as landslides triggered by subsequent rainfall events in the region of mainshock landslides. The temporal coverage should span the time prior to and following the mainshock earthquake, with repeated landslide mapping undertaken at a high sample rate, following each event with the potential to trigger landslides. This should include all aftershocks greater than \( M_w = 4 \) (Keefer, 2002), and any significant rainfall events. An important addition to current approaches is that an equal importance should be attributed to quantitatively establishing events that triggered no or few landslides, as well as those that triggered many. Correspondingly, the landslide data should be accompanied by distributed ground motion and precipitation data at the same spatial and temporal resolution.

Such data would provide a detailed picture of the spatio-temporal evolution of landsliding, which could be directly compared with model predictions for both synthetic and real event sequences. By providing the means to test various model hypotheses, this data would allow different aspects of the spatio-temporal evolution of landsliding to be explored in much greater detail. These would include spatial
variability in the magnitude and period of landslide propensity changes relative to the strength of seismic forcings, different lithologies and topographic characteristics. Ultimately, distributed models of spatio-temporal landslide evolution could be derived, as an extension to the static spatial models presented in Chapter 4. These would provide useful tools for both geomorphological study of hillslope processes as well as for landslide hazard assessment and planning.

This data could be most ideally attained for a continental earthquake in a thickly vegetated region, allowing newly formed landslides to be clearly distinguished from undisturbed ground (Liu and Woing, 1999, Liu et al., 2002). Additionally, the *ideal* earthquake would need to occur outside of the rainy season, in order for multi-temporal cloud-free satellite or aerial imagery to be attainable (Borghuis et al., 2007). Various sub-tropical to temperate regions around the Pacific Rim provide potential candidate regions, with thickly vegetated landscapes, high levels of relief, seismicity, and established monitoring networks. These include the Southern Alps of New Zealand, the Japanese Alps, the Central Range in Taiwan and the Oregon Coast Range in the USA.

In addition to the use of better empirical data, it is important that observations can be linked back to a conceptual understanding of the landslide process. This means that numerical simulations of regional-scale landslide activity need to be further developed to incorporate different failure types and mechanisms. While this investigation has considered a simple, translational sliding block model of hillslope failure, landslides with different failure geometries and movement types may produce different spatio-temporal landslide activity. The conception of forcing mechanisms acting on landslides is also limited to the effect of horizontal ground accelerations, which are assumed to act as a static body force in the downslope direction, in the current model. However, landslide mass response is also affected by other directional and wave characteristic components of ground accelerations (e.g.: Harp and Jibson, 1995b, Zhang et al., 2013, Moore et al., 2011, Wasowski et al., 2013), as well as changes in pore-pressured induced by both seismic shaking (Asano et al., 2013) and rainfall (Chen et al., 2006, Iverson, 2000). The impact of these factors on landslide activity could be investigated by integrating different geotechnical models into the regional-scale modelling framework. The complexity of current models means that additional challenges need
to be addressed to achieve this, as many of the input parameters will be unknown. While these may be defined through calibration and sensitivity analysis, this is likely to be challenging for models with many more inputs parameters (e.g.: Stead et al., 2012) representing a much larger parameter space. A possible alternative is to carry out bespoke laboratory tests of the response of hillslope materials under dynamic-stress loading, in order to constrained material properties, particularly the strength-decay behaviour, as a model input variable. Regional-scale landslide activity could then be linked with empirical observations of material behaviour, which would in turn allow greater scope for validation of model outputs, through comparison of landslide activity in landscapes formed of different materials. Additionally, different failure geometries would either need to be defined as distributions or modelled as emergent properties, for example using a finite element code to determine critical slip surfaces from a defined topography (e.g.: Murphy et al., 2011a). By conducting this analysis using a three-dimensional, evolving topographic model, the effect of interactions between adjacent hillslopes on long-term landslide activity could also be investigated.

While a number of potential developments in landslide modelling would contribute to the problems addressed in this thesis, a substantial first step could be made if a generalised model was developed, with which to predict strain induced by changes in pore pressure in hillslopes. If this could be incorporated in tandem with the Newmark sliding block model, this would allow investigation into the combined effects of dynamic stresses from seismic waves and changes in pore pressure induced by both rainfall and seismic shaking.
Chapter 8 - Conclusions

This thesis began by highlighting the problem that although hillslope failure is known to develop through time, the cumulative effects of history and the legacy of previous earthquakes on landslide activity are not well understood. As a result, regional ETL models have been built on the assumption that landslide occurrence results from a stochastic, time-independent process. Landslide activity at any point in time has been treated as solely dependent on the current static conditions, and unaffected by hillslope memory of previous events. Empirical evidence and results from numerical modeling presented in this thesis indicate that hillslope memory may have important effects on regional-scale landslide activity for any given earthquake. The results and original contribution to knowledge can be summarized by revisiting the research objectives identified in Chapter 1:

8.1 Objective 1: To produce a generalised earthquake-triggered landslide spatial model that is transferrable between different earthquakes and regions, by using statistical models to investigate the influence of current earthquake and static landscape conditions on the probability of hillslope failure

Statistical models describing the spatial distribution of ETLs have been developed, through logistic regression analysis of inventories of landslides triggered by five large \( (M_w > 6.7) \) earthquakes. Through a detailed analysis of landslides triggered by the 1929 Buller and 1968 Inangahua (New Zealand) earthquakes, a subset of variables has been identified that exhibit a consistent, statistically significant influence on hillslope failure probability for both events, with established physical relationships to seismic and hillslope processes. The major influences on failure probability are the distance of sites from the seismic source and the local hillslope gradient, where the underlying influence of hillslope gradient is dependent on the geology. Secondary are the effects of topographic amplification (position on hillslopes), solar radiation, hillslope structural domains and local relief, which modify failure probability to a lesser extent. By extending this analysis to all five earthquakes, generalised models have been developed, which capture the major influences on hillslope failure probability and are transferable between different earthquakes and regions. Earthquake moment magnitude, PGA (or distance from the seismic source) and hillslope gradient have been
found to determine the first-order spatial distribution of landslides with areas greater than 11,000 m$^2$, which generally represent larger failures that shear bedrock material. These models have substantial potential for use in ETL hazard assessment, as a means for first-order prediction of ETL spatial distributions, using freely available global datasets.

Although the spatial model variables capture the influence of hillslope shear stress and seismic ground accelerations on hillslope stability, neither the spatial distribution nor the temporal evolution of hillslope material strength is included in the models. As a result, these models are fundamentally limited, as they only account for the influence of the current earthquake and static landscape conditions. No indication is provided of how hillslope material damage or memory accrued from previous events, associated with strain-accumulation and progressive failure, may influence landslide activity. As a result, the outputs of these models should be treated with caution, and considered light of the findings from Objectives 2, 3 and 4.

8.2 **Objective 2**: To test for the influence of hillslope memory and establish the errors involved in a spatial approach to modelling earthquake-triggered landslides, by undertaking a detailed analysis of spatial distributions of landslides triggered by multiple earthquakes in the same region

Hillslope failure probability models for the 1929 Buller and 1968 Inangahua earthquakes have been used to establish where time-independent, spatial ETL models break down, by comparing observed and predicted distributions of landslides. Errors in the landslide distribution predicted for the 1968 earthquake suggest that the legacy of damage to hillslope materials accrued from the 1929 earthquake is an important control on landslide occurrence. Results suggest that hillslopes damaged by the first earthquake were more prone to failure in the second earthquake. These findings highlight potential inadequacies in current spatial models of ETL susceptibility, and the importance of considering the influence of hillslope memory on regional-scale ETL activity. However, current empirical data can only provide a limited insight into this temporal aspect of landslide behaviour, due to the short temporal coverage of landslide inventories and difficulties in controlling for the influence of both earthquake and rainfall events that trigger landslides.
8.3 **Objective 3:** To develop a new conceptual and numerical model that integrates the site-scale evolution of hillslope progressive failure via brittle deformation processes into modelling regional-scale earthquake-triggered landslide activity

A new model has been developed that integrates the site-scale evolution of hillslope progressive failure into modelling regional-scale earthquake-triggered landslide activity. The model conceptualises the hillslopes of an active mountain landscape as being composed of a population of evolving landslide masses. Seismically-induced brittle-deformation processes are modelled using a modification of the Newmark sliding block approach, which incorporates strain-softening. By capturing the key components of first-time ETL failure via brittle deformation, the model provides a means of reconciling observations of ETL spatial distributions with an understanding of hillslope failure processes. The model has been used to suggest how relationships between predictor variables and landslide probability, identified in Objective 1, are the product of spatial variability in the temporal rate at which hillslopes undergo failure. The apparent stochastic nature of ETL activity has been linked to the inability of current models to determine the stage of different hillslopes in their failure cycle, which is supported by the findings from Objective 2. Model outputs suggest that changes in levels of accumulated strain and damage in hillslopes, that occur response to earthquakes, have the potential to produce regional-scale temporal variability in the sensitivity of landscapes to earthquake-triggered landsliding. These findings concur with oscillating temporal responses long hypothesised for geomorphic systems (Thornes, 1983, Brunsden and Thornes, 1979, Schumm and Lichty, 1965), and the model provides a tool to quantitatively investigate this complex response in the case of earthquake-triggered landslides.

8.4 **Objective 4:** To investigate the implications of the model results for landslide hazard, predictability and sediment generation through the following research questions:

Model outputs from a series of numerical experiments have been used to explore the following research questions:

i. *What is the impact of large earthquakes on subsequent landslide activity?*
Model experiments using synthetic earthquake sequences have shown how individual earthquakes alter subsequent landslide propensity. Temporal changes in landslide propensity have been found to take the form of an impulse response, in which landslide propensity is enhanced immediately following large mainshock earthquakes, and then decays with time as subsequent, lower magnitude events occur. The amplitude of changes is primarily dependent on the mainshock magnitude, while the decay period is determined by the hillslope material properties and the magnitude of subsequent aftershocks and other subsequent events that trigger landslides. These findings have important implications for understanding the prolonged geomorphological impact of earthquakes and associated hazards. If a large mainshock earthquake is followed by a strong sequence of aftershocks, then the change in landslide activity immediately following the mainshock will be elevated but decay rapidly with time. Conversely, fewer and weaker aftershocks mean that the disturbance produced by a large earthquake remains within the landscape for longer, resulting in a prolonged period of elevated landslide activity and a slower decay. Observed temporal and spatial patterns of landslide activity following the Chi-Chi and Kashmir earthquakes indicate that post-seismic rainfall-triggered landslide activity evolves in the same manner as earthquake-triggered landslide activity evolution predicted by the model. Differences in the aftershock sequences following these earthquakes provide a possible explanation for observed differences in the time taken for landslide activity to return to background levels following the mainshocks.

ii. How can long-term patterns of variability in landslide propensity be linked to seismic history?

In response to sequences of earthquakes defined by the Gutenberg-Richter law, model outputs suggest that landslide propensity exhibits a continuous transient state, characterised by overlapping impulses from large earthquakes. This temporal variability in the potential for mass wasting and hazard can be accounted for in landslide models in one of two ways. Firstly, variability could be treated as stochastic uncertainty, by constraining the distribution of variability based on hillslope material properties and long-term earthquake magnitude-frequency distributions. However, the range of potential variability is very large, and this approach provides no information regarding temporal changes in landslide propensity. As past seismic
history is a key determinant of landslide propensity, in the absence of landslide data a temporally evolving estimate of landslide propensity can be inferred using historical seismic data. Achieving this by modelling site-scale responses for large numbers of individual landslide masses in response to long sequences of earthquakes is computationally prohibitive. In order to provide a practical approach to achieving this, an index for predicting temporal changes in landslide activity, based on past seismicity, has been developed using numerical model outputs. The index is based on the principle that large earthquakes generally produce a high magnitude net increase in landslide propensity, while each small earthquake generates a lower magnitude net decrease. This principle has been tested by comparing previously unexplainable variability in the numbers of landslides triggered by earthquakes with the seismic history preceding each earthquake. The results tentatively suggest that, for regions that have recently experienced a large earthquake, on average more landslides are triggered in the next earthquake, and vice-versa. Production and analysis of time series data on landslide activity and seismic ground motions is required to further investigate empirical relationships between seismic history and landslide activity, which could be incorporated into probabilistic ETL models. In this way, future models could account for both the current conditions and the legacy of past events, in order to provide time-dependent predictions of landslide hazard.

iii. **How does the way in which landslides evolve affect the importance of earthquake-triggered landslides in long-term erosion rates and levels of landslide hazard?**

The effects of hillslope memory on landslide activity identified in this study indicate how the behavior of landscapes may differ from that predicted by models that assume ETL events are independent in time. When the effects of earthquake-triggered landslide events accumulate, relationships between the strength of seismic forcing and landslide activity (numbers, areas or volumes of landslides) are dependent on the magnitude-frequency distribution of earthquakes. As numbers of large earthquakes increase relative to the number of smaller earthquakes (GR $b$-values decrease) higher levels of landslide activity occur in response to smaller earthquakes. Commonly fitted global relationships between earthquake-magnitude and numbers and volumes of triggered landslides will therefore systematically underestimate landslide activity in
regions where $b$-values are lower than the global average, and overestimate landslide activity where $b$-values are above the global average. This suggests that corrections must be applied when landslide models calibrated using global data are used to predict regional landslide activity. Similarly, regional variability in relationships between PGA and landslide density can be partially attributed to differences in seismicity, which could be incorporated into these models in the future.

As hillslope memory of earthquakes also affects rainfall-triggered landslide activity, models that treat rainfall-triggered landslides as independent of seismicity are also likely to give an erroneous representation of landscape behavior. A further output of this study is that accurate prediction of climate change impacts on landslide activity requires investigation of the coupled effects of precipitation and seismicity on hillslope stability. The lack of generally applicable geotechnical models for predicting strain induced by changes in pore-pressure is major limiting factor in terms of achieving this.

8.5 Original contribution to knowledge

The influence of site-scale hillslope material strength and stability represents an area of major uncertainty in current understanding of regional-scale landslide activity. This arises due to the lack of regional-scale data constraining variability in hillslope material properties at the site-scale of individual hillslope failures. As brittle-failure in hillslope materials develops through time, material strength and stability reduces. Based on this principle, this thesis has applied a novel approach to investigating the implications of a more physically based approximation of landslide evolution, where the stability of landslides is treated as a function of the legacy of past events. While this approach cannot assign predictions to individual landslide sites, the aggregate behavior of large populations of landslide masses can be investigated, and importantly the widely recognized uncertainty in landslide response to earthquakes can begin to be unpicked.

An important output of this investigation is an understanding of how hillslope material memory at small-scales may influence landslide activity at the regional-scale, resulting in temporal variability in the sensitivity of landscapes to landsliding. Model outputs achieved by approximating this mechanism are in line with observations that large earthquakes are generally followed by periods of elevated landslide activity, despite the fact that the weakest hillslopes in the landscape have already failed co-seismically.
By extrapolating this behavior to longer temporal scales, a predictable long-term signal of changes in landscape sensitivity has been hypothesized and appears to fit with observed global variability in landslide activity. Furthermore, the presence of hillslope material memory invalidates a fundamental assumption of landslide models, that landslide events are time-independent. Relationships between landslide activity and the strength of seismic forcing are dependent on earthquake-magnitude frequency distributions, indicating that current models are susceptible to over- and under-estimate regional-scale landslide activity.

The findings create a new avenue for time-dependent analysis and prediction of the spatio-temporal response of landscapes to earthquakes, which will both improve the accuracy of regional-scale landslide predictions and has potentially important implications for determining the impact of climate change on landslide activity. Although the current temporal coverage of landslide datasets has been highlighted as a fundamental limitation to progress in this field, future data requirements and the means of obtaining them have been outlined. Additionally, the modeling principles developed provide a new approach to understanding the influence of hillslope material properties on regional-scale landslide activity, which needs to be addressed as both temporal as well as a spatial problem.

8.6 Recommendations for future research

A number of areas have been highlighted in which future research could be most effectively applied, in order to develop a better understanding of time-dependent aspects of regional-scale ETL activity. These can be summarised in terms of the following research objectives:

1. To establish empirical relationships between landslide activity and historical events, through analysis of multi-temporal landslide datasets;

The major contribution of this research has been to establish the potential influence of hillslope memory of previous earthquakes on region-scale landslide activity. In order to test these results and integrate the influence of past events into landslide predictions, empirical relationships between landslide activity and historical seismicity must first be established. This requires the generation of detailed multi-temporal landslide datasets
(as outlined in Section 8.6), and analysis, guided by model predictions, in order to test for and constrain the influence of historical processes on landslide activity. A limited number of existing datasets may also form part of this analysis. For example, two years of intensive rockfall monitoring data collected during the 2010/2011 Canterbury earthquakes sequence in New Zealand (Massey et al., 2012) could be used to examine the impact of multiple seismic events on landslide activity and test for temporal correlations in the record. Multi-temporal landslide inventories from the 1999 Chi-Chi earthquake (Hovius et al., 2011) could also be further analysed to test for spatio-temporal aspects of landslide activity hypothesised from model outputs, but not previously examined.

2. To further develop models that integrate a geotechnical understanding of hillslope failure into regional-scale landslide modelling

In parallel with empirical analysis, numerical models of regional-scale landslide activity should be further developed, both to provide hypotheses to test, and to establish a firm understanding of empirical relationships. Efforts should be made to understand how different inputs into geotechnical models vary spatially across large scales, influencing the relative rates at which different hillslopes undergo failure and how the aggregate sensitivity of landscapes evolves. Critically, these models should incorporate the influence of different forcings that drive hillslope failure, specifically the coupled effects of earthquake and precipitation events.
Appendix A - Additional earthquake-triggered landslide event information

i. 1968 Inangahua earthquake

Figure A - 1 shows the regional distribution of uncertainty associated with Shakemap PGA for the 1968 Inangahua earthquake.

Figure A - 1 Map showing PGA isoseismals and gridded uncertainty (standard deviation in terms of % PGA) for the 1968 Inangahua earthquake (Allen et al., 2008)
ii. **1994 Northridge earthquake**

Various fault models for the Northridge earthquake have been generated from a combination of geodetic, strong motion and teleseismic data (Wald et al., 1996, Shen et al., 1996, Hudnut et al., 1996), and can be obtained from the USGS fault model repository (USGS, 2012). The main fault is a blind thrust striking between 113 ° and 136°, dipping between 30 ° and 62° southward, with average slip of 1.3 m and peak slip of ~2.2-3 m (Wald et al., 1996, Shen et al., 1996). Focal depth estimates range from 10 to 19 km (Wald and Heaton, 1994, Jones et al., 1994, Wald et al., 1996, Shen et al., 1996, Hudnut et al., 1996). Shen et al. (1996) suggest that slip may have also occurred on a second minor fault plane, overlying the main rupture to the northwest, with similar strike (119.3°) and dip (52.7°) components. For the fault geometry inferred by Shen et al (1996), based on geodetic data, the main fault has dimensions of 30 x 30 km, extending to a maximum depth of 24 km with a bend in the plane 9.1 km below the surface. The smaller secondary fault is 10 x 12 km, extending to a maximum depth of 12 km. This model corresponds closely with other models of fault geometry and is used in analysis to constrain the location of the seismic source.

Figure A - 2 shows the regional distribution of uncertainty associated with Shakemap PGA for the earthquake.
iii. 1999 Chi-Chi earthquake

The earthquake ruptured a 100 km segment of the Chelungpu fault, with surface ruptures mapped over a length of 90 km (Chen et al., 2001). The fault trends north-south, with a bend to the east at its northern extent, and has a shallow dip of around 30° to the east (Shin and Teng, 2001). The mechanism of coseismic fault movement
was predominantly thrust with a minor component of left-lateral strike-slip (Shin and Teng, 2001). The eastern side of the fault forms the hanging wall and the western side forms the footwall. Fault models best reflecting the surface rupture geometry have 2 or 3 segments, which account for the fault’s eastward bend (Ma et al., 2001, Wu et al., 2001). The fault model produced by Wu et al. (2001) is consistent with other models (e.g.: Ma et al., 2001, Zeng and Chen, 2001, Chi et al., 2001) and is used in analysis to constrain the seismic source.

Figure A - 3 shows the regional distribution of uncertainty associated with Shakemap PGA for the earthquake.
Figure A - 3 Regional uncertainty (standard deviation) in terms of % PGA for the 1999 Chi-Chi earthquake (Allen et al., 2008)
iv. 2008 Wenchuan earthquake

The earthquake produced surface ruptures over an along strike length of 220 km on the Beichuan, Pengguan and Xiaoyudong faults (Densmore et al., 2010). The most comprehensive published fault model for the earthquake, produced through inversion of GPS and InSAR data, suggests a total rupture length of over 280 km (Shen et al., 2009). The overall fault motion is a combination of thrust and dextral strike slip, with the hangingwall in the northwest and the footwall in the southeast. However, a complex fault geometry has been resolved. The main (Beichuan) fault plane dips moderately (~43°) in the southwest, but steepens to almost vertical dip in the northeast. Moving from southwest to northeast the fault motion also changes from predominantly thrust to dextral strike-slip. In the southwest a smaller component of slip also occurred on the secondary Penguan fault (Shen et al., 2009). The fault model produced by Shen et al. (2009) used in analysis to constrain the seismic source.

Figure A - 4 shows the regional distribution of uncertainty associated with Shakemap PGA for the earthquake.
Figure A - 4 Regional uncertainty (standard deviation) in terms of % PGA for the 2008 Wenchuan earthquake (Allen et al., 2008)
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Abstract

Advances in the collection and analysis of landslide inventory data have allowed for greater understanding of spatial distributions of landslides triggered by earthquakes. However, current approaches to analysing and modelling these phenomena do not account for the response of the individual potential landslide masses and their temporally evolving stability. This stems, in part, from the lack of a conceptual model describing the effect of seismic waves on the strength and stability of hillslopes, which can be applied at the regional scale and over long (multiple earthquake) time scales. Here we present such a conceptual model linking weakening via progressive failure, inertial displacements driven by seismic ground accelerations, and the repeating failure of sections of hillslopes through time. We explore the implications of the model for how various characteristics of earthquake-triggered landslide distributions are interpreted and understood. These include the apparently stochastic nature of spatial landslide occurrence, spatial patterns of landsliding, landslide magnitude-frequency distributions, global variability in numbers of landslides triggered by earthquakes, and in particular why in any earthquake smaller areas of hillslope fail than do not, even in regions of apparently high landslide susceptibility. Finally, we also propose means of testing the validity of this model relative to alternative hypotheses.

Keywords

Progressive failure, Newmark, landslide distributions, hysteresis.

Introduction

Newmark analysis forms the basis of most currently available techniques for assessing the effect of seismic accelerations on hillslopes at the regional scale (e.g.: Jibson, 2007). Here a potential landslide is modelled as a rigid perfectly plastic block sat on an inclined surface. Deformation occurs along the shear plane in response to seismic accelerations that exceed the dynamic shearing resistance, which is assumed to be the same as the static shearing resistance. A key assumption of the Newmark approach is that the shearing resistance does not change in response to seismically-induced deformations. However, movement patterns in failing landslide masses and the results of stress-path triaxial tests have shown that cohesive hillslope materials undergo progressive weakening prior to full failure (Petley et al., 2005b, Petley et al., 2005a). Logic also dictates that a stable section of hillslope must undergo weakening and a reduction in stability in order to reach the point of failure, and that once failed, in simplistic terms, a new more stable section of hillslope is produced. This means that the stability of individual locations in the landscape and therefore their sensitivity to earthquake-triggered landsliding is not temporally constant, but can be understood as evolving cyclically with the occurrence of seismic events.

In this paper, we present a conceptual model linking micro-scale deformation-weakening behaviour in hillslope materials and inertial displacements driven by seismic ground accelerations, in order to provide a physical approach to understanding the temporal evolution of hillslope stability in response to seismic events. We explore the implications of the model for understanding various observed characteristics of landslide distributions and propose means of testing the validity of this model relative to alternative hypotheses.
Temporal model of hillslope weakening and failure

Background

Failure in cohesive materials generally requires that the material that forms the eventual shear zone undergoes a transition from peak to residual strength (Bjerrum, 1967). This requires the material to undergo progressive deformation, resulting in the formation and coalescence of cracks that reduce the strength of the material. Based on observations of pre-failure landslide movement patterns (Petley et al., 2002, Kilburn and Petley, 2002) and the results of stress path triaxial tests, Petley et al. (2005b) proposed a conceptual model for the development of progressive first-time failure in hillslopes formed from cohesive materials. The authors proposed that when a temporary reduction in factor of safety (FS) occurs due to elevated pore pressures, local stresses may exceed material strength in parts of the landslide, even though the global FS is still greater than unity. This allows deformation and micro-crack formation to take place in these segments, causing them to transition from peak to residual strength. The stress is then redistributed to other, unsheared, portions of the hillslope. This transfer process eventually reaches the point at which shear stress exceeds shear strength across the whole of the shear zone, such that failure becomes inevitable regardless of pore pressure state. However, it still takes time for the final sections of the shear zone to fail, such that collapse is not instantaneous. Hereafter we refer to this process of deformation, micro-crack formation and weakening by the term “deformation-weakening”. Note also that whilst this model was developed for instability associated with hydrologically-triggered landslides, dynamic stresses from the passage of seismic waves may also serve to produce the temporary instabilities required for progressive failure.

Model Description

The Newmark sliding block model (Newmark, 1965) provides a means of analysing the effect of seismic accelerations on hillslope stability in order to predict seismically-induced displacements in landslide masses (for a comprehensive review, see Jibson, 2011). In this research we utilise the Newmark sliding block model as the basis for our conceptual model. We supplement the Newmark approach by changing two assumptions. First, we allow Newmark displacement to result in deformation-weakening, which breaks the assumption of perfectly plastic stress-strain behaviour of Newmark sliding blocks (e.g.: Newmark, 1965, Makdisi and Seed, 1978, Chang et al., 1984, Ambraseys and Menu, 1988). Second, we theorise that the critical acceleration may be exceeded in segments of the landslide block and not the whole mass. This implies that the mass can deform internally, counter to the assumption that the landslide is a rigid block. Note also that we maintain the normal assumption in the Newmark approach of no change in pore pressure both under static and dynamic conditions. In this research we consider the response of multiple individual sections of hillslope at the spatial scale of mountain ranges (regional scale) to multiple earthquakes. While the effect of an earthquake on a section of hillslope is instantaneous, the return period of an earthquake may be hundreds to tens of thousands of years, depending on the large-scale rate of tectonic stress accumulation. This approach presupposes that over these periods of time hillslopes fail in the same location on multiple occasions in response to the multiple earthquakes that occur. Each time a section of hillslope fails, we assume that the material evacuates the shear surface, and the shear surface then forms the new hillslope surface. This new section of hillslope then becomes a new potential landslide. We assume that the geometry of sections of hillslopes does not change as they repeatedly fail – i.e. that the form of failure is that of a pseudo-infinite slope. As the majority of reported earthquake-triggered landslides take the form of shallow rockfalls, disrupted soil slides and rockslides (Keefer, 2002), and occur across all parts of hillslope profiles, from toes to ridge crests (Densmore and Hovius, 2000), this assumption is not unreasonable. Of course, as detachment and failure of material occurs, new hillslope surfaces are also formed from deposition of this material downslope, which in turn forms part of new potential landslide masses. We do not consider this process of mobilisation and deposition at this stage. These assumptions allow us to isolate the effect of material strength evolution without imposing ill constrained assumptions regarding material transport and surface modification from secondary aseismic processes.
The hillslopes of our model landscape are composed of a population of potential landslide masses, each of which is modelled as a Newmark sliding block. Hereafter we refer to these individual sections of hillslope as “blocks”. Each block has a peak strength (at which the section of hillslope is at its maximum stability) and a residual strength (at which, if it has not already failed, the section of hillslope is at its minimum stability). Each block also has a surface gradient and a downslope length. A single ridge-to-stream hillslope profile may comprise of a single block or multiple blocks of different sizes, which will determine the size of landslides that occur on that hillslope. In Newmark analysis, sliding block displacement occurs when earthquake shaking exceeds the block’s critical acceleration $a_c$ - the horizontal component of acceleration required to overcome the shear strength of the material - thereby temporarily producing $FS<1$.

$$a_c = (FS - 1)g \sin \alpha$$

$$FS = \frac{\tau_f}{\tau}$$

where $a_c$ is the critical acceleration in terms of $g$ (the acceleration due to Earth’s gravity), $FS$ is the static factor of safety ($\tau$ is the shear stress acting on the block and $\tau_f$ is the shear strength of the material), and $\alpha$ is the angle from the horizontal at which the centre of gravity of the slide mass moves when displacement occurs. The behaviour of a single section of hillslope is illustrated in Figure 1. Initially $\tau_f$ at its peak is greater than $\tau$ such that the section of hillslope is stable (Figure 1A). In our model, Newmark displacements result in deformation-weakening of the block material, causing a reduction in $\tau_f$ and therefore also in $FS$ (Figure 1B). The length of blocks determines the volume of material throughout which deformation-weakening is distributed. To generate the same net reduction in strength, longer blocks must therefore undergo larger displacements than shorter blocks; i.e. maintaining the same displacement-length ratio (strain, $\varepsilon$). If $FS$ is reduced to $<1$, then failure of the block occurs (Figure 1C), the weakened material evacuates the shear surface and a new hillslope surface layer is formed (Figure 1D). The new block retains the same gradient and length, whilst $\tau_f$ resets to its peak level. We term this cycle of weakening, failure and evacuation of material the “failure cycle”. For simplicity we assume that blocks are spatially independent of one another.

Any earthquake in which $a_c$ is exceeded will result in a reduction in $FS$. For a small earthquake generating weak ground accelerations, blocks have to have very low $FS$ at the onset of shaking in order for $a_c$ to be exceeded, and for failure to result from a small reduction in $FS$. For large earthquakes that generate strong ground accelerations, full transition to instability occurs in blocks that were more stable at the onset of shaking. As earthquakes occur, the weakest blocks reset and others weaken towards failure. An earthquake may reduce the population of potentially unstable blocks through complete failure and reset, but critically this net reduction is counteracted by other blocks that remain intact moving closer to failure, as a result of accumulating coseismic deformation-weakening. Note that, in theory, for blocks in which the residual strength is higher than the shear stress, complete failure may never actually occur; once residual strength is reached these blocks will deform in a plastic manner each time $a_c$ is exceeded.
Figure 1: Illustration of the failure cycle occurring in a single hillslope block. The hillslope experiences a time series of earthquakes that drive the failure cycle. Four stages in the cycle are highlighted. For each stage the following are provided: plots of shear strength ($\tau_f$) against strain ($\varepsilon$), on which the static shear stress ($\tau$) is indicated by the red line; illustrations of shear surface development and slope failure; time series of earthquake peak ground accelerations (PGA) on which the evolving value of $a_s$ (proportional to FS) is indicated.

The failure cycle and characteristics of landslide distributions

A number of corollaries follow on from the basic assumptions of our conceptual model, which have implications for how observed characteristics of earthquake-triggered landslide distributions are interpreted. We outline these first, before exploring predictions that may be used to test the model relative to competing hypotheses.

Spatial patterns of landslide probability

Over time, potential landslides progress through the failure cycle at different rates in response to ground accelerations and other factors that induce hillslope stress changes. For simplicity we frame our discussion around the effect of earthquakes, although our arguments are also applicable to hydrologically-induced stress changes. Local factors controlling the rate of progression of blocks through the failure cycle, hereafter termed the “progression rate”, can be broken down qualitatively into those pertaining to material rheology, static stresses governed by potential landslide geometry and the strength and duration of seismic accelerations.
In terms of block rheology, the peak strength and rate of strength decay with deformation control the progression rate. Blocks with lower peak strength must undergo less weakening to reach the point of failure than blocks with higher peak strength. Blocks with a higher rate at which strength decays with deformation progress through the failure cycle more rapidly than those with lower rates of strength decay. Different rates of landslide occurrence observed in different lithological units (e.g.: Parise and Jibson, 2000) may be interpreted in terms of lithological variations in material stress-strain behaviour that define strength-decay due to deformation (e.g.: Plumb and Schlumberger Cambridge Research, 1994, Hoek et al., 2005, Liang et al., 2007).

As blocks with steeper gradients have larger shear stresses the static FS is lower than for blocks with shallow gradients. In terms of the Newmark model this corresponds to a lower critical acceleration value, resulting in displacement occurring under weaker ground accelerations in general and larger displacements occurring under strong accelerations. Larger displacements result in a greater amount of deformation-weakening and subsequent decrease in FS. Thus for each earthquake, steeper blocks experience a greater reduction in relative strength (and thus stability) than do shallower blocks. Over time this translates to a higher progression rate for steeper blocks. Consequently a greater proportion of steeper blocks will fail with each event. This is reflected in observed patterns of increasing landslide probability with hillslope gradient (e.g.: Jibson and Keefer, 1989, Keefer, 2000, Lee et al., 2008, Parker et al., 2010, Parker, 2010, Dai et al., 2011). Note that hillslope gradient and peak strength are unlikely to be independent as higher shear strength is required to support steeper slopes. Observed relationships between landslide probability and hillslope gradient will therefore also reflect this interaction.

As the amplitude of seismic accelerations increases, critical acceleration thresholds are exceeded on a larger number of hillslopes. As amplitudes continue to increase above critical acceleration levels, the displacement produced by each seismic wave also increases. Furthermore, as the duration of seismic shaking increases, the cumulative displacement generated also increases. For each earthquake, blocks in regions experiencing seismic accelerations with higher amplitudes and longer durations progress through the failure cycle more rapidly, and thus experience a higher proportion of blocks that fail. This is reflected, for example, in observed patterns of increasing landslide probability with peak ground acceleration (e.g.: Meunier et al., 2007).

**Landslide size-frequency distributions**

As the length of blocks determines the volume of material throughout which deformation-weakening is distributed, the progression rate decreases with increasing block length. To a reasonable first approximation landslide length, width and depth scale proportionally, and therefore landslide volumes increase with landslide length (e.g.: Larsen et al., 2010). Thus for any earthquake one would expect failure to occur in a greater proportion of small volume blocks than in large volume blocks. Even if the landscape was composed of equal numbers of small and large blocks, the frequency distribution of blocks experiencing failure would be skewed in favour of small sizes. Thus, we must distinguish between the size distribution of potential landslide masses – the distribution of blocks that makes up the landscape – and the size distribution of triggered landslide masses – the distribution of blocks that actually fail. Stark and Guzzetti (2009) have argued that the characteristic landslide size-probability distribution - inverse power law decay for large landslides with rollover at small landslide sizes (e.g.: Hovius et al., 1997, Malamud et al., 2004a, Malamud et al., 2004b) – is rooted in a stochastic survival process of rupture growth. However, this process determines the probability of landslide rupture reaching a given area – the probability distribution of potential landslide masses - not the probability that a landslide with a given rupture area fails in any particular event – the probability distribution of triggered landslides. Our model suggests that the latter is a product of both the rupture-process-driven potential landslide size-probability distribution, and relative differences in rates at which potential landslides of different sizes progress through the failure cycle.
### Stochastic spatial occurrence of landslides

Whether or not a block actually fails depends on the state of the block in its failure cycle at the onset of shaking. The stochastic nature of spatial landslide occurrence therefore, in part, results from not knowing the seismic history of each block and therefore the position of each block in its failure cycle at the onset of shaking. This means that even for two identical successive earthquakes (with the same spatial pattern of ground accelerations), failure will occur for different populations of potential landslides. The fact that generally smaller areas of the landscape experience failure than do not, even in regions identified as having high landslide susceptibility, implies that the majority of blocks are not sufficiently close to failure prior to the earthquake to reach the point of failure as a result of the earthquake. These potential landslides may have experienced a large drop in their FS as a result of the earthquake, but still require further weakening to bring them to the point of failure.

### Global variability

A key output of this modelling is that the total proportion of blocks that actually fail in a particular earthquake depends on the population of blocks primed for failure – those sufficiently close to failure prior to the earthquake that they reach the point of failure as a result of the earthquake. Critically, this population may not necessarily be of a constant size. As blocks progress through the failure cycle, each at different rates, and as strong seismic events cause the simultaneous failure and reset of multiple blocks, there is potential for variability in block numbers primed for failure. The result of changes in this population is variability in landslide probability through time and therefore in the sensitivity of landscapes to earthquake-triggered landsliding. Global relationships between landslide frequency and earthquake magnitude (e.g.: Malamud et al., 2004b), and area affected by landslides and earthquake magnitude (e.g.: Keefer, 1984, Rodríguez et al., 1999) exhibit unexplained variance of up to an order of magnitude. This has been attributed to variations in physiographic characteristics of different regions that are not taken into account in the analysis. However, this observed global variability may also be rooted in time-dependent variability in landscape sensitivity.

### Tests for model validation

We have hypothesised the existence of an ordered system at the root of stochastic spatial patterns of earthquake-triggered landsliding. This hypothesis runs counter to ideas that the occurrence of earthquake-triggered landslides is rooted in a stochastic system resulting from (essentially unknowable) variability in ground accelerations and/or hillslope material properties. Both of these models are capable of generating stochastic spatial patterns of earthquake-triggered landsliding. A fundamental difference is that, according to our model, the system should exhibit memory or hysteresis. In this view, the response of a potential landslide mass to seismic accelerations is not only dependent on the current environment, but also the past environment (the history of seismic accelerations in the time since that section of hillslope last failed). Determining which of these models provides a better representation of the system’s behaviour requires tests for the presence or absence of this hysteresis. For instance, the strength of ground accelerations required for a potential landslide mass to progress to the point of failure becomes less as FS decreases. Therefore, sections of hillslopes that experience strong ground accelerations during one earthquake but do not fail, then have the potential to failure under weaker accelerations during a future earthquake. Where landslide inventories exist for multiple earthquakes with overlapping spatial extents, tests for this hysteresis may be formulated.

### Conclusions

Current approaches to analysing earthquake-triggered landslide distributions and modelling the effect of earthquakes on hillslopes at the region scale do not consider changes in shearing resistance in response to seismically-induced deformations, and therefore cannot account for the temporally-evolving stability of individual potential landslide masses. The reduction in stability required for stable sections of hillslope to reach the point of failure can be understood by recognising that seismically-driven deformation in hillslopes results in the formation and coalescence of cracks, which reduce the strength of sections of
hillslope until they fail. Over multiple-earthquake timescales, this process must repeat, such that sections of hillslopes experience a continual cycle of weakening and failure. The rate at which these potential landslide masses progress through the failure cycle determines the time-averaged probability of landsliding. The progression rate is dependent on the stress-strain behaviour of hillslope materials, the size and gradient of potential landslide masses and the strength and duration of seismic accelerations. Observed patterns of increasing landslide probability with hillslope gradient and peak ground acceleration, and variations in landslide probability among different lithological units, may therefore be interpreted as reflecting variations in progression rates. Similarly, our model suggests that the size-probability distribution of triggered landslides is not only the product of the size-probability distribution of potential landslides, but also the scaling of progression rate with landslide size. Whether or not a hillslope fails as the result of an earthquake is dependent on both the amount of weakening produced by that earthquake and the history of seismic damage accumulated on the hillslope. The apparent stochastic nature of spatial landslide occurrence and variability in total numbers of landslides triggered by earthquakes of similar magnitudes can therefore be understood as the product of both the current earthquake and the seismic history of individual slopes. Further work to determine the validity of this model relative to competing hypotheses requires tests for evidence of this hysteresis in landslide datasets.
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