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ABSTRACT

The work reported in this thesis descrihes the develupment of an
garly linear dJdiode array detector system for use in astrcromical
spectroscopy, outlines factors rendering such a detector suitable for
this field, examines some of the more taxing practical protlems
encountered in early stages of develocpment and, drawing upon these
factors =nd attempted resoclutions of the purported initial snags,
continues with a look at a recent version and work accomplished with ite
In attempting to cover these areas in the development, the description will

draw as heavily upon actual laboratory tests carried cut as upon the
chservational fieldwork at both the RGO and the Yise CObservatory,
partially because of the fact that detailed analysis of ths limited
data collected is not one of this work's central concerns, As it was
necessary to construct a complete working system fairly quickly, the
approach adopted and described in detail in what follows may be
recognizably far from optimal. Experience gained and various techniques
developed could, however, lead to significant improvements in future
systems. Therefore, such techniques as they emerge during the early
stages are outlined throughout the account as they seem to be one of

the more valusble contributions of the project,




CONTENTS

CHAPTER ONE. DIODE ARRAYS AND THEIR USE

2(a)
2(b)
2(c)

2(d)

6(b)
6(c)
6(d)
7(a)

7(b)
7(c)
7(d)

8(a)

8(b)

8(c)

8(d)

IN ASTRONOMICAL SPECTROSCOPY

Introduction

The Silicon Diode as a Light Detector
Quantum Efficiency and Spectral Response
Practical Detectors

Dark Current

Fabrication of Linear Diode Arrays
Readout Modes

Noise

Operation and Noise Performance of a Recharge
Sampling Array

Thermal Shot Noise
Reset Noise
Amplifier Noise

Operation and Noise Performance of a Voltage
Sampling Array

Source Follower
Machine Readable Dynamic Range

Random Noise in Voltage Sampling Arrays

Factors affecting the use of Solid State Imaging

Arrays for Astronomical Spectroscopy
Array Dimensions

Optoelectronic Performance

Currently Available Solid State Detectors

References

Page No,

10
10

11

12
12
13

13

16
16
17
18

20



CHAPTER TWO, THE PLESSEY H509 ARRAY

1 Introduction

2{a) tayout and Scanning

2(b) Circuit and Operation of a Single Element
2(c) Recharge Operation and Control Pulse Amplitudes
2(d) Operation of an Element Pair and NDRO
2(e) External Amplifier Configuration

2(f) Spatial Noise Considerations

3(a) Random Noise

3(b) MOSFET Amplifier Noise

3(b) (i) Low frequency Noise in MOSFET'S
3(b)(ii)Thermal noise

3(c) Noise Equivalaent Circuit

3(d) Switch Capacitance Effects and Charge Pumping Noise
3(e) Noise Summary

4(a) Driving flectronics

4(b) TTL Sequenrce Generator

4(5) TTL to MOS Level Converters

4(c)(i) Clock Pulse Drivers

4(g)(ii)Charge Pulse Orivers

4f)(iii) Scan Pulse Driver

4(d) Power Supplies

References

Page No.
22

22
22
23
26
27
27
29
30
30
31
33
34
38
42
42
43
44
45
46
46
46

47



CHAPTER THREE. LABORATORY EVALUATION WITH

2(a)
2(b)
3(a)
3(b)
3(c)
3(d)

3(e)

5(a)

5(b)
5(c)
6(a)

6(b)
6(c)
6(d)
6(e)

6(f)

ATTENDANT PRACTICAL PROBLEMS

Introduction

Cooling Systems

Effects of Cooling

Measuremants of Photoresponse

Incomplete Recharge

Amplifier Transistor Lag and VREF Considerations
Signal Dependence of Lag

Summary of Non-Ideal Behaviour

Responsivity at Different Light Intensities

Effects of Changes in Chip supply voltages
and Control Pulse Amplitudes: Introduction

Clock Pulse Amplitude
Measurement of Transfer characteristic of T3

Calibration of Photoresponse, Quantum Efficisncy
and Noise Measurements: Introduction

Initial Evaluation of Absolute Responsivity
Preliminary Noise Experiments

Combined Noise and Responsivity Measurement
Experimental Determination of Noise vs. Signal
Analysis and Results

Summary of Detector Parameters

References

page NOo,o

48
48
48
49
53
54
58
59
62

63

63
63

65

66
67
68
69
70
71
73

75




CHAPTER FOUR. SIGNAL PROCESSING AND DIGITIZATION SYSTEM

2(a)
2(b)
2(c)
2(d)
2(e)
2(f)

Introduction

The Present System

Timing Circuit

Head Amplifier

Sample and Hold

Analogue to Digital Converter
The Buffer Memory

Fixed Pattern Removal

References

CHAPTER FIVE. CONTROL AND COMPUTING

1
2(a)
2(b)
2(c)
2(d)
3(a)
3(b)
3(c)
4(a)
4(b)
4(c)

Requirements of a Control System
Computer Control of Diode Array via CAMAC
Control Module Operation

Buffer Memory Operation

Display System

Software System

The Control Program

Typical Operational Sequence

The Present Computing System

The Paper Tape System

Problems and Further Development

References

Page No.

76

76
77
78
78
80
B4
86
86

90

91

91
92
93
94
97
S8
98
100
103
104
105

107




Page No.

CHAPTER SIX. OPERATION OF THE DETECTOR ON A
TELESCOPE SPECTROGRAPH SYSTEM 108

1 Introduction 108

2(a) Detector System for Operation on a

Cassegrain Spectrograph 108
2(b) Cooling System Design 109
2(c) Relay Lens System 112
2(d) Registration and Focusing 113
2(e) Organization of the Electronics 114
3 Observing Procedures and Initial Setting Up 115
4(a) Practical Problems Encountered during Field Trials liB
4(b) 0dd-fven Effect 118

4(c) Repeatability and Reciprocity under Observing Conditions 120

4(d) Image Retention 122
5 Measurement of Spectral Response 124

References 125
CHAPTER SEVEN. CONCLUSION 126
1 Introduction 126
2(a) Device Considerations 126
2(b) Alternative Operating Procedures 128
2(c) System Improvements 128

References 129



CHAPTER 1

DIODE ARRAYS AND THEIR USE IN

ASTRONOMICAL SPECTROSCORY

1., Introduction

The concern of this thesis is the description of both the development
and construction of a system to use a linear diode array for astronomical
spectroscopy. The particular array in guestion was manufactured by the
Plessey Co.Ltd. to the requirements of a team working at the Royal Greenwich
Observatory. It should be noted that the original intention(l) — that of
operating the device in electron bombardment mode (i.e. looking at
Astronomical Spectra with an image intensifier) - was never fully realised.
Somewhat later, a number of these arrays were made available to the Nuclear
Instrumentation Group at Durham University whose main objective at the time
was the investigation of array operation under direct illumination. Silicon
diode photodetectors had shown themselves as having inherently good responss
to light, especially in the red part of the spectrum, a region of interest
where photographic plates ars not at their most useful, Combining this
with the fact that, by virtue of their geometrical layout, linear arrays
are particularly suited to spectroscopic applications, z decision was taken
to attempt to build a system which would allow the use of these chips,

under direct illumination, in looking at stellar spectra.

2(a) The Silicon Diode as a Light Detector

The type of detector considered here makes use of the current which
flows in a reverse biased p = n junction due to the light incident upon
it. Generally the total current flowing will be the sum of this photo-
current and that of a thermally generated contribution known as the dark
current,

A single photon, if absorbed inthe silicon, raises an electron from

“\_ﬂ\\\AM UNi VEHS/]-},
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the valence hand to the conduction band thereby creating an
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2
pair, If the latter resaches the depletion region of the reverse
biased junction before it recombines, it will contribute to the
photocurrent, The minimum photon energy necessary for absorption in
this manner is determined by the band gap energy. So,

For silicon at 42K, the E9 = 1,166 BV.(2)
The above gives

)\ = hc/Eg = 1,07 ,.tm

max
In silicon, this simple picture is complicated by the fact that, at the
absorption edge, the minimum snergy transition is not A direct one in
crystal momentum and, accordingly, is of low probability; transitions,
AK = 0 are preferred. Momentum may still be conserved ty the creation

or annihilation of virtual phonons.,

2(b) Quantum Efficiency and Spectral Response

The fraction of incident photons which are detected is called the
quantum efficiency ROE of the detector, The losses can be separated
into two parts. Firstly, light incident upon the device is attenuated
both by absorption in the passivating layers above the silicon and by
reflection at the various interfaces. Secondly, e=h pairs created in
the silicon may recombine before reaching the junction. This is
illustrated in Figure (1l.1).

The depth in the silicon at which photons are absorbed depends on
their wavelengths. Monochromatic light is atten uated exponentially so
that

N = Noe =X/L 0
Further,.the characteristic absorption depthy, L increases with wavelsngth
as shown in Figure (102)°<3) From this it can be seen that most blue

photons will be absorbed just inside the surface whereas the red ones

have a greater chance of penetrating deeper into the silicon. Considering
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a photodiode of typical geomstry, the relative spectral response will
vary with the junction depth, the width of the space charge layer and
with the diffusion length of the carriers, In any practical case the
spectral response will differ most from the ideal at very long and at
very short wavelengths, The probable lifetime of an e-h pair created
near the surface is much shorter because of the existence of surface
traps at the Si = 5102 interface, Although these can be minimised by
good fabrication techniques, in practice, trappimg will be much worse
here than in the bulk, giving poor blue response.(a) At the red end
of the spectrum, those photons with wavelengths approaching the cut-off
wavelength are more likely to penstrate dseper into the silicen and to

(5)

produce carriers which have less chance of reaching the depletion region.

2(c) Practical Detectors

To use a diode as a photodetector it is necessary to measure the
photocurrent which, at low levels of illumination, can be very small
because one photon can produce a charge flow of only one electron. For
situations where the photocurrent is less than any practical system noise,
a mode of operation properly titled Fhoton Flux Integration or, simply,
charge storage was deueloped.(s) In this mode the diode, after being
reverse biased, is isolated allowing the charge detected to integrate on
the diode's self-capacitance and to discharge it for a set exposure time,
A simplified equivalent circuit of this mode of operation is to be found
in Figure (1.3). Followimg this given exposure time the charge reguired
to restore the diode to its initial reverse bias voltage may be measured.
On doing so it will be seen that it is proportional to the light detected
by the diode integrated over the same exposure time. For constant
illuminpation the sigral will increase with the exposure time which may be

selected to give an adeguate signal to noise ratioc. All t' is ignores the

effect of dark current which, in order to be reduced ta an acceptable level,
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necessitates the cooling of the device in practice. s an alternative
to the recharqge sampling readout method described above, the decrease in
diode voltage may be monitored directly by a buffer amplifier, The

relative advantages of each of these systems will be discussed later.

2(d) Dark Current

Dark currsnt consists of e = h pairs which, in theory, are generated
thermally throughout the bulk of the device. However, the dominant
contribution comes from the depletion region(7) particularly where the
latter meeté the surface, i.e. around the periphery of a planar device,

Hence the dark current will increase with larger reverse bias voltages

as these cause the depletion layer to extend. Again, careful fabrication
techniques can reduce surface effects, although, for operaiion in PFI mode
with possible exposure times of several minutes, cooling is usually necessary,

The voltage dependence of the dark current means that in PFI mode
where the bias voltege changes throughout the exposure, the thermal
contribution is non-linear. Therefore in situations where the thermal
éignal is of comparable size to the light signal, it cannot be easily
removed by attempting to take two exposures of identical length (i.e. one
illuminated and one dark) and subtracting one from the other, However, a
nroviso might be added to the effect that if the diode is cooled
sufficiently this method can provide a reasonably good aporoximation,(s)
With further cooling the dark contributipn can be made negligible for most
practical exposure times, but such dramatic cooling has several
disadvantages:

(a) the electrical performance of the device may be affected in other
ways - all of which are not entirely predictable;

(b) there is a problem with mechanical stresses as the device will have

to survive being cycled between hot and cold many timesj; and
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(c) the design of a cryostat may impose restrictions on the use of the

device.

There may also be some reduction in the red response of the detsctor

(%))

because the band gap energy, Eg is a weak function of temperature,

Some typical values here

at OK, the B, = L.17eV N 1.06 pm, and

at 300K, the Eg= 1,14 eV 9 A 1.09 /Am,

Nevertheless, it is possible that the reduction effect is offset by an

(9(b))

incrsase in carrier diffusion lengths at reduced temgeratures.

3. Fabrication of _ipear Diode Arrays

Most of the linear diode arrays in common use are produced using
MOS integrated circuit technology which is a simpler process than, for
example, bipolar. The former has the advantage that both photodiodes
and switching transistors can be made on the same chip but more important
than this is the fact that the process simplicity allows production of
large arrays of high yield, In a typical array the video outputs fram
gach diode element are multiplexed onto a common video line; the
elements are accessed sequentially by am on chip shift register, parallel
to the array, In Figure (l.4) this layout is shown diagrammatically,

The important geometrical parameters of an array, from the user
point of view, are: the number of slements, the distance between centres,
the dead space between diodes and the array width, All are interrelated
and, of necessity, various design trade offs are required to be made.
Illustrative of the interrelationship, it is clear that the distance
between centres or pitch is determined by both the active area of diode
required for a reasonable response and by the complexity of the associated
neripheral circuitry which has to be fabricated within the length of one
elament, In turn, the number of elements is limited by the size of

circuit which can be made with reasonable yield, and, ultimately, by the
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slice size for a given element pitch, Generally, yield decreases with
increasing circuit area,

The dead space between elements is most important when the array's
response to bluer wavelengths incident upon it is considered. Most
corriers (or electron-hole pairs (e -~ h pairs) referred ta earlier)
produced by such light are generated near the surface so that because of
the increased recombination probability in this recion, their charce of
diffusing laterally far enough to reach a junction is considerably
lessened. To carriers produced by lonoper wavelength light deeper in
the substrate, this gsometrical dead space does not represent amy overall
loss of guantum efficiency. Instead, it is merely a recion of some
ambiguity =as incident photons may be detected, in the end, by either of
the two adjacent diodes., The above process may be summarised by plotting
the spread function for different wavelengths as is attempted in
Figure (1.5).(10)

In spite of the fact that it is possible to mzke an array which may
be read cut in either recharge or voltage sampling mnde, the reguirements
of both simplicity and optimum performance force a choice to be made at
the desinn stage. Assuming that the whole of the diode is to be
illuminated, the photocurremt will increase proportionally with the
sensitive area of the diode. fccordingly, the signal may be increased
by lengthening the diodes, although there is no immediate advantage in
making voltage sampling arrays with leng diodes because the increase in
diode cap=citance with area divides out the increase in sinnal,
Nevertheless, an obvious advantage to the user of such long diodes is
that they facilitate registration of the device in applicrtions where
the light does not fill the array. The aspect ratios of the individual
diodes may =lso have some effect on their signal to dark current
perfaormance because, as mentioned searlier, the thermal respconse increases

with the longth of the periphery, The number and sharpnes< of the corners
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has also been found to be significant,
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Table 1.1

(11)

Device Description  Spacing/ Aperture/ (pF)  (pF) (els)
ti 512 Diod i

i SlzPivwe fien mmay e O Gt oy
o H M 50 0.6 3 x.10 X

Fairchild 500 Element 30 /4m 30 pm 0.3 NA 1.5 x 106 X

CCD = 101 Linear CCD

GE = CID 100 x 100 60 pm 60 um 27 NA 5 x 10tS v

20 Array Element CID

1PL 4256 Voltage 100/4m 100 pm 0.7 0.7 5 x lO7 X
Sampling
Diode Array

Plessey 256/512 200 0.1 00l 5 x 10° v

H 509 Linsar V.S,
Diode Array

SOﬂm

,um

4, Readout Modes

A photodiode operated in Photon Flux Integration mode may be read

out by either measuring the charge which has to be replaced to restore

it to its original reverse bias voltage or directly monitoring

of the diode voltage through a high impedance buffer ami:lifier,

the decrease

Recharge

sampling mode and voltage sampling mode are shown in Figures (1.6) and (1.7)

respectively,

used in scientific applications because of its inherent linearity.

The first method, that of recharge sampling, is more widely

As it

also requires much simpler one=chip circuitry, large arrays of small spacing

may be fabricnted with high yield,

On the other hand, elaborate external

processing is needed in order to convert the current pulse on the recharge
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B
line to an output voltage proportional to the total charge replaced.
Conversely, voltage sampling arays combine more on-chip circuitry with
simple external processing and allow for continual monitoring of the
sigrnal without necessarily destroying the data since the diodes do not
have to he recharged on readeout. With this technique the main drawback
is the non=linsarity introduced by the variation of the diode capacitance

with reverse bias.(lz)

5. Noise
Whichever readout system is employed the final form of the video is

usually a serial train of voltages or a boxcar waveform, This output

is subject to two distinct types of noise:

(1) spatial or fixed pattern noise which is the residual signal seen when
an array is read out under zero or flat field illuminationj and

(2) random ncise which is a combination of the statistical uncertainties
in the detection process and of the electronic noise of the system,

The dominant sources of these depend upon the readout mode and will

feature in later discussion.

6(a) Operation and Noise Performance of a_Recharge Sampling Array
If a reverse biased photodiode is exposed to constant illumipation
for a set time, tex after which it is recharged to the original reverse

bias voltage, Vo, the signal charge is given by

t+ 7T
Og1g = XNt o "Ji(t) dt, - (1-1)
t
where o = the msponsive guantum efficiency,
N = the number of incident photons per unit time,
t = the exposure time,

ex

5 (t)= the recharge current, and

T = the time for which the diode is recharged.




=0

This information may be recovered (i.e. AQ may be converted to a

51G

voltage), either by allowing the currsnt i(t) to be surplied from the

video line capacitance CU and thereby produce a voltage change,

1D
BVgy; = Algqg
Cvio

on the video line or, alternatively, the recharge current, i(t) may

be amplified and subsequently inteqrated on an external capacitance, C

ext’
such that
Blgg = % Algrg
ext
. (13)
where A = the current gain of the system,

Considerinc the operation of an array of diodes, spatial noise will

be introduced in two distinct ways:

(i) effects which depend upon how the array is operated, such as
switching spikes which may be picked up on the video line and make a
contribution to the output of the charge integrator; and

(ii) variations in chip parameters such as interelement soreads in
RQE and diode active area, Thus the output voltage of any processing
system for an slement i of an array is

v =Ai 4+ Bi Q

516 5IG°

In an applieation where the signal is to be digitized and the data handled
by a computer, these two components of the spatial noise may be removed
fairly readily. Ffor the d.c, offsets, Ai this is done by subtracting a
dark exposure. The responsivity variations then bhave to be taken out by
dividing through with a set of Bi as determined from exposures with a known
flat field. In other situations whzre the video signal is not digitized,
such as broadcast applications, it may be desirable to redurce these effects
as much as possible by careful processing and, possibly, rcal-time signal
processing, However, if the data may be processed digitally at a later

time, such refinements ars not essential. It follows from the above that,
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even with an array that is cooled sufficiently to produce negligible
dark currenty, the final data are derived from the differences of two

readouts:

S1

51 = Vgqg i(LIGHT) - stsi (DARK)
Bi
If the system noise introduced by each readout, 4 is independent of
signal and if errors in the determination of Bi may be neglected, the
total readout noise will be
2 %

Total Readout Noise = (287 + oNt,,) ’

and the signal to noise ratio has the form

5/N i = o&Ntg. (1-2)

( XNtg, + 2d2)%

The readout noise, sets a lower limit to the usefulness of the detector
and is usually expressed in equivalent electrons so that it may be
compared directly to detected photons. A division may te made of this
readout noise into two categories: firstly, factors which are to some
extent avoidable, such as poor noise performance of circuit components,
pick up of external signals and noise introduced through the pouwer

(14)

supplies: and secondl certain "limiting noise sources" which arse
9 b

considered below,

6(b) Thermal Shot Noise

Noise is introduced by the statistical nature of the thermal response
generation process. In an operating situation where the device is cooled
such that the dark current is negligible, this noise contribution should

not be important,

6(c) Reset Noise

Reset noise arises from te thermal noise in the resistance associated
with charging a capacitor, in this case, the photodiode. The result of
this is an uncertainty in the charge placed on the diode canacitance, CD

at the time of resst, Classical arqumants give this noise expressed as
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Noise (Reset) =1 (KTCD)%. (1=3)

A more practical expression is

Noise (Reset) = 400 ~/E;Fq electrons
at rocom temperature. Van der Ziel has pointed'out(ls) that the above
result is only true for lossless dielectrics and in situations where
the system is considered over an infinite bandwidth, In any practical
situation Equation (1-3) should be regarded as providing an upper bound
to the noise introduced by a single reset. It should be remembered,
howsver, that there are in fact two resets associatsd with every readout
of a recharge sampling array, one reset to initialize the diode at the
beginning of the integration and another fimal resset when the signal

charge is measured.

6(d) Amplifier Noise

Amplifier noise is the combined effect of all electronic noise
processes affecting the video output at the time of rsadout. This
noise is distinct from the limiting noise sources mentioned so far in
that it may be minimized by reducing the bandwidth of the signal
processing stages which produce the video output, The most important
contribution to this amplifier noise usually cﬁmes from the fifst stage

connected to the array video line, If this stage is a JFET, the noiss

introduced, expressed as an eqguivalent charge on the video line capacitance,

is of the form

Py
Noise (Amplifier) =C (4 KTBRn)2 s (1-4)

ViD
e

where CVID = the video line capacitance,

B = the system bandwidth,

Rn = the equivalent noise resistance of the JFET, and

the other symbols have their usual meaning. Equation (1-4) demonstrates

that the capaciténce at the input of the first amplifier stesge is significant
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in determining the importance of the amplifier noise contribution. For
recharge sampling arrays, this input capacitance is the video line
capacitance of the device, which may be as much as 50 pfF, and therefore
this noise source is often found to be the dominant factor limiting

performance in such arrays,

7(a) Operation and Noise Performance of a Voltage Sampling Array

As has been mentioned, the residual voltage on a photodiode operated
in charge storage male may be monitored through an on=chip buffer amplifier,
but because of the voltage dependence of the diods self-capacitance, the
change in voltage observed is not a linear measure of the total amount of
light detected. However, for some applications where linearity is not
necessary, such as shadow edge detection, voltage sampling érrays can be
useful since less external processing circuitry is required for their

operation,

7(b) Source Followsr

The on-chip buffer transistor is wusually a MOSFET operating in source
follower mode with the video output of the device connected to an external |
constant current source. Considering the circuit of Figure (1=7), the
drain current of the buffer transistor, which is assumed to be operating
in saturation, must egual the external current, I const:

)2

= I const, (1-5)

ID = §(VD=VT=VO

where VD = the diode bias at the gate of the transistor,
vy = the threshold voltage of the transistor,
UO = the source voltage,
and B = the gain parameter of the transistar,

Rearranging Equation (1=5) gives

UU = VD - gVT + 21 const g’
J B
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and including the voltage dropped by the resistance of the switching
transistor, assuming that this is ohmic, the resulting video output voltage is
Vour = Vp - (UT + /331const + 1o RON)'
This suggests that the output voltage will follow the residual diode voltage

fairly accurately, although in practice V_ is slightly dependent on V

T 0

because of a MUST property called body effect. Spreads in the parameters
Vs o, B and Rgy 2long the array produce a fixed offset nattern and
interelement variations in diode capacitance also contribute to the
spatial noise, Overall fixed pattern variations are gsnerally worse than

those found in recharge sampling arrays.

7(c) Machine Readable Dynamic Range

For a shadow edge incident anywhere on the array to be detected by
discrimination of the output boxcar video waveform with a single threshold,
the signal voltage output by diodes which are illuminated must differ from
that ocutput by those in the dark by an amount greater than the maximum
fixed pattern excursion, Furthermore, multilevel discrimiration is only
possible for

no= Yy

Urp

levels, where va = the maximum signal excursion, called
the video windouw,
VFP = the maximum fixed pattern excursion,
and n = the machine readable dynamic range.

Thus recharge sampling arrays are often preferred in simple real-time

acplications since they have lower spatial noise,

7(d) Random Noise in Voltage Sampling Arrays

In order to use a voltage sampling array for some "scientific"

applicstion it would be necessary to obtain and store a calibration
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curve for each elsment so that the fundamental non-linearity introduced
by ths voltage dependence of the diode capacitance may be remgved from
the data, In practice, this probably means approximating the response
of each element with some highser order polynomial than that characterised
by the two parameters Ai and Bi used in the case of recharge sampling
arrayse. This calibration would require a number of flat field runs of
known relative intensity to be done and would therefore considerably
complicate the operating procedure, lsading to loss of observing time if
the device is being used for astronomical measurements, Nevertheless
the above is feasible and, if done, might yield a device with potentially
superior random noise performance to that offered by recharge sampling
arrays. However, a number of operating procedures are possible for
voltage sampling arrays and the limiting noise sources depend upon which
approéch is employed.

Considering a single voltage sampling element, as shown in Figure (1-7),
it will be seen that two control pulses; one to interrogate the element
and one to reset it, are required. One possible arranaement, which
appears in Figure (l-B8a), is to have a common supply line for both
recharge and buffer transistor with each element being reset by the
interrogating pulse to the néxt element, Such a device necessarily
has destructive readout but this organisation simplifies the external
pulses needed to drive the array, Alternatively, control of the reset
operation may be brought out independently as with the €esign of Figure (1-8(b)),

To obtain a value for the change in voltage on the diode after a
given exposurey two measurements must be subtracted. Ideally these
measurements will be the output voltage immediately following the initial
recharge and that at the end of the integration time, Since no reset
occurs in the intervenirg time, the data should not be subject to reset

noise as described for rechargs sampling arrays. furthermore, the
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capacitance at the input of the buffer transistor is the diode
capacitance itself, usually less than 1pF, which is very much smaller
than the video line capacitances previously mentioned. In principle
the random noise may be reduced even further by performing both the
irmtial and fipal readouts several times in order to calculate mean
values, To do this it would be necessary to definme the beginning and
end of the exposure with a shutter, doing the multiple readouts in dark
times before and after the integration. The problem with the above
system is that, in practice, low fregquency noise and system drifts,
occurring between initial and final readouts (whether single or multiple),
are a greater source of error thamn the reset noise which this technique
eliminates,

An alternative voltage samgling method is to recharge -the dicde
again at the end of the integration in order to obtain a zero signal
reference level which may be measured much closer in time to the signal
readout. yWith an array of the type shown in Figure 1.8(b) it is possible
to recharge the element in the middle of the interrogation time, thereby
actually observing the reset operation, In this case, the signal and
reset measurements for each diode may both be made in a single scany the
minimum separation time being determined by the time taken for the video
output to settle and the speed with which the levels may be accurately
sampled. Such operation, designed to minimize the ef%ect of low
frequency noise, is termed correlated double sampling. Its disadvantages
are that; it makes the readout destructivej the possibility of noise
reduction by averaging becomes impracticaljand reset noise is‘once again
introduced into the data, In fact,from the point of view of a single
element, correlated double sampling is effectively very similar to
standard recharge sampling, The potential advantage of lower video

amplifier input capacitance is nonetheless retained,
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8(a) Factors affecting the use of Solid State Imaging Arrays for

Astronomical Spectroscopy

The suitability of a particular imaging array for astronomical
spectroscopy depends, firstly, on its geometrical layout, ard secondly,
upon its optoelectronic properties. In practice, no single device
presently available is best in all respects, the optimum chcice differing

for various spectrographs and specific applications,

8(b) Array dimensions

Any spectrum will have a physical width and a spatial resolution
determined by the optical properties of the telescope-spectrograph
system used and the apparent size of the object emitting the light to be
analysed, If the resolution of the system is not to be wasted, the
spatial resolution of the array,as given by the element pitch,should be equally
as good, Ideally, according to the sampling theorem, the spatial
frequency of the elements should be twice the highest spatial frequency
content of the spectrum:

2 x PITCH = 1

1L‘SPP’IAX

Having a device with a pitch very much smaller than necessary is also
wasteful because, along with generating a superfluoudy large number of
data points, the readout noise sdded per unit wavelength interval is
correspondingly increased, making it necessary fo integrate for longer
to abtain an adequate overall signal to noise ratio on a given spectral
feature.

In a typical system,when looking at an apparently circular ot ject,
the projected width of the spectrum is very similar to the spatial
resolution, (This can be seen if the zeroth order spectrum, which is
simply an imace of the object, is considered), Since the spectrum has

to be registerzd on the array without losses as a result of light spilling
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over the edges of the sensitive area, it is belpful if the array width
is somewhat larger than the projected spectrum width (i.e. generally it
is better if the array width is greater than its pitch). This geometry
both assists the positioning of the spectrum on the array in the first
place and tolerates some amount of movement of the image which often
occurs in practice. From actual observing experience it has been faound
that changes in the projected position of the spectrum, cerpendicular to
the array, may result:after changes in the grating angle because the grating
axis is slightly out of true;or, during a long sxposure, if the telescope
guidance system is not able to maintain the first image of the object in
exactly the same position on the entrance slit of the spectrograph.
Additionally, with a Cassegrain system, where the detéctor moves about
with the telescope, there may be some flexure in the detector mountings.

It should be noted that such movements along the array direction, occurring
within the exposure time, may degrade the spatial resolution of the system.
Spectrographs designed for use with photographic plates produce,
typically, about 50 mm in length of spectrum in the focal plane, To aks
advantage of the full wavelength coverage available for 2 given dispersion

requires a detector array of this length,

8(c) Optoelectronic Performance

Properties such as large ROL, low noise and linearity are always good
to have, but useful work may still be done with lower performance devices.
The theoretical dynamic range of a single element of a recharge sampling
array, with a typical low noise rsadout system, can be greater than 10
where, for experimental purposes, a signal to noise ratio of 100: 1 is
usually more than adequate, Howevery if very faint objects are to be
dbserved, the limiting factor is the integration time needed to give a

reasonable S.N.R.

Neglecting dark signal and sky background, the faintest magnitude
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of object that may be detected in any practical exposure time is
determined by toth the readout noise and the RQE. A figure of merit

incorporating both these factors is the Detective Quantum Efficiesncy:

DQE = (OQutput SNR)2
(Input SNR)2

= (X2N

2
XN +_dTDT + N

8
where ® = RQE,

N = pumber of incident photons, and

ST0T = total noise added by the readout process expressed
as an equivalent number of elsctrons,
and NB = number of carriers produced thermally or by sky

background etc.
The DQE is useful for comparing detectors beczuse it teskes into account

the performance of the device and also, through N and N the application

B’

envisaged.

8(d) Currently Available Solid State Detectors

To date, lirnear diode arrays of the recharge sampling type have
been employed for spectroscopic work because of their high quantum
efficiency, linearity and ideal geometrical layout - tat is, in preference
to alternative devices such as CCD% which may have lower readout noise.
Reticon diode arrays are available with up to 1024 elements on 25 pm
centres, an array width of 2,5 mm and a RQE of about 75% at 600 nms
Similar earlier Reticon devices with apertures of 425f4m and 600f4m have
been used in systems by several warkers, Typical published readout noise

figures are listed in Table (1.2) together with two alternative devices.
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Téble 1,2
SYSTEM DEVICE | EQUIVALENT READGUT NUOISE ELS.
Vogt et al.(l6) Reticon 750
Geary (17) " 4700
Dravins (18) " 2000
Livingston et al.(lg) " 950
Aikens et 810(20) GE CID 800
meyer (1) Fairchild CCO 202 30

Since CCDs and CIDs generally have elsments with almost square aspect
ratios, it is impractical in most cases to use linear arrays of thess for
spectroscopy. Area arrays overcome this problem to some extent but often
with a vast increase in data points and, although the noise per pixel is
less than found in diode arrays, the fact that several rows of elements
may have to be used reduces this benefit. Table (1l.1) gives typical

values of dimensions and electrical properties for a variety of devices.
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CHAPTER 2

THE PLESSEY H509 ARRAY

1. Introduction

The diode array described here was designed and produced by the

Plessey Co.Ltd. in collaboration with a group working at the R.G.D.,(l)

for use in intensified mode. As it was intended for operation under

electron bombardment and built specifically for an astronomical application,

it includes some features not found in the commercially available diode

arrays more often used for spectroscopy:=

(i) The diodes are accessed in pairs;

(ii) Even and odd numbered diodes have separate recharge linesj;

(iii) It is a voltage sampling array =nd each element incorporates an
on-chip voltage amplifier;

(iv) Each chip has four ssparate arrays.

In this chapter the operation of an array, an external amplifier

and basic drive circuitry will be discussed.

2(a) Layout and Scanning

Each chip has four arrays of 256 diodes, arranged in two parallel
lines of 512 diodes and is mounted in a 24 pin d.i.,l., package as shouwn
in Figure (2.1). Arrays 1 and 2 have common supply voltages and control
pulses as do arrays 3 and 4, but each array has its own video output. Jo
date, work at Durham has used cnly one array of 256 diodes at any one
time. However, facilities exist to operate two arrays side by side for
comparison purposes (e.g. Star-S5ky subtraction), or two arrays in line as
a single long array. This has nat been done since none of the initial
batch of four devices had the necessary combinations of fully operational
arrays owing to manufacturing problems, More devices have subsequently

been obtained from the manufacturer, some of which have all four arrays
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working. The individual diodes have dimensions of 200 Mm X ADfAm and
are on 50 um centres giving an overall array length of approximately
13 mm, The two limes of arrays have a separation between centres of
approximately 1.2 mm.

Each array is scanned from the outside towards the middle of the
chip by two, 128 element, shift registers; the first addressing odd and
the second even elements of the array. These are loaded and clocked in
phase which results in alternate pairs of dicdes being accessed together.
This design, shown in Figure (2e2(a)), doubles the maximum data rate and
puts the electronics associated with odd and even diodes on opposite sides
of the array, thersby easing the manufacturing constraints on minimum
element spacing. The video output, now as a composite of signals from
pairs of diodes, must be separated in the external signal processing
stage although this leads to greater complexity, The.amplifier noise
due to on-chip electronics is increased by a factor of J2 . Figure (2e2(b))

shows part of the composite chip mask,

2(b) Circuit asnd Operation of a single Element

This array may be thought of as combining some of the features of
recharge and voltage sampling. Within each element, shown in Figure (2¢3),
the photodiode is continuously recharged by the feedback action of transistor

Tl, such that V_, remains always at some value set by VREF“ For simplicity,

D

all voltages and currents will be considered as positive although for a p=

channel device these will in fact be negative. The drain current of Tl

whicH is operated in saturation is given by(z)
2
Ip= ’-? (pep = V7 = Vp)" s (2-1)
where VREF = the external referemce voltags,
VT = the threshold voltage,
v = the diode reverse bias voltage,

D
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B = the gain parameter of the transistor,
which rearranging gives
Vo, =V, =V, = (21 3 , (2-2)

In equilibrium, the drain current I, will exactly equal the photo=

D
current gensrated in the diodej the latter is small under normal operating
conditions, For a signal resulting in saturation in 10-1 seconds, the
largest value normally considered, the photocurrent is

Ip o 10742,

and the gain paramater for Tl

B ~ 4 x 1076 Avez.
Therefore,
21 % v =V
E__E; « REF ~ Y7 ¢
A
and v = V -V

D REF T

The effective threshold, VT’ is not a constant but varies slightly

with the transistor source voltage V An empirical relationship for

DO
this is given by the manufacturers:
Vo =V

+ 0.4 Jv (2=3)

T T0 D°*

where V.  is a constant for the fabrication process. Figure (20,4) shous

0
the diode bias plotted as a function of V. . using Equation (2-3).

Any current, Ip, generated either optically or thermally in the
diode, discharges not its own capacitance, CD, but the capacitance
associated with the gate of the buffer output transistor, T3, This
capacitance comprises the diffusion capacitances of Tl and T2, any stray
interconnection capacitance and the gate to substrate capacitance of T3.
As the latter two contributions which are independent of voltage are
expected to dominate, this arrangement should give improved linearity

over the response of a standard veoltage sampling element. Thus the

change in gatse voltage at T3 is given by
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¢ t
Vg =;__f I,dt =_1_[ aNAdt (2-4)

where Co = total capacitance at gate of T3,

o
N

RoQaEng

No of incident photons per unit area per unit time, and

A = the sensitive area of the photodiods.

As the output signal does not depend upon the capacitance of the
diode, the sensitive area, A, may be made larger than is usual for
voltage sampling arrays. Such a system may be thought of as introducing
a notional voltage gain of

%)/Co ~ 10 (Manufacturer's estimate)

over the response of an cotherwise similar voltage sampling element without
transistor T1. This may be found confusing because, as has been said, the

output does not depend on C A disadvantage of integrating on Co, which

0*
is an order of magnitude smaller than CD s is thet the maximum signal
charge, Qmax (see Table l.,1), is decreased. For saturated operation of

Tl and proper feedback action, its drain voltage, which is the gate voltage
of T3 must satisfy

v =V

Vo > VYger = V7 D*

Thus if \!G is originally charged to the chip supply voltage UDD the
14

maximum voltage excursion on Co is given by

Maximum A VG= UDD = VD’ and

Q

MAX = { VD) Co, typically 3 x 10% electrons.

e
(In practice the lower observable limit of VG is set by the operating

(Vpp =

requirements of T3, the buffer transistor). However, since the diode
reverse bias voltage is now constant, this introduces a number of renefits:=
(i) the response at the blue and red ends of the spectrum will not vary

throughout the exposure, because the depletion layer width is fixeds
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(ii) the dark current which depends on the volume of the depletion
layer should he constant throughout the exposure;
(iii) the reverse bias may be chosen to be quite small, thereby reducing
the dark current and associated shot noise, although this may
impair the potential spectral response.
For the original application of electron counting, at temperatures where
dark current is a major problem, the last consideration is most important
and Tl can be thought of, with suitably chosen VD’ as enhancing the signal

more than the dark current and improving the overall signal to noise ratio.

2(c) Recharge Operation and Control Pulse Amplitudes

A simplified circuit of the detector element is shown in Figure (2s5(a)).
When an element is addressed, the enable pulse from the shift register
switches on transistor TS5 and the signal appears .on the video line, The

signal's exact relationship to the gate voltage, V_. depends upon the

G
external lcad employed, as will be discussed later, At the same time
T4 is also switched on and, if a recharge pulse is applied on the chargs
pulss line, it will switch on transistor T2 and the gate capacitance Co
will be recharged to VDD° The voltages U¢ and UDD are chosen such that
when TS5 and T2 are switehed on, they ars in unsaturated operation and
have relatively low resistances,
Considering transistor T2, for unsaturated operation

Vep > VYpp *+V
= the effective threshold voltage of T2,

T2

where VT2

and considering transistor T4

v = V¢ =V

cp T4.

Thus V¢ must satisfy the condition

Vg > Vpp + Vi, + VT49 (2=5)

which, neglecting changes in VT due to body effect, means that the clock




o VIDEO LINE
SUBSTRATE OV

f

C T5
22 10 —|—-~ ADDRESS PULSE

VREF o—{[_T1
RECHARGE jnG |

PULSE  °—1 1
Voo
(a) |
] o] [ ADDRESS PULSE
1 | RECHARGE PULSE
(ﬁa §§§§§ ( VG
I A T VIDEO
(b)
U U ODD RECHARGE
U U EVEN RECHARGE
_’_I_!——f‘ J_Jf COMBINED
VIDEOS
OF PAR

(c)
FIGURE 2.5 DETECTOR TIMING




27

voltage, V¢ s should be at least two thresholds greater than UDD'
Since the recharge pulse may come at any time while the slesment is
being looked at, the recharge action will be seen as it happens on the
video output, This satisfies the requirement for correlated double
sampling and, assuming a linear output amplifier configuration, the change

in video level seen on recharge will he proportional to the integrated

signal. The resulting output signal is shown in Figure (2.5(b)),

2(d) Operation of an Element Pair and N.D.R.O.

As the elements are enabled in pairs whose combined outputs are seen
on the video line, it is necessary to recharge odd and even diodes at
different times to separate the information from them, This is
accomplishad by having two independent charge pulse lines and performing
two double samples within sach access time. The timing for this is shown
in Figure (2.5(c)). Non=destructive rsadout is possible if recharge
pulses are not applied, but the output is some combination of the signals
from both elements within each pair so that the spatial resolution of the

device is halved.

2(e) External Amplifier Configuration

The choice of external amplifier configuration is limited by the need
for the output on the video line to be the exact sum of two values which
are each a function, preferably linear, of the respective gate voltages

of the elements within the pair:

S yrp = FlVgg) + £lUge)s (2-6)
where SUID = the signal from an element pair, and
VGU’ VGE = the odd and even gate voltages.

If the video line is connected externally to a current source, as
shown in fFiqure (2.6(a)), this is nat the case, because the buffer

transistors interact through the voltags on the video line, Clearly, for
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the two buffer transistors to operate completely independently of ane
another, the points where the two circuits join, i.e. the videc line,
must be fixed in potential. The current on the video line which will
be the exact sum of the currents from each element can then be measured

as follows:

Lot = 1o+ 1= flyge) + £(vee) s

taking the form of Equation (2-6). This can be achieved by connecting
the video line to a virtual earth amplifier, as shown in Figure (2.6(b)),

converting the summed current to a voltage:
Vour = R (Ig + I

where R = the feedback resistor employed, and

f

I I. = the signal currents from odd and even elements.

0* 'E

Thus the information from the elements may be separated, but the buffer
transistors are no longsr operating as ideal source followers and their
output characteristics are not linear. Considering Figure (2.6(b)), the
output current for one elament is given by

I= B8 (V. =V_ = IR)2 , for saturated
5 G T

operation, where R = the 'on' resistance of T5.

Some mapipulation yields

1
2

I Vg =V + 1, gl = (2(v=v;) RB + 1) (2-7)

= PR

which for 2(\!G - VT) RB <& 1 may be expanded to give

I = § (Vg = UT)2 gl = BRQU= V) + _g_(pﬁ(vs - \IT))2 .)(2—8)

indicating that at low values of source resistance, R, the drain current
is related to the gate voltage by the 'sguare law' and R ~as only a second
order effect. For the switching transistor, T5, in unsaturated operation

3)

(
at low values of drain veltage, conduction is nearly ohmic® and given by

R = 1 =~ 5K (2=9)

- Bs (Vg = )
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where /35 = the gain parameter of TS: approx. 1.8 x 10-5 AV“Z,

the clock pulse amplitude: typically 13V, and

Ve

Uy

the threshold voltage: approx. 2V.

Equation (2=9) may not hold for such a largs v:lue of V¢, o Similarly,
it does not take into account parasitic resistances on-chip, though it
should give a reasuonable estimate of the source resistance, R. For

typical values

2(\/G— VT) R o 0,3
where VG -V = 5V,
R = BKAQ 9 and
-6 -2

6 x 107° av™“,

the power series of Equation (2-8) converges slowly. Figure (2.7(a))
shows a graph of I vs. VG (as described by Equation (2=7)) for a number of

R values. Differentiating to find the small signal transconductance gives

7
9m =1 l - 1 3 (2-10)
L]
R (2(\/G vT) RAB + 1)

In the case of the ideal source follower, for large R

Q,In — _],-_ 9

R '

but, as has been shown, this is not the case and = varies significantly

with VG’ i.e. the response is not linear. Again, this variation is

plotted for a number of R values in Figure (2.7(b)k Thers appears to be

no way around this problem apart fromy, as was suggested “or standard voltags
sampling arrays, individually calibrating every eslement, In practice the
non=linearity introduced by this is rot tooc great if :he device is

operated over a restricted range,

2(f) Spatial Noise Considerations

Responsivity variations will arise, as with recharge sampling arrays,
owing to both variations in diode area (assuming the diodes are filled with

. . . . . e . . . i
uniform illumination) and to interelment variations in R.3.E. fFurther
A
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differences will be introduced by spreads in the gate capacitance Co.
As the output current is not a linear function of gate voltage, the overall
spatial noise cannot be described by two parameters but interelement

will produce a significant oifset pattern.

(4)

differences in R, B and VT

This is discussed in more detail by A.R. Hedge.

3(a) Random Noise

The noise performance of this type of array is potentially very good
because the reset capacitance and the video amplifier input capacitance,
which are important factors in the limiting noise sources found in diode
arrays, are now both given by the gate capacitance of the buffer transistor
Co, approx. 0.1 pf.,

The maximum uncertainty in signal change introduced by one reset
operation is now given by(s)

Maximum Reset Noise o~ 400 /CpF = 120 electrons,
at Room Temperature, Taking into account (a) the fact that double sample
values have two associated resets and (b) the reduced temperature of
operation of the device, a more practical fiqure is

Maximum D.S. Reset Noise . 460 /CpF . 150 electrons,
at 200K,. This figure is smaller than the reset noise encountered in
most recharge sampling devices where the photodiodecapacitance, typically
0.7 pF, must be recharged. However, sven greater reductions might be

expected in the case of amplifier noise which varies directly as input

capacitance.

3(b) MOSFET Amplifier Noise

In general the amplifier noise when referred to the input, may be

written

NEC, =C, (dKTBRn)é, (2-11)

e
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where Rn = the equivalent input noise resistance of the amplifier,

CV = the amplifier input capacitance,
K = Boltzmann's constant,

B = the system bandwidth, and

e = the electronic charge.

This suggests an improvement of C over recharge sampling arrays,

VID/C0
(The factor may be as much as 500). Also, as the buffer amplifier

transistor is on chipy, i.e, T3, it is cooled to the device aperating

temperature, giving a further small improvement, However, MCSFETs on

the whole have poorer inherent noise performance than the JFETs commonly

used in the front end of low noise signal processing systems. There is

also additional noise from Tl and, because two elements are looked at
simultaneously, the on=chip amplifier noise of both is imposed on the data

from each,

The noise spectrum produced by a typical MOST may be divided into

roughly two regions , as has been described by Soareso(ﬁ) Below a certain }
frequency, the noise is approximately 1/f in character. The thermal noise -
itself due to the resistance of the channel - dominates with its flat
spectrum at the higher frequencies,. There is a third region at very high
frequencies but this is not of interest in the present application, In

general the spectrum has the form shown in Figure (2-8) and so the

equivalsnt nocise resistance may be described approximately by

Rn = R . +‘% 0 (2-12)
whers RnT = the equivalent thsermal nuise resistance,
f = the frequency,
K = a constant, typically(7) 108 2 Hz=l°

3(b)(i) Low Freguency Noise in MOSFETs

A large number of papers have been published on the subject,all of




=32

which attempt to explain the 1/f depsndence found over a very wide

(8) It is widely

frequency range, These have been reviewed by Ronen,
agreed that this noise will be:=
(i) inversely proportional to the channel area;
(ii) proportional to the surface state density, N.ss; and
(iii) for a MOST in saturation, only weakly dependent on drain voltage
' but increasing with effective gate voltage.

It is difficult to estimate the frequency range over which l/f noise
will dominate in the transistors Tl, T3 and T5, the main contributors to
the system amplifier noise, precisely because little is known about the

surface state density, Nss, The dimensions of these transistors are known

from the manufacturer's data and are given in Table 2.1.

TABLE 2,1 |

Transistor Tl T3 T5
Channel lengthr&m 12 8 8
Channel width um 8 8 8
Area /Am?' 96 64 192

Since these are much smaller than transistors which are discussed in
the literature, comparatively poor 1/f noise performarmce might therefore

be expected, A theoretical relation for the 1/f noise is developed by

(9) (Their example calculation is done for a device
of channel area 4000 ,Amze)

Christensson et al,

Using their relation

Vol = N, 48° 0,25 T
B CoZA 7AW

the low frequency ncise due to T3 may be estimated where Vn2 = the mean
sguare noise voltage,

B

i

the bandwidth,

Nt

the number of traps within a few KT of the Fermi level which

may contritute to the effect, 3 x lD17 cm_3 at 200 K,
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Co = the gate capacitance per unit area, 3 x 10=8 F cm=2
K =2 x 108 em19 and
A = the channel area, 64 ﬁLmZ for T3,

The remaining symbols have their usual meaning, The value of NT

is calculated using a typical value of Nss, 1012 cm=3 ev—l, but, as has

been said, this is not known with any certainty for the Plessey device and

may be less, The following is therefare given:
!ﬂ? = 1 x 10-7 V2 H -1 o
B U z

Integrating over a typical bandwidth from 500 KHz to S KHz and expressing

the result as an equivalent nuise charge on Co, we have

NEC =VnLo = Co 10—7 /f2 df % o 170 electrons.

e I f1

-5}

3(b)(ii) Thermal Noise

The thermal contribution to MOSFET noise has been Found(lo) to bave
the form
Rar = -é% . (2-13)
where RnT = the equivalent thermal noise resistance,
o = a nearly constant term which depends on oxide thickness
and substrate doping, and
gm = the device transconductance.

As ol~1 , the importance of thermal noise may be estimated by calculating

gm for the transistors Tl, 73 and TS, For a MOSFET in saturation

2
Ip = B (Vg = v, - V) s and
2
1
_ _ - _ _ Pl
gm = Iy = (\1G Vo vs) = (210,6) .
Thus in transistors Tl znd T3
Rnle}_E oc %% . (vc:(uG-uT-uS))

80 that the thermal noise contributions of these might be expected to

vary with existing circuit conditions. Again, we may calculate the noise
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of this type generated by T3. For typical values
' 3 -5 -1
gm, = (2 I,8)° = 3 x10 fn .
where I, 2~ 1D=4A, a typical value corresponding to an output of

Sy from the usual extern:! amplifier, and

= 6 ’L!\\/-z ’

and the equivalent thermal input noisse is

3

o 8 elsctrons

NEC = Co  (4KTB &
e gm-

using Co = lO-13 pFy

e = the electronic charge,

K = Boltzmann's constant,

B = the bandwidth, 500 KHz, and
gm, = 3 x 107° a <,

3(c) Noise: Eguivalent Circuit

To estimate which transistors make the most significant con=
tributicns to the total system amplifier noise, it is necessary to refer
all the noises to the same point in the circuito. It is easiest to use
the gate capscitance of T3 since here the total noise may readily be
evaluated in terms of electrons.

From the equivalent circuit shown in Figure (2.9(a)) it follows

that the output noise current of Tl is given by

= 2
in2 = 4KTBRn gm2 where z = .l
/1 + zam/ JmcD

which appears as a voltage VYn across Co such that

W = CDZ 4K TBRnN
toz (1+8°C4) ’

gm

The above represents a low pass filter with a half power frequency,
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Wo =gm ’

Co

lying below the bandwidth of interest, 5KHz to S00 KHz, for all practical
valuses of gm, In this bandﬁidth, which is determined by the scanning

frequency and the external amplifier bandwidth, the noise voltage is given by

\In2 = 4K;BRn2gm2 o
" co
From the equivalent circuit of Figure (2.9(b)), the effective combined

noise of T3 and TS5 may be referred to Co. The gain of this circuit is

%% = RS am, = 6
R5 gm, + 1
where R5 = the drain resistance of T5,; and
gm; = the transconductance of T3,

The voltages developed across RS by the output noise currents of T3

and TS may be converted to an equivalent input noise voltage at the gate

of T3:
. 2 2 2
v, 2?2 = (ds+ is ) R
nNnin G‘ ]
2
= (1574 15 ) (Rg agmy + 1)

as gm, R5 o~ 0,15, which is small, then the noise voltage is given

approximately by

Similarly, naise generated in the external amplifier circuit may be
referred back to Co, as shown in Figure (2.9(c)). If the amplifier

has an equivalent input noise current

02 ° 2
i = I + 4KTB + 4KT8 .
A A R R
f o
where i’ = the inherent equivalent input noise current of the

Operational amplifier used which should be negligible

in the bandwith of interest,
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R

£ the feedback resistance, usually 47K Q2 s and

R

o the equivalent resistance of any offset circuit.

Combining the terms due to Tl, T3, TS5 and the external amplifier,

the total equivalent noise may be estimated:

. 2 2
Noise,., = g_c_.\_ 4KTB (Rnl gmy + R o +R . om
u2 Co2 2
i gm3
Ss
+ 1 1)y + 1A%, (2-14)
Rf m2 ro m2 rn2
9M 9M gm4
where Rnl = the equivalent noise resistance, thermal and louw
frequency, of Tl,
amy ~ the tranpsconductance of T1, etc.

Since the magnitude of the low frequency, 1/f type noise is not well

known it is best to estimate this contribution independently of thermal
noise, Ir- the bandwidth of interest only the 1/f noise from I3 and TS

is significant because noise from Tl is attenuated by the action of Cao.
Taking into account (a) that gme £ gm, and (b) that the channel area of
T3 is a third of that cf TS5, the ~redominant source of 1/f noise is
therefore T3, for which an estimate has already been made using an assumed
value of surface state density.

Considering now the thermnl noise contritutions of the various circuit
components, by substituting typical values it is found that all three on=
chip transistors are of similar importance - that is, having equivalent
noises of a few tens of electrons over the assumed banduidth (5KHz to
500 KHz)e Thermal noise from external circuit resistances may be calculated
fairly exactly - being again of the order of a few tens of electrons for
typical values of R. and Ro (eg 47 K2 ).

Altogether it may be said th=t thermal ncise should be small compared
to reset noise but no definite conclusion may be made about 1/f noise

without further information, Apy amplifier noise occurring in processing
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stages after the virtual earth amplifier may be referred back to Co and
also compared to the signal in a similar manner. It must be remembered,
however, that the output characteristic is not perfectly linear and comparison

can only be made for a particular value of gm 0f incerest is the fact

e
that the mean sguare noise due to the feedback resistor, Rf is inversely
proportional to its value, Thus doubling the gain of ths system by

doubling Rf in fact reduces the noise of this component with respect to

the signal, whereas douhling the cain by adding a further amplification

stage does not improve this ratio but, on the contrary, may add extra

noise sources to the system, Ideally as much amplification as possible
should be achieved by the virtual earth amplifier by which is meant Rf

should be made as large as possible without driving the amplifier into
saturation, In any case, Rf should be a high stabililty, low noise component
as should the resistors of any offset networks which are connected to the
summing junction.

Amplifier noise is distinct from other noise sources in that it may be

reduced by restricting the bandwidth of the signal processing system,
The bandwith quoted above, 5KHz to S500KHz, is roughly that used in the
initial development system. As this is far from optimel, significant
improvenents might be made whers thought neceésary; such an occasion
micht be if amplifier low frequency ncise were found to be as great as
reset noise,

Sources of noise arising from processes not occurring during readout
are: reset nolse, an upper limit to which has already been estimatedj
thermal shot noise, which should be negligible if the device is cooled
sufficiently; and, possibly, statistical noise due to charge pumping in

T2 at the time of recharge.
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3(d) Switch Capacitance Effects and Charge Pumping Noise

From simple MOST theory, the amount of charge forming the channel of

the recharge transistor in unsaturated operation will be given approximately

by
t
Nep o Ve Cg
where V. = Vep - Vp = Ve
Cé = the capacitance per unit area,
A = the channel area of T2, approxes lUD/AmZ.

Ver = the recharge pulse on-voltage at the gate of 72, and

the voltage on the gate of T3.

<
"

When a recharge pulse is applied to the gate of T2, the carriefs necessary
to form the conducting channel are drawn in from the diffusions as indicated
in Figure (2.10(8)). This being a p-channe) device the carriers are holes,
and so setting up the channel results in a positive charge hbeing taken

from the diffusions of T2, As soon as a conducting channel is formed,

the transistor will act like a resistor and if \lG (the gate veltage of T3)
is positive with respect to VDD, Co will be recharged until VG = /DD, This
is shown in figure (2.10(b)). On the falling edge of the recharge pulse,
when T2 turns off, the charge forming the conducting channel must now be
returned to the diffusions as the inversion layer collapses. If any

charge is returned to the source diffusion which is connected to the louw
capacitance environment of Co, it will produce a positive voltage charge

and once again a potential difference will exist between source and drain
causing a net current to flow restering equilibrium, Thus, as the gate
voltage of T2 starts to fall, the channel charge is initially all returned

to the drain diffusion which is connected to the VDD supply. However,

when VCP falls below the value necessary for unsaturated operation:

/Nep/ < Nop + \/T/ R
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the channel will pirnch off at the ends and conduction will no longer be
ohmice 1f Vcr falls so quickly that some carriers remain inthe channal
region after the above condition has been met, they will now be returned
to both diffusions. Those carriers placed on Co produce a positive offset

on the recharge voltage such that

v Voo + q

a Co,

OFF

where VG = the gate voltage of T3,

VoD = the chip supply voltage,

QOFF

the channel charge returned to Co, and
Co = the capacitance associated with the gate of T3,

This effect is clearly seen (if the video output is examined on an
oscilloscepe during a recharge operaticn) as a positive signal step
occurring a% the time of the falling edge of the recharge pulse.
Expressed as a voltage on Co this offset is typically < 0.1 V.
There are interelement variations in this effect which constitute a further
source of fixed pattern offset variation,

It has bteen found experimentally by various workers(ll) that,
during the collapse of an inversion layer in a MOST, not all the carriers
are able to find their way back to the diffusions. Some recombipe in the
chanpel region. The charge injected in this manner causes a small current
pulse to flow in the substrate circuit, The total charge returned to
both junctions is therefore less than that originally taken fraom them,
implying that; in any on=off switching cycleg a net charge is transferred
from the diffusions to the substrate in a direction opeosite to the applied
bias. This is the effect known =2s charge pumping.

In the case of T2, the simple situation described abtove is complicated
by an initial voltage difference betuween source and drain, However, it
may be said that this loss of carriers by injection wil} result in less

charge teina returned to the source diffusion (connected to the gate of T3)




~40=-
than would otherwise be the case. The significance of this is that
any statistical uncertainty in the number of carriers injected will
appear as noise on the value of VG’ placed on Co, following a recharge
operation, This noise may be included with the thermodynamic reset
noise previously described,.
The charoe pumped in one cycle is given by Brugler and Jespers as
o, = A(VEcoax + eNe1)s (2-15)
where A = channel area,
V. = effective gate voltags,
& = chance of recombination in the bulk,
Cé = gate capacitance per unit area, and

N = the number of fast surface states available to

contribute to the effect.

This may be rewritten as

Gp = Oy + Oy ’
where QCH = the charge forming the channel at switch off, and
QINT = the amount of charge trapped at the S5i - Si02 interface.

The first of these two terms may be subject to some statistical variation.
The chance of any given carrier recombining as the gate voltage is reduced
depends upon:(a) how gquickly this is done; and (b) the distance the
carrier must travel t0>reach a diffusion, For.transistors with shorter
channel lengths, it has been found that by using gate pulses with slow
falling edges the amount of charge lost in the bulk can be made negligible.
In practice the transistor T2 is operated with

/VCD OFF /> /VT / °

This still makes a good switch as long as

v
/CDDFF—\}T/ < /\/G/ 5

where v

CP OFF the off voltage on the gate of T2,

V. = the effective threshold voltage of T2, and

UC = the gate voltage of T3,
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The above corresponds to the carriers on the diffusions of T2 being

separated by a potential barrier. Although the depletion conditions

exist in the bulk for the formation of a conducting channel, any

carriers are drawn back to the diffusions so that, under steady state

conditions, there is no net current flow even if a voltage difference

exists between source and drain. In the case whers /ch - UT/ has just

changed from a value large enough for a conducting channel to exist to a

value just above zero the channel may still contain some carriers. Keeping
Nep =V / >0

probably reduces the charge pumping effect by allowing extra time for

the carriers to return to the diffusions, (It may be noted that if VG

becomes small enough during an integration, T2 begins to turn on and stops

any further fall in V This is useful because it prevents an element from

c*
becoming completely discharged from which state it may take an appreciabls
time to recover),

The probable magnitude of the uncertainty in the reset voltage which
is inmtroduced by this effect is not known, but an estimate may be made if

it is assumed that every carrier has a chance Y of being injected.

Applying binomial statistics

Ggrrser = G (=¥)
e e
where QUFFSET = the amount of charge returned to Co,

Q the amcunt which would be returred if none were injected, and

0
¥ = the chance of injection,
The error ir this will be
H
i ~ 0 -
Noisecp & (9 (1-3) ¥)

= {Yorrser 333,

105 electrons, typically, which gives,

R

From aobservation QOFFSET
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Noise 300( X )%électrons.

P
This should be an overestimate as the part of the injected charge due
to trapping at the interface is not agcparently subject to the above

statistics, In any case, if X is small this noise socurce should

te small compared Lo reset noise.

3(e) Noise Summary

The total readout noise in any measurement arrived at by double

sampling is given by

) 5 fl 2
Noise = 2x Noise Reset + 2 -[fz Noise AMPI df
+ fl > 2

jffz Noise® .o df + Noise. (2-16)

where Noise RESET

thermodynamic noise introduced ty one reset,

Noise AMPI interral amplifier noiss (multiplied by twe

because two elemsnts are addressed simultaneously),

Noise AMPE

external amplifier noise, and

Noise CP = charge pumping noise,
The above exnression cannot be evaluated very exactly because: (i) Co
is not well krownsy (ii) little is known about the importance of 1/f
type ncise in this device; and (iii) charge pumping noise is not well
understood, However, it is expected that the total readout noise will

lie in the range 150 to 300 electrons,

4(a) Driving Electronics

Typic:1l timinas of the contrcl pulses employed bty the present driving
system iliustrated in Figure (2.11) are given in Figure (2.12). As noted
elsewhere, these arrays were originally supplied to Durham University
(together with a driving system developed by both the manufacturers and the

R.5.0.: for ampplication in electron counting mode, This early system
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generating full period clock pulses has been superseded bty systems

leaving various amounts of dead time between the two phases of the shift
register clock waveform precisely because such full clock nulses uwere

found to cause too much instability for present purposes, However, the
original TTL to MCS level converters have been retmined des-ite the fact
thst alternntives have been tried in laboratory work, 411 supply voltages
which relate directly to device oper~tion in this newsr sysiam are obtained
from regulated battery units., Other Features.of the syste: include a
large number of variable parameters and, in particular, thouse of the
scanning frequency and amplitude o the block pulses - 21l in need of
setting by the individual operator, It might be noted that the optimum
values of both narameters mentioned appear to be slightly interdependent

and also related to the operating temperature.

4(b) TTL Sequence Generator

It was decided to build a sequence generator producing all the
necessary control pulses with the required timing from just one original
master clock freguency, Thus the ratios of the lengths of the pulses are
hardwired but the overall data rate may be varied by adjusting one frequency,
Although perhaps the most flexible approach for initial experimental work,
when a particular operating frequency is decided upon, it can nevertheless
be very stable - that is, if the master clock is a crystal controlled
oscillator, In sractice, the recharge pulse widths are sot by a TTL
monostable but these are not critical so long as they are greater than an
experimentally determined minimum. i schema of a typircal sequence
generator is shown in Figure (2-13) with an internal timing digram in
Figure (2-14),

Experimertal set-ups were tried using several pulse generators in

delay and ore shot mode, all triggered by a master oscillator, to produce
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the clock pulses and investigate the operation of the on-chip shift
register. It was found that the array operated over a wide range of
frequencies and with clock pulses cover ng any fraction of & period

except when the rising and falling edges of the two phases uere sufficiently
close to each other that they began to overlap because of switching speed
limitations, If the latter is the cese, the video output shows a wobktle
which is thought to be due to tHe output from one pair being enabled befors
the previous pair fully switches off,

As the final objective was to digitize the arruy output,it was thought
simplest if the signal levels were of equal length and came at a uniform
rate. Hence the present system with 25 per cent dead time and three
equal video times was adopted, The information from the dead time may
provide & useful zero current reference to check against slouw electronic
drift or, on the other hand, it may be suppressed altogather. The scan
pulse must overlap the ¢ 2 clock phase for proper operation of the shift
register, To keep the rising and falling edges of the scan pulse in the
dead time so that they do not produce spikes on the video output, this
time the pulse is produced by dividing a symmetrical pulse of the same
phase and frequency as 2. In practice the video output at the time of
scan is wusunlly anomalous, but this canm only be seen when the array is

sconned in consecutive frame times.

4(c) TTL to IMUS Level Converters

The oricinal circuits of Figure (2-15) are used to convert the five
TTL pulses uroduced by the seguence generator — namely, ¢)l, ¢$2, CPl,
CP2, a~nd scan, to suitable MCS levels, The convarter circuits are all
powered from the same two rails, 2 veriable negative sup:ly, VGG and a +5
volt logic supnly. Adjusting UGG varies the heights of all these pulses,

For evaluatinn purposes, the various drivers were all corncocted to

individual negaotive supplies and adjusted independently, These results
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are discussed in greater detail in the next chapter, However, in brief,
the amplitudes of the Scam and Charge pulses, as the results show, are
not found to be critical provided that they are greater than certain

minimum values.

4{c) (i) Clock Pulse Orivers

The function of the clock pulse drivers is to produce an output that
swifches between an '0' state of zero volts and a '1' stoate which is an
accurately preset negative voltage, This must be done with the same
timing as the TTL input from the sequence generator. Any ripple or un-
certainty in the amplitude of these pulses may show up in the video output
and,cons=z=quently,leads to the introduction of undesirable offsets and noise.
It is, therefore, crucial that these pulses are fairly clean and flat
topped, although absolute speed of the switching edges is not necessarily
required unless the array is to be scanned very gquickly, Equally, it is
useful if these circuits are capable of driving reasonable lengths of cable
since it may not always be convenient to place the electronics close to the

detector.

Referring to Figure (2=15), a TTL logical '1l', applied to the input,
switches off transistor Tl,. The point in the circuit marked 'A' now sits
at a voltage determined by the clampingg the voltage will be VG + ZVF

G
where VF is the forward voltage drop of one diode, If the point in the
circuit marked '0' is positive with respect to 'A';, a current will flouw
in the base-emitter junction of T2 switching this transistor on and causing

the voltage at '0' to swing negative until the condition

VD = \lGG + 3VF + V

be
is reached. Thus the negative excursion of the output is produced by the
emitter follower stage formed by T2 and RS, When subsequently the input

sees a TTL'0', T1 switches on and the point'ﬂ'hoves positive in voltage
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thereby suitching off T2 and switching on T3, 73 and R10 form a second
emitter follower which handles the positive going edge of the output,.

Some fine adjiustment of the zero level is possible through VR1l,

4(c) (ii) Charge Pulse Orivers

Although similar to the above in terms of operation, the charge
pulse drivers have a much larger range of adjustment of ths off state
voltage which may be varied from zero to almost VGG' Another major
difference with this circuit lies in the absence of an emitter resistor

for T2 - leaving the negative going edge of the output very much slower

than is the case with the clock pulse drivers. (FOS]‘L“’ﬁ 3‘9‘"ﬂ A '/0”0336)

4(c) (iii) Scan Pulse Driver

Herc, any pulse amplitude > / - 4V/ has been found to work

satisfactorily since the scan culse and this circuit is not very critical.

4(d) Power Supplies

v

The three stabilized voltages necessary to run the array, UGG’ 0D

and Voo are all supplied by the one battery unit outlined in Figure (2-16).
fach may be independently sst within a range of values:
(1) Vopp controlling the diode reverse bias voltage is typically - 3 volts;

(2) the chip supply voltage, is generally set to about ~ 9 volts; and

Yoo
(3) Vog SuPplying the drivers is usually =14 volts,

A 45 volt rail required by the MUS drivers is usually taken from a mains
powered logic supply. Slight variations in this voltage do not directly
affect the 'on'! values of the M0S driver pulses so that the use of batteries
has not been deemed necessary.

In addition to the sbove power sources, a + 15 volt battery powers

both the external amplifier and subsequent signal processing stagss,
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CHAPTER 3

LABORATORY EVALUATION WITH ATTENDANT PRACTICAL PROBLEMS

1, Introduction

Before undertaking the construction of a complete experimental
system for scectroscopic work, a number of laboratory tests wers made
using simple apparatus to determine how the Plessey arrsy rerformed and
to find approximate values for the photoresponse, quantum efficiency and
readout noise, In this chapter, these tests and some of the croblems

encountered in practical operation will be outlined.

2(a) Cooling Systems

Same iritial evaluation work was attempted in measuring the performance
of the diode array at room temperature, Large interelement variations in
dark current were observed and individual responsses were not found to be
as linear as anticipated - that is, even allowing for the non~ideal
characteristics of the source follower, This was thought to be due to
significant thermal leakage at the p - n junctions formed by the diffusions
of the two transistors, Tl and T2. The latter are connected to the output
capacitance, Co whose bias changes throughout the integr=ztion, Measure-

ments of dark current as a function of VR indicate, by extrapolation,

EF
that the dark current at‘zero depletion layer width is non-negligible.
Although the total area of these two diffusions i.e, -~ 100 f:mz is small
compared to the area of the photeodiocde, ~ 8000 ’4m2 where the dominant
thermal contribution is from the periphery of the junctions,(l)(i,e.

where the depletion recgion meets the 5i = SiD2 interface), thas ratio of
the perimsters must be considered. Assuming that the peripheral dark

1
2

current scsles as V° and that the junctions have similar doping

concentrations, we have for typical values

& Y
I0T A~ {V.)? BT = 210\/ 2 60pm ,  (3-1)
IDO 5 0 Oe.5v 500 pm
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suggesting that the transistors might provide as much as 33% of the
dark current at the beginmning of an integration,

It was realised that very little useful work could be done with the
array at room temperature since the dark current saturated the output in
typically less than one second and, even when short integrations were -
used, this could not be easily removed. Therefore some form of cooling
system was immediately required. A cryostat had already been purpose-
built for this by the RGO and it, together with the arrays, was loaned to
Durham University. This type of cryostat, shown in Figure 3.1 with a cold
finger dipring into a glass dewar filled with liquid nitrogen as used in all
the early work on the array, proved extremely useful for laboratory tests.

A refined version incorporating several practical improvements has since
been used for experimental runs on the coude’spectrograph of the 30"
telescope at the RGO. Developmental work on this is described fully in a

report by A, Humrich.(z) Although the advantages of this particular system
are that it is simple to construct and that temperatures of —lZDOC may be
easily attained, it is capable of operation at only one orientation.
Accordingly, further work in development was launched in efforts to use the
detector on a Cassegrain instrument which would itself recuire a cooling

system unaffecied by rotation through large angles. A full discussion of

this appears in Chapter 6.

2(b) Effects of Cooling

fFor present purposes, the desired effect of cooling is the dramatic

(3)

reduction of the dark current. Such reduction has been measured using
the cryostat mentioned above and these results are displayed in Figure (3.2).
A drauback of this experiment is that the temperature sensor, in this case a
thermocouple, must necessarily be mounted some distance from the chip,.

This lends itself to difficulty in the determipation of whether or not

the actual device tewmperature has stabilized, It is possible to adjust
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this temperature by means of a small heater in contact with the chip
mounting block, At three of the data points = namely, room temperature,
~43°C and the minimum temperature, —lZDOC, it has also been ossible to
allow more time for the system to stabilize so that these particular

points are thought to be reasonahly accurate. Results show that the

-l -
dark signal expressed as a rate of change of veltage on CD is £ 10 VS 1
at —lOODC. This current is equivalent to a signal of approximately one
volt being obtained in an integration of three hours. In fact, the dark

current has zlways been found to be negligible at temperatures below -IOUOC
for most practical expaosure times,

The appearance of the output signal changes significantly as the
device is cooled, Such alteration is due not only to the reduction in
dark current but also to changes in the MOS device parameters. 0f thess,
the most noticeable is an increase in ﬁ% which is quoted as being ~ 6

FAU=2 at ZSOC and having a temperature coefficient of =0.33% 0C-l.

(4)

From simple theory we have

R = LM (3-2)
Tox
Assuming an approximately linear variation down to —75°C, we have for a
o
100 °C change
~ 75°C = 6(1 +0,33) 8 /4Au'2°
txperimentally, at room temperature snd telow, the mobility is found to

have a T—l dependence which means that this value may be toco small, In

any case, & substantial increase in A% is expected on cooling.

Frou equation (2-8) for (VG - UT) R K 1
2 2 3 3 4 2 2 n
1= Ay, -8 3_/;_2_@ + % By Ve R™ eoo +C By V" (BRYp)
Also,
% = /B x ﬁ and R = 1 oC 1 9
t SVE A%

giving an expression of the form
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2 3 . 4
I = ﬁo (aVE + bVE + CVE ano..). (3-3)

Thus as temperature decreases we expect the output signal to increase,
Observation supports this expectation although the situation is complicated

by an increase in the value of V.. which reduces V. in Equation (3-3) and

diminishaes the effect of the increase in ﬁ% as it shifts the whole

characteristic élong the VE axis. Manufacturers' data gives \lTU =1 to 2

valts and the temperature coefficient

-1
Vg -0.2% ¢°  at 25°C.

aT

]

Again, assuming this holds over a temperature drop of lOOOC, we have
Vg at -75°C __=1.5 (1 +8,2) = =1.8 volts.

= =10), the change in V__ has a much

At larger gate voltages (e.g. V T0

G
smaller effect than the increase in ﬁ%Q No attempt has been made to
measure large or small signal gain as a function of temperature but, in
general, increases in large signal current of about 30% may be observed

on cooling from room temperature to around - 100°¢.

A much more important consequence of the change in \/TO due to
temperature is the accompanying change in the diode reverse bias voltage.
As noted, this reverse bias is determined by Tl. UWhen the array has just
been coolsd to the operating temperature during which time no light has
been allowsed onto the photodiodes, it is noticeable that, at the beginning
of the first exposure, there is a considerable time delay before any signal

is seen at the output. Under constant illumination at temperatures where

dark current may be neglected, we have

L
Vg = Vaep = Vo(T) = Eglggz ~~ Vgep - Vg (1), (3-4)

However, if, without illumination, the device is cooled further the
equilibrium value of VD will decrease but the actual voltage VD on the
diode has nu way of discharging so that Tl is left in a reqgion of operation

with
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Vo] > | Vaer = V1 y
So long as this is the case Tl is effectively switched off and, at the

beginning of an exposure, the diode itself must discharge an amount

AUD= I\l l\f -V 1

0 | - REF T

before Tl begins to conduct sotha! some signal may be seen on CD the gate
9
capacitance of T3. This voltage, ZlVD is the difference between the

present equilibrium value of UD and the value at the temperature at which
VD was last established:

Avy = IUD(Tl)l - lvD (T2)| = IVT (T2)l -I\!T(Tl)' \
where ZXVD is a negative signal produced on the diode by cooling from Tl
to a lower temperature, T2, This résults in a delay at the start of an
exposure and a complete loss of signal cherge =

Q Co AVD . . (3=-5)

LOST

which is egquivalent to a voltage on Co

Vg LOST = COD AVD°
Co

If we assume the same rate of change of VT at lower temperatures, a

temperature change of 109 will produce a negative signal

Vs LOST o tE0¢ W1 AT = 0.4 voit.
c 4 o

Although this effect is most prominent after the device has been allowed
to cool in the dark, temperature changes during an exposure will produce
similar effects which may not be obvious because of their more gradual
nature, Thus any temperature drop between the beginning and end of an
integration produces a negative signal offset as déscribed above and,
conversely, any increase in temperature will produce a positive offset
signal. Again, assuming that the temperature cosefficient of VT‘is
fairly uniform along the array, this effect, particularly on long

integrations, will be seen as a DC offset on the signal., In itself this
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is not particularly objectionable but an unknown DC offset makes it
impossible to accurately divide through the data with a flat field
spectrum in order to remove responsivity variations, A cansequence
of this type of amplified element is that temperature drifts add a fixed
pattern of offsets to the data which arz not removed by double sampling,.
Moreover, these offsets are not easy to repeat or estimate. In the case
of a positive temperature drift with positive offsets a number of blanked
of f reference diodes at the ends of the array might be used, However,
this would not be of any assistance in dealing with negative signals, If
interelement variations in VT are typically 10%, variations in the temperature
cosefficient and, thus, the offset might be expected to be similar. Keeping
the nuise added bty these interelement variations less than the system

random noise requires

C, dv; AT <10 €n

T dv
2}
if

€n ~ 0,5 m/ = 250 elsctrons if Co = 0.1 pf,

then AT < 5 x IO-AV -1 o
4 x 10‘3VT = 0,125°C,
Ach®ving this sort of temperature stability over integration times of one

hour or more is technically difficult,

3(a) Measurements of Photoresponse

Using the minimal drive system described earlier {Chapter 2) and a
specially built presst scaler to gzte the scan pulses, it is possible to
make simple responsivity measurements with the cooled detectors The
experimental set-up is provided by Figure (3.3). A fixed clod freguency
is used and all the control pulses ar: sent directly to the array except
for that of the scan pulse which, alternatively, is routed tirough the
preset scaler. Two thumbwheel switches on the scaler decide how often

the array is scunned insofar as they permit a multiplier " =1 —-= 9, and
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an exponent B =0 <« - 7, to be set such that only every A x 1OB th scan
pulse gencrated by the driver module actually loads the dévice shift
ragister, With this apparatus measurements may be taken whose integration
lenoths vary over several orders of magnitude (that is, if the clock
frequency is sst such that the basic scan pulse frequency is 100 Hz, the
fastest rate used, integration times betwesn 10_2 seconds and several hours
are possible), wthen these initial experiments were verformed sophisticated
data catching equipment was not available -~ leaving the signal values to be
read from the screen of a storage oscilloscope. For simplicity the re-
charge timing was adjusted soc that the diodes in each pzir recharged
simultaneously and the array was operated as though it had 128 big diodes.,
The operation of the oscilloscope was in delayed sweep mode with the time-
bases adjusted to display the video signal from just cne chosen diode pair
each time the array was scanned. In this way, not only the difference
hetween signal and reset levels could be seen, but alsc any changes in
these levels between consecutive identical integrations hecame apparent
as the traces razgistered in differing vertical positions to those previously
stored. The zero current level from dead time between the phases of the
clock provided a check against overall system drift, £1though this
system does not provide very good resolution, it is adequate to check
approximate linearity with different exposure times under conditions of
constant illumination. The array was cooled until the dark current was
observed to be negligible and also illuminated by a torch bulb powered from

a stabilized supply,

3{b) Incomplete Recharge

In using ti:is system it became apparent that the reset voltage level,
after a single recharge, changed with exposure, This had not been
expected since, if the recharge pulses are long enouch, Co shnuld always

recharge to the same voltage. s it was found that this ‘evel fell slightly
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with increasing integrated signal, it suggested that recharge had been
incomplete, The "on" resistance of the recharge transistor, T2, in
unsaturated operation, is given approximately by

R
on

=] .
(B (\lG - UT)) mhere Vpg is small
6 1

x 10)77 A 33 KA

(3 x 107
If Co A lU-l3F, this gives a recharge time constant
T = Roco A 3.3 ns.

In practice, the rising edge of the charge pulse is much slower
than this ~ 1 Ms and it is this rise time which determines the minimum
necessary charge pulse width, Alterations to the charge pulse width
and amplitude were tried but neither provided a cure for the reset voltage
problem.

So, in an equilibrium situation where the same light level was
looked at repeatedly for identical consecutive integraticn times, the
signal and reset voltages and the difference between them were always the
same. tthen the integration time was altered, the levels in the next few
read frames changed gradually to find rew equilibrium values, Two possible
operational seguences for running the array in the laboratory emerged from
thiss
(1) Several consecutive inteagrations of n frame times are made until the

output levels from the array are aluays the same and, then, the

difference between signal and reset is measured; and
(2) Several consecutive integrztions of 1 frame time are made (i.e. the

array is scanned and recharged contipuously) until equilibrium is

reached. Then a single integration of n frames is wade in order

to measurc the diiference in levelsat the end,

Data from these two methods of aoperation, as a function of integration
time under constant illumination, is plotted in Figure (3.4).

The seccnd method for which some additional control circuitry had

to be built to allouw a smooth chanpge between two scanning rates is
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obviously similar o the approach used in diode array systems for
astronomical work reported in the literature. Tull(s) mentions a 1%
recharge inefficiency and uses a series of about five recharge scans
before the beginning of an integration to remove any poszibility of
image retention, This problem is thought to be due to the external
glectronics rather than to any inherent property of the leticon device
usad. In the case of the Plessey device, the problem seems to be on-
chip and may bte related to the switch charge storage and cffset effect
discussed earlier. (See Chapter 2),

As measuring the difference between the signal and reset level is,
in any ca2se, an approximation for measuring the difference between the
signal level at the end of an integration and the reset level from which
it started, it is expected that the first integration method (where the
reset level in consecutive reads does not change noticeably) will give
better results. In most laboratory tests with a fixed licht intensity,
this method seems to offer reasonable performance, althcugh it is clearly
impractical as a technique for astronomical observations,

If it is assumed that for any element there is a voltage level, Vo
to which the system attempts to recharge Co’ that at every recharge the
actual vslue falls short of \/O by afraction Y of the irnitial voltage
difference and tnat the first integration starts from Uo (i.e. S = 0),
the double sample signal in the readout frame at the end of one
integration will be given by

S S5(1 = ¥ ), where S is the true signal.

'
l =

The next integration now starts not from the zéro signal level, Vo’
but from the residual signal Y S. This theoretical oper~tion is shown
in Figure (3.5(a)). " After n consecutive integrations the double sample

signal will be given by

gt = 5(1 - Xn) ~ S for large n (3-5)
n
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Again, in practice the first integration does not begin from Vo but
from some value & uwhich is the equilibrium rsset value due to an
integration of one frame time. (Figure (3.5(b)).
Now S,: = 5(1 -Xn) +£b’n=l (1 -¥) ~ S for large n, (3-7)
For the first double sample
s = (5+€)1-¥) (3-7(a))
In the case where § is the signal in one frame time we knouw S; C o=

for any n, Thus from (3=7(a))

€=

2 51 raame.

1 -4

According to this simple model with a value of X which is independent of

91 FRAME

signal, the effect of poor recharge on the first double sample value
(readout method (2)) is simply to reduce the responsivity by a factor

(1 = ¥ ) and to add a small offset., (Figure 3.5(c)). The signal on C s
however, should still be linear with time, Again, in practice this is

not found at short integration times nor with more intense illumination

as Figure (3-4) shows. As a rule, after a period of more rapid recharging,
the output signal from the array tends to hang-up. Figure (3.6) highlights
s typical graph of output signal vs. time for the array read out non-
destructively - that is, it is scanned continuously but the charge pulses
are switched off and the fall in the signal level is plotted as a function
of elapsed tims, The saturation feature at the bottom of ithe curve may

ke explained by the non=ideal scurce follower characteristic but the slow
start effect which is alsoc seen - this time in Figure (3.4(b)) - is
unexpected. Sipce this initial poor responsivity is not as apparent in
data taken by the recyling eguilibrium method, it is thought to be due

to some dynamic effect and is apparently not a fixed distortion in the
output characteristic of the array. Noting the manufacturers’

realisation that the amplifier transistor, Tl would introduce a lag effect

between the signal on the diode and that seen at the buffer transistor, T39
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in this experiment, the array is exposaed to constant illumination at
all times so that the drain current of Tl should reach an equilibrium
value eqgual to that of the photocurrent. Thereafter the time response
of Tl should be unimportant, However, it is difficult to see how the
other two transistors involved in the operations of recharge and
integration, T2 and T3, might produce the '"slow start'" effect seen in
the data. Both components are common to other voltage sampling arrays
and effects of this sort have not been reported. The operation of one
such array, an IPL 4064 has been investigated at Durham for comparison

puUrposes.

3(c) Amplifier Transistor Lag and VnEF Considerations
. LA

Observation of the array being cooled in the dark has shown that T1
can produce a hold up effect at the beginning of an integration, if by

some means T1 becomes biased into = reqgion of operation where

IVDI > IVREF - VTI
anc Tl is effectively switched off, If such a condition is met an amount
of signal charge

4= ‘VD— (Vegr = VT)l Co

must be integrated on the diode before Tl begins to conduct. Now there
will be a suwitche=cn time during which
1
- - 2
IVREF Vr| > | VD] > | Vaer -V, (——zﬁ”) l‘i
and finally the equilibrium situation will agairn be reached where
IVD! = IVREF - Vg —(2_5;;;)%

Thus, if a lag is observed as in the experiment described where the

o

photocurrent, Ip remains constant throughout and the temperature is known
not to have changed significantly, it seems likely that performing several

caonsecutive recharges is somehow changing V_ and disturbinag the

D

equilibrium of Tl, That several recharges are required to produce this

effect is indicated by the fact that lag is less noticeable in the case of
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the first integration method where several integrations ars done and
the time between recharges is comparatively long, The mechanism by

which recharges affect V_ is not known exactly,though it is possible

D

that the rising edge of the charge pulse produces a significant spike

on \ by capacitive coupling through C as the gate to drain parasitic

REF

capacitance of T1,. Any negative spikes picked up on the UHEF ling will

GD

increase the instantaneous value of V and distorb the equilibrium of

' REF
T1. During a long integration this will be unimportant since equilibrium
will eventually be restored. As long as the overall value of VREF does
not charge no net signal will result, However, if a negative spike

occurs on VREF during the time of the recharge pulse, Tl acts as a peak
value detector given that current may flow only one way through this
transistor, At the same time the effect of the photocurrent discharging
the diode is rot significant over such a short interval. Thus Tl attempts

to establish a value of V_ appropriate to the most negative value of VREF

D
seen during this timae,. The charce necessary for this is supplied by the
racharge circuit and not CO which is recharged simultaneously, Although
the slow time response of Tl will reduce this effect, it remains a possible
mechanism whereby a small negative signal is placed on the diode in every
recharge time, Several repeatsd recharges at intervals such that the
equilibrium of T1 cannot be re-—estatbtlished will enhance this effect,

This explanatiaon suggesting a transient effect with a time constant which

varies with incident illumination seems to fit much of the observed lag

behaviour,

3(d) Signal Dependence of Lag

If at 2 time t = 0 the tramsistor, Tl is just switched off,

v v

p = Yrer = Ve

the drain current at a time t later will be given by

2
I, _/; (Wagr = Vg = (Vogp = Vo + [ICE-Id at))?,
D
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=8 (Ipt—[ID at)? 1
2 CDZ

where Ip = photocurrent,
Rearranged we get

28 _
22 1.C ; = Ipt-fld dt

so tha: in differentiatina and salving for I (t) we have

D]
I,(t) = Ip tamh® £t . (3-8)
27T
2%,
where T = éCD 2 The form of this is shown in Figure 3.7(a),
21Ip
Integrating this to find the sign=l appearing on Co after a time t requires:
J[ID(t) dt = Ip t = 27T tanh  t (3-9)
27

as shown in Figure 2,7(b).

for ideal operation, (i.e. under steady state conditions) the signal at

- a time t should be given by Ipt so that the signsl charge discrepancy after
a time t is given by

AQ =2 1IpY tanh  t (3-10)
2T

. 2 1
which for larce t becomes AQ— 2 Ip éZIECD_%: (3=-10(a))

B

V ofr C, where V

OFf is the

difference in VD between time t = 0 and the equilibrium situation,

Equation (3-10(a)) represents simply the extra charqe th=t must be placed
on the diode to raise I Vq l sufficiently so as to turn Tl off.

The fractional error

Ag':g_:ttanh_f;_% 2% for t )X o

t 27 t

2 bzcomes a characteristic time associated with switch-on or the

L

restoraticn of equilitrium in T1,
For *voical values where

- . 3 p .
I = 10 lSA equivalert tc -aturation in 1075 (15 min.),

C = 10-12 of y and

0
4 x 1078 av™?

i

we have 2T = 3 x 10=25.
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From Equation ( 3=10) we see that the time necessary to achieve 1%

accuracy is

T... =200 = 3s,.

1%
In Table 3.1 these values are compared for a range of incident signals,
The fractiocn of saturation time necessary to achisve 19 =accuracy is
calculated. It should be noted that saturation time here is arbitrarily
defined as the time to obtain a 10V signal excursion on Co (=10-13 F)

assuming a linear response,

Table 3.1

Photocurrent Saturation time 27 (T1%/Saturation Time) %
107 g 107t s 3x 107% 5 ’ 304
10713 4 10 s 3 x 107 5 3
10715 4 10° s 3 x 1072 5 0.3%
1071 A 10* s 107% s 0.1%

It can be seen fromthis simple model that although the times necessary
for operation to regain linsarity becocme longer for lower signals, these
times expressed as a fraction of the saturation time do improve. So, at
high light levels, the ncn-linear part of the output characteristic due to
the dynamic properties of Tl extends over a much larger fraction of the
total available signal excursion, With an ideal lag fres response to
ob-ain a signal to noise ratio of 100: 1 on a diode - that is, neglecting
readout neoise and considering only shot noise, it would be necessary to
detect lD4 eleclrons, This, expressed as a signal voltags on Co is 16 mV
(vhers Co = 0.1 pof) or D.16% of maximum signal., On the cther hand, looking
at Table 3.1 it can be seen that, if the effect of lag is inpcluded, it may
be necesszary to integrate for much lmngér in order t¢ -chieve 1% accuracy.
This is the case especially at high incident sigrnal levels. Whether or
not this presents z serious problem desends sonewhat on the application,

#s lag reduces the signal seun =fter a given inteqratisn time and is
= e |
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expected to affect 8imilarly all the diodes in the array, it does not
reduce resolution (i.e. the ability to see differences in signal on
different diodes) in the same way that random ncise can, Where intensities
of spectral featurses falling on different parts of the array are compared,
lag is important because it degradss the photometric accuracy of the
signal. Whereas random noise determinss the ability to discriminate
between very similar signal levels, lag determines the photometric
accuracy with which different signal levels may be compared when large
variations of incident signal are seen along the array. (For example,
looking at an emission spectrum with strong and weak lines). Having to
integrate for longer than would otherwise be necessary is unfortunate
becauss the output characteristic of the buffer transistor, T3 is not
ideally linear so that at larger signals the error thereby introduced
is greater. However, it might be possible to use a shutter to terminate
the exposure and subsequently allow a period of dark integration for the
full signal to reach Co before the readout is made. Hence, signal

gxcursions are kept small,

3(e) Summary of Non-Ideal Behaviour

Taking the two effects described, incomplete recharge and lag, it
is possible to qualitatively explain the difference between the signal
measured by both integration methods. The conclusions are thats
(1) Recharge after just one destructive read is incomplate; and
(2) A period of rapid recharging with very little signal being
integrated between recharges causes Tl to effectively switch
of f by raising UD above its equilibrium value. This causss
a considerable lag effect at the beginning of an integration.
Combining the above with the nonlinear source follower characteristic

gives the apparent S shaped response frequently found in laboratory tests

which use light sources that are generally more intense than those
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encountered in actual astronomical work, On ths other hand, ws may
say that the response is fairly linear if we look at a sufficiently
small incident signal for long enocugh and use a restricted range of
output characteristic, Considerable care need be exercised in this.
Figure (3.8) shows the output signal values givén by the two integration
methods, recycling and single shot, for a less inteanse source, These

are plotted on a linear scale,

4, Responsivity at different light intensities

The response of the array using the recycling method of integration
has been measured employing different incident intensitises. Originally
this was done by illuminating the array with diffuse light from aperturses
of known sizes. Results plotted in Figure (3.9) indicate that, operated
in this manner, there is no apparent departure fraom reciprocity.(s)
This experiment has since been repeated with improved apcarztus and

(7)

neutral density filters. This time the resulting graph of signal
integrated in a fixed time vs, relative filter transmission shown in

Figure(SJﬂ)gives a reasonably straight linse.

5. Effects of Changes in Chip Supply Voltage and Control Pulse Amplitudes

(a) Introduction

Direct measurement of the effects of changes in the vsrious control
voltages is difficult because these are interdependent and have to be
deduced by looking at the output signal = no other access being possible
to points of intserest within the circuit, Initially work was done on
this in efforts to find optimum values for operating the array.

(b) Clock Pulse Amplitude

The variable parameter with the most pronounced effect is that of
the amplitude of the shift register clock pulse. In Figure (3.11) the

output levels, signal and reset, within a given integration time, are
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plotted against the amplitude of just one of the phases of the clock, U<¢l

for various of the values of chip supply voltage, The amplitude of

VDD’
the other phase, V<P2 is held constant. Although this was done at_roam
temperature where the signalhis mostly thermal, it can be anticipated that
the behaviour of the output will be similar, when cooled, if changes in /2
and VT are taken into account, The accompanying graph demonstrates the
relationship between maximum output sighal, V4> and VDD o The output of

an adjacent diocde pair which is controlled by the other shase of the clock

is also shouwn, There is a minimum value of V ¢1 necessary for any operation
of the shift register., As V#& is increased past this value, the output from
the pairs accessed by the other phase rises guickly and saturates. The

output signal from the pairs enahled by V*& rises steadily because V$l

determines the maximum recharge voltage of the elements, From Equation (2-5)

Vaech = WP = Viu = Vg , (3-0)

where V and saturates as VRECH reaches VDD’ the recharge supply

rech< Vop

voltage. At larger values of UDD' this saturation condition cannot be
reached before proper operation of the shift register ceases because U¢>l
has become toc large. A slight drop in the outputs of thet#Z pairs is
seen as VUl is increased. This drop may be due to some intermal loading

effect.

From the graph we see that for VDD = =BV the onset of saturation is
at Wl ~« =13 V which sugcests that,

assuming UDD ~ \l4>l - VTZ - VT&

~5Uc

V12 - V74

As both T2 and Ta are operated with elevated source voltages, their

effective threshold voltages will be greatoer than \ for the process,

T0

This is considtent with a value of UTD of betwean 1 and 2 volts, The

general implication here is that V#) should be at leads two thresholds

greater than V if the element is to recharge fully, Recharging to

00
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less than VDD limits the available sigmal excursion and may result in
grea‘-r noise in the recharge operation since the final recharge voltage
is detercired by V¢ - itself unlikely to be as stable anc noise free as Voo

The reverse experiment of changing V with V4> may te found in

Do

Figure 3.12, The output signal from an element first appears when VDD’

determining the maximum recharce voltage, passes thc threshald voltage of

T3. The lat:er (i.e. Tj) is always in saturated operation because thre
maximum voltane which may arnoear on it- gate is UDD - that is, the same
voltage which is supnlied to its drain, Consequently, the drain current

increases steadily as VDD is ircressed until the T2 saturation condition
as given in Ecuation (3-=0) is reachedgdhe output then flat-ens off but does
not saturate completely sucaoesting th:t the drain current of T3 is not

entirely indegendent of drain voltage in the region of saturated operation,

. . . . (8
Again, this may be due to modulation of fhe channel length.\ )

(c) Measurement of Transfer Characteristic of T3

The most convenient way of measurinc the tramsfer characteristic of
the source follower stage is by applying a variable d.c. voltage to the
chaerge pulse line in order to measure output as a functior of this voltage.

Since T4 is unsaturated as long as

Ve < Vg = Vg,

it may be recnrded as a simple resistance. T2 will rpow act in =2 similar

manner to T, and sc maintain the gate of T, at a voltage a2 thresh 1d lowser

1 3

than its own caote voltage, Hence plotting ocutput acainst UCD sho: 1¢

UCP.

give a graph of output versus V shitted by V 0n sstim~ting the slight

G3° T2,

change in VY due to body effect, the sriall signsl tramscorductance may be

T2
measured from the grapgh,. Accordingly in operating the cevice in this way,
it can be seen that both the diode and the amalifier trarsistor ars rendered
superflucus, The remaining equivalent circuit is shown in Figure (3.13)

and, similerly, a typical graph of output sicnal for div7erent values of
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apclied V bias in Figure (3.14). Having a2llowed for tody effect, the

Cp
slope of the grach gives a small signal gain at the beginning of an
integration of a: -roximately 1 for an external amplifier with a 47KQ

feedback resistor. The calculatec vzlue for the voltage cain using

fauation (2,10) is

L= = Rf - r - V) o+ 1
o dVout Fl— 1 (2,6e(\/G /T) )

cutting f = 47KQ,

I = 5KQ,
(V. = ul)= 8Y,
-6 . ~-1 .
and /3 =6 x 10 ~ AV 7, gives dUout = 1,67 = G,
¢
G

However, as shourn inEguation (3.3), the ocutput and small signal

gsin are propnaritional to /30 for the process,. The manuf-cturers quote
4 /mv"l < e < B,A.f:v’l .

The above discrepancy betuween theory ~nd experiment may br obtained by

a low value of Bs — for example, for /30 =4 /A&U-l ,
C = 1,11,

At room temperature similar measurements werc made on tern diode pairs

of an array for which the vzlies of small signal gain were not found to

differ within experimentsl error,

6. Calibration of Thotoresponse, Guantum Efficiency and Noise Measurements

(a) Introduction

To asseas the full potentinl of the array as a detector, having
establishec thet it can offer, under coertain conditions, reasaonable
linearity, it is necessary to xnow: (a) the ahsolute rhoicresconse in
terms of signal output per incident chotony (b) the resu.rsive quantum
efficiency; =nd {(c) the auverall system nsise. Some idea of the expected
outnut per deotected nhoton has been derived from @ easuremants of the

glectricnl oroperties of the arraye. Thus if we c-n mzssure the actual
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output under illumination from a calibrated source, the {JQE of the
device mav be estimated.

AGE = SIGNAL PER TNCIDENT PHCTON
SIGNAL PC3 DCTECTED PHUTON

Where the signsl per detected photon is known, the observed aoutput ncise
at zero illum. nation may be converted to an equivalent numier of electrons.
from this figurm and the ROE it is possible to calculate the exnosure time
required to obitainr a given signal to nuise ratio when locking at a source
of known strength. Unfortunately it is difficult to measurs with great
srocision any one of the above guantities, although reasonable estimates

are obtainzble from the combipation of tr2 rnsults of severzsl experiments.

(b) Initisl Evaluntioun of Absolute Responsivity

Qutput from a light source powered by 2 stabilized d.c. supply was
measured in s particular wavelenoth band using z narrowbanc filter centred
at 5434 2 and a Centronics 0SI 5K photod=tector calibrated at the wavelength
of interest. Then output of one element of the array, wher placed in the
same position as the calibrated photodetector under identical conditiaons,
was measured after a fixed integrationtime. This method(g) sugoested an
output of

0.66 BV per incident photon,

with 2an external amplifier feedb:ick resistor of 47 KQ .
from sinple theory this is giver by

CUTBUT/IHCIDENT  HOTUN = Qo Gs x RGE  (3=11)
C
0
where Gs = small signal oain A 1

ge = electraniccharge l.6 x lO—lQC.,
Co = capacitance associated with thg gate of T3 &= 10 °F,
‘n ousine these values we g8t
ROE = 0,66 ~ 405,

1.6
However, Co is not known from .ny expeorimental —eosurement znd the
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manufacturers' data suggests that this value may be in error by a factor

of 2 so that the above estimate of ROE is subject to the same uncertainty,

(c) Preliminary Noise Experiments

While various attemots have been made to measure the readout noise of
the diode array system and to obtain some idea of the shape of its pouwer
spectrum, the sampling effect of the scanmning system hinders thess
endeavours, Early tests to find a value for the r.m.s. readout noise
simply involved looking at the signal level from a selected element on a
storage oscilloscope screen at the highest possible gain. By using the
recycling integration method, it is zossible to see the spread in vertieal
~ouition of thir level preduced by several consecutive similar integrations.
This sort of measurement is very sensitive toc system drifts which the
double sampling ability of the array should bte capable of removing. To
determine the usefulness of double sampling as a noise reduction technicue,
it is necessary to examine the difference between a signal and a reset
level over several integrations, fFor small signals, this may be
accomplished by using the storage oscilloscope method of data catching.

ilumination

Measured in this manner the noise at zero incident,appeared to be
~ 500 P,U with a 47K .. feedbadk resistor in the virtual earth amplifier
circuit, Taking the previously estimated value for output per detected
photon of l.ﬁFU, the derived readout noise af . 300 electrons would seem
reasonable. The noise seen in a single level (i.e. without using double
sampling) was found to be an order magnitude greater, but this uwas
thought to depend greatly unon the length of time over which such
measurements were taken, Sincz the difference bestween signal and reset
levels must be kept small enough for both to recistsr on screen at a
sufficiently high gain for the ncise to be seen as well, storage

oscilloscope readout has its limitationse. Continuation of the experiment

to large integrated signals would require digitization of the output and,

with that, more sophisticated apparatus,
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(d)Combined Noise and Responsivity Measurement

If the readout noise due to the effects mentioned in Chaoter 2 is

independent of signal, the total naoise on any signal is civen by

Nt0t2 = KN + ¢’ electrons (Z=12)
where
o = RQE,
N = total number of incident photons
&8 = RMS readout noise in electrons.

Expressed as a noise voltage at the output this wil! be

un’ = g2 (AN + dz)
where G = the cutpui per detected photon - that is,
given \IS = G O Ny

\In2 = GV. + G2 o) 2;

5

Thus measuring the mean square noise voltage as a function of signal
should yield an accurate value of G, the output per detected photon,.
From this and the nihise voltage at zero incident signal, the r.m.s. readout
noise in electrons may be found,
In Chapter 2 it was seen that the thermal noise due to the amplifier

transistor depends on its drain currenty; I, which, inequilibrium, is equal

9]
to the photocurrent, Ip. This necise contribution will tharefore incre:se
with incident illumination. The therm:l naise contribution of the buffer

transistor, T, is inversely related to the signal voltage on its gate and,

3
accordingly, this noise contribution will increase with integrated signal.
Therefore with respect to the Plessey array, it carnot te said that noise
may be separ:ted entirely into shot noise and a signal inderendent readout
noise a2s in Equation (3.12),

In general then

) ) 2 2
Noise “tot = XN + & + d(s) + S(I)

where Ao re»dout noise independent of signal,

i

aACs)

readout nuise dependent on integrated signal, and

readout ncise depend=nt on incident illuminatiocn.

A1)
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However as G is already approximately known, performing the expsriment
cutlined above orovides a useful check on the relative imoortance of the
signal dependent terms of the readout noise, It also gives an upper

limit to the value of G.

(e) Experimental Determination of Noise vs, Signal

A measurement has been made of the mean square noise voltage, Vn2 as
a function of the signal by using a s»oecial laboratory set up., The system
is identical to that used for astronomical work from the array and driving
system up to the output of the virtual earth amplifier, Sampling,
conversion and storage of the signal are achieved by a DATAL-B Transient
Recorder. So the results obtained from this experiment do not directly
apply to the full observing system although they should demonstrate a
value obtainable from this detector. The difference between the two
systems should lie mainly in the bandwidth - assgming that neither
canversion system adds significantly to the noise, If it is true that
reset noise dominates the contributions from the factors dependent on
external system bandwidth in both cases, then the readout noise measured
in this way should be very close to that of the full diode array system,

A system was devised to look at the signal from just one diode pair
and to mask out all others so that the input stage of the transient
recorder would only have to accommodate the signal excursion of the single
pair of diodes. This signal may then be amplified to give the best
nossible conversion gain, Such a solution obviates the ;roblems arising
with the full array system as 2 result of its fixed pattern offssts, In
this way the 10 bit transient recorder system provides a better resclution
in terms of digitization step size than does the 12 bit data acquisition
system which must look at all of the pairs of diodss, f. diagram of the
laboratory system is shown in Figure (3,15) and a timing diagram in

Figure (3.16),
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The diode pair to be investigated is switch selectable so that
only the signal from this is allowed through the sample =nd hold modulse.
As the recorder has a 4096 x 10 bit memory, when the signal from the diode
pair of interest is sampled in about 20 places, it is poesible to do 200
consecutive identical integrations snd to store the 20 data points from
the ith pair each time the array is scanned and recharged. In doing so
we get a digital representation of the thres signal levels from the pair
in 200 similar experiments, Assuming that the incident linht signal is
constant during the time necessary to do this (i.e., 200 x integration
time), the vsriation in output signal will be due to both system and
signal noise. If it is Gaussian, the r.m.s. noise voltage may be
calculated from the distribution of signal noise as plotting the
distribution function of the data will verify. A typicsl distribution

appears in Figure (3,17).

(f) Analysis and Results

(i) Several sets of data have been taken at the different intensities
provided by using a stabilized LED light source and a set of Ilford
neutral density filters, Typical results for square noise voltage as

a function of signal are foupd in Figures (3.18(a)) and (3.18(b))., The
analysis was done on a POP 1103 into which sets of data were read via a
CAMAC system - the basis of the experimental diode array system to be
dascribed in some detail later, The Fortran analysis c-rograms used to
calculate the mean, the variance and to do Xz tests in ordor to check
that the data set is Gaussian were the work of G.R., Hopkinson,. The
operational procedure is described more fully in an internal report.(lo)
In the preliminary analysis only one data point from each level hés been
used. The reason for digitizing each level in several pl-oces is twofold:

(1) to provide a check that the samplirg is taking place on the flat

part of the signal rather than near any edges or spikesi; and
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(2) to allow some analysis of high freguency noise.
Despite the fact that this additional information has not yet been used
for any guantitative results, it did prove valuable inidertifying and
removing some ripple problems encountered in the early stages. Having
ctosen one data coint to represent each level, the double sample signal

values may be calculated from their differences.

{ii) Results to date seem to indicate a value of G of A 4 AV per electron
with the usual exte-nal amplifier configuration employing 2 47KLL feedback
resistor. If Equation (3.12) holds and the signal denendent readout
noise is not significant, it sucgests that the stray caprcitance
associated with the gate of T3 is less than the expected value of 0,1 pF.
From Equation (3-I1)

Co = Gsge = 0,04 pF

G

for
Go ~ 1 for 47K/ feedback resistor,

G~ & py / detected electron, and

ge = electronic charce.
This being the case, the RQE from Equation (3,11) must also be smaller
than expected by a similar factor which would mean that it is only A, 20%,
The latter value is feasible seeing that the detector was not built
specifically for optical applicatiaons, However the ex:ected system
readout noise.could conceivably be much improved with a maximum value
for the reset ncise of

MAX RESET NOISE 327 0.04 = 65 electrans.
ﬂ;ﬁ“ For a double sampled value tiiis is multiplied by V2 to give
92 electrons,
The observed value of root mean square noise voltage (using double
sampling) at zero incident signal can be as low as 160 HY which 1is,if

the responsivity is actually 4 fLU per electron, eguivalent to a noise
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of only 40 electrons. This experimertal finding we note to be lower

than thnt excected theoretically,

(7) summary of Detector Parameters

The perforaance of this detector is characterised hy its RQ(E, the
noise equivalent charge at zero signhal =and by the resgonsiviiy, . As
yet a consistent set of accurate values has not been found for these
narameters because the value of Co, the capacitance associated with the
gate of T3 is not well known, Table 3,2 shows these ;arameters for a
range of values of Co. For comparison purposes, double cample reset

nolse values are alsc shown,

Table 3.2

Co pf G Volt/Electron RQE % Maximum de.s. electrons
Theoretical Noise
Reset Double do
Sampling

0.05 pF 3e2 20 104 50

0.1 pF 1,6 40 147 100

0.2 pfF 0.8 80 208 200

It should be noted that in the possible solutions cutliped in Table 3,2
the pumber of incident photons required to give a SNR of 1 is given
approximately by do/bt and, consegquently, is almost the <ame in all
thren cases. With larger integrated signals where shot noise dominates,
the solution providing the largest RQE should give the hest performance
in suite of having the worst readout ncise. This better cerformance
is highlighted when considering the behaviour of the DQE which is a
signal denendent figure of merit for e detector. Expressed in directly
measurable quantities this is

DAL = Vs X

Vs + VU G
no

assuming tha! signal dependent realout noise is negligible




[y

where U5 = signal volts out,

Uno = root mean square noises voltage at zero signal,
6 = output voltage ner detected photon, and
X = RQE,

(a) At smali signals

OO0E — Vs X G = Vs G
v 2 v 2
n o no
where G = output per incident photon and

Vnzo is independent of Co,

(b) At large sicnals

DUE — O .
However, 1if the figure of 4 rAV ner detected photon for G (found by
measuring noise as a function of signal) is very_much too high, we may
assume that there is a significant source of signal dependent ncise,
If located within the device it will degrade p~rformance at large

signals so that, again, the thecry and the practice are somewhat divergent,
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CHARTER 4

SAUCESSING AND DIGITIZATICUN SYSTEM

L

SIGNAL

1. Introducticn

When driven with the system described in Chapter 2, the diode array
produces = characteristic boxcar waveform at the output ol the external
virtual earth amplifier, yith ths tiring chosen, this u:veform consists
of a serial train of 128 sets of four levels containino tkhe information
from consecutive diode p=zirs. Since the first level of each set is a
zero current reference corresponding to the dead time botween clock
phases, it is wusually igneored except when laboratory checks are made on
system drift, To recover the video information from the two elements of
the pair, the change in output at the tramsitions level 2 to level 3 and
level 3 to level 4 must be found, These effective subtractions may be

accomplished either with analogue circuitry or numerically after

digitization, Preliminary designs for circuits to be employed in the
original applicatian of electron counting make use of the fo:mor technigue
to produce a d.c. restored boxcar vidsg train with amplitudes proporticnal
to the individual integrated signals on consecutive elements. This video
signal was then to be discriminated with a sincle threshold to decide
whether or not electrons had hit particular elements, Ficure (&4,.1)
illustrates tiiis operaticon which is similar to that used for discriminating
gvents in nuclear parficle detectors. The problem with this type aof system
is that the data is susceptible to drift=s and 1/f noise in any stages
following the d.c. restoration, whereas in the conceptually simpler a..aroach
of digitizing baoth the signal and reset levels, there is less electronics
between the double sample process :-nd the digitization st:ge. If a
discrimimation (or 1 bit conversion) is all that is required the analogue
technique is easier to mechanise, but for our application, diritizing to

higher accuracy (e.q. 12 bits), the choice is less obtvicus, D.C.
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restoration offers the following aogarent advantacges:
(i) shorter time tetween the two samples, because it is nob necessary
to perform s digitization in this interval, thereby optimizing the ncise
reduction a2bility of double samplings

(1)

(ii) removal of the fixed pattern noise =nd separatian of the two
signals within each diode pair before digitization, givinn more efficient
use of tha ADC's resclutionsg and

(iii) only ore digitization is deone to obtain each datum — thus a reduction
in nouise added by digitization errors (+ % LSB). A dec. rrstoration
circuit is shown in fFigure (4.2a) with operational waveforms in Figure
(4.2b), Fcwever, this approach is more difficult to implement than that
of double digitization chosen for the development system because of its
simplicity and the more complete picture it gives of array operation,

As alreacy outlined, correlated double sampling offers the benefit
of suppression of low frequency, 1/f type noise, particularly that
associated with the on=chip FOSTs which may not have very good inherent
performance in this respect, The lower limit to the system bandwidth
is determined by the interval between the two samples whichy, in the
present system, is inversely related to the scanning frequencye. On the
other hand, the effect of system thermal noise generally increases with
scanning frequency because the bandwidth of the head am:lifier must be
made large enough to accommodate the video output rate, Therefore the

design cannot be optimized without detziled knowledge of the device power

spectrum,

2{a) The Present System

A dimram of the present digitization electronics is provided by
Figure (4.3); operational timings follow in Figure (4.4). The necessary
control pulses are produced by a circuit which is currently installed as

part of the TTL sequence generator descrihed in Chapter 2. Such
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amalgamation was to facilitate the required synchroniz=tion of the operation
of these two circuits, Figure (4.5a) is a photograph of the complete
timing circuit built as a CAMAC module; Fiqure (4,5b) shouws the

digitization system,

2(b) Timing Circuit

Sevarzl circuits have been devised to create the four control pulses
namely, sample, convert, load memory and increment memory acdress, while
still allowinn some flexibility in the exact timings of these, A typical
realization is shown in Figure (4.6) where a master clock drives a four
bit counter thereby generating a cycle of 16 states from which the control
pulses are decoded, On board switches enahle the output pulses to be
preset to change state at certain points within the cycle,. A symmetrical,
divide by 16,output supplies the input clock for the array clock pulse
sequence generator and this organization automatically maintains synchronism
of the conversion cycle with the video ocutput waveform, In this way the
ability of the operator to set the data rate by adjusting a single master
clock frequency is retained, although the maximum acceptable rate will be
limited by the speed of the conversion electronics. Once an optimum data
rate and particular digitization hardware are decided upon it is feasible
to construct a very much simpler timing circuity,but in the development
stages the above approach was found very usefuls, The only critical timing
is that of the sample pulse as variations in the exact moment at which
this occurs may introduce ncise if there is any slope or ripple in the
raw video being sampled. Fallowing the sampling operation,the remaining

control pulses ar:: set to come at intervals determined by the characteristics

of the ADC and memory.

2(c) Head Amplifier

The external virtual earth amplifier performs several functions:

(i) it provides a summing junctin~ for the output currents from the two
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elements of each pair and converts these to a voltage in the range
measurable by the ADCy (ii) it allows a d.c. offsct to be added to
the video signal; and (iii) it enables any desired filtsring, such
as a high frequency cut-off in order to reduce the noise fandwidth,
to be implemented, Simple analysis of the head amplifier (shown in
Figure (4.3)) yields that the current to voltage conversion  factor

is given by &the rezistance Rf such that

= - ( (Aa

vaUUT Re (Alo + AIL) . (4.1)
where ZBVUUT = the change in output voltage, and

Z&ID,[SIE = the change in output current of the odd

~nd even elemsnts,
fdditionmally, the output voltage may be offset by an amount

) =

Vyar BE , and the

OFF

OFF

asC. rasponse aof the circuit is characterized by a high frequency cut-—off
(2)

with a half power frequency,

fy = 1 (4.2)
2t R.C

fof
A Burr-8rown 35503 FET operaticnal amzlifier was selected for its
fast setpling low noise performance, although, at the currantly used
data rate (approximately 5KHz), a more modest unit would nrobably suffice.
This device operates off standard i 15 volt. supply rails =and is cagable
of giving an undistorted output swing of + 10 volt. s exnlained in

Chapter 2, R. is chosen to be as large as possible without driving the

£
~mplifier cutout into saturation, “ractical values of 1. ar - usually
around 47K8qivinc a swing of typically 10 volts between tre zero current
dead spaces =nd tho reset levels, leaving room for the -utput to
accommocdnate the switching spikes. The offset network has to be adjusted

to place the signal and reset levels more or less equally smaced about

zero voltage , because the ADC is wired to expect a bipolar signals
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For simplicity, no further offset adjustments are included in the circuit,.
(Uf fset networks are made with high stability components ~rd, if possible,

decoupled in order to minimize any nuise and drifts that might be added here,

2(d) sample and Hold

The =amnle and hold circuit cleans up the raw video bty removing both
the switching spikes and, more importantly, the pedestals duz to the
dead speces, before the video signal reaches the ADC, Better use can
then be made of the ADC resclution without saturating the input stage of
the converter with large voltage excursions which contain no necessary
informaticn. The present samzle and hold module, a Hybrid Systems 730,
may be connected as an operational amplifier allowing 2ny extra required
gain to be introduced, The optimum overall system gain depends on the
total system nnise. Noise added by uncertainty in the digitization
process (i.e. + 3 L5E) should be kept small compared to the noise, as was
discussed in Chapter 2, Since the data values are calculated from the
difference of two ADC values which beth have errors with square dis-
tribution functions, the total dipitization error is + 1 LSE, and for
this source of error to be negligible the system gain must satisfy the
condition

1 aDU or (1 tSB) K » & (aDU), (4,3)

T0T
where A = the overall system resconsivity expressed in ADC

units per detected photon, and

o
n

TOT the total readout noise (assumed to be signal
independent), expressed in electrons.

However, adju=ting the gain such that the system noise is very much

greater than the digitization step limits thes range of signals that may

be looked at with an ADC of given precision ‘number of bits), Considering

a single element, the usable dynamic range of the system will be, neglecting

digitization errors,
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n

Dynamic Range (single element pair) = 2 (4.4)
AOter
where n = the number aof bits to which the conversion is done,
Thus if A OTGT = K digitization steps (ADU),
Dynamic 2ange (single diode) = 22 , (4.64(a))

2K
since pairing the diodes halves the output range available to each if the
double digitization technique is used. In the present system where n = 12,
if A is s.t to give a readout noise o about 2ADU rem.s. (i.e. K = 2), the
maximum usable dynamic range of a single element ‘is AwlUS, which is still
more than adequate.
When an array of elements is considered, the choice of system gain,
A is influenced by the fixed pattern noise. Ignoring the responsivity
varistion contribution to the fixed pattern noise and considering the
phenamenom simply as a spread in the raset levels of the element pairs;
it is possible to describe the effect as an equivalent signal charge in
much the same way as random ncises
Fixed pattern variation (ADU) = A £

FPN '

wheriaprN = peak to peak vsriation in reset levels
expressed as an eguivalent signal charce.

Since the fixed pattern must be accommadated in the ADC input range,

much of the available dypamic range as calculated for a sinsle diode

pair is effectively used up. Although some elements will stil! have

the performance described by Equation (4.4), the worst-case dynamic

range as illustrated by Figure (4.7) is now given by

Worst case dynamic range, WCDR = 2 = AE (4,5)

2 A

FeN 2
TOT

assuming nmegligitle digitiaion error.
The problem here is that not only does increasing the system gainy, A reduce

the dynamic range, but, in practice, theeguivalent fixed pattern signal
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may be so large that the condition
AdTDT> 1 ADU
cannot be reached before the WCDR becomes zero:

n

A& 2> 2.

FPN
For the rresent system where n = 12 (i.e, a 12 bit ADC is used) this
suggests that the equivalent fixed cattern signal must te less than a

certain maximum

n
E < 2 éTDT_aooo o

FPN ToT *

in order for any-hing anproaching the optimum system gain, A to ke

used without some of the reset levels going out of range. As has been
noted, working at less than optimum gain means th=t the low noise
notential of the array is wasted and that the dominant system error is
the inherent uncertainty of the digitization process.

To minimize the comizlications descrited above it is usual to select
arrays for observational use (i.e. actual fieldwork) on the basis of
low equivalent fixed pattern noise, although, as only a handful of
Plessey arrays exist, the choice is limited, In any case, if the
double digitization technique is used, the presence of fixed pattern
signal results in either loss of dynamic range or degradation of the
overall system random noise performance. This disadvantage is a strong
argument in favour of the d.c. restoration approach menticned earlier,
However, the problem may be partially overcome, in the existing system,
with the addition of a hybrid digital-anzalogue back-off urit to be
described in a later sectién,

Returning to the more fundamental properties of the Sam—le and
Hold, the unit chosen (SH 730) has a specified acquisition time, for a
10V change in output, of lfls, to achieve an accuracy of 1 part in 104.
Opticnally, the acquisition time may bte increased by the addition of an
external capacitor if a lower droop rate is required. Since the present

ADC has a convaorsicn tine of 25’48, the fall in ocutput signal from.the
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S/H module in this time is
V = 5mV/mS x 25 ps =125 pu.

This fall is eguivalent to 0.1 ADU (f.s.r. = 5V for a 12 bit system)
and is therefore not a significant source of error. Mevertheless,
increasing the haolding capacitor value may still be werthwhile in order
to decrease the system small sicgnal bandwidth, if speed is not essential,

The maximum system throughput rate is determined 'y the sum of the
S/H acquis’tion time and the conversion time:

Max Data Rate, f_ = (TA + TC)-l ’

D

where 1:A the acquisition time, and

the conversion time.

Tc

With the double digitization technigue, the effectiveness of the double

sample at reducing lower frequency noise depends upon f which imposes

D!
a lower limit to the system noise bandwidth, From this it can be seen
that efforts to reduce the upper 1limit of the system bandwidth by ine

creasing the hold capacitance will also result in an increased 1% and a

caonsequent reduction in f In practice, the scanning freguency was

o
chosen more for its convenience of real-=time display of the video output
on a monitoring oscilloscope than tecause of any sericus attempt to
minimize the amplifier noise, The pfesent rate, with a frame time of
lel sec., Gives an acceptabiy flicker-free trace if the array is scanned
cantinuously, This monitoring is useful for setting up the detector
(i.e. adjusting the control voltages, setting up the amzlifier offset
and possibly focusing of associated optical systems),

As menticned previously in connection with the gener~tion of the
samole rulse, noise may be introduced by any uncertainty or jitter in
the effective instant that the sample is taken if the input signal is
time varying. Figure (4.8(a)) shouws a typical video signzl from a pair

of diodes, together with the usual positions of the samilo pulses, The

sampling is done 2s long as is ressomebly possible after the switching
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transitions,in places where the signal is most flat and free from
ringing, Nevertheless the video sicnal shows an overall fall off
from left to right, with the result thet digitizing the caork video
signal of Figure (4.8b) yields apparent negative signal vaiues when
the subtractions are made. Furth=r, the effect is worse on all odd
diodes, Thus any sample jitter, particularly in the sample taken on
the first video level, will produce a noise & fect. Samnle and Hold
devices have =n inherent uncertainty in the delay betuweer thz moment
at which an external sample comnand is applied and the effective instant
of the sample. There exist many different definitions relating to such
Sampple and Hold narameters which ar: discussed in a paper bty Tewksbury
et al.(3) The uncertainty in the time taken for the device to make
the transition from Hold to Sample mode is c~lled the Apsrture Uncertainty
and is quoted bty the manufacturers of the SH 730 as 5nS5.,, making this a
negligible source of error since the video level slope is,at worst,aonly

a few ADU per microsecond (working at typical gains),

2(e) Analogue to DLigital Converter

From Equation (4.4) it follows that to obtein an accuracy of about
1%. 0on a single element detector, an ADC with a resoluticn 5f at least

n = Log, (100 A & ) bits

107
is required (again neglectinc guantization errors). Setting the system
gain, A to give an r.me.s. output noise of, say, 2 ADU yields a ne-rest
greater integer value of 8 for n. (A discussion of codino errors as a
. . . : . (4)
function of noise-to-code width ratio can be found in a paper by Gordon, )
When consideripg the more realistic situztion of a detector array, the
spatial ncise must be taken into account together with the intrascenic
dynamic range of the image. For example, to look at a snonctrum con-

taining features of interest which differ in relative irtensity by a

factor of ten, sufficient resolution is required to give the necessary
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accuracy cof measurement on the wecker festures, if comparisons of
intensitiss ara to te made from the data of one exposure,. Thus, if
an accuracy of 1% 1is needed on sionals of aone tenth of the maximum
worst—case vilue, an overall dynamic range (worst—case) of 10C0 is

1

necessary. ‘ecalling from Chapter 3 that the inherent dyramic range

of the cdetector is much greater than this, th= limitsaticr is still the

choice of ADC.  From Equation (4.5), n is,in the above,czse oiven by
n = Log, [2000 A dTDT + A EF.DN ] ,
where 4 = sysvem gain in ADU per electron,

dTUT = system readout ncise in electron, and

E‘TPN = fixed pattern noise in electrons.
Ideally, if A dTIJ'iS again set to about 2ADU and if (as is commonly
found with the Flessey array) gFDN ~ 4000 dTUT’ the nn-rest integer
value of n required is 13, However, as previously indicated, for

observing brighter objects it is possible to decrease the system gain, A,
thereby reducing the effect of spatial noise but, ét the same time, making
the digitizatiun error (i 1 LSB) the dominant ncise source. Doinc this,
the number of bits to give a worst-case dynamic range of 1000 is nou

n = Log2 [ 2000 + ACFDN ] .
Just how much the system gain may be reduced deoends uoon the brightness
of the object and upon the time available to do the integration, Fven
with negligible spatial ncise, the minimum allowable resclution is 11 bits.
The faregoing, although somewhat hypothetical, illustrates the effects of
the various parameters, readout ni:se, system gaing, fixed oatiern noise
and intrascenic dynamic range,

In the initial development stages, an 8 bit ADC wss used in the data
acquisition system. This device was guite adequate for most purpuoses
because high conversion gains were not used and the informntion from the
pairs was not separated (i.e. the detector was treated ns 128 big diodes).

Wwhen the full 256 diode systew was htuilt, a 12 bit device wms chtained for
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improved performance. The conversion time of this 12 bit ADC, a
Burr-Brown ADC 80, is 25’*3, which is well within the 200,45 available

to do the conversicen at the sresent S5KHz data rate.

2(f) The Buffer Pemory

The valid 12 bit data words gensrated by the ADC are strobed into a
buffer memory FrowImhich they are reccvered at a later time hy the
computer,as described in Chapter 5, A ostatus flag is cuiput by the
ADC module and, in nermal use, the falling edce of this signal may be
taken to indicate that the conversion is comclete. In the circuit of
Firnure (4.3), a negative edge trigoered monostable produces a data valid
strobe from the status flag in order to load the data worcd into the buffer
MEMOTLY o Data is transferred in zarallel. Dptiohally, the cycle
ccntroller may be used to generate a load nulse at least 25,45 after the
pulse which initiastes conversion. The oresent memory also requires an
address increment pulse which may occur at any time between the end of
the memory load pulse and the next @memory load operaticn. Thus, the
sample pulse may additionally perform this increment function, although,
in practice, a separate increment pulse is gemerated by the digitizatiaon

cycle controller.

3. Fixed flattermn Removal

It :as been noted that the overall dynamic range may be improved
either by em3:loying an ADC with more bits or by decreasing the system
c:rnversion gain. Both of these soclutions have disadvantages, the former
in the cost of toe unit and the latter in the wastage of tihz optimum
system ncise :erformance. From Equation (4.5), it may fe seen that there
is a third alternstive - that of remcval of the fixed cattarn of offsets
which may possibly be more cost effective,

Figure (4.9) illustrates the principle of fixed pattern remuval

being svaluated in connection with the nrasent system. s mentinned,
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an offset network is, in any case, connected to the summing Jjunction
of the head amplifier and this is adjusted in order to make the best
use of the input range of the ADC. The idea of fixed i::ttern removal
is b replace this single offset for the whole array with 2 sat of 128
offsets optimizing the use of the ADC by each diode nair, A diagram
of a typical mechanization of fixed sattern removal is shown in Figure (4.10).
The memory cont-ining the back-—off data is coupled to the DaC shown in the
circuit of Figure (4.3) in order to implement this proorammable back—=off
facility., 4s the ADC innut still has to accommodate the sum of the
signals on two diodes, tris digital mechanization does not quite offer
the csotential of analogue d.c. restoration,

In Chapter 3 it wns noted that the system gain changed with the
operating temperature of the chip and thus that the fixed pattern of reset
levels is also temperature dependent. This dependence and the fact that
it may be wished to use several different arrays wmake it impractical to
store the a:propriate back-off data very far in advance. A similar

(5)

system has been described in a paper by fry s using an DAC to remove
responsivity variations in the array output, where the correction terms
are stored in a PROM. As the output in the present system is to be
digitized and nrocessed by a digital comsutery it is fairly simple to
arrange for the correction terms to be cslculated automatically just
before an integration, ‘This settingeup operation can he dnne(és
indicated in the flow diagram of Figure (a.ll)\being, in effect, simply
a successive approximation 8 btit conversion accomplishedc in software,
The 128 x 8 hit memory is hbuilt as a CHAMAC module, in = similar fashion
to the buffer memory. Initially, all the MSbs of the hack-off data
words are set to 1, the remaining bits heing zeroed. The array is then
read out and the digitized values of the reset levels are tested with a

given ADC vzlue arbitrarily decided upon as being the zero sianal level.

To allow a margin of error, this cannot be guite at the extreme of the ADC
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range and, in the cresent system, might conceivably be the code 4000,
For those rairs with reset levels havina codes less than 4000, the
MSB is left set,while in the remeining cases, it is cleared. In the
same way, all the other bits are set and tested until, finally after 8
iterations, the set of 128, 8 bit codes which most nezarly :roduce reset
levels with the 12 bit code 4000, is found, This technigue does not
require exact knowledoe of the system nain and, indeed, if the
aporoximation routine is carried sut tefore every run alterations to the
system gain may be made between exposures if desired. fibsolute accuracy
of the correctionterms is not imnportant since the output is still
digitized and reduced in the same way, In addition, the existence of
the back=off unit is entirely transperent to the rest of the system
operation, features such as NDRO being unaffected in execution,
Furthermore,the value of the NORO facility should be greatly enhanced
since most of the fixed pattern is nrow subtracted in real-time, making
any genuine features immediately apparent, The optimum number of bits
for the back-=off codes may well be less than eight, Setting up the
gain of the DAC to give an f.s.r. output equal to the peak to peak fixed
cattern variation, this system will reduce the variation in the resat
levels by a factor of 2B (= 256), which is clesrly more than adequate.
However, 8 bit DACs are fairly common and cheap, for which reason this
back-off system was thought to be a potentially better way of increasing
dynamic range, in ferms of cost and benefit, than changina to a 14 bit
ADC. In practice, some of the outout range of the DAC must be reserved
to allouw the correction terms to change to counteréct changes in system
gain, without alter-tions to the offset circuit being necessary.
Nothing further can be said here about the actual operaticn of this backe
of f unit which has not yet been fully tested, Ify in operstion, the above
system introduces too much additional noiseya base-line restoration circuit,

involving differentiation and intagration of the signal »lung the lines of
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(6)

a nuclear pulse amplifier, may provide a better solution, although
his would recessitate considerable radesign of such features as the

NORO facilitye
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CHAPTER 5

CONTROL AND COMPUTING

1. Requirements of a Control System

In Chapter 3 it was noted that there were a number of possible
operational sequences that might be employed to run the array, depending
on the use to which it was to be put. Only one of these approaches
seemed suitable for Astronomical worke. In outline, this procedure
has three stages: (i) a setting up period during which the elements
are charged up to a repeatable initial voltage; (ii) an integration
time for which the incident photon flux discharges the elements of the
array; and (iii) a final readout scan at which time the double sampled
data is taken, This sequence may be accomplished by acpropriate gating
of the scan pulses, but as it is desirable to be able to use the non=
destructive readout (NDRO) facility of this device which itself requires
monitoring scans to be made during the integration stage, it is also
necessary to gate the recharge pulses. The intervals betwean the
operations in the above sequence may be preset as integer numbers of frame
times (the time taken to scan the array once) but, additionally, it is
useful if the operator may request NDROs and also terminate the integration
at will. Thus an assessment may be made from the rough readout praovided
by the NDRO as to whether or not to terminate or continue the exposure.
Howsver, when the real=time videc output from the above system is displayed
on an oscilloscope it is difficult to see any signal features (e.g. spectral
lines) against the background of fixed pattern offsets. To overcome this,
a raference fixed pattern read-out has to be méde at the heginning of the
integration and the data from this subtracted from subseguent NDROs. It
is possible to do this in real—-time as discussed in Chapter 4, but otherwise
the reduction bas to be accomplished digitally as does the subtraction

necessary to obtain the final double sampled data.
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Although the above control operations together with storage of
the data on some permanent medium could be implemented by a hard-
wired controller, the data manipulation required is very much easier
to perform with a minicomputer system. Also, for a development system
where all the control functions that may be required ar: not necessarily
known at the outset, this approach is extrzmely flexible, 1f, for
example, the wish was to define the exposure length with a mechanical
shutter as opposed to the length of the integration time, this facility
could be added fairly simply. More minor changes to carameters such as
length of integration time and pumber of initial recharges may be done in

software,

2(a) Computer Control of Diode Array via CAMAC

In the present system the sequence of operations necessary to make
measurements with the diode array and store the data is controlled by a
PDP 1103 microcomputer which is interfaced to a purpose-huilt CAMAC system
by a HYTEC 1100 Crate Controller. The crate contains the integration
control module, a buffer memory module and various peripheral interface
modules such as a storage display driver for driving a monitor,

Briefly, the control in question may be divided into two parts:

(i) an input to the computer from the array driving electronics through

an interrupt facility; and (ii) a control output from the computer which
may gate various system signals., During an expasure the elapsed time is
measured by counting interrupts produced by the scan pulses which are
output from the array clock sequence generator, In outline this counting
is accomplished as follows: firstly, the scan pulses arc made to set a
LAM latch within a CAMAC module; secondly, the latch, if enabled, may
then interrupt the computer via the crate controller; thirdly, the
computer in turn increments a frame counter according to instructions in

the control program, tests the value of this counter and prepares the
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control module to gate the system control pulses; and fipally, the LAM

latch is reset.
The LAM (Lpok At ﬁp) Latch referred to above, a feature of the CAMAC

(1)

specification, allows -requests for computer attention to be made by any
module within the crate. These requests, at this stage termed interrupts,
may then be handled by specific software routines. However, while the
interrupts are not being ssrviced, the computer may perform a number of
functions included in which arz the transfer of data fromthe buffer memory
ipto its ocwn store, the simple reduction of data and its display on a monitor.
Once the control program has started running, external operator inter-
action with the system is possible by means of two switches which allow
reguests for either a non-destructive read or the termination of the
exposure with a destructive read, Again, once the latter request is
chosen data may be examined, redisplayed on the monitor or, for purposes
of later analysis, transferred to floppy disk or paper tape. With the
present system, following termination of the exposure, cperations are

directed by simple keyboard responses to a dialoque generated by the

control program, i

2(b) Control Module Operatign

In the system describedhere the input ahd aoutput control#unctions
are performed within a single control module, This unit contains thrze
LAM latches which may each be enabled, disabled, ﬁested and cleared
under program control. Through these latches the three external system
signals scan pulse, NDRO request and STOP rsquest may interact with the
running control program, A simplified diagram of a typical control
module is given in Figure (S.1). After making a.decisior on the
necessary control action, the program may write a 4 bit control word to a
register within the control module,where it is stored until updated. At

the time of the scan pulse the word in this storage register is loaded into
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the control register. Each bit of the word in the control register

gates various control functions in the array system, Bit 1, if set,
allows scan pulses to reach the array, whereas bit 2 controls the re-
charge pulses and bit 3 controls the memory load and increment pulses,

The fourth bit is presently spare, Thus, at the teginning of every

frame time the current contents of the storage register are loaded into
the control register thereby enabling or disabling the system pulses as
required by the control program. This double latch system is necessary
because the control word must not change in the middle of a frame. Ta
allow the computer plenty of time to make a decision about which pulses

to gate, depending on the current value of the frame counter, action is
deferred for one frame time by the above system, Allowance can be easily
made for the fact that a control word written to the module during the nth
frame time, will not be acted upon until the n + lth frame. At the scan
rate presently used, this deferred operation gives the computer lD-l aec.
to recognise the interrupt from the scan pulse, increment and test the
frame counter, write a control word to the module, set any necessary
praogram flags and finally clear the LAM before the next scan pulse arrives.
Not all the above operations are performed sach time a scan interrupt occurs
but the above represents the most that will have to be done and must be
allowed for in the system design. If the frame time were decregsed or
the interrupt routine made lénger such that it could not be fully

executed before the arrival of another interrupt, it would be necessary to
divide down the interrupt rate by doing some counting of scan pulses

within the control moduls.

2(c) Buffer lMemory Operation

The data values are generated synchronously by the array readout
system at a rate determined by the master clock frequency which is set

by the operator. At lower data rates ipput may be made directly to the
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computer memory, through CAMAC, under processor crntrol. However, the
synchronous naturs of the data makes a full handshake procedure impossible
with the rosult that, at higher data input ratss, thefe is an increasing
possibility of the computer missing words because it is occupied with
internal taskg'of higher priority. To avoid this problem it is necessary
to read out, firstly, into a buffer store from which the computer may
rgcover the data asynchronously. Data may be transferred directly inte
the computer memory at much higher sates using DMA but this requires mors
sophisticated software technigues and has not been considered worthuwhile
in view of the relatively small amount of data being handled, As one
readout scan produces only 512 x 12 bit words of raw data it was thought
practical to build a memory large enough to store all of them, thereby
allowing the system to be operated at any practical rate. - The maximum
throughput is now determined by the digitization process whch is much
slower than typical memory write times. An alternative approach con-
sidered was to make a smaller memory of the first—in first-out (FIFO)

kind which has the effect of smoothing out the uneven input rate of the
computer, but still requires the device data rate to be nu greater than
the average computer input rate,

The memory currently in use can store up to 1024 x 12 bit words (i,.e.
two whole readout scans) which might be needed if twe arrays on a chip
were read out in consecutive frame times or a second readout of an array
had to be made before the data from a previous readout had been fully
recovered by the computer. This memory is shown schematically in
Figure (5.2) and a full realization is given in Figure (5.3). Before a
frame of data is accepted by the memory, the address counter is zeroed by
a computer command or, altermatively, set to the starting address of the
second half of the memory. Loading of this buffer store, via the front

panel connector, is controlled by two management pulees, load and increment,
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which are generated by the digitization control electronics
described in Chapter 4).

Synchronization of the above oper~tion is achieved by gating these
control pulses with the control module as desc;ibed in the nrevious
section so that loading begins with the first diode and finishes with
the last. As this loading operation takes exabtly one frame time there
is no need for the memory module to indicate to the computer when all the
data have arrived, The data may be recovered from the buffer store, that
is, under control of the main program, in any subsequent frame times once
the memory address counter has been reinitialized - again by a command
from the program, Since the buffer memory is also built as a CAMAC
module, the necessary control functions initialize ~ddress, read data
and increment address are implemented through the crate controller using
the standard CAMAC functions. For test purposes data may also be written
into the buffer from the computer. Reading back this dummy data and come
paring it to the original, possibly by using the display monitor facility,
provides a quick check against memory faults.

Earlizr buffer memories which only stored one frame of data were
based on 256 x 4 bit static RAMs and required tri-state buffers at the
memory inputs because these RAMs have their inputs and o.tputs multiplexed
onto the same oins, This complication led to some fairly involved wiring
which in the prototypes was all done by hand wire=wrapping. Not anly
was this very time=consuming but it appapently led to some intermittent
failures and consequent down time in an experimental situation, For
this reason the present greatly simplified design using 1024 x 1 bit RAMs
which have separate input and output pins was adopted. This newar unit
with its self test ability and reduced number of wire-wrapped inter~

connections is much easier to service.



@, whre) Fig 53 BUFFER MEMORY
x & 24 . TO(NPUT MUX)
7440
s €3
218
Wi S = =3
Fi6 33— D420 8 ? L ! I 13 43
F8 %_—_ I < 2) 4154 '7‘7—‘1 o (®ON 2 3 ‘ R/W 12 12
F2 B— 8o 3 {XEQ) 345 ChI = ¢th7 .
i S S O e E&L &L |
. > T 7 "]
Glf G2 [Shid
L7 ol e s sl ce -
l '§{>©; e B s s
7/ — ‘ .
Fa Ao 3 e | 3 S 257
a8 @ oo 2t E che P Sa |
A4 z 7430 T - o || 1
A2 3 ] == 13 So
N 7/ Se— 1 C_;E ¥ R
|® | =N L—»
8 ] ! ) ol i3 '3
v R - S et S e 2
& H =~ q
0 i e 3 €2
L H 13 13 “—‘j: )o__—-@' R9
m b ‘ 7 4
3 © e e D
STROBE 5:)—4——2% i Jq;)a—@ RIO
8 T & i3 43 1 a1\
Pun 1
INCREM m:)—;j qu ( - e HCTICE o s R 124 o R
it Wi W2 W3 wa L@; : M-l - €D 23 Ri2
W5 W6 W7 W8 +5V H 13 = B ; '
W9 WIOWH W) 1 ¥
??‘? 6K8 53
3 3 100pF
O—— 5 By
T @ IS s 12 = 2
= —0 4 - -—] Chil
8 " 8 | D ur = D
9 TS z 11Ts I3 13 - ?
0 )— L. 4 o 1
) [ 1_._% by — 771 CE
W [ L—35 @D TOALL
12} N p— (]} Gl 4 (MEMORY {3 13
- ] ' 14 3 ¥ e — CHIPS I *
IS_} [ L s 9 - A “] PIN3) Che 12¢~ = chi2 2
D 3 13 ! -
2t - [ L e S0 : i @D - €D
25) \ 2 i v =
0 ) (1 5 €& :
iy S n 8 ; = i j
) o (U @ 4 ! | & {TOALL
IB_}; S l -|5 = i IK PIN13's)
(7aiz7) S
> s ‘ ( =" DATA INPUT LINES TO PINS il - CHANNEL 1 {
10 i ———— OF INDIVIDUAL MEMORY CHANNELS —_
(WRITE) |
Lt CHANNEL 6
. K - - -
——— T CHANNEL 7

CHANNEL 12




=07

2(d) Display System

For display of the data from NDROs &nd destructive readouts, a
TEKTRONIX 603 bistable storage monitor is used. This display is inter-
faced to the system through CAMAC by a storage display driver, NE 9028
and a mode generator, NE 7011, The former of thesp two standard Nuclear
Enterprise's modules contains two 10 bit DACs = to control X and Y
deﬁ?ction. The latter module provides facilities such as screen erase
together with some adjustment of the bright up period, Conversion gain
of the display is set by writing an appropriate control word to the
driver module to determine which 10 bits of the déta to convert, In
the diode array system raw data are produced with 12 bit precision and,
for purposes of display, it is usual to convert the 10 most significant
bits,. However,at small signals the reduced double sample data may not
make use of the more significant bits and a gain of either 2 or 4 is
possible simply by reselecting the bits to be converted. As was
discussed in Chapter 4, a large part of the ADC range is often used up
by the fixed pattern offsets and it id known from the outset that the
subtracted data will be of effectively lower precision (interms of bits),
For plotting rough spectra,a point plot mode may be selected by setting
particular bits in the control word mentioned above, Thereafter it is
only necessary to write successive Y coordinates to the module and a point
spectrum will be displayesd, the X coordinate being incremented automatically
between writes, Such displays of reduced NDRO spectra enable the operator
to decide whether or ndt it is worthwhile to continue a run depending on
what features are seen to be emerging, At the s=me time, by looking at
the raw data it can be seen whether or not the signal is nearing the
saturation part of the output characteristic. To accommodate thess two
checks, the screen may be split to display two spectra, ome above the

other, Figure (5.4) shows a typical split display.
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3{(a) Softuware

The prezsent system employs a specialised CAMAC control larguage
called CATY which was supplied by Ffrancis Golding Associates, The
latest version is for use on a DEC PDF 11 Floppy Disk based system
running undetr RT 11, A CATY pragram may make use of any of the RT 11
device hanrdlers for input and output which means that data may be
dumped into disk files from a running program or output on any other
system peripheral. Frevious versions of CATY used here were for paper
tape operation only and consequently, data had to be dumped toc a CAMAC
tape punche

CATY uses statements and commands which are a2 subset of BASIC and
is therefore very easy to learn and e, To handle CAMAC operations it
also incorporates some special statements which allow data to be written
to and from modules and also the various management functions (eege
Clear, Test LAM etc.) to be performed. Interrupts generated in any
module within the crate may be dealt with by an interrupt routine specified
for that module location. The execution speed of CATY is fairly good
because the single run command first compiles the entire program and
then begins execution, unlike ordinary BASIC which is compiled and executed
line by line, However, because the compiler, the source program and the
compiled version of the program have to be fitted into resident memory,
in our case with the RT 11 resident monitor and any run data, this soft-
ware approach does not represent very efficient use of memory. Other
more obvious disadvantages are that CATY has very limited arithmetic
powers, is restricted to the use of integers and may only have 26 variablas

(vectors and scalars).

3(b) The Control Program

A flow diagram of a typical control and data acquisition program is

shown in Figure (5.5)s Firstly, the program assigns strings of characters
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to the module locations which are to be used in the crate, enabling the
modules in them to be referred to by more meaningful names. Doing this
has the advantage that, if the position of a module, called the station
number (1, - - 24,) is changed, it is only necessary to modify one line,
the assignment statement, and not svery lipe in the program in which that
module is referenced.

As CATY only allows the use of 26 variables it is often necessary to
define some letters as arrays in order to conserve possible variables.
Large arrays are dimensioned for temporary storage of the data because
it is inconvenient to dump data immediately to a hass storage device;
several small arrays are dimensioned for all variables of a similar type
to save lstters of the alphabset. For example, all the integration
parameters may be placed in one array, say A(n), such that

A(l) = number of initial recharges before the first

fixed pattern is measured,

A(2) = the frame number at which integration commences,
A(3) = the operator set integration length,
A(4) = the frame number at which the destructive read
is madse,
A(S) = the last frame at which an NDRQO was requesﬁed, and

A(6) = the number of final recharges before the fixed
pattern is again measured.

The program may reguest the operator to input values for some of these
parameters,; although usually only for the set integration length,

The two most important variables in the program are the frame counter
and the status flag which are both zerced before the operational part of
the program begins, As soon as the Scan LAM is enabled the computer will
start to count frames, the frame counter being incremented on every occasion

that the interrupt routine is invoked. In this routine, the frame counter
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is subsequently tested with the values in an integration parameter

array such as that described above, Acting on the outcome of this test,
any required control word is written to the control module, the status
flag is set, if necessary. Finally, the NDRQO and STOP LAMS are tested
which may result in similar action to that taken upon the occurrence of
particular values of the frame counter. In practiceywith the present
control module the LAM latches are automatically reset when the
appropriate control words are written to it, Back in the main program,
the status flag is constantly being tested and if it is found to be none
zero, operation of the program will branch to a particular routine
depending on the exact value of this variable shich may have values 1 to
4, 2.9, if, when a Scan interrupt was last being serviced, a NDRO request
was identified, the NDRO flag value will be set, This will cause the
computer, having waited one further frame time_(to allow for the deferred
action of the control module), to begin recovery, reduction and display
of the data in the buffer memory, When the foregoing has been
accomplished the status flag will again be zeroed and the program will

resume testing it as before.

3(c) Typical Operational Sequence

The prescnt typical sequence of events, which is shown in Figure (5.6),
is summarily outlined below. The array is read out destructively after
so many recharge scans, whereupon the frame of data is transferred from
the buffer memory and displayed in order to check that the output signal
is comfortably within the ADC input range. As soon as this first transfer
and display, which typically takes about 2 seconds, has been completed,
the integration period is begun in the next possible frame time, Earlier
programs did not have a delay between the first fixed pattern read and the
start frame, with the result that it was not possible to do integrations

of less than about 20 frames (i.e. 2 seconds) and to retain both the
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infarmation from FPN1l and the final read out. Losing the FPN1 data on
such a short integration would not matter because there is nat enough
time to use the NDRO facility, but having different versions of ths
control program for different situations (e.q. Star and Standard lamp)
would be inconvenient so that the present solution with the delay was
adopted. There are other ways of overcoming this problem such as
alternately using ﬁhe first and second halves of the double length
memory, but in practice delaying the beginning of the integration works
well enough. Performing a fixed pattern read-out, FPN 1 taken several
frames before the actual start of the integration in order to have a zero
signal reference for any NORC scans is accept.i’le here beczu.e MNDRO in
only used as a rough monitoring facility to see what signal, if any, is
appearing,

Since the present system does naot include a mechanical shutter, the
exposure begins at the start of the first frame time in which the recharge
pulses ar= disabled, At any time thereafter the NDRO request button may
be pressed, thereby setting a LAM latch within the control module. This
LAM, although never enabled (i.e. it does not produce an interrupt) is
regularly tested and, if found to be set, produces a CAMAC 'Q' response
which causes the control program to execute the non-destructive read
seguence. It should be noted that the system usually scans the array
and digitizes the video output all the time so, from the array's point
of view, it is rsad non-destructively in every frame time during an
integration, The NDRO requsst facility merely causes the control
module to enable the memory load pulses during a particular frame time
and,consequently, the non-destructive data may be transferred to the
computer resident meﬁory for display on the monitor, Any subsequent
NDRO requests update the data stored in the array dimensioned for thess,

with the result that only the information from the last NDRO is retained.
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When the value of the frame counter is such that the set integration
length has been reached or the STOP LAM is found to be set, a final
destructive read is made from which the desired double sampled signal
values arc calculded, If the system is executing the NDRO transfer
and display routine when the set integration length is reached, the
present program terminates the exposure in the first possible frame after
the routine has been completed and informs the operator of what has
happened. The resulting discrepancy betwsen sst and actual integration
time, at most 20 frames, is rarely of importance in situations where the
NDRQ facility is being used, i.e. generally in intggrations of 1000
frame times or more, Alternatively, this probiem may be overcome by
disabling the NDRO facility during the danger period near the end of the
integration, which may easily be done in software, or again, as with the
similar problem encountered in processing FPN 1, the second half of the
long memory may be employed,

As mentioned in Chapter 3 the Plessey Array suffers from an in=
complete recharge problem which means that the>reset levels measured by
the final read scan will be considerably different from those measured
at the time of FPN 1 if any significant signal has‘been integrated., For
this reason a second fixed pattern readout, FPN 2, is made a number of
frame times later than the destructive readout which tesrminates the
integration. Since the FPN 2 readout is performed after several
consecutive recharge operations, as were d-ne before FPN 1, the signal
levels measured by FPN 2 should have returned to the repeatable initial
condition, Any difference between FPN 1 and FPN 2 is indicative of
system drifts and changes in gain which have occurred during the exposure
time,. As was the case with a long integration, these two fixed pattern
readouts may be separated by as much as an houry at the same time,these

-measurements provide a necessary check against slow changes in the device
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characteristics due to factors such as aperating tahperature and supply
voltage variations.

following the transfer and, if wished, display of the FPN 2 data,
the system types out the values of the various integration parameters
on the operator's console, The operator is then asked hy the system
to select from a variety of redisplay and data printout options, This
process is directed by single number keyboard responses to multi=choice
questions generated by the proagram. After some re-examipation of the
data a decision may be made to dump the data to a more permanent storage
medium, presently flappy disk, for later analysis. Aiternatively, the
data may be disregarded and the program will reinitialize all the

integration parameters ready for another run.

4(a) The present Computing System

The present full system, which is cutlined in Figure (5.7), comprises:-
a DEC PDP 1103 microcomputer with a VDU inﬁerfaced as the console device;
an RX02 dual drive, double density, floppy disk unit for program and
data storageg a CAMAC system interfaced through a HYTEC 1104 card which
also contains a ROM bootstrap; and a serial printer which may be connected
directly to the computer through a serial port or; optimally, may be
attached to the VDU as a hard copy dump, This disk system is oﬁerated
under RT 11 (i.e. DEC's standard software) which supports the use of
saveral high lesvel languages including FORTRAN and BASIC. So far only
CATY, which may be obtained in a version compatible with RT 11, has been
used for purposes of control and acgquisition, Additionally, some simple
data analysis with FORTRAN has been tried,

As mentioned earlier,a CATY program may make use of any of the RT 11
device handlers for input and output, The present version of CATY,(Z)

supplied by FGA, allows up to four i/o streams which may be assigned to

any device and file on the system, In the acqusition program it is only




Fig5-7 Hardware

DRIVER

Frontend
Electronics

—ISYSTEM

co3 00

<«<oQgEgo -—-00

\
|
|
- !
- i CNTRL
! MOD.
o ]
o |
Control 1
Lines | SEQU.
: GEN.
|
G :

DIG. - BUFF
SYSTEM ! MEM.
{

| -
/ DATAW.
DISPL.
DISPL
DRIV.
60

Storage
Monitor

VDU
1
i

COMPUTER
1103

i '
f

" FLOPPY|  briNTE

' DISK

{100

Crate
Controller




=104~

necessary to use one strzam assigned to a disk file in order to dump

the data from a run. If all the inforsgion from an exposure is dumped,
Storage space is required fer 512 words of FPN 1, 512 words of the mast
recent NDRO, 512 words of the double samule readout and 512 words of FPN 2,
Using CATY this amounts to 2048 x 24 bit words of data. However, these
are written into disk files as 8=figure, ASCII coded, decimal numbers
(i.es the maximum 24 bit CAMAC word expressed as a decimal = 16,777,215),
Thus, although the system only digitizes the levels to 12 bits (i.e.
maximum decimal number = 4095), CATY still treats all data as 24 bit words
which, in decimal radix, are written as 4 figure ASCII coded decimal
numbers with 4 leading spaces. This is not a very effic ent method of
storage because the corigimnal 3072 bytes of data are finally written into

a disk file as 16,384 bytes of ASCII coded decimal information, half of
which is just spaces. (In practice,the numbers are delimited witk CR
and LF which take up yet more space). One double dersity diskette

may accommodate approximately 512 K(S) bytes of data but, im practice,
this can only store about 19 full dumps unless the data is edited and
reformatted, However, even with its inherent inefficiencies this system
has been found to he far more convenient than the paper tapes which were
faormerly used for data storage. To maintain compatibility with the old
paper tape system, special device handlers have to be obtained for the
paper tape punch and reader connected as CAMAC peripherals, By
assigning arpropriate stream nﬁmbers to these devices data may, opticnally,

be dumped to paper tape or old data may be read from paper tapes for re=

display =nd comparison,

4(b) The Paper Tape System

This system which is llustrated in Figure (5.8) is a minimal
configuration dedicated te CAMALC based applications and run by a paper

tane versiocn of CATY which is itself a simple operating system. The
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gperator's VDU is interfaced through CAMAC and may be used only for
entering and running CATY programs, An ASR 33 teletype is connected
directly to the PDP 1103 as its console device and this allows the
system to ke started up by reading an absolute loader tasoe with the
teletype's integral mechanical reader. A special version of the
absolute loader tape has been acquired, thereby allowing further program
tapes, in this case the CATY compiler, to be read by the fast optical
reader which is interfaced through CAMAC. (Reading the CATY tape on
the ASR 33 at 110 baud took about fFifteen minutes). ince loaded, the
CATY tape supports the use of the CAMAC VDU for further operator inter-
action with the system. Special CATY commands use the fast CAMAC paper
tape punch and reader for the output and input of CATY source programs,
However, dumping or reading in of data from these CAMAC oceripherals, in
run mode, reqguires special routines of CAMAC comﬁands toc be written
within the source program. The only in built run-made facilities are

a PRINT statement for typing data on the CAMAC VDU and a PRINTH
statement for producing hard copy corn the ASR 33 consocle device. This
paper tape system which was used for all the earlier field trials at the

RGO is described in greater detail by A.R. Hedgeo(a)

4(c) Problems and Further Development

The ease of operation, greater power and flexibility of the disk
system has the disadvantages of increased hardware cost, complexity and
weight, For field trips the paper tace system was marginally more
cortable, even with its teletype, A better choice presently available,
if portability and ease of use are the requirements, would be a certridoge
tape system. (It should be noted that the floppy disk system was
successfully tramsported to Israel, but this is probably not to be

recommended ),
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In processing power the present system is probably most limited by
the choice of software. With the paner tape system some crude
responsivity correction was attempted using CATY but, as a choice of
languages is possible with the disk system, it would probably be best to
change to FURTRAN, once the data has been acquired, to do any necessary
number crunchinge. Alternatively, it is possible to do all the necesszry
functions of control, acquisition and crocessing with a system such as
FGRTH.(S} This is fast, makes much better use of memory space than
CATY, allows floating point arithmetic and at the same time car handle
machine level statements. The apparent disadvantage of FORTH is that
it is not DEC suprorted and requires that the sase and convenience of

RT 11 be abandoned.
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CHAPTER 6

QPERATICN UF THE DETECTOR ON A TELESCOPE=

SPECIROGRAPH SYSTER

l. Introduction

In actual operation on an astronomical spectrograph various problems
arise both in the connection of the detector to the spectrograph and in
devising a workable operating procedure for data collection, To illustrate
these points this chapter will begin with an oufline of a full purpose-
built detector system which has not been described elsewhera. Finally,
examples of raw data obtained using different systems will be given with
a discussion of further instances of non~ideal detector behaviour esmerging

from field trials,

2(a) Detector System for Operation on a Cassegrain Spectrograph

Following field trials of the detector on the coude' spectrograph of
the 30" telescope at the RGO on fhree different occasions (the first of
these with the equipment used is described by A.R. Hedge(l)), it was
decided to build a system to use the Plessey Array at the Wise Observatory
in Israel. The project to be undertaken, that of looking at the emission
spectra of planetary nebulae; involved the obsefvation of much fairter
objects than had previcusly been loocked at with the device. This con=
siderstion, together with the likely number of clear nichts and suitability
of the spectrograph for the work made the lm. telescope at the Wwiee
Observatory a reasonable choice, However, the fact that this telescope
is nurely a Cassegrain instrument and that the‘associated spactrogréph
camera has a very low f number made adaption of the cooled diode array
system which then existed technically difficult, The principal

nproblems encountered here being:=
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(i) the construction of a cryostat system operating at a2 wide
range of orientations;

(ii) the design of an optical coupling system to image the spectrum on
the detector chip which,because of its surroundinc cryostat or
cold box,cannot be placed directly at the focus of the spectrograph
cameras

(iii)the manipulation of the array to register and focus it accurately
in a fast optical system; and

(iv) the provision of long lengths of cable and driver circuits in
order that the device may be operated some distance from the control

computer and heavier electronics such as power supplies.

2(b) Cooling System Design

As it was necessary to build a working system fairly quickly, the
simple approach of the previous cooling system (see Chapter 3), that of
keeping the device in contact with a reservoir of the coolant, liquid
nitrogen, was retained. Alternative arrangements considered, éuch as
pumping nitrogen boile=off through'a heat exchanger connected to the chip
mounting tlock, were dismissed as requiring too much time to develop.

A nitrogen ressrvoir cryostat had already been empioyed by Geary(z) to
mount a Reticon device oﬁ a Poller and Chivené'spectrograph similar to
that at the UWise Observafory. The final desiagn of the cryostat of
which Figure (6.1) is a sketch, is aﬁ adaptation from a drawing of a
cryostat used by the RGO for a CID project,

The detector, mounted on a brass saddle, may be clamped at any
position along the ceramic bar behind the front plate of the vacuum
container, allowing either the upper or lower pair of arrays on the chip
to be centralized in the cryostat window, This is done for two reasons:

firstly, having the array in use,central with respect to the cryostat

and its mountings,simplifies the lining up procedures, partiéularly that
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of rotation of ths array in a plans perpendicular to the optical axisj
and secondly, althocugh the original spectrograph camera produces about
50 mm. of good spectrum, vignetting 1losses in the coupling system may
considerably reduce the intensity of the spectrum away from the camera
axis for which reascn it is best to start off with everything as nearly
lined up as possible, obviatincg the need for large amounts of adjustment
to be incorporated in the mounting design, The.machinable ceramic bar,
used here as a ricid support for the detector, was first evaluated in the
cryostat system developed for use at the RGO. This material: may be
worked fairly easily$ bas been found not to distort significantly when
the chip mounting attached to it is coolediand has an acceptably law
thermal conductivity,

Contact between the chip mounting block and the inner nitrogen
vessel is made by carefully selected lengths of copper braid, the final
stable temperature of the device being to some extent adjustable by
variation of the amount of coupling used here. Once a canfiguration
has been found, in a particular ambient temperature, giving the required
minimum operating temperature normally used (about —120°C), further
ac justments may be made with the heater attached to the chip mounting
block, In this sort of system the chip sits at some tempaerature between
that of the coolant and the temperature of the surrounding envircnment,
determined by the relative conduction of device's links to the cooling
vessel (i.e. the braid) and its links to the outside, principally the
lead=in wires and the ceramic bar, Radiation effects are ignored here.
Clearly the ambient temperature is quite important in determining the
chip temperature, With the cryostat used at RGO it was noticed that
the chip temperature fell considerably when the nitrogen dewar was topped
up, even if the dewar was still fairly full andvthe temnerature had been
stable for a long time, This was thought to be due to boiljpff and

splashes coolinp the outer cryostat body thereby reducinn the apparent

#
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ambient temperature, In this design the boil off is directed away
from the apparatus by the re-~entrant tail pipe.‘ Héwever, the chip
may still be affected by temperature changes in its surroundings and
some form of active temperature control would be desirable on long
integratiocns, The device temperature is sensed by a.pla tinum resistor
mounted below the device package. A proprietary unit is used for this,
in preference to the thermocouples incorperated in earlier systems,
because a platinum resistance being current driven may be operated some
distance from its readout electronics, with a simple two wire connection,
All electrical connections to the chip, heater and sensor are mads
through two M type vacuum connectors mounted on tHe outside of the
cryostat vessel,

The construction of the inner nitrogen reservoir Fqllows the
original RGO drawinge. So that the tesmperature of the endplate,(to
which the copper braid is attached;»does not chaﬁge significantly with
nitrogen level and vessel orientation, the endplate itself is made of a
fairly heavy piece of brass and the cylindrical wall from copper plate
for high thermal conductivity. The main system heat loss is through
the double tail pipe assembly, which is fabricated from an austenitic
grade of stainless steel, chosen for its relatively poor thermal
conductivity. Sipce the inner nitrogen reservoir has a considerable
surface area, thé effects of radiation losses cannot be ionored, In
this design,radiation between ths inner and outer vessels is reduced by
covaring their opposing surfaces with aluminized mylar. To help
maintain an adequate vacyum for lonc enough to carry out a whole ninht's
observing without it being necessary to reconnect the vacuum pump
periodically, a getter material, zeolite is used. This material is
contained in a sisve fixed to the louer end of the nitrogen reservoir

and has the property that ,when cooled,it mops up any air entering the

&

cryostat through small leaks. \

b

Tnitial euvacuation of the unit prior to cooling is done by
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connecting a vacuum pump to the lLeybold vacuum seal=off connector
mounted on the rear plate of the cryostat, An emergency blow-off
valve is also provided in case the vessel is ever left to warm up,
having first been allowed to reach atmospheric p:eésure when cold and
then inadvertently resealed., There is also a possibility that the
imrner nitrogen vessel might rupture in use, dues to icing up of the
tail pipe, although it has been found in practice that the dry nitrogen
boil off, passing steadily out of the reentrant neck, effectively
prevents this.

Figure (6.2(a)) is a photograph of the finished cryostat, showing
the location of the diode array behind the front plate windou, The
positions of the two M type vacuum connectors cén also be seen, A

view of the two types of device package used is given in Figure (6.2(b)).

2(c) Relay Lens System

Since the system magnificstion snd dispersion of the existing
spectrograph camera were well suited to the application envisaged, it
wvas attempted to couple this system to the detector with a simple 1l:1
relay lens system, A diagram of the optical set-up is shown in Figure
(6.3)s The dispersion at the first focus, at which in normal use a
nhotographic olate would be placed, is 6BR/mm:aquivalaﬁt to 3.4 g/diode
(i.e. the best possible system resolution), The actual resolution
depends upon the projected size of the object observed, if this is
greater than the array pitch, Closing down the entrance slit of the
spectrograph in order that the wavelength resolution is always determined
by the spatial resolution of the array wastes light and,if faint extended
objects are to be observed,a trade~off may have to be made between
wavelength resolution and signal, For a typical apparent size of
planetary nebula of 15 arc sec the projected image size at the focus of

the spectrograph camera is given by
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Projected Size = 15 arcsec x 1lme x f_x f = 110 fAm,
3 To2E
648 x 10 fCULL
where fT = focal ratio of the 1 metre telescope, 7,
fCDLL = focal ratio of the spectrogranh collimator, 7,
and fSP = focal ratio of the spectrum producedy 1,56,

This projected image size is equivalent to 2.2 diode spacings resulting
in an effective wavelength resolution of about 795 g for the system.
Recallinc that the Plessey array has a ZUO,Lm width,the scectrum
produced from such an object should mot overfill the senéitive area,

As resolution is not limited by array pitchynothing is to be gained
from a relay lens arrangement which increases the sizé of the.projeetad
image and therefore the dispersion, On the other hand, further de=
magnification would be difficult to achieve with inexpensive camera-:
lenses. The solution alopted was to use two fl,4 camera lenses in
combination, These lenses each have a focal length of 50 mm and when
mounted together have been measured as having a separétion between
nrincipal planes of ~» 68 mm, Using this compound lens in a 1l:l
geometry produces a second image of the spectrum ~~ 168 mm away from
the focal plane of the original camera. This second focal plane is
situated ~ 13 mm clear of the relay lens, leaviné adequate space for

the cryostat front plate and window,

2(d) Registration and Focusing

Since the relay lens described above does not changg the final
focal ratio, focusing will still be fairly critical, The spectrum is
produced from a collimated beam of 90 mm diameter with a spectrograph
camera lens of focal length 140 mm giving a focal ratio of A~ 1,56,
Thus, for defocusing not to degrade the spatial resolution by more than
one pixel,it is necessary to place the detector in thefocal plane to

within an amount

A

t

= SDl.Lm x lo56 o 80 ,Am,
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An eguslly serious effect of defocusing will be loss of light off the
sides of the array. In the example already quoted of a spectrum of
width (i.e. the dimension perpendicular to the dispersion) llDrAm, if
this is placed centrally in the array aperture of 200"m, 45,Lm of unused
sensitive area will be left either side of the image to accommodate
movements (as described in Chapter 1) and defocusing. T .avoid loss of
light ip this situation would require that ths array be positioned to
within 140 rtnuof the focal plane. It should be nqted that for redder
wavelengths the device will have an optical thickness, given by the
characteristic penetration depth and the refractive index of the medium,
of ~ IOD’Lm, such that perfect focusing is not poésible in any case.

Registration and focusing are accomplished by mounting the whole of
the cryostat in slides. Figures (6.4(a)) and (6.4(b)) show the crude
mounting arrangement employed, with which the device may be:moved in both
the X and Y directions in the plane perpendicular to ths optical axis}
rotatedjand moved in and out for focusing, All these movements may be
measured with micrometer gauges, separate elamps being provided to lock
each of these adjustments to minimize movement during observations due to
free play in the mounting slides,

The above illustrates the mounting problems encountered with a
Cassegrain system differing considerably Fromvpreviouslexperience on
the Coudé'spectrograph at RGO, Since the focal ratio of the Coudé
system was ~~ 47,focusing was not at nll critical, . The fact that the
detector may sit on a horizontal bench simplifies the cohstruction of

the cryostat and mountinags,

2(e) Organization of the Electronics

From consideration of the telescope and working area inside the
domeyit was apparent that the array would have to be operated about

8 metres away from the computer and other rack mounted electronics.
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To overcome this problem,the various driving and acquisition functions
are separated in such a way that only opurely digital sircnals need be
sent along the conrnecting harness together with the necescary stabilized
supply voltages. A schematic diagram of this organizsticn is provided
by Fioure {6.5), part of.which, the acquisition module,was shown in
Fioure (4.5(b)). Figure (6.6(a)) is a photograph of the TTL to FOS
converters and Figure (6.6(b)) gives a view of all the mocdules which are
bolted as a unit to the detector-spectrograph assembly, Those heavier
units like the computer, floppy disk drives, CAMAC crate, battery power
supplies and battery chargers are mounted in lightweight 19" rack units
as illustrated in Figure (6.7). Special TTL buffer modules were used to
drive the long multicore control cables. These buffers were found to be
necessary becczuse the larger current demand of gates employed to drive
cables gave rise to crosstalk within TTL packages. In general, it is
best if packages havinc gates driving into cables perform no other function
within a module, (i.e. their other gates are not used). This solution was
allowsed evento the extent of building simple modules dedicated to line
driving,thereby easing decoupling problems. Special line driving chips
and receivers were not found to be necessary,=the above system performing

satisfactorily in the electrically noisy environmentof a telescope dome,

3., Observino iProcedures, and Initial settiné up

The apparatus described in the nreceding section is the most
sophisticated used to date, The computing system includes the facility
of a dual floppy disk drive for program and data storage, previous sytems
cperated azt the RGO having relied solely on paper tape, Since the
acquisition programs were originally developed at the RGO, they were
necessarily designed to dump as little data as was absolutely necessary
to avoid accumulating large amounts of punched tape, This problem is

to same extent overcome when floppy disks are employed ns the storage
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medium, although only about 19 full dumps of all the run data (i.e.
2048 data points) may be placed on one disk} it has been more usual to
retain only the 256 reduced data values from the final doukble sample
readout allowing many more runs to be stored without editing the data,

For purposes of later analysis of the data it is necessary to take
a flat field or known spectrum, usually provided by a tunosten lamp,in
order to be able to divide ocut resp..nsivity variations due to inter-
element variations, instrumental effects 2nd misalignment of the array.
To remove all these effects, particularly misalignment,this known spectrum
should have exactly the same uidth‘nnd be placed on the array in the same
position as the spectrum from the cbjiect observed. In practice,it is
not possible to do this exactly, but the appearance of the spectrum is
gensrally significantly smoothed by this division, The protlems found
tere are: that the apparent size of an object such as a star can be
extremely small dependina on seeing oonditions and that,during a long
exposure, the actual position of the cbject with respect to the entrance
slit of the spectrograph may change. Looking at a tungsten source, the
entrance slit is filled with light resulting in a spectrum which is
larger in the direction perpendicular to the dispersion and probably
more uniform than that af the star.

To determine precisely the wavelength interval seen by the detector
array, standard lamps giving emission spectra of Neon and Argon are used.
Groups of emission lines may be identified from their spacings and

relative intensities,enatling the spectrograph grating angle to be preset

?
in any region of “nterest. This was particularly importsnt for work done
on the Coude” scectrograph at the RGO where the dispersion was fairly hioh
(~7 g/mm) with the result that very small grating movements produced
large shifts in the position of features on the array, fictual

identification, in terms of wavelength, of emission features from standard

lamps is not always required for later data analysis, sirce grojects have
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usually involved the study of stellar features of known wavelength, Houwever,
standard lamps assist greatly in finding features in the first place and
in performing small grating shifts, In situations where the wavelength
resolution is limited by the array pitch,performing several similar
integrations at slightly different grating positionsfi.e. shifting the
spectrum on the array by other tham 2n integral number of <iodes thereby
changing the phase relaticnship of the pixels to the spectrum) may enable
a spectrum of higher resolution to be obtained from the combined data,
In any event,similar spectra taken at different array positions enable
genuine festures to be distinguished from array responsivity effects
which cannot alurnys be completely removed by division with a known flat
spectrume.

From the foregoing it can be seen that a single otservation typically
comprises the taking of several spectra, including a tunosten spectrum at
each grating setting, possibly some wavelength qalibration spectra and
several runs on the actual object.

Initial setting up of focusing and registration is done with the aid
of the tungsten and balibration lampse. Typically, a turgsten is first
used at the widest possible sli£ width and length, The array output is
monitored in real-time to look for signal, rough lining up being dcne by
trial and error,. Having obtained some signal, the slit length is
successively decreased and the adjustment procedure repeatnd, When
reasonable registrativn is achieved,the focusing, which is at first set
by rough calculation, may be adjusted. A common approach is to monitor
an emission feature from a calibration lamp in real-=time, adjusting the
focus to obtain 2 feature which falls on the minimum number of elements,
Somé furth~ar adjustment of reqgistration, particuiaryuntation of the chip
in a plane perpendicular to the optical axis, must then he done, At this
stage it is usual to use as small a slit as possible and shait integrations,

since no signal is detectable by real-time monitoring.
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4(a) Practical froblems encountered during Field Trials

Before the first field trisl of the detector system at the RGO,
the device performance had only been checked using very simale optics.
In the responsivity tests in Chapter 3 the array is flooded with light,
no imaging system being used, Thus the array had always hbeen overfilled
with diffuse light, Operating the detector with a spectrograph image
smaller than the array aperture had the expected effect of making the
device more sensitive to dirt on its window and the cryostat window, =
such blemishes producing marked respunsivity variations, Less expected
was a pronounced odd-sven effect, which varied with the position of the
light on the =array. Other undesirable effects noticed under observing
conditions are: an apparent insensitivity to weaker signals, drifts in the
baseline of a spectrum,and,under certain conditions,a kind of image

retention,

4(b) 0dd=-Even effect

Some degree of odd-even effect is almost inevitable in this type of
array, the on-chip electronics for alternate elements being placed on
opposite sides of the array =nd served by different recharge pulses.

Thus any effective difference in height or width between CPl and CP2

may cause a periodic effect, With this particular array where alternate
pairs are enabled by different clock pulsesyan effect with 2 periodicity

of four diodes is also expected and may be seen in particular devices,
Also, in Chapter 4 it was mentioned thzt the video output has a characteristic
shace which introduces 2 negative signal offset under zero signal

conditions, the effect being greater on the odd diode signals.,

However, the effect noticed curing operation at the RGO changed
with the position of the spectrum in the direction perpendicular to the
array (usually termed the Y direction), After obtaining » reasonably

well alioned tungsten spectrumgit was possible, usine the micrometer Y
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adjustment, to measure the aggrecated output of =all odc nd all even
clements as a function of Y position, The odd=even effect vse.. Y
is plotted in Figure (6.8). Using a nerfectly aligned flat-field
image which exactly fills the array, movement in the Y direction would
te exocected to produce a linmezr fall off in signal, going to zero at a
displacemsnt of £ 200 er from the central position, fs this array
was not cesigned for optical use,the active area is not sharply defined
by an crn=chip mask and the rounded shape of Figure (6.8) is quite
acceptable especially at longer wavelenaths. Slight misaligmment and
nonuniformity of the tungsten source will also prevent =n ideally
triangular result rteing obtained, Recalling th=t the reripheral
electronics associated with odd pairs is placed on just one side of the
array ~nd the even circuitry on the other, it appears th-t light impinging
on this electronics either acds to or enhances the signal Trom the
appropriate elements, It is interesting to note th=st the central
position as indicated by maximum signal is not the point of zero average
odd=-even effect. As it is known that there exists an effect giving odd
diodes a greater pegative offset,the crossover point micht be anticipated
to be shifted in favour of even high, but in this experiment the reverse
was found, It is not known whether this is the case for 211 arrays,.
Pressure of time when using the spectrograph limited the amount of ourely
instrumental'work done, astronomical data=taking being qiven priority,
Further work is reguired to decide conclusively whether the odd-even
effect is signal dependent or merely an offset, Here signal dependence
must be further separated into integrs=ted signal and incident signal
effects.

tlthough odd—even differences are in many ways a nuisance reauiring
some mathematical manipulation for their removal at the sata analysis

stage, this phenomenon is also quite useful for purposes of alignment,
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it beinc immediately obvious when the image has for various reasons
moved of f the arraye. If a star or similar object is bteing observed,
an integration resulting in far less signal than expectec may be
attributed to vsrying atmospheric corditions, However, if the reason
for low signal is misalignment,the cdd-even effect will ‘e seen, Thus
an alicnment check 1s provided which could only otheruise be done by

trial »nd error movements or placing special registraticn arroys

perpendicular to the observino arraye.

4{c) Repeatability and Reciproecity under Otserving Conditions

One of the first imstrumental tests tried at the G0, uvsing a
bright star, VYeoa under fairly oood seeing conditions, was a rough
repeatability and reciprocity experiment, Figure (6.9) shows four
Vega spectra taken on the same nicht within an interval of about 15
minutes,. The graph shows the part of the spectrum around the H«
feature for four exposures of equal l2noth where,in two of the
observalions,a 505" neutral density filter has been placed in the lioht
path, (The pumbers 310=313 are the experimental run numbers for ths
observaticns and indicate the order in which they were made).
Attenuating the incident signal by half clearly reduces the total
integrated signal by much more than & factor of two, fis it has been

ggested that the array outout msy be subject to uncertain drifts in
dec. level,the signal in Figure (6.9) is probatly best estimated from
the depth of the HX feature. Total sigral willwary slightly between
similar integrotions as a result of changes in seeinc conditions, but
alternating hbetween full and half inlensity exposures z21lows any general
trend in incident illumination level to be seen. If it is assumed that
the incident Signal is falling off slightly throughout the experiment,
the appearance of the spectra is consistent with the response curve

being slightly 'S?' shaped. The rtun done at the tisme of the largest
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incident signal ,(Run 310), is attenuated becsuse the ocutput stage is
beginning to saturate with the result that a similar exposure at a
later time ,(tun 312), when the incident signal is slightly less,
exhibits a deeper absorption feature, At the lower end of tHe -
characteristic,the slow start effect (mentioned in Chapter 3) con=-
siderably reduces the gain of the detector so that a decrease of incident
signal of approximately half (as in Run 311 and 313) yields a very small
output signal, This illustrates th~nt,although the response may not be
completely linear, this fact does not necessarily matter if small
absorption feaztures are to be studied in a bright continuum, as only
local linearity of the output characteristic is required. A paper
has been written on ohservations of the 0I XN 7773 triplet in intermediate

(4)

type supergiants, the results of which compare well with those of other
workers, However, it might be expected that the array would not perform
very well when employed to measure emission features in the presence of
very little continuum and experience attempting to look at just such
phenamena in the spectra of planetary nebulae supports this,

In Chapter 3 the hope uas'expressed that linearity would improve
with lower ircident intensity. The reciprocity experiment was,
therefore, tried with much lower intensities and correcspendincly longer
integration timés (i.e. up to 50 minutes). Problems of variation in
atmospheric conditions and the ability of the telescope system to track
the star become much more pronounced under these conditians, Figure (6,10)
shows ohservations of HX feature in Vega taken over an interval of zbout
3 hours,. Runs 314 and 315 are consecutive 25 minute exposures taken,
once again, to check repeatability, Following these measurements,a
filter was ploced in the light path to further attenuate the beam by
50% and a 50 minute exposure, Run 316 was taken, This deubled exposure
should result in the same total signal being accumulated,but this was not

found to be the case,although it may be said that the ahsorption 1lipe has
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a similar depth. Considering the unpredictable nature of the light
source, this sort of experiment is orobably best done in the laboratory,
i possibly better exneriment is to look at particular emission lines
from the standard lamps, using nesutral density filters ‘o check
reciprocity. Figure (6,11) shows tvpical results obtained by plotting
the area under a sharp neon line against filter transmission, These
results are more encouragino but,once again,suggest a negative signal

offset,

4(d) Image Retention

In attempting to do the measurements on neon lines, it was noticed
that some image retention occcurred with the result that, if the readings
were done in guick succession, the measured signals would depend on the
sicnal in the -reviocus integration as well as the gresent incident
illumination, Trnis meant that,if a high illumination level had just
been observed,a following integration on a weak source produced more
sicnal than expscted. It was decided to investigate this further using
neon lines as these have an easily recognisable position snd shape.

Thus after an exposure to a sharp neon line and subsequent multiple re-
charges (i.e. typically 1 minute of destructive scans or 600 recharge
operations), ar integration was performed in the dark to ses if any further
signal emerced., Monitorina the array with non=destructive scans
revealed @& slow build=up of a signal around the position of the sharp
neon line of the previous exposure, Figure (6.12) shouws a neon line

3as obtained with an integration time of 1 frame (1/10th second) together
with the signal recovered in an immediately following dark integration
of 2500 frames, the retained signal being multiplied by 10 for purposes
of display. Although image retention was not unexpected with this
device, the spreading cut of the retained image was quite surprising.

In the example shoun,the originsl sharp line covers at most 6 elements,
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but the retained image is spread over about 25 elements, To find cut
when the spreading occurredya long dark integration was started and the
neon lamp was turned on for just 10 seconds near the beginning of the
run. In the time after the lamp had been switched off the signal was
monitored non-destructively. further growth of the obtserved emission
lines due to lag effects within the device couldrbe seen, bLt mo spreading
occurred at this time, It was concluded that the phenomenon was connzcted
with the recharge operation. Recalling the suggestion of v=rious authors,
including Vogt et al(sl that diode arrays micht be subject to self heating
effects on read-out, it was suggested that in this device local heating
might occur at the tire of recharge, this heatinc being dependent on the
amount of signal on the particular dicde, In this way a sharp emission
feature could cause a local hot spot, resulting in significant thermal
signal heing gensrated in the area around the original feature for some
time afterwards, If this is the case, merely exposing the array to light
while it is being recharged should produce an effect which increases with
the number of recharges performed under illumination., This was
investigated by recharging the array in successive frames while under
illumination with a sharp neon line, The neon exposure was controlled
with a timer, Immediately the lamp exposure ended,a lonn dark integration
was begun to recover any retained signal. Results so far suggest that the
retained signal is not affected by the length of the neon expaosure as
described sbove, further investigations indicating th=at only the accumulated
éignal in the last integration and the number of recharges since that
integration are sicnificant, The implination of this effect for general
observing work would seem to be that all exposures should be separated by
a few minutes of continuous recnarge cyclesypossibly with dark integrations,

to check that all trace of the lust signal has gone.
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5. Measurement of Spectral Response

The spectral response of the device has been measured using
laboratory facilities available at the RGO, Figure(6.13)shows the
relative spectral response measured at room temperature and at the
normal operating temperature v - lDDOC. This is possibly only a
rough experiment ass the response of the bolowmeter, used to measure the
output «f the monochromator, is assumed flat, However, the wavelenath

ity on cooling the Plessey device

5
J
>
-
-+
-
2
ho]
D
[83]
s
H
C
n
2
mn
1=
<
oad

s clearly seen,



=125~

REFERENCES
1, Hedge, 5.3. ©h.D. Thesis, University of Durham (1981),
2. Geary, J.Ce. Ph.D. Thesis, uUniversity of Arizona (1975).

Hecge, N.R. 0Op.Cit.

Hopkinsom, . 1. and Humrich, 4,  '"Observetions of the 01 N 7773
triplet in intermediate-~type supergiants with a linear photodiode

array."  Monthly Notices, (to be published).

Vooty Se5., Tull, 2.G. =nd ¥eltecn, P, (1978). "Self-5canned
Fhotodiode Array: High Performance operation in High

Dispersion Astronomical Spectroscopy." Apple. Opnt., Vol.,1l7, pr,574=5927,




-126-
CHAPTER 7

CONCLUSION

l. Introduction

Experimental tests have shown that the existing detector offers
potentially low noise performance but has restricted linearity and
suffers from some unusual dynamic eifects, Uncder actual chserving
conditions scme wuseful results have been obtainmed, usually where the
project has involved the analysis of absorption feature in a reasonably
strong continuum,. fs an example of this type of operation Figure(7.l)
shows two spzctra of & Cygni taken three days apart, indicating that
some degree of repeatability is possible. These spectra have been
corrected for responsivity variations and odd-even effects by processing
. (1)
of the data on a mainframe computer.

Many improvements to the data acquisition system are possible since
the prototype system described was tuilt mainly to evaluate the diode
array performance, and the s;mple signal processing stages employed
leave room for significant development, However, from the work done it
appears that the main limitations of the detector are inhberent in the
diode array chip, making further improvements to the rest of the system
of doubtful value at the moment, Thus achieving any major improvement
to the detector performance as a whole, either requires a new batch of
devices to be produced with some modifications tﬁ the design, or
rossibly for the array to be aoperated in an alternative manner to that

originally intended.

2(a) Device Considerations

The most undesirable problem with this device is its apparently
poor response to weaker incident signals, Weak objects which, given a
long enounh integration time, should have been seen, have produced no

4

detectable signal. This failure has led to the belief it t the array
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suffers from some degree of reciprocity failure, Experimental results
have shown that, under certain conditions, the device response is 'S'
shaped and that there is a zero error, usually negative, Both these
factors help to explain the inability of the detsctor toc see weaker
signals but it is not certain whether or not this is the whole story.
From theoretical arguments this behaviour is not entirely unexpected
because of the inclusion in this array of an on-chip amplifier, although
in practice the effects seem worse than indicated by simple calculations.
In any case, it seems likely that the device's operation would be much
more predictable and less affected by temperature drifts, without the
feedback transistor, Tl. Cther than having more dévices made without
Tl, it may be possible to increase the vREF potential such that this
transistor is in unsaturated operation and therefore acts as a simple
resistance, thereby eliminating lag effects and baseline drifts due to
changes in threshold voltage. All the advantages due to the amplified
element design would, however, be lost, resulting in greater readout
noise, increased dark signal and possibly poorer overall linearity.

At larger signals, linmearity in this device is affected by the
characteristic of the source follower transistor which must be attached
to a virtual earth to achieve summing of the signals from each diode
paire. If the video lines from odd and even elements were brought out
- sa@parately, as is done with some recharge samplihg arrays, the summing
requirement would no longer exist and the video lipes could be attaéhed
to current sources giving a more linear response. Alternatively,
individual access to the odd and even shift register clock inputs would
enable odd and sven pairs to be interrogated at different times.
Unfortunately, both these solutions require the production of modified
chips.

At present no other voltage sampling arrays are available with a

pixel size suited for use in astronomical spectroscopye.
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2(b) Alternative Operating Procedures

To overcome the lag effects from which this device suffers the use
of a shutter has heen suggested (i.e. following an exposure the device
is left in darkness for saome time prior to read out to allow the signal
to transfer through T1), In theory this should eliminate the problem
but would slow down the rate at which observations could bte made.,

The apparent incomplete recharge effect could also be allowed for
by storing the signals measured in several consecutive recharge frames
after the first destructive read terminating the integration, (e.g. if
it takes five recharge frames to recharge an slement completely, the sum
of the double sample signals measured in these five recharge frames should
give the total signal integrated), This complete signal would be subject
to V5 & readout noise and therefore careful evaluation would be
necessary to determins whether the improved signal was worth the poorer
noise performance,

At the beginning of an iptegration the setting up procedure employed,
of multiple continuous recharge frames, may also be varied. An
alternative would be to start off with the whole array saturated with
light and use only a fixed number of recharges to initialize the array,

This has been suggested to reduce the '"slow start" effect, as has
the possibility of using a controlled, pre—-exposure light flash, However,
it seems unlikely that any of the above will completely rectify fhe

problems that have been observed.

2(c) System Improvements

The greatest improvements here can probably be made in the signal
processing stage with some form of front end fixed pattern removal and
possibly optimization of the system bandwidth from more detailed knowledge
of device noise power spectrum, but, as has been noted, the more fundamental
problems of linearity possibly make these improvements of purely academic

interest.
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