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ABSTRACT 

In order to study the possible effect of intexface states on 

the efficiency of the CdS/Cu
2
s heterojunction solar cell, the simpler 

structure of metal-on-insulator-on-CdS has been investigated. It has 

pyoved impossible to apply the theories approprtate to MIS devices on 

silicon, me.inly because of the difficulties of producing a uniform 

oxide layer. Ho\\•ever, a hypothesis has been put forward 1t1hich is 

consistent with the experimental observations and which may be 

applicable to other results reported in the literature. The use of 

a scann~.ng electron mJ.croscope ( S. E. M.) particularly in the induced 

current mode, has allowed complementary investigations of surface 

properties to be carried out. The chemica.l p:>:epara·tion of a. copper 

sulphide layer on CdS under different conditions is descr~bed and 

the various phases of Cu S produced are identified. 
X 

The optical and 

electronic properties of these devices have been investigated under 

two~beam illumination to excite trapping effects. 

FUrther use of the S.E.M. with these structures has shown how 

useful t:his instrument: can be in the analysis of semiconductor junct:ions. 

Finally, a number of conclusions relevant to the production of a more 

efficient cell are presented and a modified band structure model of the 

heterojunction is proposed. 



ABSTRACT 

CHAPTERl 

CHAPTER 2 

CONTENTS 

HISTORY AND DEVELOPMENT OF PHOTOVOJ_,Tl\J.C CE:r.,LS 

lal Photoelectric Effects 

LLl Photovoltaic Effect 

1.2 Importance of Photovoltaic Cells 

1.3 Costs and Efficiences 

la4 Choice of Semiconducting Material 

l o 5 Type of Cells 

1.5.1 Homojunctions and Heterojunctions 

lo5.2 Schottky Cells 

1.6 The CdS/Cu
2
s Solar Cell 

1. 7 Theory of the CdS/cu
2
s Devj.ce 

1.7.1 Te Velde Model 

lo7o2 Clevite Model 

1.7.3 Experimental Evidence 

laB Stability and Degradation 

References 

BASIC THEORY OF SCHOTTKY AND r.rrs DEVICES 

2.1 Introduction 

2. 2 Metal--Semiconductor Contact 

2.3 Conduction in Schottky Diodes 

2.4 Measurement of Barrier Height 

i 

l 

l 

2 

3 

4 

6 

8 

8 

9 

H 

12 

13 

14 

15 

18 

18 

18 

21 

22 

2. 4.1 Capact ta.nce-Voltage Characteristics ?.2 

2a4o2 Effect of Interfacial Layer 23 

2"4.3 Photoelectric Threshold 26 

2o4o4 Current~Voltage Characteristics 27 



CHAPTER 3 

CHAPTER 4 

Page Nos 

2o5 Metal~Insulator-Semiconductor (MIS)Diodes 28 

2o6 Interface States 30 

2.7 Equivalent Circuit of an MoioSo Device 33 

2.8 Generalised Surface State Model 34 

References 

CRYSTAL GROWTH v MIS DEVICE PREPARATION fu~D 

EVALUATION 

3.1 Growth of CdS Crystals 

3.2 Properties of Cadmium Sulphide 

3.3 Cadmium Sulphide Sample Preparation 

3.4 Device Preparation 

3o5 Preparation of Metal-Semiconductor and 
MIS Diodes 

3.6 Measurement Techniques 

References 

EXPERIMENTAL RESULTS ON MIS DEVICES ON CdS WITH 

SiO AS INSULATOR 

4.1 The Insulating Layer 

4.2 Experimental Results 

4.3 A Surface State Model 

4.4 A Modified Model 

4.4.1 High and Low Frequency Limits 

4.4.2 Extension to all Frequencies 

4.4.3 Alternative Method of Analysis 

4.5 Discussion 

4.6 Final Considerations 

References 

36 

36 

37 

38 

39 

40 

44 

44 

45 

46 

49 

49 

50 

55 

56 

61 



CHAPTER 5 

CHAPTER 6 

'Page Nos 

SCANNING ELECTRON MICROSCOPY OF MIS DEVICES 62 

Sol Introduction 62 

5.2 Operation of the Scanning Electron Microscope 62 

5.2.1 The Secondary Emission Mode 62 

5.2.2 Cathodoluminescence 63 

5.2.3 The Electron Beam Induced Current Mode 64 

5.3 The Analysis Circuit 

5.4 Sample Preparation 

5.5 Experimental Results 

5.5.1 Cleaved Diodes 

5o5o2 Etched Diodes 

5.5.3 Polished Surface Diodes 

5.5.4 MIS Structures 

5.6 Discussion 

5o7 Conclusions 

References 

cu
2
s ON CdS 

6ol Intrdduction 

67 

71 

72 

72 

73 

73 

74 

75 

82 

84 

84 

6.2 Growth of Copper Sulphide Layer 84 

6.3 Sample Preparation 86 

6.4 Reflection Electron Diffraction 86 

6.5 Electron Diffraction Results and Analysis 88 

6.5.1 The Effect of Thermal Mass 91 

6.5.2 Etching 92 

6o5.3 Consequences of Heat Treatment 93 

6a5a4 Variation in pH. of Plating Solution 95 

6.6 Conclusions 

References 

97 



CHAPTER 7 

CHAPTER 8 

PHOTORESPONSE MEASUREMENTS 

7.1 Introduction 

7.2 Measurement of Spectral Response 

7.2.1 Setting up Procedure 

7.3 Photoconductivity 

7o3ol Sensitisation 

7.3.2 Infra-red Quenching 

7.4 Experimental Techniques 

7.4.1 Photocapacitance 

7.4.2 I-V Measurements 

7o4.3 Photovoltage and Photocurrent 

7. 5 Model of ·the Photovol taic Cell 

References 

EXPERIMENTAL RESULTS OF THE CdS/Cu
2
s 

HETEROJUNCTION 

98 

98 

98 

99 

100 

100 

103 

103 

104 

105 

106 

107 

109 

8.1 Introduction 109 

8.2 The Effect of Copper as a Dopant in CdS 109 

8.3 Photocapacitance Measurements 110 

8o4 O.C.V. Measurements 111 

8.5 Photoconductive Effects 112 

8.6 InV Measurements 113 

8.7 Comparison of OoCoV. and S.C.C.Responses 114 

8.8 A Proposed Model 115 

8.9 Explanation of Results 118 

8.10 Discussion 120 

8.11 Final Considerations 121 

References 



CHAPTZR 9 

CHAPTER 10 

APPENDIX A 

SCANNING ELECTRON MICROSCOPE STUDIES OF 
HETEROJUNCTIONS 

9.1 Introduction 

9.2 Experimental Observations 

9.3 Discussion 

9.3.1 Surface Topography 

9o3o2 Degradation 

9.3.3 Etching Procedure 

References 

CONCLUSIONS 

10.1 In Conclusion 

10o2 Suggestions for Further Work 

Page Nos 

122 

122 

122 

124 

124 

126 

127 

129 

129 

132 



- 1 -

CHAPTER 1 

HISTORY AND DEVELOPMENT OF PHOTVOLTAIC CELLS 

1.1 Photoelectric Effects 

The discovery that light could be converted directly into electricity 

dates back to 1839, when Henri Becquerel observed that when two electrodes 

were immersed in an ionic solution and one was illuminated, a potential 

difference was developed across them. This is known as the photoelectric 

effect. The first reference to a similar effect occurring in a solid 

was the obc::e:>:vat:ton in 1876 by Adams and Day in selenium. 

In addition to this photovoJtaic effect 0 there are two other photo-

electric pr.ocesses, namely the pho·toconducti ve effect and the photo-

emissive effect. The former requires that the electrical conductivity of 

the material increases when it is illuminated by light of a suitable 

wavelength. This effect was first discovered in selenium in 1873 by 

w. Smith. The effect also occurs in CdS where the absorption of light 

with sufficient photon energy causes the excitation of electrons from the 

valence band to the conduction band. As a result the free electron con-

centration j_s increased and aids conduction;; the holes are quickly 

captured at defect or impurity centres leaving the electrons to make the 

major contribution to the conductivity. This will be seen later to have 

importa11t consequences in the operation of the CdS/cu
2
s heteroj unction 

photocell which forms the ma.j or topic of this thesis. 

A less important effect associated with photoconductive materials 

is the Dember effect. This is the production of a potential diffe."~Cence 

across a sample by non-uniform illumination. If light is incident 

normally on the surface of the photoconductor, it will produce electron-

hole pairs 1 which will diffuse into the non-illuminated bulk. S:tnce in 

J ' 
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a material s':ch as CdS" the electron mobility is much greater than the 

hole mobility" the electrons will proceed further until sufficient field 

is set up to oppose continued motion. Thus with a suitable contact 

geometry, a Dember voltage may be measured, The effect may usually be 

neglected 0 in Ge for example, it may be ~ 0.01 V. 

The pho·toemissive effect was discovered by Hertz in the course of 

his work on L-C circuits in 1887. He found that a spark jumped a gap 

more readily when the negative electrode was illuminated by a spark from 

another coil. Further work established that it was the ultra-violet 

radiation in the spark that affected the cathode. Hallwachs demonstrated 

that neg.J.tive charge was emitted from the cathode under u-v illumination 

and Lenard later showed that the charge cons:tsted of electrons. The first 

photoernissive cell was produced by Elster and Geit.el in 1895. Subsequent 

work has led to the development of the more sensitive photoemissive materials 

which are used in the photomultipliers and television camera tubes of 

today. 

1.1.1 Photovoltaic Effect 

The search for an explanation of the phot.ovoltaic effect continued 

in t.he 20th century with the discovery by Grondahl (1927) and Lange (1936) 

of an e.m.f. generated across the contact between copper and copper oxide. 

Schottky (1930, 1931) was able to clarify this phenomenon. In 

spite of such an early discovery it is only in the last 25 years that 

serious a·ttempts have been made to exploit the photovoltaic effectu namely 

in the conversion of solar radiation into electricity. Before thisu 

probably the most important applj_cat:Lon of the effect was in selenium 

p.v. cells for exposure meters in photography. This is because the 

materials technology has not hitherto been available for the production 

of the large slices of high purity semiconductor required for efficient 
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photovoltaic conversion. To produce a photovoltage, the electrons and 

holes generated by light in the semiconductor must be physically separated 

by an inhomogeneity such as the internal electric field that occurs at 

a metal-semiconductor junction or a p-n junction. Thus a current can be 

made to flow simply by connecting a load externally between the p- and 

n-type regions while the junction region is illuminated. 

Photocells whether photo conducting or photovol taic have been used 

for many years in applications such as intruder alarms, industrial controls, 

and conveyor belts, where a person or object breaks a light beam irradiating 

the cella in all these examples, the cells are used as light-op~rated 

switches. 

1. 2 Tmpo.rtance of Photovol taic Cells 

The 'space-age' is certainly one of the major factors promoting 

recent interest in photovoltaic cells as direct energy convertors rather 

than as mere energy sensors. The conception of satellites circling the 

earth would be totally impractical without some light-weight power source 

which will last almost indefinitely without maintenance. Photovoltaic 

solar cells were the obvious answer and much money has therefore been 

poured into their development, especially by the U.S.A. 

At the same time, the western world has been awakening to the fact 

that with ever-increasing energy demands (at something like an exponential 

rate) 1 our fossil fuel·supplies are unlikely to last for ever. Current 

estimates show that supplies of oil and natural gas will run out within 

30-40 years, and of coal in little more than a century. The implications 

of this on life, as we know it today, are colossal, and it is frightening 

that so little is being done in researching alternative energy sources. 
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The two rnos·t important alternative energy sources are nuclear power 

and solar power. The former has the disadvantage of its waste disposal and 

latent radiation, and therefore environmentally the latter must be the 

more favourable. Photovoltaic cells are just one of many types of solar 

energy converter, but they have the advantage of converting solar radia­

tion directly into electricity - probably the most useful form of energy. 

In the shorter term, interest in terrestrial solar cells has focussed 

on their potential to contribute to the development of the third world. 

A recent conference on 'Solar Energy for Development'in 1979 discussed its 

use in the provision of water, power production and heating and cooling, 

(Palz, 1979). Solar electricity is attractive for such applications, even 

if it is dearer per watt than conventionally generated supplies because 

of its flexibility; it requires less maintenance, no fuel supplies and no 

transmission lines. Even a small photovoltaic generator, which in a western 

home would be of no importru1ce, can provide electricity to operate a 

television set, bringing educat.ion and literacy to a whole village. Such 

provision has been successfully made in Nigeria and the Ivory Coast and 

other African countries. Other obvious examples are in ptunping drinking 

water, providing telephones and lighting. 

1.3 Costs and Efficiencies 

Photovoltaic power for development is currently cost-competitive in 

the pure economic sense for small applications up to a few kW in remote 

regions u hovJever because of limited resources in the third world u it is 

crucial tha·t prices reduce rapidly in the coming years. This is also 

important for the west, because the lower the price per watt, the more 

interest will be shown in photovoltaic cells and the sooner they can take 

over from the dwindling fossil fuels. 
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A backgrotmd of costs and relative efficiencies of different photo-

voltaic materials, and projections into the future was provided by 

Rappaport and Magid at the 1979 Photovoltaic Solar Energy Conference in 

Berlin, and wj_ll be summarised here. The present (1978 figures) annual 

volume of solar cell energy is in excess of 1 MW and mostly due to silicon 

cells. The cost of an installed system is between $20 and $40/Wattu 

although the cost of the cell array alone is only $7 - $15/Watto consequently 

there is a need not only to reduce device costs but also systems costs. 

Figure 1.1 shows a graph of projected costs, the goal of $0.10- $0.30/Watt 

is calculated to make solar electricity directly competitive with conven-

tional power station generated electricity. Prospects for various types 

of solar cell are shown in Table 1.1. 

Array Technology I Goal (1975$) 

Si Flat Plate: -r-
Si Czochr. single crystal 

Si Semicrystalline Sheet 

Si Ribbon and sheets 

Si Amorphous Layers 

~ $500/kW 

(1986) 

·------- --~---------

Concentrator: 

Si 

GaAs 

Total Energy _____ ,, __ 
CdS/Cu

2
s thin film 

Other thin films: 

GaAs, Insno
2
/si, CdTe etc. 

' 

~ $500/kt'J 

(1986) 

~ $500/kW 

(1986) 

$100-300 kW 

Prospect 

Excellent 

Very Good 

Very Good 

Very Promising 

I i 
------~~--------+-----------' 

TabJ.e 1.1 ------
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Present efficiencies of different types of thin film solar cells 

are:-

( 1) 9% conversion efficiency. By the addition of 

Zn to CdS, cells have the potential for 

exceeding 10% by 1980. 

(2) GaAs High single crystal efficiencies ~ 20% have 

been obtained 

( 3) Polycrystalline Si 9% 

(4) InSnO,/Si ,_ 12% on single crystal Si 

(5) Amorphous Si 6% has been attained 

( 6) CdS/CuinSe
2 

6. 796 evaporated cell r improved lattice 

match compared to cu
2
s/CdS 

(7) CdS/InP 14% on single crystal. 

The reason why these particular materials have been chosen for solar 

cells will become clear in what follows. 

1.4 Choice of Semiconducting Material 

One important point in the material selection which might appear 

obvious is that the costr in terms of energy 0 of producing a cell, must 

be considerably less than the energy that cell will produce during its 

lifetime. This is crucial for silicon single crystal cellsr because 

growing silicon by the Czochralski technique is very 'energy-intensive'. 

The elements of the material for solar cells clearly must be in great 

abundance upon the earth's crust. In addition to these considerations 

the factors affecting the choice of a photovoltaic material are:-
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l. The bane>_ ap of the material must be chosen properly. The larger 

the band gap, the less light is usefully absorbed as most light with 

hv < Eg is transmitted. However the smaller the band gap, the lower the 

conversion efficiency of short wavelength light, since the absorption 

of any photon of energy, hv > Eg only creates useful electrical energy of 

Eg, the remainder being wasted as heat from intra-band transitions. In 

other words, the maximure internal barrier is lower, resulting in a reduc­

tion in achievable open circuit voltage. Clearly the band gap of the 

material has to be matched in some way to the radiant energy distribution 

of the sun shown in Figure 1.2. This diagram also shows the proportion 

of the enerc;y usefully absorbed by several semiconducting materials. 

Calculations of theoretical efficiency for solar energy conversion as a 

function of band gap (Loferski 1956, Wysocki and Rappaport 1960 and 

Wolf 1960) have shown that materials with band gaps between 1.25 eV and 

1.5 eV are optimal with theoretical conversion efficiencies of 24%. This 

would suggest that silicon with a band gap of 1.1 eV would not be ideal for 

a solar cell. However, silicon technology is far more advanced than that 

of any other semiconductor so that what the material lacks in optimum 

theoretical match, at present can be more than satisfied by technology. 

Indium .. phosphide with a band gap of 1. 2 7 eV and GaAs ( 1. 34 eV) would appear 

to be promising materials as they have a high mobility, about four times 

that of silicon. Unfortunately, preparation of III-V materials is diffi­

cult and so far only 'concentrator' systems have proved viable. (A 

concentrator system is essentially one where stmlight is focussed by 

lenses on to a small area device). The considerations described above 

would suggest that CdS with a band gap of 2.4 eV would be unsuitable as 

the basis for a solar cell. This is true,. but it must be remembered that 

the useful light absorption occurs in the p-cu
2
s side of the heterojunction 

and the band gap of cu
2
s is "' 1. 2 eV. 
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2. The semicc·nductor must have a high optical absorption coefficient 

in order to absorb the maximum amount of solar radiation. 

3. Ideally the whole spectrum of sunlight should be used to create 

electron-hole pairs. 

4. All electron-hole pairs produced should be collected at the junctionq 

i.e. all electron-hole pairs should be created within one diffusion length 

from the junction. 

Also the f>Jllowing more CJeneral points should be sat.isfied by a cell: 

(a) Reflection losses at the top surface should be a minimum. 

(b) The internal series resistance should be minimal. 

(c) The f.;.~J factor (sometimes known as the curve factor q see Figure 1. 3) 

defined as the ratio of p01.ver at the maximum power point to the product of 

open circuit voltage and short circuit currentq should be a maximum. 

(d) For space use especially, the cell should be resistant to radiation 

damage. 

1. 5 Type of Cell~ 

There are three basic types of photovolta.ic device, having both 

advantages and disadvantages, which with different materials can sat.f.sfy 

some of the above conditions. These are p-n homojunctions, heterojunctions 

or metal-semiconductor cells. 

1.5.1 Homojunctions and Heterojunctions 

Cells based on homojunctions are li.mited to materials which can be 

made both n- and p-type. However it can be an advantage to use a hetero­

junction which has materials with different properties on either side of 

the junction. Thus light should be absorbed by a material with band gap 

of 1.25- 1.5 eV then if the other material is chosen to have a wide band 
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gap, the device may be operated in the 'back-wall' configuration, i.e. 

illuminated through the high band gap material and the light will 

be absorbed close to the junction. Additionally in a homojunction the 

top layer is usually made by diffusing dopants into a region already doped 

in the opposite manner, and this leads to a region with low minority 

carrier lifetime and hence poor collection efficiency. 

A disadvantage of the heterojunction is that because it consists of 

two different materials there will be, inevitably, stress due to mismatch 

of the two crystal lattices. This will create recombination centres at the 

junction with consequent lowering of efficiency. 

1.5.2 Schottky Cells 

The metal-semiconductor or Schottky baxrier cell (and more recently 

the M.I.S. cell (Fonash 1976) has the advantage of ease of preparation, 

since it does not _require diffusion processes to be carried out at 

elevated-temperatures as the other two do. 

From these considerations, the most promising cell to emerge to date 

is the polycrystalline silicon p-n jm1ction device for which efficiencies 

of 9% have been achieved, and the CdS/cu
2
s heterojunction cell, consisting 

of a polycrystalline layer of CdS, ~ 30 ~ thick deposited on plastic or 

glass. The surface of the CdS is converted to a layer of cu
2
s "' 1 ~m thick 

by a chemical exchange reaction. Such a cell may have an efficiency of 9% 

and is cheap to prepare. Amorphous silicon is the most recent material to 

show promise for the construction of inexpensive cells in large quantities. 

Assuming the present figure of 6% efficiency can be improved by further 

research, these may well provide the cells of the future. 

1.6 The CdS/cu
2
s Solar Cell 

The original observation of a photovoltaic effect on CdS was made 
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when a copper contact was illuminated (Reynolds et al 1954) and since 

then a great deal of effort has been put into improving the efficiency 

of the cell and increasing the understanding of the physical processes 

involved" Willi.ams and Bube (1960) observed a val tage in cells \\'here 

the copper was deposited electrolytically on to CdS, and suggested it was 

due to electron emission from metal into semiconductor. Alternatively, 

Woods and Champion suggested that a high concentration of copper diffused 

into the CdS and produced a p-type region in the CdS, thus creating a 

p-n junction photovt')ltaic effect. Hall measurements showed that the hole 

conduction was via an impurity band. This idea was supported by Grimmeis 

and Memnd.ng (~962). Since copper has a limited solubility in CdS, 

however, the hole conductivity must have been associ a ted ~,o;i th a separate 

phase of copper sulphide (Te Velde 1967). This was later demonstrated by 

electron diffraction measurements (Cook et al 1970). Hall measurements 

showed that copper sulphide was p-type with a mobility at room temperature 

2 20 3 
of 2 em /V sec, and a hole concentration of 10 /em . 

In 1966, N. Due Cuong and J. Blair produced a photovoltaic cell by 

evaporating copper on to low resistivity single crystal CdS. They found 

that the spectral response of the cell in the infra-red was enhanced by 

two orders of magnitude under simultaneous illumination with green light 

(band gap). They suggested that this was due to the creation of extra 

minority carriers by excitation of electrons from the valence band to 

impurity states in the CdS. 

Thin film cells were prepared by Chamberlain and Skarman in 1966 

by a spray technique. They used an aqueous solution of cadmium chloride 

and thiourea, which was sprayed on to a heated glass substrate coated 

with tin oxide. A solution of copper sulphide was then sprayed on at room 

temperature. The CdS in this device was only 2 J.lill th!i<ck, and the cell 

gave efficiencies of ""'4%. This is a very promising teclmique for the mass 
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production of cheap cells. The photovoltaic effect in these cells owes 

its origin to the field at the heterojunction of the copper sulphide and. 

the cadmium sulphide. 

1.7 Theory of the CdS/cu
2

s Device 

Mytton in 1968 made cells by chemically plating CU s on to CdS. 
X 

He measured their spectral responses as a function of the plating concen-

tration and time. His results indicated that the intrinsic response of the 

cell depended on both the concentration and the dipping time in the plating 

solution" On the other hand, the extrinsic CdS response 'Has largely 

unaffected by the dip time and dependent only on concentration. Mytton, 

therefore, suggested a band structure for the cell in which the junction 

was not abrupt, but consisted of a transition from p-cu
2
s through photo-

conducting (high resistance) Cu-doped CdS to n-type CdS. This model is 

similar to those suggested by Keating in 1965 and Bockemuehl et al in 1961. 

A more detailed version of this model, the Clevite Model, was proposed 

hy shiozawa et al in 1967 8 following detailed considerations of the 

measured electrical, optical and structural properties of a large number 

of cells. Other models suggested for the CdS/cu
2
s cell include the Harshaw 

Model by Hill and Keramidas, 1966 the Lewis Model by Potter and Schalla, 

1967u and the E.S.R.O. model by Van Aershodt et al, 1968; all contain 

common features but differ in the details of the shape of the potential 

energy barrier at the CdS/Cu
2
s junction. 

Gill and Bube, 1970, suggested a model in which the central feature 

was hole trapping at deep imperfection centres in CdS near the junction 

to account for experimental evidence of quenching and enhancement of the 

photoresponse under secondary illumination. In their model a spike exists 
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in the conduction band at the interface. Electrons diffusing across the 

junction have to tunnel through this spike and the tunnelling probability 

is controlled by the occupancy of the deep lying acceptor states (see 

Figure 1.4). In 1972 Lindquist and Bube carried out photocapacitance 

measurements on the CdS/cu
2
s junction 0 which they interpreted as 

supporting their original hypothesis. The acceptor levels were attributed 

to copper diffused into the CdS dur.i.ng junction manufacture. 

1.7.1 Te Velde Model 

An import.ant feature of the CdS/cu
2
s cell is that it is usually 

0 
considered necessary to bake a cell in air at 200 C for 2 minutes or so 

before optimum efficiency is achieved. Te Velde (1973) made a mathematical 

analysis of the CdS/cu
2

s heterojunction and concluded that while copper 

does diffuse into the CdS, the main effect of the sensitising heat treat-

ment is to allovl the diffusion of oxygen to the junction interface, where 

it forms electron traps. As this takes place, the barrier between the 

cu
2
s and CdS increases so that it is possible that a conduction band spike 

forms at the junction. If the barrier is low, i.e. there is a 'notch' 

in the conduction bands at the interface, then the open circuit voltage 

(O.C.V.) of the cell will be low, although the short circuit current (S.C.C.) 

may be good. If 0 on the other hand, there is a sizeable spike at the 

junction, then the O.C.V. will have reached a maximum, but the short circuit 

current will be small as a result of the poor collection efficiency of 

electrons flowing from the cu
2
s into the CdS. The optimum heat treatment 

according to Te Velde is therefore one which leads to practically no dis-

con·tinuity of the conduction bands. This theory fits well EIUalitatively 

with what is observed experimentally for the variation of O.C.V. and s.c.c. 

as the length of heat treatment in air is increased. 
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1.7.2 Clevite Model 

The Clevite model is probably the most comprehensive yet proposed, 

and hence it will be described in some detail (see Figure 1.5), since it 

forms the bas:i.s for much of the later discussion. The basic assumptions 

on which the n1odel is based are: 

(1) Cold makes an ohmic contact to p-cu
2
s, and ZnAg is used as a sub­

strate and makes an ohmic contact to n-CdS. 

(2) Almost all the useful light absorption takes place in the thin layer 

of p-cu
2
s. Thus, the spectral response of the cell corresponc'!s to the 

intrinsic absorption spectrum of cu
2

Sv modified by the photoconductive 

response of the insulating CdS, (i-CdS). 

(3) The i-CdS J.ayer resuJ.ts from cu diffusion during cell fabrication. 

This layer which is insulating in the dark is photoconductive and its resis­

tance is therefore reduced when the cell is illuminated with sunlight. 

The quasi-Fermi level for electrons moves upwazds during illumination and 

the layer becomes weakly n-type. It has the photoconductive properties of 

Cu-compensated CdS. 

(4) When illuminated, the main junction in the cell occurs between cu
2

s 

and i-CdS. The barrier height is then about 0.85 eV. 

(5) rrn the dark, the principal junction occurs between the i-CdS and 

n-CdS. The barrier height is about 1.2 eV. A small junction of reversed 

polarity with barrier height of 0.35 eV occurs between the cu
2

s and i-CdS. 

{6) The interface states at the p-cu
2
s:i-CdS junction are mainly 

responsible for the recombination which occurs under forward bias conditions. 

When the cell is illuminated by light of energy less than 1.2 eV, the 

photons pass through the cu
2
s, through the CdS and are absorbed or reflected 

by the ZnAg layer. With photons of energy between 1.2 eV and 2.4 eV, 

absorption takes place, but thi:.:; is not complete as cu
2
s has an indirect 

band gap at 1.2 eV, i.e. absorption must be phonon assisted. Because of 
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the combination of this and the small thickness of cu2s, ~ 0.3 ~~~ some 

photons with energy bet:W.een 1.2 ev and 2.4 eV, reach the i-CdS layer where 

they make it photoconducting, i.e. weakly n-type. Photons with energies 

greater than 2.4 eV are absorbed in the cu2s layer. The greater the photon 

energy, the closer the absorption takes place to the surface illuminated. 

The photons absorbed in the cu
2
s layer create electron-hole pairs. 

The electrons, in spite of being minor1ty carriers have a relatively long 

lifetime because of the indirect band gap. Consequently, they can diffuse 

to the cu
2
S/CdS jtmction where they are collected by the junction field and 

transported into the n-CdS, whence they reach the ZnAg contact. The cor­

responding photoexcited holes meanwhile drift towards the gold contact 

where they are annihilated by incoming electrons. Recombination occurs in 

the bulk of the cu
2
s. but chiefly at the interfaces, due to recombination 

centres. Thus photons of energy greater than 2.4 eV which are absorbed 

near the front surface are unlikely to con tribute to the photo current .. 

Hence the diminished response of the cell to high energy radiation. 

1.7.3 Experim~ntal Evidence 

Some of the experimental evidence which supports the existence of the 

cu-compensated i-layer is as follows: 

(1) The enhancement of the red part of the spect~al response by simul­

taneous illumination with green (band gap of CdS) light. 

(2) The diminution of the green portion of the spectral response by an 

infra-red biasing light (quenching of photoconductivity). 

(3) The appearance of the above two effects only after the sensitising 

heat treatment of cells which indicates that the. i,-layer is formed by copper 

diffusion. 

(4) The decrease :tn cell capacitance by the heat treatment . 
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(5) Enhru1cement of the spectral response at longer wavelengths by doping 

the n-CdS layer with indium. The photoconductive response of In-doped, 

Cu-compensated CdS extends to much longer wavelengths. 

(6) The cross-over of the dark and light I~V characteristics associated 

with the photoconductive effect in the i-CdS layer. No 

cross-over occurs in silicon cells. 

(7} The growth of the i-CdS with heat treatment results in a loss of 

tunnelling and shunting paths at the junction and consequently improves 

the 'squareness' of the I-V curves. 

(8) The series resistance of cells heated in vacuum or inert gas increases 

irreversibly. This effect is due to the growth of the copper i-layer by 

diffusion, and can be reduced by donor doping. 

1.8 Stability and Degradation 

In the assessment of the practical use of a cell, the stability and 

degradation are major factors. Therefore, in recent years, a large amount 

of money has been spent on life-testing cells in hostile environments, 

such as desert conditions with extremes of temperature. These experiments 

are not only designed to test the performance of the cell itself, but also 

of the packaging, anti-reflection coatings etc. 

The cu
2

S/CdS heterojunction is subject to a number of degradation 

mechanisms (W. Palz et al, 1970, 1973~ Mytton et al, 1972 0 Shioza'I!Ta et al, 

1969). 

(1) The polycrystalline surface is reactivewith oxygen in the atmosphere. 

(2) The existence of other phases of copper sulphide besides cu
2
s 

(chalcocite) presents possibilities for degradation. 

-:-
(3) The mobility of Cu as an ion in cu

2
s is a mechanism for ionic 

segregation when a potential difference is developed across the cu
2
s. 

(4) Cu diffusion into CdS provides another mechanism for degradation , 
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+ 
migration occu:::-:t:ing via Cu vacancies. The diffusing copper leads to 

the growth of the i-CdS layer which results in increased series resistance 

of the cell. This effect can be reduced by the introduction of donors 

into the CdS. 

The composition of the copper sulphide layer affects the spectral 

response of the short circuit current and open circuit voltage and their 

magnituces vary consj.derably (Palz et al 1972). This will be discussed 

in greater detail later. The quantum efficiency of cells with orthohombic 

chalcocite (cu
2

s) layers is the highest, but is reduced as the composition 

of the copper sulphideis changed by chemical reaction with the atmosphere. 

Copper sulphide can also exist as cu
1

.
96

s (Djurleite), and cu
1

•
8
s 

(Digenite) . In addition, there is at least one hexagonal phase of Cu S 
X 

where xis nearly 2 (Cook et al 1970). X-ray studies by Shiozawa et al 

(1969) have revealed that typical degradation accompanies a change from 

Cu-rich to Cu-deficient copper sulphide due to oxidation. This causes a 

reduction in the short circuit current. Studies of the output from cells 

prepared with different Cu S compositions show that there is a gradual 
X 

decrease in S.C.C. as x decreases, exactly the same as with ageing. 

The best results are obtained when x == 2.0, i.e. when the copper sulphide 

layer is composed of chalcocite. 

Degradation is enhanced at higher temperatures and different effects 

occur in vacuum and in air. In vacuum, the series resistance of the cell 

increases, as expected, since the resistivity of semiconducting n-CdS 

increases after heating in vacuum. Heating in air, conversely, oxidises 

the copper sulphide and lowers the s.c.c. while leaving the series 

resistance substantially unaltered. 

Various means of reducing the effects of the various degradation 

mechanisms have been reported, e.g. by doping the CdS (Palz et al, 1973), 

or using a special etch solution (Mytton et al, 1972) or depositing 

excess copper (Bogus and Mattes,1972) to act as a 'reservoir' when 
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de~radation mechanisms attempt to reduce the copper concentration of the 

Cu S. 
X 

In this thesisp the conditions under which the various phases of 

coppex- sulphide can be prepared on cadmium sulphide w)_ll be dj_scussed; 

as will their effect on the spectral response of the cell. Post-

deposit:Lon phase changes will also be discussed. The possible role of 

interface states at the junction of the heterojunction will also be 

described following work on Metal-Insulator-Semiconductor devices on 

CdS. A modified model of the band structure of the heterojunction following 

the sensitising heat treatment has been developed to explain the spectral 

response of the o.c. V., s.c.c. and photocapa'citance of devices with and 

without bias illumination. In add5.tion 0 studies on electron barrier 

effects in II-VI semiconductors made with a scanning electron microscope 

will be discussed. 
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CHAPTER 2 

B~.SIC THEORV OF SCHOTTKY AND MIS DEVICES 

2.1 Introduction 

~s previously mentioned, interface states at the CdS/cu
2
s boundary 

nre thought to lower the efficiency of the solar cell by acting as ~ecom-

bination paths for free holes and electrons. They are also likely to 

control or affect the magnitude of the barrier height and hence the value 

of open circuit voltage (O.C.V.). Part of the work reported in this 

thesis has therefore been carried out in an attempt to investigate their 

properties with the ultimate aim of reducing their density, or at least 

decreasing their effects on efficiency. 

Bec::au.se the CdS/cu
2
s heteroju.nction is a very complex device, it 

was anticipated that effects other than those directly concerned with inter-

face states might obscure the experimental observations. Therefore, in an 

initial preliminary study, Metal-Insulator~Semiconductor (MIS) structures 

were fabricated on CdS, and measurements of their properties were made in 

the hope that these structures would prove simple to interpret. The 

theoretical basis of that work is outlined in what follows. 

2.2 Metal-Semiconductor Contact 

When a metal is brought into intimate contact with a semiconductor 

and thermal equilibrium is established, the Fermi levels of the two 

materials must be co:i.ncident. In general, for this to happen. there must 

be a transfer of charge between metal and semiconductor. If the work 

function of the metal is ~ and that of the n-type semiconductor is ~ u 
m s 

and ~m > $s then a flow of electrons from the semiconductor to the metal 

will occur. This results in a bending of the semiconductor bands at the 

interface, as shown in Figure 2.1. In the absence of surface statesu the 

amount of band bending simply accommodates the difference between the two 
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work functions. This potential difference, q <P - q ( x + V ) is known as 
m n 

the contact potential, where qx is the electron affinity of the semi-

conductor measured from the bottom of the conduction band to vacuum level, 

and qV is the energy difference between the Fermi level and the conduc­
n 

tion band in the bulk. If Schottky barrier lowering and the possible 

presence of an interfacial layer are neglected, the barrier height is 

given by: 

q (cjl - X) 
m 

( 2. 1) 

In the presence of a large number of surface states, when the interfacial 

layer is thin, a small change in band bending would be accompanied by a 

large alteration in charge, because the surface states will be in equil~ 

ibrium with the metal. Thus they would tend to pin the barrier relative 

to the Fermi level in the metal, the barrier height being determined by 

the surface states independently of the metal work function. With an 

0 
interfacial layer thicker than ~30 A the surface states are in equilibrium 

with the semiconductor (Card and Rhoderick 1971). As the thickness of 

interfacial layer increases,the device behaves less like an ideal Schottky 

diodev the case of an MIS diode will be discussed later. In what follows 

an ideal contact is considered between a metal and a uniform n-type semi-

conductor. For simplification, it is assumed that the charge density, p, 

in the semiconductor is given by p = qN
0 

(ND = donor doping density) for 

x < W and p = 0 for x > W (W = depletion width). Integration of Poisson's 

equation with these boundary conditions yields 

qN 
2 v<xl D 

(Wx - !.z X ) .-. 
cpBn E 

(2. 2) 

s 

Electric field 
qN 

IE (x) I 
D 

(W - x) 
E 

( 2. 3) 
s 
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[~ (Vbi qND 
v kT] !z -) 

q 
(2. 4) 

Here Es is the permittivity of the semiconductor, Vbi is the diffusion 

kT 
potential at zero bias, and arises from the kinetic energy of the 

q 

mobile charge carriers. The space charge ~cper unit area, assuming total 

ionisation of the donors and the depletion capacitance per unit area are 

given by 

Qsc qN W [ 2qE N (V , ~ V - kT) r D s D bl. q 
(2. 5) 

and 

3 Qsc [ qo N r € 
s D s 

c TV kT) 
2(Vbi - v- w 

q 

(2.6) 

Thus the depletion layer capacitance is voltage dependent, and inversely 

proportional to the depletion width, similar to an ordinary parallel plate 

capacitor. Equation (2.6) may be written more usefully as: 

2 (V . - V - kT) 
bl. q (2. 7) 

Providing that N remains constant throughout the depletion width, a plot 
D 

1 
of -- against V should produce a straight lineu the voltage intercept of 

. c2 

which gives the diffusion potential V . while the gradient yields the 
bl. 

donor densityu N . If there are electron traps present in the depletion 
D 

layer, then when a large reverse bias is applied to the diode, and the 

Fermi level drops relative to the semiconductor bands, some traps will 

empty. Depending on whether or not the trap concentration is large com-

1 
pared with the donor density, a plot of against bias will be either 

c2 

a straight line or have a downward concave curvature (Goodman 1963). 



- 21 

2.3 Conduction in Schottky Diodes 

The normal means of forward conduction in an n-type Schottky diode 

is by transport of electrons from the semiconductor over the barrier into 

the metal. There are other processes which can occur, and these cause 

the deviations from ideality which are found in real diodes. Henisch (1957) 

gives a summary of the early work in this field. Some examples of the 

mechanisms are (i) injection of holes into the neutral region of the 

semiconductor (Green and Shewchun 1974), (ii) recombination of holes and 

electrons in the depletion region of the semiconductor via recombination 

centres (Yu and Snow 1968) , and (iii) quantum mechanical tunnelling of 

electrons through the barrier (Padovani and Stratton 1966). 

Several theories have been proposed to explain conduction over the 

barrier. The first of these, known as the diffusion theory, was put 

forward by Wagner (1931) and by Schottky and Matt (1939). In 1942 the 

thermionic emission theory was proposed by Bethe. This suggests that 

conduction occurs by the thermal emission of electrons over the barrier 

into the metal. It assumes that the quasi-Fermi level in the semi-

conductor is constant and hence that the mean free path A is long corn-

pared with the depletion width. Both theories result in the same form 

of equation 

J (2 0 8) 

but in the diffusion theory J is field dependent whj,le in the thermionic 
s 

model J is more temper01.ture dependent. Bethe'·s theory accurately 
s 

describes the current when E A > kT where E is the maximum field 
max q max 

in the barrier and A is the mean free path of electrons. When this con-

dition is not satisfied, the diffusion theory is more accurate. Crowell 

and Sze (1966) developed a theoxy which combines these two to form one 

of universal applicability. This is done by the introduction of 
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a recombination velocity, V , for electrons at the metal semiconductor inter­
R 

face. Then, depending on whether the effective electron diffusion velocity 

within the depletion reg.ion VD is less than or greater than VR, the diffusion 

or thermionic emission theories apply respectively. In his book, "Metal-

Semiconductor Contacts", Rhoderick shows that in terms of an energy band 

.diagram, the basic difference between the diffusion and thermionic emission 

theories lies in the location of the quasi-Fermi level for electrons at the 

barrier. The quasi-Fermi level is the hypothetical energy level which gives 

the correct concentration of electrons, if inserted into the Fermi-Dirac 

distribution function even though the system is not in true thermal equi-

librium. Far from the junction, the quasi-Fermi level must coincide with 

the Fermi levels in the metal and the semiconductor respectively. In the 

diffusion theory, the quasi-Fermi level is coincident with the metal Fermi 

level at the junction, rising (in forward bias) to join the semiconductor 

level within the depletion region. The thermionic emission theory, on 

the other hand, requires the quasi-Fermi level through the semiconductor 

to remain constant, dropping (in forward bias) within the metal. Rhoderick 

(1972) has found that the thermionic emission theory describes the current-

voltage characteristics of Au/CdS diodes very adequately. 

2.4 Measurement of Barrier Height 

The most common techniques for measuring barrier heights in metal-

semiconductor diodes utilise C-V, I-V and photoelectric threshold measure-

ments. In the first two of these, the diode has to be biased and thus 

is perturbed by an external field, whereas with the photoelectric method, 

the measurement is direct and therefore can be most accurate. 

2.4.1 ~acitance-Voltage Characteristics 

It has already been shown that it is possible to measure barrier height 
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and donor conc.:en·tration by this method. In a real device it may be neces-

sary to consider an equivalent circuit, which in the absence of an inter-

facial layer may consist of a conductance, G, and capacitor, C, in parallel, 

both voltage dependent,, together vli th a resistor, r, in series, corresponding 

to the semiconductor bulk resistance. Since it is possible only to measure 

the admittance and hence G' and C1 for the combination of components, there 

will be restrictions on the use of the simple theory to predict results of 

experiments. 
2 2 2 

It can be shown quite simply that if rG << 1 and w r C << 1, 

G and C correspond to the measured values, where w is the a.c. frequency 

of the bias voltage. C and G are both frequency dependent because of the 

effects of ·trapped charge; however, this dependence may be reduced by 

using a frequency high enough so that the traps are not excited by the 

a.c. signal. 

2.4.2 Effect of Interfacial Laye~ 

It has been shown by Crowell et al (1965), that an interfacial layer 

of non-zero thickness must exist between metal and semiconductor even when 

both are in intimate atomic contact. This affects the measured barrier 

height which is in fact a function of the thickness of the layer. Cowley, 

{1966) proved that for a device with an interfacial layer but without surface 

1 
states, the voltage intercept, V , of a plot of versus v is : 

where 

vbi = 

d. 
~ 

e:: 
s 

£, 
]. 

o c2 

v 
0 

kT 
vbi - q 

2 
2 q E N d. 

s D l 

+ 

diffusion potential at zero bias 

thickness of the interfacial layer 

permittivity of semiconductor 

permittivity of interfacial layer 

+ (2. 9) 

(2.10) 
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He extended the theory to cover a contact with a uniform density of 

surface states in equilibrium with the metal surface.. This corresponds 

to an interfacial layer less than "'30 ~ thick with the Fermi level at the 

semQconductor surface remaining 'pinned' to the metal Fermi level (Card 

and Rhoderick, 1971). The equations from the previous section are a-ltered, 

by the inclusion of a voltage dependent surface state charge to modify the 

equation of Gauss' Law across the interface region. This yields a value 

of vo1tage intercept which can be shown to be equivalent to: 

v 
0 

where a. 

withN 
ss 

+ 

N d 1·/.) q ss 1£ 
J.. 

surface state densiLy 
2 

I eV I crn 

+ 
kT 
q 

(2. 11) 

Thus if the diffusion potential is known accurately (by photothreshold 

measurements for example) an estimate of the surface state density may be 

made from the value of the voltage intercept. 

Another, more general approach is that of Crowell and Roberts (1969) r 

their method does not require the limiting assumption of a constant surface 

state density. An n-type semiconductor with donor density N
0 

and surface 

state density N /eV/cm
2 

is placed in contact with a metal with an 
ss 

interfacial layer of thickness oiand permittivity Ei. A field E will 

exist at the surface of the semiconductor due to the ionised donors in 

the depletion region. If the applied b5.as is altered, or if there is a 

change in the doping concentration of the semiconductor, this field wi.ll 

change by an amount ~E, corresponding to a change in charge £~E in the 

semiconductor. This will be accompanied by a similar variation in the 

charge in the surface states and metal to maintain overall neutrality. 

It gives rise to a change in the interface field and the density of filled 
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surface states, resulting in a barrier height alteration of ~~ , thus: 
Bn 

or 

€ llE 
s 

d<j>bn(E) 

dE 

€ 

-qN t.$ - ( __.! ) ll<t> 
ss Bn 6. bn 

l. 

(2 .12) 

(2 .13) 

Once again the assumption has been made that the occupation of surface 

states is determined by the Fermi level in the metal. 
d<j>b (E) 

The quantity d~ will affect the capacitance voltage char-

acteris-+:~.c. From Poisson 1 s equation in the depletion region the 

expression 

2 
E 

2qN 
D 

€ 
s 

(2 0 14) 

can be derived. Here q~ is the energy difference between the conduction 
n 

band and the Fermi level in the bulk of the semiconductor. The depletion 

capacitance can be written as 

c 

Differentiation of (2o14) with respect toE gives: 

and hence 

1 
2 c 

2 

dV 
dE 

This equation shows that if 

-( :::) + 

( 2 0 15) 

(2o16) 

+ (2. 17) 
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( 2. 18) 

2 
then the slope of the plot of 1/C versus V gives the donor density. The 

voltage intercept, v., leads to an apparent barrier height cp defined by 
l a 

V, -1- cp + kT 
1 n q 

. ( dcf> ) 
cpbn - E ~n (2.19) 

(
dcf>bn) As the term "dE'- is always negative as defined, the true barrier height 

must always be less than that measured. This equation is directly equivalent 

to (2.11) above. 

2.4.3 Photoelectric Threshold 

It has already been stated that the photoelectric method of 

measuring barrier height is most direct. The theory will now be outlined. 

Under illumination with monochromatic light of energy hv , the metal 

surface of a metal-semiconductor junction can emit an electron over the 

barrier into the semiconductor if hv > qcpbn· If the light is incident on 

a thin metal layer, and the photon energy hv is greater than the band gap 

E of the semiconductor, electron-hole pairs will be produced in the 
g 

depletion region and then separated by the internal field. In the open-

circuit configuration this will cause a photovoltage to appear across 

the device. If the illumination is from the back, (i.e. via the semi-

conductor) the same photoelectric emission process from metal to semi-

conductor is observed, however if hv > Eg then the light will be very 

strongly absorbed at the back contact and the electron-hole pairs will 

simply recow~ine in the absence of a field to separate them. 

According to the theory developed by Fowler (1931) u the photo-

emissive current produced by each incident photon is given by : 



R 

2 
T 

~"E - hv 
s 

r 2 l x2 
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2 
1T 
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6 e -( 

-x -2x 
e 

4 

-3x 
e + -~-

9 

(2.20) 

where E 
s 

is the sum of hv 
0 

( :: q<j> ) and the Fermi energy measured from the bn 
hv - hv 

0 bottom of the metal conduction band. x :: ----
kT Subject to the con-

ditions that E >> hv and x > 3, the above equation simplifies to s 

R (hv 2 
- hv ) 

0 

or the form in which it will be used later 

"" hv - hv 
0 

2. 4. 4 Cu_:r:::r::ent-Vol tage Characteristics 

(2. 21) 

(2.22) 

The current flowing in an ideal Schottky diode under the conditions 

of thermionic emission is given by 

J 2 ( q<Pbn ) ( V A*T exp - ----- exp ~ 
kT kT (2. 23) 

where A* is the modified Richardson constant. ~ is the true barrier 't'bn 

height and is a function of voltage because of the barrier lowering of the 

image force. 

(2.24) 

where = ~~ and E is the field at the semiconductor surface
0 4TIE

0 

E 
[ 

2q N k . ] !:! 
-- -

0
- ( V . - V - ...:!_ ) 

E.: b1 q . 
s 

3kT 
With forward bias V > -- , the current density may be simplified to 

q 

J 
2 

A*T ( 
q <Pbo) 

exp - kT exp t;( (fl</> + V) 

kT 

(2.25) 

(2.26) 
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However, because A* and 6¢ are both voltage dependent, this equation can 

be rewritten 

J J (exp ~) s 
(2.27) 

where -1 

[ d(l:~e J) ] _Sl 
n 

kT 
(2. 28) 

Note that n, the so-called ideali t:y factor, is a function of V, as defined 

here. More generally n is a function of barrier height and temperature as 

well as voltage. This is to embrace the non-ideality introduced by the 

mechanisms of c;..1rrent flow previously mentioned such as recombination in 

the depletion region and tunnelling through the barrier. As V tends to zero, 

log J extraoolates back to log J and ·therefore the barrier height is 
e - e S 

given by 

kT 
q 

log 
e I A;:2 i 

2.5 Metal-Insulator-Semiconductor (MIS)Diodes 

(2.29) 

The principle of the metal on insulator on semiconductor diode has 

very wide applications in the field of modern electronics, especially for 

memory devices which utilise the insulator properties to store a charge 

almost indefinitely. Another use is in high density logic circuits, relying 

on the fact that the controlling mechanism is an electric field, not the 

movement of carriers as in a bipolar device. The power dissipation is con-

sequently much lower. In the field of device physics a study of MIS devices 

offers one of the most useful techniques for investigating semiconductor 

surfaces. Since the surface properties of a semiconductor material can 

determine the stability of a device, such a study is of great importance. 

It is worth noting that most theories of MIS diodes assume that the insulator 

is perfect, i.e. that it has a very large band gap, zero conductance, and 
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perfect uniformity of thickness. Space does not permit a detailed account 

of MIS theory. For this 9 "Semiconductor surfaces" by Many et al, and 

"Physics of Semiconductor Devices" by Sze give a good comprehensive treat­

ment. A brief outline of the operation of an MIS diode follows. 

The energy band diagram of an MIS diode on an n-type semiconductor 

is shown in Figure 2.2. This depicts the semiconductor surface in the 

so-called depletion mode 9 i.e. there is a depletion region similar to that 

found in a Scho·ttky diode. Hence the capacitance of the device can be con­

sidered as the series combination of an insulator and a depletion capac­

itance. If the applied voltage (reverse bias) is increased9 the band diagram 

in Figure 2.3 results. Here Ei, the intrinsic Fermi level has crossed Ef 

at the surface. This implies that the number of minority carriers (holes) 

exceeds the number of majority carriers (electrons)p the surface is thus 

inverted and the inversion mode has been formed. The capacitance of the 

device can be explained in the following way: a small change in voltage 

occurring slowly causes a change in the charge in the inversion layer and 

the charge at the metal-insulator interface. Thus the capacitance is simply 

that of the insulator alone. At high frequency, the charge in the inversion 

layer cannot follow the applied voltage and the capacitance is therefore 

that of insulator and depletion region capacitances in series. 

When the applied voltage is reversed the band diagram is as shown 

in Figure 2.4. In this mode there is an accumulation of electrons at the 

insulator-semiconductor interface and therefore the capacitance becomes 

that of the insulator alone. The capacitance voltage curve therefotce looks 

like that shown in Figure 2.5. 

It can be demonstrated (Goetzberger and Szeu 1969) that c
0 

for an 

n-type semiconductor is given by: 
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)? 
0 

n 
0 

(2.30) 

where A is the extrinsic Debye length for electrons, l/1 is the surface 
n s 

potential (the band bending) of the semiconductor, n
0 

and p
0 

are the bulk 

Po 
densities of electrons and holes, and G (\j! --·) is given by 

s'n
0 

(2.31) 

The voltage r>.p_olied across an MIS device is divided a.ccordingly: 

v v + 1/J + cp /q (VI insulator voltage) (2.32) I s ms 

where 
E 

G (ws' :oj 
s 

X 
2kT 

X ( 2. 33) VI --A c q n I 0 

and 

cpms <P <Ps m 

2.6 Interface States 

The above theory applies to the case of a 'perfec~' semiconductor 

surface, i.e. one without any surface states or traps. When surface or 

interface states are present they will affect both the capacitance and con-

ductance of the device. A very detailed treatment has been given by 

Nicollian and Goetzberger (1967). The surface states are occupied according 

to the Fermi-Dirac distribution, and therefore each occupied state adds a 

capacitance of one electron charge. If as the applied voltage is altered, 

the Fermi level S\IJeeps through the state and empties it, the capacitance 

will be reduced. The change is therefore in the form of a step. Interface 
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states, however, cannot capture or emit electrons infinitely quickly and 

thus a loss mechanism and time constant must be associated with them, this 

gives rise to a conductance. This situation should be compared with the 

ide~l MIS device with zero conductance. 

On application of an a.c. signal, the Fermi level varies with time, 

and according to Shockley and Read (1952), the capture rate of electrons, 

as majority carriers, by a single-level state is: 

and em5.ssion rate 

R (t) 
n 

G (t) 
n 

N e f(t) 
s n 

(2.34) 

(2.35) 

where N is the density of states/cm
2 

0 C the elec'cx:on capture probability, s n 

e the electron emission constant, f(t) the Fermi ftmction at time t, and n 

n (t) the electron density at the silicon surface at time t. s 

The net current density flowing is: 

i (t) 
s (2.36) 

To simplify this, it is necessary to split the equation into d.c. and a.c. 

components. 

f (t) 

n (t) 
s 

f + Of 
0 

n + on 
so s 

(2.37) 

(2. 38) 

Substituting and neglecting second order terms, (small signal approximation) 

gives 

i (t) 
s q N C [o - f

0
) n + (1 - f ) on - n of J - q e N (f + Of) 

- s n so o s so n s o 

(2.39) 
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It is also necessary that there should be d.c. equilibrium, i.e. 

R G , the~efore 
n n 

qN c (1-f) n 
-- s n o so 

Substituting in equation (2.39) 

i (t) 
s 

qe N f 
n s o 

n (Of /f )] 
so 0 0 

(2.40) 

(2.41) 

This current can also be expressed by the time derivative of the Fermi 

flmction 

i ( t) qN ( ~!) s s 

Equating (2.41) & (2.42) gives 

df c ( 1 - f ) on dt c n n 0 s n so 

For a sinusoidal a.c. signal f 
iwt 

e , so that 

thus 

and 

of 

i (t) 
s 

m 

f ( 1 - f ) on 
0 0 s 

n (1 + iwf /C n ) 
so o n so 

iwq N f ( 1 - f ) on 
s 0 0 s 

n (1 + iwf /C n ) 
so o n so 

From the Boltzmann relation n 
s 

= n 
so 

and 

on 
s 

n 
so 

_3_ 
kT olJ! s 

2 N f (1 - f ) cS!jJ 
i ( t) = iw 5L. s o o s 

s kT (1 + iw f I C n ) 
o n so 

of/f 

df 
dt 

0 

iwof 

therefore 

(2.42) 

(2. 43) 

(2.44) 

(2 .45) 

(2.46) 
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This may be written in terms of admittance as 

i (t) y ot/J s s s (2 .4 7) 

therefore 
2 N f (1 - f ) 

y iw 
g_ s 0 0 

s kT ( 1 + iwf /C n ) (2.48) 
0 n so 

Equation (2.48) describes the admittance of an RC series network with 

capacitance C = q
2

N f ( 1 - f ) /kT and time constant 1 = f /C n The 
s s o o o n so 

equivalent parallel capacitance of a single-level surface state is 

therefore 

c 

and conductance 

G 

2 2 
C/(1+WT) 

s 

2 2 2 c w 1/ ( 1 + w 1 ) s . 

2.7 Equivalent Circuit of an M.I.S. Device 

(2.49) 

(2.50) 

Since the total small signal a.c. current is obviously the sum of 

the contributions of the space charge and interface charge, and the 

potential t/J is the same in both cases, this network must be in parallel s 

with the depletion capacitance. The contribution from the insulator 

capacitance must be in series with this parallel combination, and therefore 

the equivalent circuit of the M.I.S. device with a single level of surface 

states is: 

C-·---· 

Figure 2.6 

CI Insulator capacitance 

CD Depletion capacitance 

R Surface 
s 

c Surface 
s 

where R C 
s s 

state resistance 

state capacitance 

1 mentioned above. 
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This may be arranged in a more convenient way for comparison with 

experiment as 

where 

and 

It is 

(G /w) 

G 
p 

c 
p 

easily shown 
c 

s 
p max 2 

--·--] 

Figure 2.7 

2 c w T 
s 

+ 2 2 
1 w T 

(2.51) 

c 
c + s 

..., 
2 D 

1 
L. 

+ w T 
( 2. 52) 

that G /w goes through a maximum when WT = 1 and 
p 

Therefore, once the conductance has been corrected 

for the insulator capacitance, T and C may be foLmd directly. The 
s c 

surface state density is then simply given by N ~ where A is the 
ss qA 

area of the contact. 

2.8 Generalised Surface State Model 

So far only the case of a single-level interface state has been 

considered. In general, there will be a continuum of states of varying 

density and capture cross~section. These complications will lower the 

maximum point and broaden the peak of the conductance curve by requiring 

integration over all the states. The peak, however, is still found to be 
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too sharp to fit experimental results, and Nicollian and Goetzberger (1967) 

therefore introduce the idea of statistical surface potential fluctuations, 

while Preier (1967) presents a theory of tunnelling to surface states as a 

cause of fu.rthcr dispersion in the conductance peak. Goetzberger et al 

(1976) provide a comprehensive review of the theory of interface states at 

the insulator semiconductor interface and alternative experimental tech­

niques for their measurements. 

The surface state model, and barrier height measurements described 

above, form the basis of much of the work of the following chapters, on 

metal insulator semiconductor diodes. The theory of surface states was 

initially developed for silicon devices, but has been shown to be 

applicable to other semj.conductors. An attempt will be made to apply it. 

to CdS devj_ces, and the. rPsul t.s dj scnsse0., 
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CHAPTER 3 

CRYSTAL GROWTH, MIS DEVICE PREPARATION ~~D EVALUATION 

3.1 Growth of CdS Crys~~ls 

All II-VI compounds can be grown from the melt or from the vapour 

phase. The CdS used in this work was all grown by one of the three vapour 

phase techniques: 

(1) Sublimation of the actual compound. 

(2) Reaction of the constituents in the vapour phase. 

(3) Chemical transport (using a carrier gas). 

In all vapour phase methodp the gas molecules diffuse to a region 

where supersaturation occurs, and under suitable conditions stoichiometric 

crystals form. 

The most basic method of sublimation growth, developed by Reynolds 

and Czyzack (1950), is that of coalescence and occurs by an interchange of 

material between the powder charge and the vapour so that crystals grow 

on the charge itself. This has the drawback that impurities in the charge 

are also present in similar concentrations in the crystals. An improvement 

to this, is the method of Piper and Polich (1961) whereby a temperature 

gradient is established across a growth ampoule so that the material is 

transported from the hot to the cooler end of the tube. The growth tube 

is then moved relative to the furnace as the crystal grows, producing a 

single crystal of considerable size. In Clark and Woods' (1966) modifica­

tion of this method the growth ampoule is not sealed, but allowed to 

communicate vj.a a narrow opening with an argon atmosphere inside the 

furnace tube. This permits a non--stoichiometric excess of either element 

to diffuse away before much growth occurs. Stoichiometry is important 

because the evaporation rate of CdS varies by more than two orders of 
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magnitude with a slight deviation from stoichiometric proportions. A 

drawback with this method which employs horizontal furnaces, is that there 

is in general a non~uniform radial temperature gradient associated with 

the difficulty of positioning the growth ampoule along the central axis 

of the tube. To overcome this,Clark and Woods (1968) describe a vertical 

system, using sealed growth tubes. These tubes consist of growth ampoules 

with a tail ~ 30 em long containing a reservoir of cadmium or sulphur. 

The function of the element in the reservoir is to provide a known partial 

pressure, because it is held at a constant temperature throughout growth 

in a separate furnace. Thus optimum conditions for growth can be deter~ 

mined externally, independent of the charge. The presence of the partial 

pressure provided by the element in the tail has another effect on the 

growth: th?.1: is, it can limi.t. the rate of transfer of CdS from charge to 

crystal, since growth in vacuo takes place in a few hours and results in 

a polyc:t."Ystalline lump of material (Fochs et al, 1968) • 

All the cadmium sulphide used in the present work was grown as 

boules using this last method of Clark and Woods (1968). Since the purity 

of the starting material is very important in controlling the properties 

of the grown CdS boule, the charge used consisted of crystalline rods 

and platelets grown by sublimation in a continuous stream of argon (Clark 

and Woods 1966). The starting material was B.D.H. Optran grade CdS. 

3. 2 !'.:r~ertie~~f. __ Cadmium Sulphide 

Cadmium sulphide is a II-VI semiconducting compound with a direct 

band gap of 2.4 ev. which usually forms crystals with the hexagonal 

wurtzite structure. Another phase may occur under certain conditions, 

this has the metastable cubic sphalerite structure. For example, thin 

films with this structure may be grown on cubic substrates such as NaCl 

(Wilcox and Holt, 1969). Although cadmium melts at 321°C and sulphur at 
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119°c, the minimum temperature at which cadmium sulphide melts is 1475°C 

and that is accompanied by an equilibrium vapour pressure of ""4 atmos-

0 
pheres. HO\V'ever sublimation starts to occur at 700 C at atmospheric 

pressure. 

CdS is a direct gap material which can only be made n-type or 

insulating. The result of attempts to incorporate acceptor impurities 

such as copper into the lattice is self-compensation by non-metal vacancies, 

so that the resistivity remains very high ""10
12 

Ocm. N-type cadmium 

sulphide is readily formed by growth under non-stoichiometric (cadmium-rich) 

conditions which lead to the formation of predominantly one type of vacancy 

(sulphur). Such crystals may be regarded as self-doped. The ability of a 

II-VI compound to be made n-type or p-type depends on the ratio of cation 
r 

radius (r) to anion radius (r ). 
c a 

If __£ > l as in most II-VI compounds, 
ra 

then n-type conductivity is possible, but not p-type; if 
r a 

rc 
> l, p-type 

conductivity but not n-type results, as in ZnTe. Finally if r ~ r the 
a c 

compound may be made either p or n-type, e.g. CdTe. A detailed account 

of self compensation is given in the paper by Fischer (1966). 

It is because of the impossibility of making p-type CdS that 

copper sulphide is used as the p-type material in the cu
2
s-CdS solar cell. 

cu
2

s may be grown topotaxially on Cds by a displacement reaction of copper 

and cadmium, which will be described later. 

3.3 Cadmium Sulphide Sample Preparation 

To prepare a good heterojunction or Schottky diode on a single 

crystal substrate, it is necessary that the resistivity be low in the 

range l- 100 rlcm, otherwise measurements will be complicated by a high 

bulk series resistance and a wide depletion region. Some crystal boules, 

grown with cadmium tails were found to have resistivities of the right 

magnitude, p "" l- 5 Q em, while others grown with sulphur tails, and some 
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which were orange in colour, had resistivities of 
8 

"'10 ocm. In order to 

reduce these high resistivities a heat treatment in either cadmium liquid 

or vapour was administered. 

Dice 2 x 2 x 2 mrn which had been previously cut from the crystalline 

boule using a diamond saw, were etched in concentrated HCl to clean the 

surface and remove the work~damaged layer. After washing in methanol and 

distilled water, the dice were placed at one end of a silica tube, shaped 

like an hour-glass, containing some cadmium metal. The silica tubing had 

been cleaned in methanol and distilled water. Tubes were evacuated to a 

~s 
pressuxe of better than 10 torr and then sealed off. Each tube was 

suspended in a vertical furnace for three days at 600°C with the CdS dice 

immersed in the molten cadmium. Finally the tube was removed from the 

furnace and inverted to allow the cadmium to flow off the CdS leaving the 

dice caught at the neck of the tube. They were then left to cool. 

For heat treatment in Cd vapour a similar arrangement was used, 

except the tube was placed in the furnace the other way up, with the 

crystals held above the cadmium by the constriction. The vapour method 

was used more frequently since heating in the liquid generally lowered 

the resistance too far (even after a few hours it had fallen several orders 

of magnitude), and sometimes small balls of molten cadmium would remain 

stuck to the surface of the dice after inversion of the tube. Removal 

of these after cooling proved difficult \'\Tithout damage to the sample. 

3. 4 p_e_vice ~_:t:eparation 

Throughout this work, the devices used were fabricated on either. 

2 x 2 x 2 mrn cubes, or 4 x 4 x 2 mm. dice cut from single crystal boules 

by a diamond saw. The crystals were first aligned, using the X-ray back 

reflection technique, and then cut into slices 2 mm thick with the c-axis 

perpendicular to the surface. These slices were then polished using 
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3 MID AloxitP powder to remove saw marks and make the c-axis faces readily 

recognisable later. After this, the slices were cut into cubes or dice 

as appropriate. 

For all the experiments undertaken, at least one ohmic contact was 

required and this was invariably made using indium wire in the following 

manner. The sample was etched in concentrated HCl for 20 seconds and 

washed in methanol. The etch clearly revealed the difference between the 

two c·-axis faces, the (0001) cadmium and the (0001) sulphur face (Warekois 

et al, 1962, 1966). The cadmium face appeared generally smooth, t--Jith 

several large hexagonal etch pits, whereas the sulphur face was uniformly 

ma.tt. ''1:i:th most devices the olunic contact \;J"as made on the shiny cadmium 

face, but sulphur faces were also used occasionally. A pellet of indium 

wire '\. ~ m1TI thick \'laS cut and pressed on to the CdS surface. The sample 

was then placed on a strip heater in an argon atmosphere and heated to 

0 
200 C for J.O minutes, allowing the indium to melt and diffuse :i.nto the 

surface. After cooling, a mechanically and electrically sound contact 

had been produced. 

3.5 ~reparation of Metal-Semiconductor and MIS diodes 

The sample now carrying an ohmic contact was first polished using 

3 ~ Aloxite powder on the face opposite the contact and then etched in 

concentrated HCl for 20 seconds and washed in methanol. It was placed 

still wet into the vacuum system illustrated in Figure 3.1 for gold 

evaporation. A mask with a round hole of l rnm
2 

area was used to define 

the gold contact. Evaporation took plnce from a molybdenum boat at a 

-5 
pressure of better than 2 x 10 torr, and lasted approximately J.O seconds. 

In the manufacture of an MIS diode, the method was similar to that des·· 

cribed above, except that the sample was polished using l ~m diamond paste 

before being etched for '\.10 seconds. Two different types of deposition 
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of the SiO j_rsulr>.·:-or were tried" In the first, a tantalum boat, l em x 

3 em with a centre section of l em x l em x ~ em deep was filled with 

BoDoHo Vactran gre\de SiO powder. The sample to be coated was held 

"' 7 ems away in a molybdenum clip, so that the whole surface could be 

covered wi:th the SiO" 
=5 

Evaporation took place at a pressure of "'2 x 10 

torr and lasted two minutes, the power dissipation was •vSOOWatts at 

50 arnps, giving an evaporation rate of "- 20 ~/sec. During deposi t:i.on 

the 'cemperature of the CdS increased from l5°C to l50°C due t.o radia1:ion 

from the heated boat, in consequence the system was left for one hour to 

cool before breaking the vacuum. Afterwards the sample was moved over a 

mas~ for a gold evaporation. 

The insul~ting layer could also be put down by electron beam 

deposition 0 'rhe vacuum system with which this vms used, was also equipped 

with a Speed:i.vac film thickness monitor model l, so that the thickness 

deposited could be controlled much more accuratelyo SiO powder was 

placed in a molybdenum crucible which was screwed into a water-cooled, 

earthed hearth" The filament cathode, of circular design with a hole in 

the centre was placed above this, and some 8 ems beyond, the samples were 

held in molybdenum clips beside the quartz crystalo After pumping the 

system down to a pressure 
-5 

< 2 x 10 torr, the filament current was 

turned on to outgas the electron gun system" When the pressure had fallen 

-5 
again to 2 x 10 torr, the filament current was reduced to zero, and 

the H"T" increased to 4 kVo The filament current was then increased 

slowly until evaporation began" Evaporation usually lasted several 

minutes and layers ranging between 500 ~ and 2000 R in thickness were 

deposited" A variety of other insula·tors (e"g" ZnS, Y
2
o

3
) were also 

deposited in a simi.lar manner" 
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3.6 Measur~ment Techniques 

The type of measurements required as indicated by the theory of 

the previous chapter, were of a.c. capacitance and conductance as 

functions of bo·th frequency and bias voltage. A Brookdeal 'Ortholoc' model 

9502 was used for all these measurements. This instrument (see Fig 3o2) 

consists of two phase sensitive detectors with a phase difference of 

0 
90 between them. Details of the specification and circuitry are given 

in the 9502 Ortholoc Instruction manual. The reference signal was pro= 

vided by the Brookdeal 5012 F oscillator which was used between fre-

quencies of 10 Hz and 100 kHz with an output level set at 50 mV R.M.S. 

throughout. A continuous monitor of the frequency was provided by a 

Marconi Instruments digital frequency meter model 2430. The high and 

low frequency circuits shown in Figure 3.3 and 3.4 were built to provide 

the input signal from the device while at the same time allowing a d.c. 

bias to be applied. 

The frequency range of operation of the high frequency circuit is 

limited by the pulse transformer since its transfer characteristics fall 

off sharply below 2 kHz. To satisfy the conditions that this circuit 

provides a signal which is related linearly to the impedance of the 

device being measured, it is apparent that Yd . << YT where YT is the evJ.ce 

total admittance of all the other components in the circuit, hence 

R
1 

-+ R
7 

are provided in the range from lOst to 1. 5 kQ for use with a 

wide range of device impedances. 

For low frequency operation, i.e. f < 3 kHz, the non-inductive 

circuit in Figure 3.4 was used. The condition for the admittance measured, 

to be proportional to that of the device, is again that its impedance be 

large compared with that of the rest of the circuit. The variable 

voltage in both these circuits was provided by an integrated circuit 

voltage ramp, with a rate adjustable from l sec/volt to 1000 sec/volt and 
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capable of rl'-'l.ning from positive to negative or negative to positive 

without being reset at zero. The ramp voltage was fed direct to the 

X input of a Hewlett Packard X-Y-T recorder Model 7041A, the Y input 

was obtained from ·the output of either the in-phase or quadrature out­

puts of the Ortholoc. Thus C-V and G-V curves could be plotted 

automatically. 

As the Ortholoc provides an output proportional to the admittance 

of the diode, it is necessary to calibrate at each frequency using a 

standard silver-mica capacitor and known resistorso This was done in 

the following way; the capacitance and conductance of the device were 

guessed, a:o.d the nearest standard capacitor was connected. The Ortholoc 

phase control was adjusted until the conductance (in-phase) meter read 

zero, twu resistors, differing in value by a factor of ten and being 

either side of the unknown value were sought and connected in ·turn across 

the capacitor until the conductance meter reading altered by a factor 

of exactly ten. If this did not happen, then the phase control might 

need some slight adjustment. When this was in order, the chart plotter 

could be calibrated, and plots of G and C versus voltage taken. The 

experimental limitations of accuracy of this system are readily apparento 

If G is to be measured to an accuracy better than an order of magnitude, 

then lOOG >we (otherwise the phase setting error will swamp G with a 

fraction of C), and similarly the other way round. Fortunately for 

most of the measurements in thi..s wor.k 10 G "' we and so accurate measure-

ments could be taken. 
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CHAPTER 4 

EXPERIMENTAL RESULTS ON MIS DEVICES ON CdS 

WITH SiO AS INSULATOR 

4.1 The rnsulating Layer 

A brief description of the apparatus used in this investigation has 

already been given, therefore this chapter will start with some details 

about the choice of insulator. Silicon dioxide is the insulator normally 

associated with MIS devices, because it has very good insulating proper-

ties and can be grown easily on silicon as it is the natural oxide. How~ 

ever, being so stable, it has a very high melting point and a high temper-

. 0 -5 
ature for evaporatlon (above 1000 C at lO torr). Silicon monoxide has 

also been studied as an insulator, and has the advantage over Sio
2 

that 

0 -5 
it sublimes at a temperature of ~soo Cat 10 torr, and may be evaporated 

thermally or by electron beam,relatively easily. It is unstable at 

0 
temperatures below 1180 C, and at room temperature exists as an intimate 

crystalline mixture of silica and silicon, however it is thought that it 

can exist in a metastable state at room temperature in a thin film form, 

probably with the air interface somewhat oxidised. According to Rochow 

in' Comprehensive Inorganic Chemistry' (1973), a good silicon monoxide layer 

is deposited when the evaporation takes place at low pressure, i.e. less 

-4 
than 10 torr. Otherwise oxidation to Sio

2 
occurs. 

Pliskin and Lehman (1965) show that SiO and Sio
2 

may be distinguished 

quite readily by the differences in their infra-red absorption spectra. 

Silicon dioxide absorbs very strongly at 9.1 MID whereas silicon monoxide 

has a similar strong absorption at exactly 10 Mm. A film of SiO deposited 

-3 0 
at higher pressure,lO torr, and slow rate < 5 A/sec shows a strong band 

at 9.5 ~m implying that oxidation has occurred. 
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SiO was adopted as the first choice for an insulator. In order to 

investigate the composition of films being produced here on the CdS, a 

film was deposited on a piece of potassium bromide crystal under normal 

conditions. The optical transmission of the layer was analysed using a 

Perkin Elmer 457 Infra-red Grating Spectrometer. The percentage absorp­

tion is shown in Figure 4.1, where the curves for pure Sio
2 

and SiO are 

included for reference. 

Whilst the absorption spectrum indicates that the SiO layers grown 

were not perfect SiO they do imply that they were more similar to SiO 

than to Sio
2

• 

The layers deposited on CdS proved to be unstable under atmospheric 

conditions. After a period varying between two minutes and several days, 

a film would start to peel off the cadmium sulphide. 'I'o prevent this 

effect, which was thought to be due to differential thermal contraction, 

the sample was heated to 200°C before evaporation commenced. Sometimes 

a good film was produced which adhered well and at other times films 

which peeled off in a few hours. A gold contact was evaporated on to the 

good films and electrical contact was made using a light phosphor-bronze 

spring contact and copper plate. Measurements of capacitance versus 

voltage and conductance versusvoltage were made at frequencies between 

10 Hz and 100 kHz at values of l, 2, 4, 7 in each decade. With certain 

diodes an external oscillator capable of higher frequencies was used in 

conjunction with the Ortholoc to provide C/V and G/V data up to 220 kHz , 

the maximum frequency of operation of the Ortholoc. 

4.2 Experimental Results 

About 40 devices were measured and typical C/V and G/V curves are 

shown in Figures 4.2 and 4.3. What is actually plotted for conductance 

is G/f in order that all the values are of s;,11; I ctr magnitude. At small 



46 

forward biases the conductance became very high rendering the capacitance 

unmeasurable" This may have been due to localised breakdmm occurring 

at weak spots in the film under the high fields present in forward bias. 

It is immediately apparent that the diode did not exhibi·t t.rue 

MIS behaviour• compare for example the capacitance-voltage characteristics 

in Figure 4.2 with MIS C/V curves in Figure 2.5, and the conductance 

voltage characteristics with those of Nicollian and Goetzberger (1967). 

Another important feature was that the diode did not reach accumulation 

in forward bias, or inversion in reverse bias. In contrast, however, when 

the conductance and capacitance at fixed bias were plotted against fre-

quency, as shovm in Figures 4.4 and 4.5, the shape of the resulting curves 

was quite similar ·to those expected from the surface state model, \,.rhich 

are or the form o[ Del.lye :telaxation curves. 

4.3 A Surface State Model 

In an attempt to fit these results to the surface state model, the 

following simplifying assumptions were introduced. At high frequency, 

i.e. 220 KHz the surface states would be unable to respond and could 

therefore be ignored, while at low frequency the resistor R could be 
s 

ignored. Thus the equivalent circuits shown in Figure 4.6 would be 

applicable. 

CI was not known accurately, but an estimate could be obtained 

from a knmvledge of the thickness of the SiO layer from interferometric 

measurements. Using a value of 5. 8 for the dielectric constant of SiO, 

c1 , was calculated to be bebJeen 300 and 400 pF. The model shows that 

at all frequencies, the measured capacitance must be less than that of 

the insulator alone. Since this would not be so if 300 pF < c
1 

< 400 pF, 

the interferometer measurement was assumed to be invalid and c
1 

was taken 

to be 1.2 nF initially. Then the measured capacitance at high frequency 
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is c c 
c X D 

(4 .1) .. 
m..h CI + c 

D 

OJC" c c 
c I mh 

(LL?.) ..------
D c - cmh I 

and at low fJ:-eqt.:enc:y 
c c 

c cs 
I ml (4.3) + 

D r ·- c 
~I ml 

where Cmh(l) = measured capacitance at high (low) frequency. Using these 

equations on tl.1.e curves of 220 kHz and 10 Hz gives the results in Table 4.1 

~v~ (if) .,-:--r- .,---· 
I 

"' oltage 0 I -0.5 -1 1 -1..5 -2 -2.5 -_) -3.5 -4 
l j . 

I l i ! f •I 

c
0 

(nF) 0.259 I 0.227 0.216 10.208 0.199 0.192 0.187 0.182 
1
o .24o 

I . 

~42;p-J C +C 20.0 14.4 11.4 9.65 8.43 7.46 6.82 
D (11f:f 

cs (nr) ~42.5 37.4 1 19.8 I 14.2 11.2 9.45 8.24 7.27 6.64 

j t j 

Table 4.1 

Clearly c
8 

may be calculated by subtraction as abovep since the d.c. bias 

applied is independent of frequency. The voltagesp however, are not those 

actually across the depletion region. 

The surface state density N
88 

may be calculated from c
8 

using the 

2 
equation N

88 
~ c

8
/qAa where A is the metal plate area, here 1 IP~ • This 

· ld · ~ + l 14 I 21 · Y~e s a max~mum value O.!: N o... 0 states em eV which would requ .. ,.re ss 

all surface atoms to contribute one sur.face state w5.th its level lying 

within the band gapp a clearly impossible occurrence. One cause of the 

anomalously high va.lue of c
8 

at 0 V was the choice of c
1 

to be 1. 2 nF. 

The model \vas therefore tested with C equal 2. 0 nF. With this value 
I 
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C and c
0 

+ C are now as shown in Table 4.2. 
D S 

Volta~e 0 -0.5 I -1 -1.5 =2 -2.5 ~3 -3.5 -4 
(v 

CD (nF) P. 238 0.222 0.211 0.201 Q, 194 0.187 0.181 Q.l76 Q.l71 
\ -

c + c 
D S 

2,93 1.67 1.20 0.974 0. 827 0.730 0.658 0.597 0.556 

(nr) 

c8 (nF) 2.69 L45 Q.99 0. 773 1(}.633 0.543 0.477 10.421 0.385 

Table 4.2 

Here again c
8 

is large compared with CD representing a surface state density 

12 2 
in excess of 10 states/em /eV. In addition, the value assumed for CI 

is nn ord.e:r of magn.i tudP. h.i ghP.:r t.hRn t.ho.t. ['l"P.(li c;t-pd. from )-.he .i.nt.erfe-.:-ometer 

measurements. If l/CD
2 

is plotted against the d.c. voltage expected 

across CD, i.e. 

CI + C + C D S 
{4.4) 

the resulting curve is not a straight line but is convex upwards. The 

voltage intercept is at about 3 volts, an unrealistically high value 

unless an interfacial layer similar to that described by Cowley {1966) 

is present, and this is excluded in the assumed surface state model. 

Another difficulty is that the relaxation of the capacitance between 

low and high frequency in Figure 4. 4 is less s·teep than for a perfect 

Debye relaxation curve, however this can be explained by the surface state 

model. The simple Debye relation only applies for. a single level inter= 

face state. Introducing a continuum of states, creates an infinite 

series of R .c . combinations in parallel, which has the effect of 
Sl. Sl. 

broadening the capacitance step. The presence of statistical fluctuations 

in the surface potential of the semiconductor provides a further mechanism 

for this broadening. 
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4.4 A Modified Model 

The calculations described in the previous section suggest that the 

network of capacitors and resistors of the interface state model is not 

adequate to explain the capacitance and conductance results obtained experi-

mentally. In order to account for the large measured capacitance when the 

insulator capacitance is estimated to be smaller, an insulator leakage is 

introduced, as a conductance in parallel with the insulator capacitance; 

and in order to simplify the resulting model, as a first approximation, 

the interface state components R
8 

and c
8 

are neglected. This creates the 

network shown in Figure 4.7. 

4 • 4. 1 High and lo:-' freq}:l~!]CY limits 

To compare the validity of this model with the experimental results, 

the low and high frequency limits will again be investiga·ted. The high 

frequency limit simply yields the insulator capacitance in series with the 

Gepletion capacitance, while the low frequency limit consists of the 

depletion capacitance in series with the insulator resistance. If 

wc
0

RI <.< 1 then the capacitance measured reduces to CD. 

Table 4,3 gives the depletion capacitance simply taken to be the 

low frequency measured capacitance. The insulator capacitance may then 

be calculated at different voltages from the measured high frequency 

capacitance, Cmh' according to the equation 

VoltaJ~l! 0 -0.5 

CD (nF) 1.190 0.910 

i 

CI (nF) 0,383 10.364 
I 

c c 
D mh 

c
0 

- C 
mh 

~1 -1.5 -2 

0.750 0 0 655,(1585 

! 
0.357 0.35410.353 

Table 4.3 

-2.5 -3 -3.5 ~4 

0.535 0.495 0.460 ra. 43 5 

0.346 0.336 0.338 10.337 

(4 0 5) 



C is seen to be constant to within an error of less than ± 10%. This 
I 

represents good agreement between theory and practice in view of the use 

of the 10 Hz signal as the low frequency limit and 100 kHz as the high 

frequency limit. It was used rather than the 220 KHz result since this 

was measured using a different oscillator. Implicit in this model is the 

assumption that all the applied d.c. bias is dropped across the depletion 

region of the semiconductor because of the insulator leakage RI. It is 

2 
therefore reasonable to predict that a plot of 1/C versus V in the low 

frequency limit should yield a straight line with a voltage intercept of 

the diffusion potential of the semiconductor to insulator interface. 

2 
Figure 4.8 shows graphs of 1/C versus v (C 

m m 
measured capacitance) 

at various frequencies between 10 Hz and 220 kHz, the presence of RI and 

CI increases the intercept voltage as the frequency increases. In contrast, 

Figure 4.9 shows l/CD
2 

versus V for frequencies of 10Hz and 100kHz where 

CD is as given in equation (4.2) and c
1 

is taken to be 0,350 nF. 

The close similarity of both slope and voltage intercept for these 

4 
results at frequencies differing by a factor of 10 is yet further evidence 

for the validity of the proposed model. The values of intercept voltage 

of between O.l V and 0.6 V imply that there is little change in diffusion 

potential from the basic metal-semiconductor Schottky diode where a band 

bending of roughly 0.66V is generally accepted to occur, for a gold contact 

on cadmium sulphide, (Sze, 1969). 

4.4.2 Extension to all frequencies 

Up to this point only the lowest and highest frequency capacitance 

data has been considered. The conductance and the rest of the capacitance 

measurements will now be considered in more detail. From elementary 

circuit theory, the admittance, Y , of the arrangement in Figure 4.7 is 
m 
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given by: 

rGI C 2 
G 2 

(cr + co/) l + ·(I CD + c c ]_ --
!!12 D I 

(4 0 6) y w l w D 2 m 
GI 

(C + c ) 2 
w2 

+ 
I D 

Splitting Y into real and imaginary parts, as measured by the 'Ortholoc', 
m 

gives 

and therefore 

and 

y 
m 

G 
m 
w 

c 
m 

G + :i.wC ( 4. 7} 
m m 

G· 
c 2 I 

w D 
2 

G 

(ci 
\ 2 

I 
+ cD) 2 + 

w 

(4.8) 

C 
2 

(C + c ) 
c D I D 

D G2 
I 

(C + CD)2 -- + 
2 I 

(4.9) 

w 

Differentiation of equation (4.8) with CD and CI assumed frequency indepen-

dent but leaving GI an arbitrary function of frequency, shows that a 

maximum value will occur in G !w for a frequency satisfying the condition 
m 

that G/w C +C (4.10). 
I D 

This may be compared with the interface 

model where the equivalent condition is that wT = 1 or wR
8
c

5 
= 1 (4.11). 

Estimates for G , C and C may be used in equations (4.8) and (4.9) in 
I I D 

order to try to fit the experimental results. However, no combination can 

provide a good fit to the experimental points, because the form of the 

equations is such that the functional dependence with frequency is fixed 

regardless of the values of the components C , G and CD. This means that 
· . I I 

the width of the peak of G /w according to (4.8} is constant and too 
m 

narrow to fit the experimental curve. Similarly, the frequency range over 
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which em changes from its upper value of CD to its lower value of 

c c 
I D is fixed. 

C +C 
I D 

The denominator in equations (4.8) and (4.9) is respon-

1 1 
it is of the form l +~2~~ 2 where G /(C +C) -

W T I I D T 
sible for this; 

In order to broaden the theoretical relaxation curve, the normal 

procedure is to introduce a statistical variation in the Debye-like mech-

anism creating the phenomenon, thus causing a dispersion of time constants 

T •• In our model, however, we assume that the observed 'relaxation' 
J. 

curves are a consequence of the series combinations of the depletion cap-

acitance with the insulator admittance. Therefore, a frequency dependence 

for the insulator conductance and capacitance is introduced next. 

It can be shown by comparing calculated peak \\fidths that an 

insulator conductance with a frequency dependence, 

( 4. 12) 

in conjunction with constant values of CD and CI gives the correct fre-

quency dependence. Graphs of c and G M 
m m 

calculated in this way are 

shown in Figures 4.10 and 4.11 where the experimental points are also 

shown for reference. The values of parameters used are C 0.875 nF, . D 
-0.4 

f nF where f is the frequency measured in C = Q 4nF, and G /w = 23. 76 
I I 

Hertz. It is immediately apparent, that while there is an excellent fit 

to the capacitance data, the conductance curve is nearly a factor of 

two too great throughout. Altering the assumed values to make the con-

ductance fit, would only reduce the low frequency capacitance and increase 

the high frequency capacitance, thus making a poor capacitance fit. 

It is therefore necessary to vary another parameter, the insulator 

capacitance CI. This is regarded as being made up of a frequency depen­

n-1 
dent part CA a w and a constant part c

8
, the reason for this will be 

discussed later. With these assumptions: 
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c c + c 
I A B 

(4.13) 

' 
n-1 

AW + B (4.14) 

where 
n 

GI Dw (4. 15) 

This gives an insulator admittance of 

y 
I 

Dwn + iAw 
n 

+ iwB 

(D 
n 

+ iA)w + iWB (4. 16) 

Under these conditions, equation (4.9) still yields a value of C 
m 

c 
D 

at low frequ::ncies and at high frequencies instead of C 
m 

CI CD 

CI +CD 

c 
m 

= 
c c 

B D 
C +C 

B D 
which is basically of the same form. With the previous 

cases it is easily shown that the frequAncy at which G jw is a_ maximum, 
m 

is equal to that at which c is the average of C 
m max 

CD and C . mln 
Cr Cp 

C +C 
I D 

i.e. 

c 
m 

c 2 
D 

(4.17) 

It is important to know whether this is true for this case also. Equations 

(4.8) and (4.9) now become 

n-1 c 2 Dw 

G /w D 
m 2 2n-2 

(B + n-1 2 
D w + CD + AW ) 

(4. 18) 

and 
CD2 (B + 

n-1 
CD + Aw ) 

c c 
m D 2 2n=2 n-1 2 

D w + (B + c + AW ) 
D 

(4. 19) 



At the rnaximu: · 

d(G /ru) 
m 

therefore 

dw 

G /w 
m 

d(G /w) 
rn 

therefore 

0 
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2 
D C 

D 

2 n-1 ( -(n- 1) 
D w + (B+C

0
)w 2 

2 [ 2 2 n-2 
D C (n-1) (D +A ) w -

D . 
2 -n] (n-1) (B+C

0
) w 

[ 
2 n-1 ( - (£1.:;.-) 

D w + (B+C
0

)w £ + 
n:-1. )2] 2 

AwL 

0 

2 2 n-2 
(n- 1) (D +A )t1J 

2n-2 
w 

2 -n 
(n - 1) (B + C ) w 

D 

2 
(B + C ) 

D 
2 2 

D +A 

(4.20) 

Putting this value of w into equation (4.19) and simplifying it leads 

to 

c 
m 

(4.21) 

which has exactly the same form as (4.17). 

In order to test the frequency dependence of CI and G
1 

in this 

model, the same dependence as that shmvn for G previously, i.e. n == 0.6, 
I 

was arbitrarily adop·ted for c also. 
I 

The values of the parameters wero 

-0.4 
C

0 
0.92nF, C

1
=0.3 + 13.17 f nF 

~0.4 
and G /w = 16.1'7 f nF. The 

I 

values of C and G /w resulting from the use of these components are 
m m 

also shown in Figures 4.10 and 4.11. It is clear that while the magnitudes 
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o2 both curves are now approximately correct, the frequency dependence is 

too weak. Study of the shape of the G /w curve reveals that the cor­
m 

rection required to fi·t the frequency dependence of GI and CI is to reduce n 

trom 0. 6 to 0. 4 . The parame·ters used next were C = 0. 9 nF. , 
D 

0 6 -0 6 
CI (0.35+ 60.36£- • )nF and G/w = 88.52 f · nF. The curves obtained 

by using these values are also shown in Figures 4.10 and 4.11. At last 

it is apparent that a good fit to the experimental points has been obtained 

for both the magnitude and frequency dependence of the capacitance and 

conductance. 

4.4.3 Alternative method of analysis 

A cUffe:r:ent way of finding G
1 

and CI is, of course, to invert 

equations (4.8) and (4.9) to give GI and CI directly i.e. 

and 

G /w 
I 

G /w 
m 

2 
(G /w) 

m 

+ 

c 2 
D 

+ (C - C ) 
2 

D m 

C 
2 

(C - C ) 
D D m 

(G /w)
2 

+ (C - C )
2 

m D m 

(4. 22) 

(4. 23) 

G /w and C calculated for diode 637/5 are shown in the next figure 
I I 

(Figure 4. 12). 

The errors in CI and GI/w at low frequencies can be very large 

indeed. For example, an error of 10~ in C and C could produce an error 
D m 

of several hundred per cent in c
1 

because at low frequencies CD "' em 

Also shown in Figure 4.12 is the frequency dependent part of CI alone, 

where the constant part has been estimated as 0. 35 nF, GI/w and CA are 

evidently the same function of frequency, to within experimental error. 

Values of C and G /w obtained from a similar diode 637/8 
I I 

immediately after fabrication are shown in Figure 4.13. Here there 
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appeared to be t:.•:lO regions of different frequency uependenc:~ this v1ill 

be discussed later. 

To ascertain whether the insulating film could be rendered mechan-

ically more stable, it was subjected to two periods of a heat treatment in 

argon at 150° c ; 30 minutes followed by one hour. After each heating the 

device was remea.sured. Both sets of values of G arid C were the same to 
m m 

within experimental error, so that the results of the last measurements only 

are shown in Figure 4.14. 

The values of components used in these calculations were CB o. 7 nF 

and C 
D 

1.75 nF for the device as made and C = 0.28 nF and C l. 35 nF 
. B D 

after t-.he heat treatments. Originally the slopes of G
1

/w and C correspond 
I 

to a frequency dependence of rv -0.33 at low frequency and -0.61 at high 

frequency. After heating the slopes are uniform throughout the frequency 

range with a gradient of -0.5. The peak o.!: i...he <.:u.r.respumling measured 

conductance curves, G /w versus w shifted from l kHz initially to 20 Hz. 
ill 

It is important to notice that the heat treatment reduced t.he frequency 

dependent part of c
1 

and G
1

/w by a factor of about 10. 

4.5 Discussion 

The considerations outlined above show firstly that it is quite 

impossible to explain the experimental measurements in terms of the inter~ 

face state model of Nicollian and Goetzberger (1967) or its subsequent 

modifications. The simplest suitable model is a three component one of 

insulator capacitance and conductance, and depletion capacitance. It 

proved necessary to introduce a frequency dependent conductance in order 

to obtain a reasonable fit to the experimental curves. Closer inspection 

revealed that it was impossible.to fit both the conductance and capacitance 

curves with the one set of parameters. A composite insulator capacitance 

was then introduced consisting of a constant part together with a variable 

part with the same frequency dependence as G
1

/w. 
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This assumption allowed an extremely good fit to be obtained 

after the value of n had been suitably adjusted to 0.4. 

A literature search revealed that a large number of papers have 

been published describing various aspects of the mechanisms of current 

flow in dielectric films of silicon monoxide, all concerned with MIM or 

Metal Insulator Metal Structures which are obviously easier to analyse than 

the MIS diode. The main conclusion from these papers is that the sample 

prepara·tion conditions are of paramount importance in determining the 

current flow in the material. It appears that there may be up to four dif-

ferent mechanisms of d.c. conduction occurring under different conditions 

of temperature and electric field. It is generally accepted that at low 

fields and relatively high temperatures, conduction is due to mobile positive 

ions, (Argall and Jonscher, 1968v De Wilde cind De JVley, 1976) poss.i..l:Jly soui.wn 

ions which are highly mobile. This region is characterised by a linear 

(ohmic) current-voltage characteristic and time dependent effects. Ano·ther 

low field mechanism which is electronic in nature resembles space charge 

2 
limited current flow in crystalline materials with its I a V characteristic 

(Servini and Jonscher, 1969). At high fields and low temperature ( "'77 K) 

a mechanism associated with tunnelling between closely spaced centres occurs 

n 
with a very steep I a V power law dependence. 

The most important method of current flow is that occurring at high 

fields and moderate temperatures characterised by a relationship of the form 

~ 
log I a V . This is consistent with either a Poole-Frenkel bulk mechanism 

or with Schottky lowering of the barrier limited injection at the cathode. 

The Poole-Frenkel process is favoured by De Mey and De Wilde (1974) because 

symmetrical characteristics were observed for films between two different 

electrodes. In addition it is extremely unlikely that all carriers injected 

at. the electrodes would be able to propagate freely across the amorphous 

insulating film. 
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According to Zdanowicz and Zielinska (1977) , both Poole-Frenkel 

bulk conduction and Schottky barrier conduction can occur in SiO Metal­

Insulator-Metal structuresp they find that two types of conduction occur, 

one stable and the other unstable. The unstable one is assumed to be 

Poole-Frenkel in nature with a constant field through the sample, while 

the other is a Schottky mechanism with a space charge region (stable 

equilj.brium). The latter mechanism becomes more important at relatively 

higher temperatures and lower voltages. 

The observations above apply to thermally evaporated films. However, 

a further complication is introduced in electron-beam evaporated samples 

where Roger et al (1975) have shown that while the I-V data is consistent 

with Poole-Frenkel conduction, the capacitance is a function of bias, 

resulting from the formu.tion of u. space cha:.~ge region at the posi'cive 

electrode. This explains simply the a.c. dispersion of capacitance with 

frequency they observe,as due to a capacitance resistance equivalent 

circuit (Figure 4.15), similar to the model proposed earlier to explain 

our results. This appears to agree substantially with the 'Simmons Model' 

(Simmons 1968) for a.c. conduction in insulating films, which consists of 

a Schottky barrier region next to each contact, and an interior conductive 

region as shown in Figure 4.16. 

Bigorgne et al (1974) report a.c. measurements of capacitance and 

conductance on thermally evaporated thin films of SiO which they explain 

in terms of the Simmons model. It seems perhaps more realistic to interpret 

both these sets of results in terms of ion movement rather than electronic 

conduction, i.e. in terms of interfacial polarisation, as the relaxat:i_on 

frequencies are very low ~10Hz, this transport mechanism was suggested 

by Argall and Jonscher (1968) for low fields. 

Another a.c. conduction mechanism has been suggested by Argall and 

Jonscher (1968) and extended by Adachi and Shibata (1975) which utilises 

the two-site hopping modelo In this model a distribution of pairs of 
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potential wells is separated by a distance 2a and a potential barrier of 

height W . One electron is normally assumed to occupy each pair of levels 
0 

and may be accon~odated in either position in thermal equilibrium. Applica-

tion of a field lowers the barrier and makes occupation of one state more 

likely than the other. Using tl1is model Adachi et al(l978b) explain the 

observed lo\'Tering of capacitance with increasing d. c. bias at low frequencies 

to be due to preferential polarisation of pairs with longer time constants 

by relatively lower d.c. biasing voltages. Since a longer time constant 

implies a higher activation energy, such pairs will be 'frozen out' with 

increasing frequency causing the relaxation frequency to increase and the 

activation energy to decrease. This fitted the experimental observations 

but the reason for the preferential polarization was not explained. 

In another pnper, Adachi ct al(l978n) show that the measured a.c. 

conductance a (w) can be expressed as a (w) = a 
T T o 

0.66 
constant and a

1 
( w) varies approximately as w 

+ a (w) where a is a 
1 0 

above the relaxation 

frequency over a range of four decades of frequency. Frost and Jonscher 

(1975) agree about the form and frequency dependence of the conductance, 

0.6 
but their work suggests that a

1 
( r.u) a w over eight decades without the 

existence of a relaxation frequency. This conductance is related to X 11 (w) 

the imaginary part of the dielectric susceptibility 

X 

since 

a 
1 

(w) 

X II (W) 

E/E: ~ 1 
0 

E: wx II (W) 
0 

n~l 

X ' (W ) - iX II (W ) 

AW where n ~ 0.6 

(4. 24) 

(4. 25) 

as a consequence of the Kramers~Kronig relations, the real part of the 

susceptibility 

x' (tJJ) A tan(mr/2) 
n-1 

w (4.26) 
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' Since '::.he measured values of capacitance are proportional to E: 
r 

x' (w) may be calculated using the relation x' (w) 

E: is the contribution to E' of all loss mechanisms above the frequency 
oo r 

range of the present loss mechanism. 

In terms of the experiments reported earlier in this chapter fol-

lowing the theories of Frost and Jonscher, X' (w) a C , £' (w) a C and 
A r I 

£ a C 
oo B However, the values of n found in the present work, for various 

samples are not0.6as reported by the last-mentioned authors, but varied 

between 0. 4 and 0. 7. No obvious reason for this is apparent, and it must 

therefore be ascribed to impurities in the SiO layer, non-stoichiometry of 
X 

the SiO or the influence of a native oxide beneath the SiO layer. With 
X X 

the sample which received the heat-treatment the two loss mechanisms 

(characterised by the two different slopes) present in the sample immediately 

after fabrication, appear to have been replaced by one only,after 1~ hours 

0 
annealing in Argon at 150 c. While this resulted in a decrease of rv 25% 

in the depletion capacitance, probably due to the contact area becoming 

smaller during heating, the decrease in the value of the constant part of 

the insulator capacitance C was rv 60%. This may have been due in part to 
B 

a decrease in the loss mechanisms following the annealing. 

Finally some discussion of the d.c. breakdown of the SiO films is 

required. From the original measured curves Figures 4.2 and 4.3, it is 

apparent that at voltages above 0.2V in forward bias or 6 V in reverse bias 

the a.c. conductance began to increase very rapidly. This corresponds to 

avalanching of the d.c. current and some type of localised breakdown 

obviously occurs. The mechanism for this is not known but some studies of 

its properties, in particular its dependence on the nature of the semi~ 

conductor surface, will be presented in the following chapter. A certain 

hysteresis was observed in the current-voltage characteristics of the 

devices which suggests that ion movement may be an influence in the 
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breakdovm. 'l'' -~ net charge accumulated at the rough cathode surface may 

lower ·the ban:-ier fox electron injection locally causing the observed 

reversible breakdown. For a detailed treatment of dielectric breakdown 

see 1 :cor ex0m;?l2, J. J. 0' Dwyer,' The Theory of Dielectric Breakdown in 

Solids"' In the preceding analysis 1 the effect of shunting paths through 

t.he insulator has been assumed to be negligible at the low reverse biases 

used. G
1 

a wn fits well over four orders of frequency magnitude and this 

would 2._9pe21.r unlikely tq be so if shunting paths were important. 

4.6 Final Considerations 

mt-R errors j_n the measurements using the 'Ortholoc' are estimated 

to be "'2% where the capacitance and conductance are within the ratio 

10 1, the er:ror j_n the smaller qua.ntity increases to about 6% as the real 

and imaginary parts are increased to 100 : 1. A reasonable estimate of the 

error in the assumed value of depletion capacitances C is 5%, thus the 
- D 

error in c
1 

at low frequencies can be greater than 100% whereas at high 

frequency it reduces to at worst about 12%. The error in G/W at low 

frequency is similar to t.hat in c
1 

as it is caused by the same subtraction, 

(CD - c ) , of quantities of similar magnitudes. At high frequency the error 
m 

reduces to about 15%. It is obvious that a method such as this is unsuitable 

for a serious study of the conduction processes within insulators as the 

analysis is complicated by the presence of the space charge region of the 

semiconductor. For example, it is impossible to support or discount ·the 

presence of a space cha.rge layer in the SiO layer 1 suggested by several 

authors, because the value of C used could in reality be composed of a 
D 

true depletion capacitance for the semiconductor in series with the space 

charge capacitance of the SiO. 
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CHAPTER 5 

SCANNING ELECTRON MICROSCOPY OF MIS DEVICES 

5.1 Introduction 

J:n order to c'Fscover more about the topography and electrical pro-

perties of the cadmium sulphide surface both with an insulating film 

deposited, and with other surface treatments, a study was undertaken using 

a scanning electron microscope, Cambridge Instruments S600. Three modes 

of operation were employed, 

(a) Secondary Emission (or S.E.) 

(c) Cathodoluminescence (or C.L.) 

{c) Elec'c.;_·o!! Bearn Induced Current (or EBIC) 

A brief description of the scanning eJectron microscope and these modes 

follows. 

5.2 Operation of the Scanning Electron Microscope 

A schematic drawing of a scanning electron microscope (S.E.M.) is 

shown in Figure 5.1. The basic principle of operation is that an electron 

beam scans the sample, and the secondary electrons emitted are collected. 

They then provide the z (or contrast) modulation signal directly or 

indirectly to a cathode ray tube, the beam of which is being scanned using 

the same deflection signal as the sample beam. 

5. 2. 1 'l'he Secondary Emission l"lode 

The secondary electrons emitted by the sample are collected by an 

Everhart-Thornley detector. This is essentially a scintillator and photo-

multiplier arrangement, consisting of a collector which is a Faraday cage 

with a metal mesh frontu this is biased at +250 v. After passing through 

the mesh, the electrons are accelerated to strike a scintillator attached 

to a light~pipe. This is achieved by applying 10 kV between a thin layer 
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of aluminium C':'oosited on the scintillator and the mesh. The light-pipe 

transfe.m the resultj_ng light signal to a photomultiplier tube. This 

system is adopted as its output is linear with electron signal over a wide 

range, has a large band-width and creates very little noise. The contrast 

in this mode is a result of the angle at which the electron beam strikes 

the surface, i.e. more secondary electrons are emitted for grazing incidence, 

where the beam is absorbed nearer the surface than for normal incidence 

(Murata et al 1971). The angular distribution of the secondary electrons 

is also important. 

Contrast may also be produced when parts of the surface are at 

different. :_;rrt.cntiaJ.s 0 this is referred to as voltage contrast and was first 

observed by Oatley and Everhart in 1957. The electron signal collected 

depends on the voltage between the specimen and the coll2ci:or mesh, so tha'l: 

areas at lower voltages give larger signals. 

5.2.2 Cathodoluminescence 

In the cathodoluminescent or C.L. mode the light produced by 

electrons striking the sample is collected by a light-pipe and fed directly 

to the photomultiplier tube. A problem in studying C.L. is that of the 

low intensity of light produced compared with electrons emitted. Thus 

more amplification is required and the signal is more noisy. Additionally, 

the spatial resolution of C.L. is much poorer, since compared with S.E. 

where secondary electrons are emitted from within 500 ~ of the surface, 

ligh~ is produced by recombination mechanisms extending further (x 10) 

into the bulle. Figure 5. 2 shows a summary of the range and spatial 

resolutions of the processes resultj_ng from the interaction of the incident 

electron beam with the specimen. The C.L. mode is chiefly used for the 

observation of crystalline defects near the surface. These act as recom­

bination centres to excited electrons causing non-radiative transitions, 

and consequently a lack of signal from that area. Examplesof what may 
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be seen are ~: 3locations, grain boundaries, defect clusters and 

precipitates. 

5.2.3 The Electron Beam Induced Current Mode 

The term Electron Berun Induced Current or E.B.I.C. is used to 

cover a variety of modes of operation, all similar in that the signctl is 

derived directly from the interaction of the electron beam with current 

flmving in the sample. Holt (1974) describes these modes well, but a 

brief description will be presented here. 

().) Specimen Current. That part of the beam current which is 

absorbed by ·t~12 specimen is collected by an ohmic contact at the base of 

·the sample and passed to ee>.rth through a current. o.lllplifie:r.. Th:i.s curx-ent 

creates the image on the C.R.T. As might be expected this technique 

permi.ts further investigation into the bulk than the secondary emission 

technique allows, and J.s less affected by surface topography. The image 

produced is a consequence of the continuity of beam current, i.e. 

M sc -t:.i 
e 

(50 1) 

where 6i is a change in the absorbed current and 6i in the emitted sc e 

current. Thus the image should be the negative of the S.E. image.; however 

the S.E. current collection is angle dependentwhereas absorbed current 

is not and this results in less shadowing in the latter. 

(2) Barrier Electron Voltaic EffP.ct. The defjnition of the barrier 

electron voltaic effect (e.v.e.) is the generation of voltages by eJ.ectron 

bombardment of regions containing electrical bar.ricrs in semiconducting or 

insulating materials. There is a close analogy between this effect and 

the barrier photovoltaic effect, in both,a current is caused to flow in 

a semiconductor p-n junction or Schottky diode, following the absorption 
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of energetic particles or waves. This phenomenon was first observed by 

Ehrenberg (1951) and Rappaport (1954). An electrical barrier contains a 

built-in electric field and this creates the barrier e.v.e. by the sep-

aration of holes and electrons which are generated in or near the depletion 

region by the absorption of the electron beam. These separated pairs can 

create a potential difference across the junction if the external circuitry 

is of high impedance. Alternatively if the diode is short circuited, the 

separated carriers will form a current generator. The number of electron-

hole pairs 

given by G 

created per electron in the beam, is the generation factor G, 

Eeff 
---- , where E ff' the effective energy of the beam is less 
ei e 

than the actual beam energy to allow for back-scattered and secondary 

emission from the surface, and e. is the average formation energy of 
1 

electron-hole pairs. Since E is of the order of 10
4 

eV while e is a 
eff i 

few times the semiconductor band gap, G is of the order of 10
3

• G is the 

theoretical maximum for a collection efficiency of unity. As reverse bias 

is increased, the depletion region broadens resulting in a larger collec-

tion efficiency and a higher current is delivered to an external circuit. 

The electron voltaic effect, apart from being a very useful 

analytical tool, has aroused interest in the device applications field. 

One such application is the beta voltaic battery, in which beta particles 

from suitable radioactive sources bombard the junction to produce electri-

cal power (Rappaport, 1954 0 Pfann and van Roosbroeck, 1954). Another 

is where an avo.lanche photodiode is bombarded with an electron beam to 

provide a useful amplification of over 10
5 

times(Gibbons et al, 1975). 

(3) The Bulk Electron Voltaic Effect. The bulk electron voltaic 

effect is the generation of a voltage across a semiconducting specimen 

by electron bombardment of a region of non-uniform resistivity. The 

physical cause for the effect, is the same as for the bulk photovoltaic 

effect (Tauc 1962). Local variations in resistivity cause the energy 
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bands to bendr so that local fields must exist. When such a region is 

subjected to electron bombardment, the bulk e.v.e. is generated by two 

mechanisms. One is similar to the barrier e.v.e. called the 'chemical' 

contribut.i.on which arises from the separation of electrons and holes by 

the local field, the other is due to the Dember effect, previously des-

cribed. At the boundaries of the electron beam, there is a concentration 

gradient of injected carriers and both holes and electrons will therefore 

diffuse away. Generally the mobility of the holes will be much lower than 

that of the electrons, so electrons will diffuse further away. This will 

not occur symmetrically at opposite edges of the beam if the doping is 

non-QDiform, and this asymmetric separation sets up the Dember voltage. 

Munakata (1966,1967) modified the bulk photovoltaic effect to be 

applicable to bombardment by an electron beam. He neglected the chemical 

voltage as the field is normally low enough not to alter the diffusive 

flow of the carriers. The results of his theoretical derivation, show 

that the sensitivity of the signal increases strongly with the minority 

carrier diffusion length (L ). In materials with short L, such as CdS p p 

and Ga~s, however, the technique does not give sufficient resolution to 

allow it to be used. 

( 4) S-Conductivity. This effect resembles that of photoconductivity. 

The electron beam creates free carriers which lower the resistance of the 

specimen (Munakata, 1968) and this increased conductivity can be measured 

simply using a circuit such as that shown in Figure 5.3. The change in 

conductivity ~a will be constant throughout the specimen, but its effect 

wj_ll be position dependent for the following reason. 

When the region on which the electron beam is incident has a high 

conductivity, the total current through the sample remains substantially 

unaltered 0 however if the region is of low conductivity a large change in 
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total current will result which will be amplified by the current amplifier. 

Displaying this output on the C.R.T. allows conductivity variations across 

the sample to be observed directly. 

The circuit shown in Figure 5.3 may also be used to study the 

effect of applied bias on the barrier electron voltaic effect. If the 

sample is a Schottky diode most of the applied bias will appear across the 

depletion region (except in high forward bias) , with very little across the 

bulk, thus the B-conductivity effect will not be important, but the deple­

tion layer may be examined as a function of bias. If, however, there is 

a resistive surface layer present on the sample, the B-conductivity effect 

may be the dominant mechanism. 

In what follows, the analysis of metal-semiconductor diodes made 

by depositing gold on CdS subjected to various surface treatments will be 

described, and later the use of these techniques applied to CdS/cu
2
s p-n 

heterojunctions. In Appendix A, a study of grain boundaries in ZnSe using 

the techniques developed here will be reported. 

5.3 The Analysis Cir~uit 

It is important to check that the image displayed on the S.E.M. 

used in the EBIC mode, really does represent the conductance or current 

variations induced in the specimen, in other words, it is necessary to 

know the characteristics of the detector circuit, as it contains both cap­

acitative and conductive elements. 

The circuit may be simplified, initially, by noU.cing that the 

10 kO biasing potentiometer is of negligible value compared with the 

resistance of both the sample and R u (see Figure 5. 4) , and that the 

resistance of the current amplifier is negligible. 
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It is assumed initially that the sample may be considered purely resistive, 

with resistance R . The circuit can be further reduced using Norton's 
X 

theorem, to the following form: 

where 

and 

In9 
'-------1'----·---~--

R 
n 

I 
n 

E 
FIG. S. 5 
RR 

X 

R + R 
X 

v 
0 

R 
X 

( 5. 2) 

( 5. 3) 

Assume then, that when the electron beam scans a certain point on the 

device, the resistance changes from R to R + ~R , the small signal 
X X X 

approximation. 

I + b.I , thus 
n n 

The current I will consequently change from I to 
n n 

~I 
n 

b. I 
n 

::: 

v 
__ Q __ 

R + ~R 
X X 

V ~R 
0 X 

2 
R 

X 

v 
0 

R 
X 

(5.4) 

(5.5) 



and the change in R 
n 

i".R = 
n 
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(R + R )
2 

X 

(5.6) 

If the conductance of the sample is considered instead of the resistance, 

equation (5.5) becomes 

l'.I 
n 

V i".G 
0 X 

(5. 7) 

The instantaneous current, I , measured by the amplifier in response to 
m 

the change of resistance i".R is calculated in the following manner. 
X 

Since the charge on the capacitor C cannot change infinitely quickly, the 

voltage across AB in Fig 5. 5 must remain unaltered immediately after the 

impulse, i".I . Now, the current I must consist of two parts, one due to 
n m 

the change i".I and the other due to i".R . 
n n 

In steady state, 

following the impulse 

where 

V (unaltered) 
AB 

I R 
n n 

I R' 
AB n 

R' R + i".R 
n n n 

and 1
AB 

is the current through R'. 
n 

Also 
I I IAB + I 

n m 

where 
I' I + IH 
n n n 

Rearranging equations (5.11), (5.8) and (5.9) gives 

I 
m 

I' 
n 

I R 
n n 
R' 

n 

(5. 8) 

(5. 9) 

(5.10) 

(5.11) 

(5.12) 

(5 .13) 
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This may be rewritten using (5.10) and (5.12) as 

I 
m 

LH + 
n 

I 
n 

R' 
n 

Lm 
n 

From equations (5.2), (5. 3), (5.5) and (5.6) this becomes 

I 
m 

6R V 
X 0 

R (R + R ) 
X X 

In terms of conductance variations, equation (5.15) becomes 

I 
m 

V G IJG 
0 X 

(G + G ) 
X 

(5. 14) 

(5. 15) 

(5. 16) 

Therefore, providing that the change in resistance 6 R is small compared 
X 

with R , the instantaneous current measured will be proportional to IJR . 
X X 

It isreadily,scen that an induced current in a device will produce 

a similar signal. The current c~eated in: either way is in an RC network and 

will as a result decay exponentially with a time constant given by R C. 
n 

It is therefore necessary that R C be very much greater than the time taken 
n 

to scan a region of varying conductivity. An upper limit is imposed on 

the value of R c, by the need to be able to alter the bias readily, as this 
n 

causes a current to flow which also decays with time constant R C. The 
n 

values of components chosen were such that with a sample of resistance 

1 MO, a time constantof ~1 sec. resulted. The scan speed of the S.E.M. 

generally used both for an EBIC picture and for a single line graphical 

display was 18.2 ms.per line 6 satisfying the aforementioned condition. 

The capacitance of a sample will tend to reduce any sudden varia~ 

tions in current induced by the elec·t:ton beam, rounding sharp edges on 

current steps. The mino:dty carrier lifetime will also limit the rise 

time of the observed signal, (Mj_yazaki et al 0 1966.; Abraham et al, 1966) • 

Tests for these effects were made in the work which follows, by varying the 

scan speed un·til it was sufficiently slow for no change in image to appear 

with scan speed. 
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Metal--semiconductor diodes were fabricated on several differently 

prepared surfaces of CdS, namely cleaved, etched, polished and surfaces 

coated with an insula'cor. Firstly ohmic indium contacts were applied to 

the face opposite where the barrier was to be made using gold as the 

barrier metal. For the cleaved samples a prismatic plane of the hexagonal 

structure was exposed by carefully cleaving the crystal with a fine blade. 

-5 
Gold evaporation took place at a pressure of less than 10 torr for all 

the samples considered. CdS of moderate resistivity, 
4 

p rv 10 ncm, was 

used in this case, as the EBIC signal from low resistivity samples was 

difficult t.o measure because noise caused the current amplifier to 

oscillate • 

The etched surface was prepared on the polished sulphur face of 

the basal plane of a CdS die, by immersion in concentrated hydrochloric 

acid for 20 seconds followed by washing in methanol. To produce the 

polished surface, the sulphur face of a sample was first smoothed using 

3 ~m Aloxite powder and finally polished using 1 ~m diamond paste. These 

devices had a depletion capacitance of rv 250 pFo In preparing an MIS 

device for this study a CdS die was first polished and lightly etched, 

0 0 
then a layer of SiO between 1,000 A and 2,000 A in thickness was evaporated 

as previously described using the electron beam deposition system, 

2 
following which a gold dot of 1 wn area was thermally evaporated. 

Inside the microscope, contact was made to the devices by means 

of an aluminium stub,on which the sample sat and to which the indium made 

contact, and a phosphor bronze probe touching the gold dot. Electrical 

connections were made through opposite sides of the vacuum chamber, and 

externally screened coaxial cables were used with a single common earth 

point to reduce noiseo 
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5.5 Experimental Results 

All measurements were carried out with a beam energy of 15 keV 

unless other~ise stated. The pictures were taken using a 1000 lineu 

20 sec. sc.:m frame and the line traces had a scan speed of 18 0 2 msecs o 

5.5.1 Cleaved Diodes 

The main feature of the diodes made on freshly cleaved samples 

was the dependence of the EBIC signal contrast on the energy of the incident 

electron beam and on the bias applied to the sample. The gold contact 

appeared virtually transparent for incident electron energies of 15 keV 

and above. 'I'his caused electron-hole pair generation and separation to 

occur over the whole area of the gold dot, with the consequent white con­

trast in the EBIC mode shown in Figure 5.6. At lower values of accelerating 

voltage, e.g. 7.5 kv, however, current flow caused by the electron beam 

only occurred around the perimeter of the gold film where the gold was 

thinner and this gave the contrast observed in Figure 507. As an increasing 

reverse bias was applied to a sample 1 while a beam of 15 kV was maintained 1 

the EBIC signal across the gold dot which was relatively flat at 0Vbias 1 

became more and more steeply curved as shown in Figure 5o8, which shows two 

line scans across the contact at zero and 3 volts reverse bias. The signal 

at the edge increased to several times its initial value while that at the 

centre remained substantially unaltered. This resembles the shape of 

signal from an unbiased device at 7.5 kV (shown in Figure 5.7). The 

effect of fo~ard bias on these devices with beam voltages of 15 kV was 

to reduce the amplitude of the EBIC signal 1 corresponding to a reduction 

in current flow, but the overall flat response seen at zero bias in 

Figure 5.8 remained unaltered. These observations will be discussed later. 
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5.5.2 Etched Diodes 

The Schottky diodes made on surfaces which had been etched in 

hydrochloric acid, behaved in all respects similarly to those described 

above. The only minor differencewas that the EBIC contrast was viewed 

against a background of etch hillocks instead of the smooth cleaved surface 

containing a few cleavage steps. 

5.5.3 Polished Surface Diodes 

In addition to showing the type of contrast described above, 

Schottky diodes made on polished surfaces exhibited small dots 1-10 Mm 

diameter) of d:i.ffer.ent contrast when viewed in the EBIC mode. With a forward 

bias of a few hundred millivolts applied 'co the sample, the.se appeared as 

dark spots (see Figure 5.9), while a reverse bias of similar magnitude 

produced a signal with white spots (Figure 5.10). These features will 

hereinafter be referred to as 'pinholes' a inverted commas are used because 

physically there is no diff.erence at all in the surface of a pinhole. 

The secondary emission micrograph of the surface, Figure 5.11, shows this 

very clearly. At zero bias, in EBIC, the 'pinholes' virtually disappear, 

and with a higher current amplifier gain, dark lines may be seen (Figure 

5.12) which are due to the presence of scratches on the mechanically 

polished surface. The additional small contrast feature present at A can 

be attributed to a small dust particle on the surface of the diode. The 

cathodoluminescent mode image of this surface, Figure 5.13, also demon­

strated the presence of scratches on the sample surface, which act as non­

radiative recombination centres, but showed no evidence whatsoever for the 

existence of the so~called 'pinholes'. 

The other feature of the EBIC contrast observed at these 'pinholes' 

was its dependence on the electron beam energy. 'Pinholes' were observed 

with beam energies of 7.5 kev, 15 kev and 25 k.ev, although the magnitude 
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of the current signal at a given bias varied greatly between 7.5 keV 

(the smallest and 25 kev the largest)as might be supposed. Figure 5.14 

records line scans taken of the same 'pinhole' at the three accelerating 

potentials, with the signal gain adjusted in each case to give comparable 

levels. In spite of this, the 25 kv trace is seen to be broader than the 

15 kV which is broader than that at 7.5 kv. 

5.5.4 MIS Structures 

The region of light contrast visible around the edge of the gold 

dot 5.n the Schottky diodes already described was very much reduced when 

MIS devices were examined in the EBIC mode. This is almost certainly 

attributed to the presence of the thick layer of insulator on these samples. 

However, within the region defined by the qo.l.d dot u these devices often 

exhibited features like that shown in Figure 5.15. It is presumed that 

these had formed as a result of the substrate being masked by a surface 

particle during the evaporation of the SiO but not during the gold evap­

oration, and in this way a real pinhole was formed in the insulator. 

Figure 5.16 and 5.17 show the pinhole in Figure 5.15, imaged in the EBIC 

mode with forward and reverse biases of 3 volts respectively. The depen-

dence of contrast on bias clearly resembles that observed from the features 

described as 1 pinholes 1 ih the previous section. 

Another type of feature where this kind of contrast could be 

observed was at etch pits. Often the surface would contain several etch 

pits much deeper than the others, (probably as a result of insufficient 

polishing) and at one edge of these, EBIC contrast could normally be 

observed. Presuma~ly because of the angle of incidence of: the insulator 

vapour on these holes, the faces did not become coated evenly, hence 

effectively forming a pinhole region. 
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Figure 5.6 

40 01J 

E.B.I . C. signal through the gold Schottky contact on a 

cleaved CdS surface : 15 kV accelerating potential . 



Figure 5.8 Two E.B.I.C. line scans (15 kV) across the gold dot 

(1) zero bias applied to device 

(2) 3 volts reverse bias. 
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Figure 5.9 Polished surface diode E.B.I.C. signal (forward bias) 

l 
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Figure 5.11 
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S.E. image corresponding to Figs. 5.9 and 5.10 

(Dus t particle marked by A) 
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Figure 5.13 

' 

Cathodoluminescence of Fig . 5 . 11 showing the effect 

of scratches . 



Figure 5.14 Line scans of E.B.I.C. signal at a pinhole using three 

accelerating potentials (1) 25 kV, (2) 15 kV, (3) 7 . 5 kV 
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Figure 5.15 Secondary emission micrograph of pinhole in SiO layer. 



Figure 5.16 E.B.I.C. micrograph of Fig. 5.15 in forward bias. 
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5.6 Discus3ion 

Although the observations of cleaved and etched diodes described 

were made on moderately high resistivity 
3 5 

10 - 10 Ocm cadmi urn sulphide 

in order ·to obtain noise-· free signals, it has been possible to confirm 

that the results were fundamentally of the same form as those for lower 

resistivity ( p "-' 1 Ocm) CdS which was used for the polished and MIS 

diodes. This was necessary in order to discount the possibility of the 

observations being wholly or in part due to photoconductive effects induced 

in the bulk of the CdS by the electron beam. The current through the 

Schottky diode in forward bias was, indeed, found to be strongly dependent 

on the presc:cc:2 of the electron beam, reducing by a factor greater than 

10 when the beam was extinguished. However, as the lifetime associated 

with this enhancement effect was measured to be "-'1 second, the contrast 

observed in Figure 5.8, 5.9 and 5.10, which were imaged using line scan 

times of 20 msecs. cannot be attributed to photoconductivity. The 

photoconductive effect should therefore be regarded as merely reducing 

the bulk resistance of the devices by a certain factor, independent of 

scan position. 

The alteration of contrast with different beam energy shown in 

Figures 5.6 and 5.7, may be explained by the penetration of the electron 

beam as a function of accelerating potential. Bresse (1972) has shown 

that when an electron beam enters a solidu its energy is dissipated by a 

random series of collisions within a volume which is roughly spherical 

>v-:i.th the circumference tangential to the surface. The radius of this 

volume depends on the electron beam energy, atomic weight of the material, 

density etc. Gold for example absorbs the energy of a 15 kV beam within 

a depth ofo.53 ~m (Kanaya and Okayama 1972). When the beam scans across 

the gold dot on the sample, a larger proportton of its energy will be 

dissipat.ed in the CdS at the edges of the dot (where the gold is thinner) 
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than at the cen'treo This energy is absorbed producing electron-hole pairs 

in the depletion region of the CdS. Before they can recombine many of 

these pairs will be separated by the internal electric field (the barrier 

electron voltaic effect) causing a current to flow. This is the case in 

Figure 50 6 0 At a lo\.:er accelerating potential (7.5 kV), very little 

of the beam penetrates the centre of the gold dot, consequently only the 

edge displays an EBIC signal (Figure 5.7). A similar effect occurring 

in planar p-n junctions has been described by Chi and Gatos (1977). To 

explain the effect. of bias shown in Figure 5. 8, the model illustrated in 

Figure 5.18 is proposed. 

Electron hole pairs produced within the depletion region contribute 

to the external current. Because of the short minority carrier diffusion 

length in CdS, at ~era bias, a current will be produced at the edge, where 

much of the beam is absorbed further into the CdS beyond the depletion 

region, 1t1hich is comparable to that produced at the centre where a large 

proportion of beam energy is lost in the gold. 

The current signal from the centre of the gold will therefore be 

largely unaffec·ted by an increase in reverse bias, whereas at the edge 

more absorption will take place within the broadened depletion region 

to produce a larger current flow as the reverse bias is increased. The 

reduced response under forward bias with uniform contrast across the dot 

as for zero bias, follows immediately from the model. A narrower depletion 

region and lower field imply less induced current. A good demonstration 

of this is given by de Kock et al (1977) who show that striations in EBIC 

contrast across a silicon Schottky diode are due to resistivity fluctua­

tions causing variation in depletion width. 

As previously stated,the etched Schottky diodes showed very 

similar results, and it seems reasonable to use the same interpretation 

to describe them. It must be emphasised that both types of device showed 
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only white con·trast on the region defined by the gold dot when the bias 

was varied. As the forward bias was increased, the level of contrast 

reduced but did not change sign. 

The characteristics of Schottky diodes prepared on polished 

unetched CdS cannot be explained by the above model, although the pene­

tration effect with differing beam energies was observed. The small dots 

or 'pinholes' which changed contrast with reversal of bias were obviously 

associated with a quite different effect. Similar observations have been 

reported by Peach et al (1979) and Galstyan et al (1972). 

It is proposed that the work damaged surface forms a resistive 

layer containing recombination centres between the gold and CdS bulk. 

Therefore t.h.e current which is induced to flow by the electron barrier 

voltaic effect will be reduced by increased recombination within this 

surface region. In contrast, the current flowing through a biased device 

when the beam illQminated one of these 'pinholes' was observed to be 

several times greater than when the beam was elsewhere. Quantitative 

measurements of current versus voltage were therefore undertaken and are 

shown in Figure 5.19. In order to carry these out, the electron beam was 

used in the spot mode, i.e. the scan was switched off, and the beam 

positioned manually. Three sets of measurements were taken: 

( 1) Electron beam off (dark condition) 

(2) Electron beam away from 'pinhole' 

(3) Electron beam at centre of 'pinhole'. 

The measurements were made using a high impedance 'V 109 
0 D.V.M. 

Bradley Voltmeter 173B, to measure the potential across the sample 0 and 

the low impedance Keithley current amplifier previously described to 

measure the current. The voltage was provided by two 9 volt dry cells 

in a potential divider network. To begin with the current and voltage 

were set to zero wi'ch the electron beam off, then the electron gun e.h.t. 
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was switched on. This caused a small voltage "-· 3 mV to appear on the 

voltmeter at zero current. This voltage was found to be larger for 

expe~iment (3), but st.i.l.l less than 10 mV, and it was therefore concluded 

that no sjgnif::i.cant open circuit voltage or short circuit current 1:1as 

produced by the electron beam. This is in contrast to the work of 

Rappaport (1954) on silicon p-n junctions where O.C.V 0 s. of 200 mV were 

found. This is not surprising in view of the surface t.reatment. 

The reverse bias was then increased and the voltage and current 

recorded. tVhen the current approached 1 mA or the voltage 5 v, the voltage 

was reduced slowly and readings again taken to check for hysteresis. 

The current in fo:rvvard bias was then measured similarly. A significant 

hysteresis was observed with all devicesv however, in relation to the 

difference between curves (1) and (3), Fiqure 5.19, this v1as negligible. 

A dark cha:cacteristic was measured first., then the light ones, and finally 

as a control experiment, another dark one. While the current in this case 

was higher in both forwaxd and reverse biases than originally, as it was 

still considerably below the 'pinhole' current, the results in Figure 5.19 

are still valid. 

It is apparent that there is a minimal effect on the current­

voltage characteristics when regions other than 'pinholes' are bombarded. 

This must be due 'co a hj_gh recombination probability for electron-hole· 

pairs in the work-damaged layer, so that few carriers reach the depletion 

region. In contrast, the current in both forward and reverse bias is 

considerably higher when the electron beam impinges on a 'pinhole' and 

from the shape of the I-V characteristics it appears that the effect of 

the electron beam is to lower the electron barrier height, or equivalently 

increase the semiconductor temperature in the vicinity of the barrier region. 

The former process \vould occur if the polished (work damaged) layer affects 

the potential energy band structure in such a way as to increase the barrier 
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height for devices kept in the da~k, compared with that of a pure Schottky 

diode. To explain the experimental observations the barrier height would 

be required to decref.'.8e when the 'pinhole'isbombarded. This might occur 

o.s a result of a change in occupancy of traps in the interfacial region 

w1der irradiation by the electron beam;; or if the barrier height is con­

trolled by the resistivity of the surface layer, then by analogy with the 

photoconductive effect, the impinging electrons would reduce the barrier. 

Bottoms et al (1975) have used the EBIC technique to demonstrate 

the barrier lowering produced by mobile positive ions which had been caused 

to drift to the semiconductor insulator interface by the application of a 

bias and heat 'i::reatment. The result was a light contrast due to the 

increased bec.m induced current. When the same treatment was used but '!:lith 

the opposite bias, the spots disappeared, showing that the ions had 

drifted away from the interface. The presence of positive ions at the 

semiconductor work damaged layer, therefore, might produce one type of 

contrast in forward bias, but it is unlikely that they would cause the 

opposite contrast with reversal of bias. 

The suggestion of a change in temperature would require local 

heating of the crystal and in view of the fact that the irradiation is 

with 15 kev electrons, this is not impossible. It is perhaps more likely 

that the beam will cause work damage or 'burning' on the surface regions 

especially when used in the spot mode. This would explain the hysteresis 

(reversible 'heating 0
) and the drift of characteristic after measurements 

had been taken. 

A third possibility is that the diode ideality factor (n-factor) 

is altered by the electron beam. Yu and Snow (1968) have suggested that 

n may be a function of recombination current within the depletion region. 

This will clearly be altered by the impinging electron beam. 
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That there should be no obvious physical surface features to dist­

inguish these 'pinholes 1 is ra·ther surprising since their electrical 

char.acterist.ics have been shown to be very different from the surrounding 

area, It must be emphasised that these 'pinhole' defects were not like 

t.he stacking fcmlts or impurity centres observed by Czaja ( 1965) and 

Kawado (1975) amongst others, These latter defects behaved as recombina­

tion centres showing only dark contrast, 

The other contrast features, in Figures 5,9, 5,10 and 5,12, are due 

to surface scratches and are similar to those described by Holt and Chase 

(1963), They were also observed to change contrast with reversal of bias, 

but vJith a non-zero threshold, Their contrast was the negative of that of 

the 'pinholes', and they are consequently regarded as centres of enhanced 

Y.'E)C0"1.bination. The cause of the different threshold may be the differe!.1t 

contact geometry at the scratch. 

In Figure 5. J.4, the change in peak width with beam energy may be 

attributed to the different cross-section of penetration of the electron 

beam at different energies, it might also, however, be associated with 

the physical dimensions of the pinhole through the surface layer, but this 

is only speculation. 

The current~voltage characteristics of the MIS diodes were measured 

in the same way as for the previous type of device, and are shown in 

Figure 5.20, The features of these characteristics closely resemble 

those in Figure 5.19, with the thick oxide region exhibiting little change 

in current with or without the impinging electron beam, while the pinhole 

current is significantly higher both under forward and reverse bias. The 

simplest explanation of the behaviour in the thick insulator, is that most 

of the bea.m is absorbed in ·the goJ.d and the SiO and little,in fact, reaches 

the CdS. Actually at the pinhole 0 there is likely to be a much thinner 

surface layer beneath the gold contact and when the electron beam strikes 
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this, it is sugges·ted that the barrier height is lowered; as j_t was 

for the polished Schottky diode, causing a higher current to flow in both 

forward and reverse directions. 

While electrical measurements on both the polished and MIS diodes 

revealed similar mechanisms, physically the two cases are very different. 

The former contained no physical pinhole whereas the latter certainly 

possessed a. real pinhole, as the secondary emission micrograph in Figure 

5.15 shows. The suggested explanation satisfies both cases without m~h 

modification, but in order to test it further, another device was 

fabricated. 

The sulphur face of a die of CdS, already possessing an indium 

contact opposite, was polished with 3 Mm Aloxite powder, followed by 1 ~m 

diamond paste. After a short etch, 10 seconds in cone. HCl, it was 

placed over a mask in the evaporation system and eva.cuation took place. 

The mask prevented half the surface from receiving the evaporated layer, 

which was SiO, and of ~ 1000 ~ thickness. After this, a gold dot was 

evaporated, partly over the insulator and partly direct on to the CdS. 

When this was examined in the EBIC mode i the section free of insulator \'Jas 

seen to resemble that of the cleaved or etched devices described earlier 

1t1ith no negation of contrast with reversal of bias. Adjacent to this was 

a regj.on, still outside the apparent edge of the insulator (as seen in 

secondary emission) which did change contrast with bias. Attempts to 

measure I-V characteristics with the beam stationary here were unsuccessful 0 

the drift in current between starting the measurements and finishing 

altered the characteristics by a factor greater than 4. The beam spot 

seemed to 0 burn ° the region, leaving a mark, 1r1hich could be seen when the 

region ~as scanned afterwards. This effect of radiation damage has been 

observed by several authors, for example Peckerar (1973). This region is 

thought to be coated with a thin surface layer, consequently producing 
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similar results to the pinholes. Within the edge of the insulator, the 

current~voltage characteristics were very similar to those with the beam 

swit.ched off, consistent with the previous results on M.IS diodes. 

5. 7 Conclusions 

The observations discussed above, on the four types of surface, 

can all be attributed to two basic effects, the barrier electron voltaic 

effect, and the B-conductivity effect described earlier. Both the cleaved 

and etched devices showed behaviour consistent with the barrier electron 

vol ta.ic effect, while the samples possessing a resistive surface layer 

appeared to shov1 that the presence of S- conductivity dominated. 

The device described finally, \vith an insulator under part of the 

gold only, shows both these effects at different parts of its surface. 

From an empirical point of view, specimens where B~conductivity is 

important show reversal of contrast with bias, whereas those where the 

barrier e.v.e. dominates show merely a change in magnitude of contrast 

with reversal of bias. 

Returning to the work of the previous chapter, the high con­

ductance found in MIS devices in forward bias, with voltages in excess 

of 500 mV may be explained by conduction through the pinholes. There 

were only a. few pinholes on the devices examined, so it is supposed that 

at low forward bias and reverse biases up to, say, 6 V, the resistance 

of a pinhole, since the device is a Schottky diode,is high. Under these 

conditions the 0 pinholes 0 do not affect the total resistance of the device. 

Similarly, as they are of small area, their contribution to the capac­

itance will be small. However, as the bias is increased in the forward 

direction, the differential conductance of the pinholes will increase 

dramaticully. Current flm-J through v pinholes 0 will dominate the total 
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conductance which will increase exponentially. With reverse bj_ases 

exceeding 6 V, breakdown will start to occur at the pinholes, agai.n 

their differential :ces:i.stance vJill fall dramatically, resulting in the 

sudden dra.ma·tic inc:r:ease in conduction found experimentally. 
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CHAPTER 6 

ON CdS 

6.1 Introduction 

One of the most important areas of study of the copper sulphide-

cadmium sulphide heterojunction has been into the way that copper sulphide 

forms on single crystal cadmium sulphide. This is because, as mentioned in 

Chapter 1~ several phases of copper sulphide exist, but only one, chalcocite, 

cu
2
s, produces a heterojunction with a comparable efficiency to that of the 

Silicon cello (Te Velde and Dieleman (1973) and Palz et al (1973)). 

Extensive ~nvestigations of the phases of copper sulphide have been carried 

out by DjurJ.e (1958), using X-ray diffraction. In this chapter, a descrip-

tion of the methods of formation of various types of copper sulphide layer, 

and the results of investigation of their properties will be given. 

6. 2 Growth of Cop_per ~}-ghide La_yer 

Copper sulphide can be produced on cadmium sulphide by a chemical 

displacement reaction between cuprous and cadmium ions according to the 

equation 

+ 
2 Cu + CdS + ++ Cd 

As with any displacement reaction, once the first monolayer has been formed 

on the CdS, the rate of formation of further cu
2
s is determined by the 

+ diffusion of Cu ++ ions through the cu
2
s and the out~diffusion of Cd ions 

into solution. Buckley and Woods (1974) hqve shown that the rate of 

formation of cu
2
s on CdS obeys a parabolic law. 

If the reaction is taken to a conclusion, a cracked, but single, 

crystal of orthorhombic cu2s (chalcocite) is obtained (Cook et al 1970). 

During the reaction, the sample undergoes a weight increase of 10.1% since 

cu
2
s has a higher atomic weight than CdS. The cracks are caused by the' 
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lattice const.ant m:i.smatch between CdS and cu
2
s which sets up strain within 

the crystal. 

The p-·type cu
2
s layers were formed on the single crystal CdS by 

immersion in a copper ion plating bath which was prepared in thA fo.U.owing 

way, following the description of Caswell, Russell and Woods (1975). 

(1) 75 ml deionised wa·ter was placed in a beaker and oxygen free nitrogen 

gas bubbled through it. 

(2) After several minutes, 12 ml of concentrated hydrochloric acid was 

added to the water, and heating commenced~ the nitrogen gas flow 

"t'llas maj_ntained throughout the experiment. 

(3) Approx~mately 7 ml of hydrazine hydrate solution was added to the 

solution to produce a pH of 2.5 measured by narrow range pH paper. 

( 4) 1 g of CuCl was added and the pH checked. 

( 5) 
0 

While heating proceeded to 94 C, the pH was measured several times 

and if necessary corrected to 2.5 by using a few drops of HCl or 

hydrazine hydrate. 

(6) 
0 

Plating then took place (at 94 C). The crystals were lowered into 

the bath, for a time dependent on the thickness of layer required, 

but normally for 10 seconds. 

The purpose of the continuous flow of oxygen-free nitrogen, and the 

use of a strong reducing agent such as hydrazine hydrate in the plating 

+ solution was to stop the oxidation of the colourless cuprous, Cu , ions 

++ 
to the blue coloured Cu Cupric ions would displace the cadmium to 

form copper deficient phases of copper sulphide. If the solution was 

left without the nitrogen flowing, a deep blue precipitate would form 

on the surface after a short time. This was due to cuprammonium type 

complexions,which redissolved on heating. If, however, the solution was 

left for several v.Jeeks like this, its colour changed from clear to blue-

green. When the solution was cooled to room temperature with the nitrogen 
() 



flow maintained, white needle-like crystals of cuprous chloride formed 

from the saturated solution. In order to reduce any possible effects of 

oxidation which might occur between usage, a fresh solution was made up 

each time devices 1r1ere to be prepared. 

6. 3 _Sample Preparation 

In the preparation of samples for plating, the same procedures were 

followed as for the MIS devices 0 except that the size of the crystals was 

generally 4 x 4 x 2 mm. After the indium contact had been made on the 

cadmium face, the sulphur face was repolished wl:th 3 ~-tm Aloxite powder 

and the group of samples to be plated stuck down to a glass slide using 

'lacomit', an. impervious va.rnish. All the faces except the sulphur one 

were coated with this. A short etch in concentrated HCl lasting for 

15-20 seconds and a wa.sh in deionised water were a.dministered inunediately 

prior to dipping in the copper solution. 

After the copper sulphide layer had been formed, a gold contact 1 mm
2 

was evaporated, as described previously. This was positioned in one corner 

of the sample, so that the gold would not interfere in reflection electron 

diffraction measurements, which were carried out to check the phase of 

copper sulphide present. 

6.4 Reflection Electron Diffraction 

The technique of reflection electron diffraction (R.E.D.) has been 

used extensively in the study of copper sulphide layers on single crystal 

CdS, see, for example, Cook et al (1970), Hadley et al (1977) and 

Russell and Woods (1978). Its usefulness lies in t.he ease with which the 

different phases of copper sulphide may be distinguished by their R.E.D. 

patterns. Compared with X· ·ray examination, RED has a number of o·t.her 

advantages: (1) X-rays are absorbed to a depth of hundreds of microns, 
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whereas the suxfacc 1ayer of cu
2
s on a typical solar cell is only 1 ~m 

thick. An electron beam used, as here, with glancing incidence, will only 

0 . penetrate some 100 A 1nto a very smooth surface. (2) The diffraction 

pattern could be studied as the sample orientation was altered. For a 

good introduction to the theory and techniquesu see 0Electron Diffraction° 

by T B Rymer. 

A diffraction pattern corresponds to a crystal lattice in recj.pJcocal 

space. A reciprocal la·ttice point with coordinates (h,k,.t) is produced 

by a plane lying normal to the vector ( i ) The length of this vector 

is inversely proportional to the interplanar spacing. In three dimensions, 

the Bragg re::':lection condition can be determined using a geometrical model 

known as the Ewald sphere construction. This is shown in Figure 6.1. The 

crystal under investigation has its axis of rotation on the surface of a 

sphere of radius 1/A , at point B. The electron beam (wave) is incident 

normally to the surface at A. When the crystal is rotated so that a 

reciprocal lattice point lies on the surface of the sphere the diffraction 

occurs. The dj_rection of the diffracted beam is given by the radius vector 

of the sphere through this point. The Bragg angle is simply 8 in the 

diagram. 

R.E.D. patterns were taken of a large number of copper sulphide 

+ layers grown on single crystal CdS by dipping in the cu ion solution for 

10 seconds. The phases of copper sulphide were identified following the 

paper by Russell & Woods (1978) • For r.eference, good R.E .D. micrographs 

of chalcocite and djurleite are shown in Figures 6.2oand 6.3. These pat-

terns are formed by the unit cell geometries for chalcocite and djurleite 

shown in Figure 6 . .!/, (Cook et al 1970). The so-called 0 normal' orientation 

pattern is formed by diffraction of the electron beam by planes parallel 

to the a-axis. Since the energy of the beam is such that diffraction 

occurs at an angle of incidence of nearly 90°u the beam is incident parallel 
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to the a-axis. As an example, since a narrow spacing of planes will 

create a broadly-spaced diffraction pattern and vice versa, it is apparent 

that the narrowly spaced spots in the chalcocite pattern correspond to the 

broad spacing of planes, length b. The corresponding spots in the djurleite 

patterns are at double the distance apart, as a result of its b-axis be:i.ng 

half the length. A full analysis of the patterns is more rigorously and 

easily carried out using reciprocal lattice vectors. The diagram in 

Figure 6.4 also demonstrates that chalcocite grains can form on CdS in 

three distinct orientations lebelled P,Q,R. Thus a 30° rotation of the 

sample from the'normal 0orientation allows the beam to impinge and be dif-

fracted by planes parallel to the b-axis of one of the other grains. This 

orientation is referred to simply as the 30° position. 
0 

Another 30 rota-

tion provides yet anotheenormal'orientation for a diffraction pa.ttern, and 

so on. 

6.5 Electron Diffraction Results and Analysis 

The R.E.D. patterns of several of the chalcocite layers in the 0 normal' 

orientation displayed some extra and some missing spots, see Figure 6.5. 

In the 30° orientation the expected chalcocite pattern was observed. 

Additionally, a regular hexagonal pattern was observed over a large area 

when the sample was rotated some 8° clockwise or anticlockwise from the 

position for the usual pattern, Figure 6.6. It was thought, at first, 

that another phase might be responsible for this. However, the cell 

parameters calculated on this assumption did not fit any known phase of 

copper sulphide. A simpler expJ.anation is forthcoming if one considers 

the lead:i.ng diagonal XY (grain P) in the (001) plane of chalcocite, 

(Figure 6.4). This direction defined as [1Io] is 7.5° from the a-axis 

of another grain (grain R) as observations required. By using the camera 

equation 



a) :R.E.D. micrograph of chalcocite "normal" orientation 

(showing indexing of spots) 



Figure 6.3 (a): R. E.D. micrograph of djurleite "normal" orientation 

(showing indexing of spots) 



Figure 6.5 R.E.D. micrograph of "modified" chalcocite pattern 

(showing indexing of spots) 
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( 6. 1) 

(where Af is the camera constant and r is the diffraction spot spacing) , 
hk,Q, 

and the A.S.T.M. index, the pattern was indexed as shown, agreement between 

calculated and measured d-values being better than 3% in all cases. Trueing 

the cross-product of two of these reciprocal lattice vectors, namely (002) 

and (111) gives the direction of the electron beam as [i2o]. This is seen 

to coincide with XY in Figure 6.4 confirming the indexing of the diffraction 

pattern. 

As previously mentioned, the' normal0orientation pattern rv 7. 5° from 

this one (see Figure 6.5), has some spots missing and some additional to 

those associated with the chalcocite. Around each bright spot appears 

a regular array of four weaker ones. The spacing of these is exactly the 

same (to within measurement error) as that of the spots surrounding the 

bright dots in Figure 6.6. It is suggested that double diffraction, i.e. 

diffraction of a diffracted beam, is responsible for this. 

The explanation of the appearance of such phenomena on only a few 

samples is thought to be due to surface topography. The crystal cell 

parameters of chalcocite fit those of CdS to within a few per cent, but 

are smaller (see Cook et al, 1970, and Hadley et al, 1977). This means 

that as the copper sulphide grows on the CdS, microcracks occur, these 

will only grow in certain crystallographic directions (see Figure 6.7, 

which is of a layer of copper sulphide on the Cd basal plane of CdS). 

According to Reynolds and Cyzack (1960) the vertices of the hexagonal 

etch pit lie on the { 10l0 } planes of CdS, which correspond to ! 010 ! 
planes in cu

2
s. Figure 6. 7 shows that ·the cracks generally form along 

the direction of these vertices, i.e. the [100] direction and must there­

fore be due to stress in the [010] direction (b, in Figure 6.4). This 

is reasonable as the greatest lattice mismatch with CdS, 4.8% is in this 
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direction. If there is some slight misorientation of the crystal, i.e. 

cut a few degrees off the basal plane, then the cracks may grow prefer-

entia.lly in one direction, reducing the long range order perpendicular to 

this. This means that the R.E.D. patterns from the three grain orienta-

tions P,Q,R will be of different strengths. Similar reasoning is proposed 

to account for the infrequent appearance of the 8° diffraction pattern. 

It was not possible to obtain a good R.E.D. pattern from the copper 

sulphide on the smooth shiny cadmium face of the CdS. HovJeVGX' the matt black 

copper sulphide grown on the sulphur face of the CdS dice produced good 

diffraction patterns. Observation showed that the temperature of the 

pla·ting bo.t.l' was extremely important. 
0 

Dice plated at 90 C had mixtures 

of the djurleite (Cu
1

_
96

s) and chalcocite (Cu
2

s) phases while those plated 

0 
at 85 C had djurleite with a small amount of c·halcocite. Those dipped at 

0 
94 C, however, had layers of good chalcocite, all ov~r the surface. The 

results were different for the dice subjected to longer dipping times. 

A die dipped at 90°c for 45 minutes showed no trace of djurleite whatsoever, 

the whole surface being coated with a layer of chalcocite. 

This sets a more stringent condition for the manufacture of chalco-

cite in actual devices than that suggested by Caswell, Russell and Woods 

(1977), who only looked at dice after long (45 minute) immersion in the 

plating bath. Tnere are two possible explanations for this: 

(1) the copper sulphide initially forms on the CdS substrate as djurleite 

and is then converted to the copper-rich phase of chalcocite by the further 

incorporation of copper ions. This would imply that in a normal hetero-

junction cell a thin layer of djurleite exists at the interface between 

the chalcocite and the cadmium sulphide 0 this is suggested by Massicot 

(1972) to be so af·ter heat treatment• alternatively 

(2) the thermal mass of the CdS substrate may be responsible, i.e. during 

a 10 second dip in the plating solution at 90°c the sample (initially at 
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room temperatii~:e) does not achieve thermal equilibrium with the solution, 

because of its heat capacity. Thus, effectively the plating takes place 

0 
at a temperature less than 90 C, and djurleite forms. With a longer dip, 

equilibrium isreached and any djurleite initially produced is converted 

to chalcocite. 'rhis is supported by the small existence region of cu
2
s 

in the copper sulphide phase diagram of Dtuno.n et al (1974). 

6.5.1 The Effect of Thermal Mass 

Two experiments were performed to test this latter hypothesis, 

(1) samples were heated prior to plating, and (2) samples with half the 

normal th:i.ckness, i.e. 1 mrn thick, were used. In the first experiment, 

the px-e-h.eating was accomplished, either by dipping the sample in deionised 

0 
water heated to 90 C for 30 seconds after the normal etch in concentrated 

hydrochloric acid, or by using as the etchant a 15% solution of this acid 

0 
heated to 90 c. In the latter event an etch of 20 seconds was administered 

and no wash took place before dipping. 

In the second experiment the normal plating treatment was used, but 

samples only 1 mm thick were stuck to a glass slide with 'lacomit'. 

The devices produced by these experiments were analysed using the 

R.E.D. technique. Those which had received a pre-dip heat treatment, 

generally produced a good chalcocite layer, even when devices made under 

control conditions, i.e. without pre~heating yielded a layer composed 

predominantly of djurleite. However, results were not totally consistent;; 

on several occasions, a composite R.E.D. pattern was produced demonstrating 

tha·t a mixture of djurleite and chalcocite had been formed. Twice pure 

djurleite with no trace of chalcocite was present, nevertheless the best 

chalcocite layers were produced by this technique, and there seemed to be 

little difference between samples pre-heated in deionised water or sub-

j ected to t:he hot etch. R. E. D. patterns of the copper sulphide on the 
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thin CdS subs~rates 0 exhibited a layer of djurleite, contrary to what 

had been expect·e::J.. It is thought that there was little reduction in 

total thermal mass however, because the samples were stuck on to glass 

microscope slides. 

6.5.2 Etching 

While it is concluded that thermal mass is a contributory factor in 

determining the phase of copper sulphide which forms on CdS, the fact 

that the chalcocite was not always consistently produced implies that 

there is another important variable which has been neglected in the 

work described above. A study of the surfaces of ten Ciiodes made pre­

viously, using the scanning electron microscope in the secondary emission 

mode, revealed ·that there was some correlation between the surface rough­

ness of the plated layer and the efficiency of a cell with the rougher 

surfaces producing the more efficient devices. This might be expected, 

as a lightly etched surface could still possess a work damaged layer of 

CdS from the mechanical polishing and this, at the heterojunction inter­

face, would form a sh~mt path. However, a R.E.D. investigation of the 

phase of copper sulphide on CdS substrates after different etching times 

in HCl, was undertaken. This showed that in general, samples given a 

longer etch in acid were more likely to produce chalcocite layers. For 

example, a sample etched in HCl for 1 minute and then heated to 90°c in 

deionised water before plating for 10 sees, produced a very good R.E.D. 

pattern of chalcocite with no trace of djurleite, whereas a similar sample 

given a 10 second etch followed by the same pre-heat and plating treatmant, 

produced a pattern which resembled predominantly that of djurleite with 

traces of chalcocite as the beam was moved across the surface. S.E.M. 

micrographs of the surfaces of heavily and lightly etched heterojunction 

cells are shown in Figure 6.8. The corresponding R.E.D. patterns are 
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are shown in ~"_i_gure 6. 9. It is not known why the severity of the etch 

vlhich produces increasingly pronounced hexagonal cones on the sulphur 

face of the CdS substrate should control the phase of copper sulphide, 

but the effect is possibly a result of different proportions of the 

crystallographic faces being exposed during prolonged etching, and it 

may be that different planes have different probabilities for the forma-

tion of the various copper sulphide phases. The work of Borders (1976) 

using ion backscattering suggests a dependence of copper sulphide gro~tlth 

on crystallography and surface treatment, however, there has been no time 

to investigate this latter point further. 

6.5.3 Consequences of Heat T~~atm~~t 

A brief heat treatment at 200°C is normally administered to a 

freshly plated CdS/Cu
2
s heterojunction cell in order to achieve optimum 

photovoltaic efficiency. This is generally thought to cause the diffusion 

of copper ions from the copper sulphide into the CdS creating a high resis-

tance copper compensated region in the vicinity of the junction (see, for 

example, Shiozawa et al 1969). It has been suggested from the evidence 

of changes in the spectral response, that this leads to the conversion of 

the chalcocite to the less copper-rich phase of djurleite (Massicot, 1972; 

Caswell and woods 0 l977)o Devices which showed good R.E.D. patterns of 

chalcocite immediately after fabrication, were subjected to a two minutes 

0 
'bake' at 200 C. When these samples were examined again in the electron 

microscope, they showed R.E.D. patterns which typically corresponded to a 

mixture of chalcocite and djurleite, that is, a partial transformation from 

chalcocite to djurleite had occurred. The R.E.D. pattern of a sample after 

this heat treatment is shown in Figure 6.10. The pattern after heat treat-

ment is clearly that of djurleite with some extra spots around the bright 
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Figure 6.7 Cracks in eu
2
s grown on Cd basal plane of CdS. 



Figure 6.8 (a) cu
2
s grown on deeply etched CdS (S-plane) 

10t.L 



Figure 6. 9 :. R.E.D. patterns from the surfaces in Fig. 6.8 



Figure 6.10: R.E.D. micrograph of djurleite after heat treatment 
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ones, in addi~ion, suggesting oxidation of the surface. Diodes which had 

R.E.D. patterns of djurleitc prior to baking showed no significant change 

0 
after 2 m:i.nutes heating in air at 200 C. 

It must be emphasised that the R.E.D. technique can only reveal 

the phase of copper sulphide present within a few hundred angstroms of the 

surface, whereas the heterojunction in a typical cell lies roughly0.3 )..UJ1 

(i.e. some 3,000 ~} below the surface. However on a sample roughened by 

the customary HCl etch, the effective penetration of the beam will be 

greater, because of the range of different angles the surface presents to 

the beam. Thus the actual depth of the copper sulphide layer which is 

observed is a function of surface treatment and cannot be closely deter-

mined. Therefore in the experiment just described, it may only be the 

surface of the copper sulphide which is oxidised to form djurleite during 

the heat treatment, while the material at the junction remains chalcocite. 

This would at least be consistent with the observations. 

Caswell and Woods (1977} also suggest, again from spectral response 

measurements, that djurleite may be transformed back to chalcocite by 

chemical reduction. In order to extend this evidence, experiments were 

conducted on samples possessing a layer of djurleite either as a con-

sequence of the heat treatment, or because of the conditions of growth. 

These showed that djurleite formed in both ways reduced to chalcocite when 

immersed in a solution of hydrazine hydrate for periods of between 2 and 

24 hours. This is quite consistent with the predictions of Caswell and 

Woods (1977}, who suggested that oxidation is a two-stage process• 

firstly surface oxidation occurs, with little effect on cell characteristics, 

secondly oxygen ions reach the heterojunction interface where they form 

traps (Te Velde, 1973}. 
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6.5.4 Variation in pH. of Plating Solution 

In another series of experiments the effects that changes in the 

pH of the plating had on the phase of copper sulphide were investigated. 

The plating solution was made up using the normal procedureu the pH being 

brought to 2.5 as determined with narrow range pH paper. A sample was 

then dipped for 10 seconds after the customary acid etch but without any 

pre-heat treatment. A few drops of HCl were then added to bring the pH 

close to 1.5, and another sample dipped for 10 seconds. Several drops of 

hydrazine hydrate were then added to bring the pH of the solution to about 

3.5 and a CdS die dipped once more. However after 10 seconds, it was 

apparent that little copper sulphide had formed, and the sample was there-

fore subjected to a further 10 seconds plating. A R.E.D. analysis revealed 

that both the control and the layer produced under increased acidity con-

sisted of a mixture of the chalcocite and djurleite phases. On the other 

hand the alkaline preparation conditions led to the formation of hexagonal 

copper sulphide. The particular hexagonal phase was that referred to by 

Cook et al (1970) as Cu S. 
X 

The experiment was repeated incorporating a pre-heat treatment 

for the CdS substrates. This time the plating lasted for 10 seconds in 

all three trials, and resulted in the production of good chalcocite in 

both the control and acidic cases, while the alkaline conditions produced 

a good djurleite layer. Russell and Woods (1978) have shown that when 

unencapsulated CdS/Cu
2
s heterojunction cells are left in the atmosphere 

for two years, a chalcocite layer transforms to a djurleite one with traces 

of chalcocite, whereas an initial djurleite layer undergoes a phase change 

to the Cook hexagonal form. Re-examination of devices after eight months 

revealed R.E.D. patterns which support these observations totally, both 

for samples initially prepared as. djurleite and those transformed into 

djurleite as a result of heat treatment. This suggests that the Cook 
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hexagonal Cu s is a less copper-rich phase than djurleite, which the 
X 

experiments using plating solutions with difference pH's support. It 

appears that with values of pH between about 2.5 and 4, the copper sulphide 

layer becomes richer in copper as the pH decreases. If the pH is made less 

tha~ about 1.5 the solution turns blue-green, indicating the presence of 

++ cu ions and a less copper-rich phase of copper sulphide would form. Thus 

a pH of about 2 seems to create the best conditions for chalcocite growth. 

A likely explanation is the following. Cuprous chloride is only slightly 

-- t-
soluble in water, however if mixed with HCl it forms a Cu2Cl4 + 2H com-

0 
plex, soluble at temperatures near 90 c. This complex is relatively stable, 

++ 
but in order to prevent oxidation to Cu , the reducing agent hydrazine 

hydrate is added. 

ion further by fm:.111ing cuproam-

monium type complex with the copper. There will of course be a complicated 

dynamic equilibrium set up between alkali and acid and copper chlorideu 

otherwise a salt would be produced and the HCl and hydrazine hydrate would 

serve no useful purpose. If excess acid is added, it will upset this 

equilibrium, causing the production of more hydrazine chloride salt. This 

means effectively a reduction in the quantity of alkali available to 

++ 
ion, and oxidation to Cu occurs, which is 

observed as the solution turns blue-green. In the experiment, the solution 

was still colourless when plating occurred, hence chalcocite was produced. 

If the pH is altered in the other direction by adding excess hydrazine 

hydrate, then two possibilities occur. The reducing agent may reduce the 

+ copper ions to metallic copper, thus decreasing the number of Cu ions 

available for reactionu or the excess alkali may react with acid to pro-

duce more salt, this will reduce the amount of HCl available to form the 

stable + ++ ionu allowing the oxidation of Cu to Cu 
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In fact, the formation of metallic copper was observed, suggesting 

the former mechanism, and djurleite was produced on d1e CdS substrate. 

The effect of changes in the pH of the plating solution are compounded 

by the effects of cha..'lges in temperature, and of variations in thermal 

mass, length of plating and etch treatment. Changes in all these variables 

affect the phase of the copper sulphide layer pramuced. In addition the 

level of doping of the CdS is known to influence the phase of Cu Sproduced 
X 

(Hill et al., 1977, Kantariya, 1978) v however all these experiments were 

carried out on material from one crystal boule, so this, at least, was 

6.6 Conclusions 

W5.th so many variables, it is very a1tJh.rard to optimise conditions 

to provide higher efficiency cells, indeed it is very difficult even to 

attain reproducibility. However, the work reported here has provided some 

insight into the problems associated with the chemistry of formation of 

the copper sulphide layer'. As a result, subject to strict conditions of 

0 
pH (near 2), temperature (95 C), etch (30 seconds in cone. HCl), and a 

pre-plating heat treatment, good reproducibility and uniformity of chal-

cocite layers on the CdS substrate has been achieved. 
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CHAPTER 7 

P.HOTORESPONSE MEASUREMENTS 

7.1 Introduction 

The models of the CdS/Cu
2
s solar cell considered in detail earlier 1 

the Clevite Model and that of Te Velde, both demonstrate the importance of 

the copper compensated layer in the optimised cell. Thus 1 it is expected 

that the spectral response of the photoconductivity of CdS:Cu will have a 

significant effect on the response of the solar cell, if either of these 

models is correct. The experiments described in this chapter were all 

designed to give a better insight into the operation of the cu
2
S/CdS solar 

cell. The measurements included spectral distribution of photoconductivity 

in copper doped CdS, photocu.pacitance of Schottky diodes and heterojunctions, 

photoresponse- of the open circuit voltage and short circuit current of 

photovoltaic devices. In addition current-voltage characteristics were 

measured under illumination and in the dark. All these parameters were 

studied as a function of heat treatment. 

7.2 Measurement of Spectral Response 

All of the spectral response measurements were made over the wave-

length range from0.35Mm to 2 Mmv using a Barr and Stroud monochromator, 

Type VL2, fitted with Spectrosil 'A' silica prisms. The light source used 

was a 250 watt ?4 volt quartz halogen tungsten lamp. Generally this \"!as 

supplied from a 20 V D.C. stabilised power unit. The energy distribution 

of this source with the VL2 monochromator is shown in Figure 7. 1. This 

measurement '"as made using .a thermopile to measure the energy at the 

exit slit of the monochromator. To enhance the signal the incident 

beam was chopped at 8 Hz and the thermopile output fed into a lock-in 

amplifier (Brookdeal Ortholoc 9502). The slits of the monochromator were 
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adjusted to a width of 0.5 nun and were not altered from this value for any 

of the subseqnent experiments. 

In order to provide a check on this measurement and to provide an 

absolu:Le value of radiant power, at the exit slit, the output of the mono-

chroma·tor vJas measured using a silicon P. I. N. diode type 10 DF, made by 

Uhited Detector Technology Inc. This has essentially a flat band response 

between 450 nm and 950 nm and is calibrated at one wavelength. The output 

from this device was large enough to drive a chart plotter (Hone~Jell 196) 

directly. The response recorded using this diode is shown in Figure 7.2. 

It is readily observed that the agreement between these two measurements 

is very close. The bandwidth of the monochromator varied with wavelength 

from 70 R at 0.5 ~to 350 ~at 1.15 ~m. 

7.2.1 Setting up Procedure 

Before the monochromator was used, and frequently during use, its 

wavelength was calibrated in the following manner. The tungsten lamp toJaS 

replaced by a sodium line source which I!Jas placed at. L
1 

(Figure 7. 3). 

Mirrors M1 and M
2 

were adjusted until a sharp image of the sodium source 

was focussed on the entrance slit s
1

. The wavelength drum was rotated until 

the maximum yellow light intensity was observed at the exit slit. This 

0 0 ' ought to correspond to a wavelength of 5893 A or a drum reading of 23 35 u 

if it did not, the coupling spindle was loosened, adjusted and tightened. 

The drum was then taken to longer wavelength and rotated slmrly back to 

the maximum until satisfactory adjustment had been achieved" In this way 

the monochromator was calibrated for measurements from low to high photon 

energy, however it was not adjusted for measurements in the other direction 

owing to the backlash in the worm gearing. 
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This nh<.~nome:lOn. has already been described but further details vJill 

novJ be giv2n. ·r:::1e pho·toconductive gain of a bulk sample may be defined as 

~he nuw~er of charge carriers passing between the electrodes per photon 

ab::mrbed. 'I'hu~:; a gain of less than one means an electron recombines '<'li·th 

a hole befox-e :i.t has reached the anode. A gain of greater than one implies 

·that the g2ne1::at.ed eJ.ectron passes through the sample to the anode, but to 

preserve charge neutrality, another electron must be injected at the cathode. 

The number of such electrons traversing the sample before recombination 

occurs detex·m.ines the go.in. The hole also generated by the photon is 

trapped quickly 2s hole lifetimes in CdS are very much short.er than those 

of electrons, and can usually be neglected. It iR ther:-12fore apparent 'chat 

H. is im};Jossi0le 

to produce a_ fast sensitive pho·toconductor. 

7.3.1 Sensitisation 

The long electron lifetime required for high sensitivity may be 

obtained by incorporating certaj_n recombination centres known as sens:t-

tising cent.res. Experimentally, a relatively pure crystal of Cds is found 

-~6 -8 
to have electron and hole lifetimes in the range of 10 - 10 sees, a..nd 

is therefo:r-e regarded as an insensitive photoconductor. 'I'he incorporation 

of cadmium vacancies \•J).ll convert it into a sensitive phot~oconductor 
9 

-2 -3 
with an electron lifet.ime of lO - 10 - sees and a hole life'cime less 

·8 
-~han 10 sees (see, for example, Bube 1960). The electron lifetime is 

improved only at the expense of the hole lifet:i.me. Incr2c.sj_ng the number 

of recombination centres of the type originally present, would of course 

only decrease both electron and hole life·times, however, sensi tisation 

occurs when recombination centres of a different kind are introduced. 

This is illustrated by a simple quan·ti tati ve model, following Rose ( 1963) . 
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Consider a pl'" .. ~ocond•.'.c"tor containing one class of recornbinat.:i.on centres 

\vb.ose capture cross ssc·t~.on. 
. ~15 /. 

for both electrons and holes lS 1.0 em • 

The C'.e:Qsit.i.e:" cf eloctraC~ a.nd hole occupied centres are taken to be the 

15 -3 
:::o.me, 1.0 c::n ~i'r.op d1.e eJ.ect.con a.nd hole lifetimes a.re given by , 

T 
n. 

T 
p 

-1 
(VSn.1.Pr1) 

-7 
J.O sees 

V thennal vel.ocit:y of electrons and holes 

S capture cross-section of class 1 centres 
nl 

Prl= density of occupied centres. 

( 7 0 1) 

16 ··3 
1.0 em impurity states are added just belov1 the Pcrmi level. 

so thcr:: they ax-e a.J .. ~. f:U.J.ed with electKons in the dar.-k. These have a. sma.ll 

-7.0 2 
cap·tu.:"'0 cross section for elcctrcPs of 10 em o.nd a la1:ger cross section 

·~15 2 
of 10 ccn fn:c ho].es. Under illumination, .=t r?dist.r.-.i.buti.on of eJ.octrons 

a.nc!. hoJ.es i:·J5.·(_h.i.n the recow.binat:i.on centres takes place SL'bj0c·t to the 

foU.O'tJ:i.ng con.cl.i_tion that free holes and electrons must enter the centres 

a.t the same :t:'a.t.e, i.e.: 

and 

v~ P nrl ""pl 

pn 
2

vs 
2 r_ p 

where p c n. a.re o.ens:i.·ties of free holes and electrons u 

r 1. i." . .,.d r
2 

refex- to recombinaU.on sto.tes class 1 and class 2 

S refers ~o capture cx-oss sections. 

Rearrar:.g:Lng gives 

Pr2 
8

n2 ------ R. 
nr2 8p2 n 

(7.2) 

( 7. 3) 

(7. 4) 
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Because the n .'lllJer of recombination centres must remain const.ant 

n + 
rJ. 

n 
r.?. 

+ 

Equation (7. 4) becomes, with s 
nl 

prl 

prl :::: 

pr2 

:::: s 
pJ. 

:~4_-n.E~. 
n 

r2 

const. 

canst. 

s 
n2 

s 
p2 

N 
r2 

( 7. 5) 

(7.6) 

(7. 7) 

Since the class II centres have a low capture cross section for electrons, 

t.h.ere will be a tendency for electrons to shift from class II to class I 

centres u thL1S for low light levels 

and 

With these approximations, equa.tion ( 7. 7) becomes 

Putting in values, p 
rl 

N 
rl 

The rate c:.t 1r1hich electrons are trapped is 

n/ T 
n = nprlv 8nl + npr2 v 8n2 

and 

1 
T -

n p 
r1 v 8n1 + P r2 v 8n2 

1 

10-6 
Nrl v 8n1 +N 

1 
VS 

2 r_ n 

1 10-2 = sec. N rl v 8n2 

( 7. 8) 

(7. 9) 

( 7. 10) 
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Thus the sens.i ~-.-:.v.i.ty of the pho·toconductor has been increased by a factor 

5 
of 10 by adding the scnsitising centres. The hole lifetime has been 

~7 ~8 
decrea;,Gd f:rcm J.O t.o lO sees. Phenomenologically the electron recom-

!cinat.:i.on tra.ffic through the Class I states has been greatly reduced by 

filling t.hem with electrons from Class II states. 

A. phenomenon normally associated with photoconductive CdS is infra-

red quenching. This occurs when a given photocurrent excited by visible 

light is considex-ably reduced by simultaneous illumination with infra-red 

light. r;:>:'-' ma.y be explained by considering a photoconductor, containing 

both Class I and II centres, sensitised as described above. If the sample 

is illumina.tcd \vith infra·-red ligl1t that is selectively absorbed by the 

Class :u cer..txes, electrons will be excited from the valence band into these 

centres, see Figure 7 4 The free holes thus produced mny then be captured 

by the insensitive, Class I states. Since this process has shifted holP.s 

from Class II to Class I centres, the situation is now exactly the reverse 

of sensitisat:i.on, and so the electron lifetime is reduced, as is the photo-

current. Thermal quenching,a related phenomenon is an increase in temper-

atuxe "~:lhile the illumination remains fixed causing the sensitised photo~ 

conductor to revert to the insensitive state, because the steady state 

Fermi levels 2.~..-:-c sh:i.fted fnrt':1er from the band edges with the result that 

the sensi·tising states become traps instead of recombinat:i.on centres. 

Measu:r.:emen'c of t.he spectral response of photoconductivity is a useful 

tool for providing information about the energy levels of trapping and 

recornbinat:i.on levels in semiconductors. This technique has been used 

extensively in the study of impurity levels in CdS, for example by 
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Rose (1951) 0 Ru.b:' o..nd 'J:'homse-n (1955) and Nicholas and Woods (1964). By 

using a S<":r.onc'l.ary Jj,gbt source to provide a 1 bias illumination' j_t is 

possible to S(~n.s.i. t:i.sn suj_ tably photoconductive samples of CdS, so that the 

en2.-cgy l0V',"\ls rcspoD~~:i)JJ.e for j_nfra.,red quenching may also be ohserved 

(T"iebson. 195:>). The Cla.ss II centres found in copper doped CdS are 

generally accepted to b8 1.1 eV above the valence band (BubG, 1957). 

Another technique similar to that of photoconductivity is photo·-

capacitance. .Sah et al (1970) provide a description of this and a compre-

hensive ;;u.rv. ~: of complementary experiments. To have a significant photo-

coP.ductivr~ responscQ the dc .. 'rk conductiv:i.ty of a SvJilplt=> must be lovJ, whi.ch 

3 
implies onJ.y rn.aterial \·Jith a resistivity greater tha:1 10 Qcm is usefuL 

Lm-1er res.i.stivit.y material is unsuitable simpJ.y 1::Jecause of '\:he small ratio 

of the number of photoexcited to free carriers. In the pho·toco.pe>citance 

experiwen t 0 a Schottky barrier con tco.ct replaces one of the ol.w~.c conte_c·ts, 

creating a depJ.etion regj_on, thus a change in occupa.ncy of any traps pro~ 

duced ~y the absorption of light in this region a.lters its 1:1idth and changes 

it capacita.r1ce 0 The different electronic processes x-esponsibJ.e for photo-

capacitance effects ca.n be described in terms of the energy band diagrams 

in Figure 7.S. 

'l'he p;::occsses illustrated are: 

(a) t:xci tation of photocapaci tance by intr:i.ns:i.c ra.diation. VJhen an 

electron--hole pair is created in the vicinity of the junction, the electron 

drifts j_n the built-·in fieJ.Cl. further into the CdS 0 \·Thilc the hole i.s ca)?tured 

by one of t.he dezp leveJ.s in t.he CdS depletion reg.i..on. The inc:r.ease in 

positive space cha:rge th:i.s creco.t.es gives rise to the mea.sured photocapacitance 

by narrmJing the depletion region in the CdS. 
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(0) Excita:•-:· .. on. of photoca:9o.cita.nce 0y extrinsic radiationp 

A '\, 0 0 5 ·- 1 n 0 !J.lllo Light "t'ITi th. tl1eSe wavelengths can cause direct exci t.a.-

tior.. out of a deep level leaving behind a trapped hole with the same .t'esu.lt 

(c) 8xc:i.ta':::1.cn of photocapacitance by extrinsj_c radiation t-Jith 

A > l ~r.m. Lig::1t of this wavelength has insufficient energy to excite an 

elec·t::-on fx-om a filled deep level to the conduction band near t .. h.e junction 

becc>.t'.se of the barrier height at the surface. Excitation is however possible 

by the emission of an electron to a higher lying interface state followed by 

tun':!~~-ling into t.he conduction band. 

(d) Quenching of p~otocapaci tance by e~trinsic radiation A "-' 0. 8 ·· L 5 IJ.m. 

Quenchi!1g OCC\..'.rS here in a simL!.c'.r 'lW.Y to cha': descr:i.bed for phoLocondt\<.:tion. 

The sample is excited by a 'bias illumination' as in (a), and t"h.ere must 

be both CJ.c-.ss I and Class II centres in the CdSo With the intrinsic radiation 

alone, ·the Class II centres in the depJ .. etion region will be predominantly 

filled with holes, (sensitised condition) 0 When :i.nfra-red radiation is 

absc::cbeO. ):)y th::se centres, the holes 'N"ill be e)~ci ted 'co the valence b<md 

\1here they moy be recaptured by the Class I centres. Since this lowers the 

eloctr.cn lifetime, it has -::he effect of reducing the nurober of posi tj.vely 

cha.rgecl. levels i::1 the depletion region 0 thus reducing the photocapacitance. 

Cleax:ly the spectraJ. response of phot.ocapacitance should yield the 

same informa{.:ion from low resistivity Sa!!1ples as the photoconductance 

mea.su.rcments do for high p materials o Such measurements will be described 

in Chapter 8o 

In ad.dit.i.onv the current-voltage characteristics of diodes were 

mea.sured in the dar~< and under simulated A. M.l. conditions, see Figure 7 o6 0 
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The 'sunlight' was produced by filtering the light from a 1.5 kW quartz 

halogen lwnp by passing it through 1 em of water to reduce its infra-red 

content. The light was calibrated using the silicon P.I.N. diode mentioned 

earlier with two 1% neutral density filters mounted on the stagev the level 

being adjusted until A.M.l. illumination, 
2 

140 mW/cm was obtained. 

7.4.3 ~£1otovolt:age and Photocurrent 

Other experiments undertaken involved the measurement of open circuit 

voltage (O.C.V.) and short circuit current (S.C.C.) as a function of wave-

length, with CdS/Cu
2
s heterojunctions made under different conditions and 

subjected to different heat treatments. These measurements were made both 

with and without bias illumination corresponding to the CdS band gap, 

(i.e. hv = 2.1 eV) in order to countercct the effect, if ~~y. of infra-red 

quenching in this complex structure. The secondary illumination was 

incident parallel to the plane of the junction, that is, at right angles 

to the direction of the monochromatic light, which was also incident normal 

to the surface. The secondary source was a 60 W 240 V tungsten lamp filtered 

0 
by an Oriel 5,200 A band pass filter used in conjunction with an Oriel infra-

red absorbing filter. The intensity of this illumination was adjusted so 

that the response of a cell was the same when it was illuminated with moncr 

chromatic light alone ( A = 5,200 ~) as with bias light alone. 

The measurements of O.C.V. and S.C.C. were taken using a Honeywell 

196 chart plotter with an input impedance of 10 MQ on all ranges between 

1 mV and 100 mV F.S.D. For o.c.v. the output of the cells was fed directly 

into the plotter. For s.c.c. the 1 mV voltage range was always used with a 

small parallel resistor inserted, the value of which was chosen so that a 

reasonable response was produced on the chart paper. A value of the order 

of 1 kQ was normally used. While this means that the s.c.c. measured was 

not generally the true short circuit current, it does mean that if the 



response differed from the o.c.v. responser it would be because the true 

S"C"C" o.nd O.,C,V, ~esponses were dissim:Uar. 

7.5 Model of the Photovoltaic Cell 

In the sj_mplest a.nalysis of a photovolta.ic cell v the effect of 

illlilllination is simply tho production of electron-hole pairs in the 

depletion region of the semiconductor. The carriers are separated by the 

built-in field of the diffusion potential, and if the cell is short~ 

circuited, a current IL will flow. If, however, the device is open-circuit 

then a. movement of charge will occur which will cause a movement in Fermi 

levels across the junction, apparently forv1ard bias:i,ng the device so that 

the forward current cancels out the light induced reverse cu."~Crent. Put 

mathematically, the diode equat.ion: 

I 

becomes 

I 

(eqV/kT _ 1) 

I (eqV/kT - 1) 
s 

(7 .11) 

under illumination. This ma.y be simply rega.rded as a shift of the I-V 

characteristic downwards by I • In a real device, however, there t-Jill be 
L 

shunt paths across the junction, e.g. as a result of conduction along grain 

boundaries, and a bulk series resistance 7 due to the substrate. This gives 

an equivalent circuit for the cell, as shown in Figure 7.7. It is apparent 

that a shunt resistance will affect the measurement of o.c.v. to a larger 

extent than that of the s.c.c. and vice versa for the series resistance. 

Shiozawa et al (1969) demonstrate this with quantitative examples. Hence 

a comparison of the spectral response of O.C.V. and s.c.,c. may provide 

some insight into the nature and properties of the shunt and series resis-

tances in cu
2

S/CdS cells. 
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The resuJ.'cs of t.he experiments described her.e and their signifi= 

cance in re.'.atio:n ":o the band structurf! model of the CdS/Cu2s hete:co~ 

jl:nc·::ion axe cl.e.scrib0d in the following chapter. 
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~APTER 8 

EXPER.l:MENTAL RESU'LTS OF THE CdS/Cu
2
s HETEROJ"UNC'!'J:Q)J 

8.1 Introduction 

In the previous t~m chapters, both the fabrication of eu
2
S/CdS 

heterojunction devices, and the measurement techniques have been fully 

descrjbed. In this chapter the experimental observations are reported 

and the:i.r implic~tions are discussed in terms of the various propoacd 

mocl'~Js of the heterojunctj.on. 

Some o:C the crystal bo\.(tes grmm ~'li t..h a cadmium tail as px-evious!y 

Such crystals were highly photosensitive and were therefore thought to 

contain an impux:it.y forming a compensating acceptor. ~1e photoconductive 

spectrum of a. 2 mm cuJ?e cut from one such boule ls shown in Fig 8 .1. 

Curves A and B illustrate the photoresponse with and without a "bias 

illum:i,nation" of CdS band gap light. Two infra-red quenching bands \·Jere 

observed '"lith max.i..ma at 0.92 pm and 1.39 JJID. A comparison of these 

vaiues with gener~lly accepted values (0.9 and 1.4 )Jm) suggests that the 

impur.::lty responsible for the photoconductive;. sensitisation was coppex-. 

Thts ;:~as conf:i.:;::roeo. c.naJ,yttcally by atom:tc C'l.bsorption spoct.r.oscopy (Russell 

and woodou 1979). CUbes of this wa~erial were o£ too high a resistivity 

for the fabx-ication. of o:\.t.her. CdS/cu
2
s heterojunctions or· Schottky diodes u 

0 
and thez:ef.ore weJ>:e heated in cacmium vapour at. 600 C for thr.eo days. 

This x:educed the r.os~_stivity by several orders of magnitude to p rv J.O sterno 

Two series of Schottkydiodeswere then prepared on this material in the 

normal manner, one set ~1ith gold as the barrier metal and the other 'I;Ji th 

copper. 
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Thn photocapac:i.t.a.'""lce of these samples, at. zex-o bias, was moasw.Ga 

and typica.J. :r.esult.s c.JCe shm·m in Fig Bo 2 o The other. spectra :tn t.h:Lo 

:;;igu:>:c ~1ere o'bl~aincd 'i:Jhcn a constant. bins illumino.t.ion WD.fl uoocio Tb.c 

cJ.osc sirniJt'.r.:tty of the t~:m responses clearly shmvs tha.t diffusion 

from the copper contact cannot be responsible for the infra-red quenching, 

and since the quenching mc.xima occur at the sam0 onm:g).es as befo:r.e, this 

demonstrates that the heat treatment in cadmium has not removed the 

copper acceptorso Schottky diodes, made with gold contacts, on the clear 

yellot-J, lm-J resistivity (as gro'Wn) CdS shmmd negligible photocapacitance 

in comparison.o Only in the region of the CdS absorption edge was there 

a slight respm.i.se, clue most probably t.o excitat.:l.on of free ca:rriexs acJtoss 

carter and Woods (1973) have demonstrated by comparing the infra= 

0 
red quenching spectrum at 77 K with that at room temperature,and by 

using the technique of thermally stj,mulated currents •. ~hat the t~-ro · ~3:isiw.n are 

associated 'IITith levsls lying Oo2 ev and 1.1 eV above the valence band. 

The photocap2.citancc change at Oo9 eV c;md Ll ev is ncgattve and conseq-

uently is attributed to a widening of the depletion regiono This 

results from the decrease in the concentration o·f free carriers which 

quench:i.ng causesu loy e:~tcit.ing holes out of Class II centres into Class I 

ccnt~es via the valence band. Irr.adiation with light with photon eno~gy 

1. 3 eV should e'-rcit.e an electron from this 1.1 eV level to the conduc-

tion bandf assuming that the level does not move significantly on being 

filled. Th;.s p:mcess is the opposite of. quenching and tvill r.esult ii1 

an increase in Ci'l.pacitance. A tranoit.ion from a negative to a pos:U::l.vo 

photocapacitance is indeed what 'll!as observedo The depth of the level 

below the conduction band can be calculated by applying Fowler 0 s ~heorem 

to the low energy threshold sho'!tm in Fig 8 o 2 0 
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A gr.a.p:·1 of (L\ C)~ versus photon energy 5.s shown in Fig 8. 3 which 

y:i.elds a value of 1. 25 eV for the displacement of the level from the 

conduct .ton bend, in good e.greement \d th t.he quenching dat.a. 

All the devices used in the following experiment~s , unless other= 

wj_se st.atedu 'i:Je;;:-e made from the low resistivity CdS which showed a 

negligible p:b.otocapAcito.nce i.n Schottky diodes. First a good djurleite 

(eu
1

.
96

s) layer was plated on to a CdS die at 85°C and after checking 

its R.E.D. pattern, the spectral responses of its s.c.c. and o.c.v. 

l>l~"!:t:e measured. These were found to be of identical shape and therefore 

~che o.c.v. O'lly :i.s shown in F~.g 8.4. The addition of a bias light 

produced c:. constan-:=: shLCt :Ln t.h.e vah~e of the O.C.V. but left t.he shape 

unaltex-ed. For comparison" t.he o.c.v. of a good chC!lcocitr=- 0 CP
2

•
0

P./CrJS 

het.erojunction is also shor.-m in this figure. The cuxves have been 

normalised so that the maxima are of the same height ; however 0 in 

reality the djurleite response was less than that of the chalcocite at 

all wavelengths. Similarly to the spectral responses of the djurleite 

aevic~, those for \".he chalcocite junction showed no difference betwe.en 

the o.c.v. and s.c.c., 'Vlith or without bias illt1m5 .. nation. Both curves 

in Fig 8.4 show the presence of three peaks, one at 0.92 ~m, one at 

0.68 ~re, and the third at 0.5 vm. These curves closely resemble those 

of CasweJ.l, Russell B.nd Woods ( 1977) , a..nd ;i_ t is generally accepted that 

they arise in the follmi'ing manner. For the chalcocite sample the 

largest peak (at 0.92 ~m) corresponds to absorption of light across the 

indirec·t band gap of cu
2
s, which has been establishGd to be l. 2 eV 

(Ma:mhall and Mitr.a (1965) ) . The small peak at 0.68 vm coKresponds 

to t.he stronger absorption of light in the chalcocite at the direct 

band gap of L 8 eV, ~-Jhile that at o. 5 ~m is caused by absorption of 

light within the CdS substrate • The djurleite device exhibits its 
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J')AXimnm :cer;,r.; •:-'88 2t. Oo 68 ~fil. wh:i.ch corresponds to excitation across 

the band gap of dju:v:~_c:d.t~ at. 1. 8 eVo This is in agreeJ!lBnt with 

Pe.lz e'c Hl (J.97/.) ':Jho ci0.n10nc:tr.crted the shift in maximum rospon:se w:a.h 

·;:he compos:U:3.on of Cu S (i.o. ·they varied the x in Cu Su see Fig Bo5) o 
X X 

Z:).s st.a"ted 5.n Ch&ptor '1, none of the curves presented here ha.s 

been corr0ctnd fox- v0.ria.tion of monochromator bandwidth or variation 

of LlqJ:rt. er:.cr:gy •.vi t.h waveleng·th o If this correction is ronde us :i.ng the 

tre.nflm:L -c·;::.r::c 0.D.r=:.~qy spectrum of lamp+ monochromator, shCT.m in Fig 7 .l, 

Fig 8o 6 (D.) transforms to F:lg 8. 6 (b) o These curves still sh01.-v "the 

features t·Jhich have been described, however, the individual peaks e.re 

not so p~·-:··-···.!:l.en"C. Com;equent.ly, s;i.nce comparison of aiffer.ent spectral 

rP.SJ?01:1.f><"'S :i.s of in.'"::.8!."0E"t an.d not a.bsoJute vaJ.ucn, C'.ll suc:-1 grc>.phs t-vilJ. 

8 0.5 Pho"tcconcluct.i ve Effects 

.n.ccorrJ.ing to Cast->-•<211, Russell and Woods (1975) a p:i1ot.o.response 

sim..Uar to that of O.ZJ as·>prepat:ed C1\
096 

S/CdS device may be ob'ca:Lncd 

by a different route, that is from a cu
2

S/CdS heterojunction af"ter it 

has been DPbjectod t.o a heat treatment in air. In Fig 8. 7 curve (A) 

rcp:resents the O.CoV. of a chalcocite device as made, t'IThiJ .. e (B) shows 

tiJ.e effect of P. ti-.'o minute bake at 200°C in air. The close similarity 

between (D) nnd the djn.<:lotte response ls :i .. mmediately apparent. 0 and 

it has befm suggested by Massicot (19'7~) that th:ls is because heat.:tng 

in air cruses the diffus:i.on. of copper fxom the chalcocite at the int.eJC= 

face to form a lay2r of djurJ.eiteo Others have suggested that copp0r 

diffuses ·to t:.he free suxfe.ce "to fozm copper oxide or in"i:o the CdS p 

vJhile ';.he J .. oss of r:oppe:r. pzodt•.cer. djurleit.e. 

t.ion is tha'c the d:i.f:fusion of copper into CdS during the heat t.reat'Jlcnt. 

for.ms a photoconductive resistiw~ layer (Clevitc Model) and that the 

resultant photoresponse of the OoCoV. is the convolu"tion of the two 
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spec·tra. support. for this belief is provided by tl~e fact that the 

response time to radiation with wavelengths of about 0.70 ~m was 

~10 sees., orders of magnitude larger than that to light with 

), ~o. 50 pmo Photocapaci tance measurements revealed that t..rhile the 

djurle:i..t.e device shoiHed negligible change in capacitance, the 'baked' 

heter.ojunction had a photoresponse similar to those for the Schottky 

diodes prepared on copper doped CdS,whichareshown for comparison in 

Fig 8.2. ~~ile these observations do not exclude the possibility of 

the formation of djurleite at the interface, they do prove that copper 

diL:uses j_nto the CdS during the heat treatment in air. 

In Fig 8.7 curves (C) and (D) show the o.c.v. of a heterojunction 

on copper doped CdS before and after baking in air. Comparison of 

these t-Ji th (A) and (R) shows that t.Jw pzo.:;ence o£ the copper impurity 

depresses the long wavelength response. 

8.6 I-V Measurements 

Measurements of the current-voltage characteristics of all the 

samples made were carried out under illumination (A.M.]..) and in the 

dark. Not infrequently. a heterojunction measured immediately after 

fabrication "'ould show "soft" characteristics (see Fig 8.8) o This 

was ascribed to the presence of a low shunt resistance, i.e. a poor 

junction. For comparisonf the I-V characteristics of a more normal 

heterojunction are also shown in Fig 8.8. After the admin~.stration 

of the standard 2 minute bake treatmentq both sets of charactexistics 

:Lmprovedu i.e. the fill factor and o.c.v. increased (sec Fig 8.8) o 

H01rJever u t.he change in the poor device was the more drama tic u a vmcy 

large increase :ln shunt resistance accom_!?an:led a four= fold cnJ.argement 

of o.c.v. and similar increase in fill factor. In spite of this, it 

Nas generally found, in both I-V and spectral measurements that devices 

which had initially a good I-V characteristic remained superior to the 
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other.s even after heat t-r:ea.t.ment o Prolonged heating of samples gradually 

redl.:K:cd the short cix·cu.:U:: cu:o::rent vJhile increasing the cross-over effect, 

t.he.t. :i.o the dispJ.r-,(;m"C{~n'c of light and dark character.;( st.ics in forward 

hia'L This is -::ho result of a combination of a change in barrier 

height vJ:l th an incx-ease in bulk resistance o 

8.7 Comparison~£ O.CoV.~ SoC.Co ~e~~~ns~s 

Spec"Cx-al :r.esponse measurements of O.C.Vo and. S.CoC. of a normal 

chalcocite heterojunction cell with the addition of a bias light show 

no QtffeTence immediately after fabrication, however, after the usual 

twc ~inute heat treatment, a significant distinction was observed 

between the o.c.v. and s.c.c. responses. This difference in response 

d:i.Si.'.ppeayed t·Yh<:=>.n the bias light was removed and :i.t we.s thereforG con= 

A typ:.l.~al pair o± spactra 

are shocm in Fig 8. 9 o These were obtain~d from a diodc 1:1hich produced 

a large photorespo:nse afte:!':' fabrication and possessed a good chalcocite 

layer according to the R.E.D.pattern.The open circuit voltage shows the 

following features first two quenching bands, one at 1.35 ~m, the other 

at LO lJm. There ts also a small peak at Oo9 )..tm and a much larger one 

at Oo7 ~mo At the band gap of CdS there is a small sharp spike immed­

iately followed at shorter wavelength by a shallow minimum. The 

respons0 of the short circuit current reveals the same two quenching 

bands at long wavel0ngths ' however at 0.9 ~m there is merely a shoulder 

on the large broad peak which is centr.ed on Oo67 ~m. At 0.5 lJID there 

j_s a single sharp maximum, which 0xceeds the height of the broad peak, 

and there is no sign of a minimum at sligh~.y sho~ter wavelengths. If 

the bias illum;.nation had been directed on to the fzont (Cu
2
s plated 

face) of the cell together with the light from the monochromator, then 

the respon3e of OoCoVc and S.CoC. might have been expected to be similar, 

since most of the bias light would have been absorbed in the cu
2
s 
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ca.using J.ittJ.G diffe:n:'!:n.ce in the value of ci t.her shunt o:c se:c:l.os 

of the ju.nr:t:i.o:n.u it ~;mnlu probably have been absor..bod in the bulk of 

resistance i.n the equivaJ.ent cLr.cuitu on absorpti.on 'by the photo= 

conducting CdS:Cu layGr. 

For. completeness, a se~ of spcctr.al responses of the OoC.V. and 

SoC.Co with bias illumination were measuredr with the directions of 

the incident ir:r.adiat.ion interchangedr Le. ~;lith the gY.'0.0.n Oo52 )Jffi 

Ll..lxP.nination fz·om the fr.ont and the monochromatic J.rr;:,d:L<'..tion :l::r.om 

· ··m'e side. 'l'.he :!:'esultant responses are shown in Fig 8.10. In t.he 

0. c. v. ther.e \1ils Cl.li'\ enhaYlcemC"~t at l. 35 ~m :l.nstoad of u. guench.lng. 

at abo\~t o. 65 llffi· The response as the wavelength app:>:O<-'C11ed the band 

gap of CdS f~H steepJ,y to the background level. Quenching occurred 

in the s .c. c. at l. 35 ~m and to a lesr.e:;:: extent at l.O )Jmo At. shortex 

wavelengths a small peak was found at. Oo85 lliDu but the maximum response 

lay at about 0.70 lJm. As .beforep the reGponse docr.cased steepJ.y t.o 

zero a:t 0 0 5 lliTl 0 

8. 8 ~.Ro~e_?._2'!?d~_l. 

In ardor to explain those characto:r.~stics, a .band structure model 

is required t1i'Ch (l) a .bnxr.i.e.r height and (2) a f)exies zesistc.nce both 

Of tvh:i.ch va:r.y as a fUf.lCtion of tJ10 \"7f.l.V0J.engt...h of illumtno.t:lon. Th<? 

2!\lhancement of SoC. Co N:i. tb. thf) c:orrespond1.ng quench:tng of 0 o Co V. near 

Oo5 11 rn Ln Fig 8"9 o for. insta.nco 6 cannot he Gxplained in ·terms o:f: 

ei the:>:: of theGe machanismn aJ.one, but \:ho results can be understood 

if both processes occur. The model to be proposed, cow~ines many 

fea·tures of the models of •re Velde (1973) , Deb & Saba (1977) , Gill and 

Bube (1970) and the Clevite model (Shiozawa et al (1969) ) , details of 

\'Jhich follow below. 
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~e ac: ... :3.J. form ':he po·i:entia.l.. energy diag.J::"am. of: t.hc ju.nct.ion taJ~eB 

:ID e2c~ o:C <:h2so rocClC?:1s j_s (X'i.:':ferentv but each incox-po:rc:i:S>s one 3.f nc 'c: 

the CU"CO!Tl?Gnso. ted cas depletion reg.i.on 0 This' ef:Fcct:1.vA.ly Q .lO';JG:i::'.<: t:h() 

including t.:1c ··72-Y in l•7:'1.ich a variation in both bax·ricz heigh\,. a.nd ser~.cs 

resistance :i.s supposed to take place o 'l'e VeldA z-elies on OJfyg2n traps 

at t'l-:\e cu
2
S/CdS interface to v.l ter t.he CoS barr.i.0~c he:i.ght t\ft.or heat 

t::e2<:i:men:::" . - .. rl. aoes not. consider phot.oco:o.Cl.v.ct.:l.ve efl'Gct.s at. alL One 

t3.m.1ous her.-".use Y:he bax-rj_er heigb.t 2J.1~c:cs o To ovm·:con<') th:'.s clifficnJ:ty 

("1 10 ~) :bet.\veen the cu
2
s a.nd CdS vli th a variable pote:nt.ial o.c:>::oss 

Their analysis is simi.J.ar to those givc1.1 hy Fonash (1976) and 

V:i..ktorovitch and Kamm:inos (J.977) descr:.t'o5.r.g the :Lnflv.ence of an intcJ:= 

fe.ci2.l l<:>.yn:;:- o:-.1 the eif:i.cie:ncy of MJ.S solv.r cells, aJ:though ~ri. t~1 

In the models of Te Velde and Deb a:nd Sc11av it v.ras suggcGted that oxygen 

traps ~'0re respo:o.s:i.ble for t.he incr.eane :i.:u bi.\rrier he:i.gh'i: after hea'c 

t:ceatm::nL Th:i.s Js consistent with roeaf.Juremonts of surfac<?l p~1ot.ovoltage 

on CdS by lVlcCart:hy ;:md Yee (1973) and Kre.mcr et. al (1975) o McCarthy 

.?.nd Yee ce:ll'-lnstrate t.ha'i~ che:misorbed o'cy-gen st.atos \¥i th a dex:s5.'cy of 

3 J J.:l/ 2 'bJ ,. . h > > ' b . h ' h "' x .0 em are :n;flpons:L .e ~:o:r. -c. e VGlJcJ..atJ.on :u1 RX"r:Ler e1.g t on 

Au./CrJ.S a.nd Cu/Cc1S Schot.t):y diodes uith iJ.l\.J.DJii;la.tJ.on. '1'hsy }?J.:opvse "S1:1e 

presence of a thin intcr.fa.cial J.ayex bet:vmen the metal and semiconductor 

with the oxygen sta·tes at t.he sem;.conductor surface, ln. general agreo .. 

men.t with Lepley et al (1976) o 
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.Bt,chc.;;· : '.973) Pxpla.i.ns essent..:i . .v.lly similar observat;_ons in en­

diffused .l'lu./CdS jUl').ctions by a. "humped" depletion reg:ton sim.iJ.a.:r to 

that in the Clr:·v:j_te modeL Such a band proftle requ:i.res a sharp crosB-over 

neg~t.:i.vc spa.c0 c;h.::u:gc to ono 1rr:L th pos:i.tive 

space c~arge. 'J:'his j_D'lpJ.ics that copper diffuses unifonuly to a certain 

depf"..h and Lhen st0ps ab:c11ptJ.y, which seems a rather re!lJOt.e possibilityo 

J:f <J.n exponen'i:ial dist.ribv.t:i.on, which would appeax more likely, is used 

the maximum possible negative space charge density at the surf:aco could 

not g:tve r:i.se to a "hump". in the depletion layer since Gauss 1 Law would 

~~en be violatedo These remarks of course a.pply equally to the Clevite 

model, av.d <".s~·ee with those of Pfisterer et al (1979). 

Vas:Uevski et al (J.976) suggest that a band modcJ. of the CdS/Cu
2
s 

junction v1I1ich includes a hump is mmecessa:;::y to e:l{pJ.A .. in the obse:P:"ved 

cross=ov!?r of light and dark I-V cha.ract.eristics f:c).lm'ling heat treat­

mento They propose a model where the electric field on the CdS side of 

·the junc·tion is controlled by the intensity and \'llavelength of the 

illumination. This in turn alters the ratio of the recombination and 

photoc•..1.rrents -v;hich result f.o::om the absorption of electron hole pairs 

within the CdS o They point out, hor'lever, that their analysis is 

applicable only when the cross~over in the dark and light characteristics 

occurs in the exponentj_al p.::xt of the characteristics which is generally 

not the case. 

Moreovex- p their anal.ys.i.s vmu1d not be consistent with some of the 

quenching Affects deroonstrated in F~.gs 8 o 9 and 8. 10, for. example the 

quench:i.ng of O.CoV. 'together V>Jith enh<:tncoment of S.C.C. with band gap 

illum:i.na.t:i.on from t.h<::! front and b:i.as from thG sido. 

After due consideration of i..:he various aspects of all these 

models,it Js concluded that the experimental results reported in this 

thesis can best be expJ.a5.ned j_n teri!'l..s of a mode 1(Fig 8 0 ll) incorpox-ating 

t_l'l,e foJ.J.owing bro features 
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(a) ':1:'~: ' fo:nnation of oxygen traps at the cu
2

s=cdS interface after 

baking in air at 200°C for 2 minutes. 

(b) Th~ existAnce of a Cu·-compensated photo-conductive layer 

of CdS follml:lng t.hc.:'\ heat treatment within the depletion layer of the 

CdS. 

8.9 E~planation ~f Resul~s 

Without illumination the band structure is as shmm, Fig 8.11, 

( fulJ. line) the high resistance CdS:Cu layer makes the depletion layer rath 

wide. With light of 0.52 ]1m wavelength incident from the front, (l) 

the number of ce.rriers in the conduction band of the CoS :CU is increased 

by int:r:i.u2~! c excitation and ( 2) oxygen traps are emptied lowering the 

barrier height causing the bands to bend to the posJ.tion shmm. by the 

dotted line (Fig 8.11). With be.nO. gap illumination from the side 

sirnila.r band Joend:i.ng takes place except that :r8lo.tively less absorpt:l.on 

takes place at the junction so that the barrier height is essentially 

unchanged as sho'#U by the dashed line. Because of the junction field, 

electron-hole pairs will be separated creating a photocurrent or photo-

voltage. With the addition to this situation of infra-red radiation 

with A. = l. 35 11m (see Fig 8. 9) incident on the front of the cell, th0 

photoconductivity is quenched and the energy bands return towards the 

"dark condlt.ion". The flow of photo-induced carriers from the depletion 

region is reduced, this lowers the photocurrent, or if the measurement 

is made under o. C. V. conditions., the movement of a reduced qucu1tity of 

charge vJill create a lower potential. The ne:Kt quench:i.ng peak at 

shorter t-~avelengths can be explained similarly except that it occurs 

at almost the same 111avelength as the abl3orption in cu
2
s at o. 92 11m, the 

two mechanisms therefore compete. The light absorbed in the cu
2
s 

produces electrons which diffuse to the j~mction where some will tunnel 

through the conduction band spike producing a photocurrent. The width 
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of this sp~.k·· ::..s moduJ.at:nd by the :o:-F.J.c'li.r.J.'t:i.on \vhich is absor~ed by the 

CdS~Cv., and rp'c\n.c~s ·;:~.1~ photocurr2nt (o.nCl. also tho photovoH:ag~ as the 

dif:tus.i.on poten'i:iaJ. is unche.nged) . vJhich of the tNo is rGduced more 

is t.9.e':.cr.m:l.r>.eCl by the size of tho J:ecombination current, the series 

resis~nnce of the CdS:Cu and tho shunt resistance of the junction. 

In 01..1.:1:- d.ev:l.c.:e it is the s.c.c. 

Th.c bYocd response with its maximum at about 0. 7 pm occurs in 

both s.c.c. and o.c. v. and can be explained in the foJ.lotving vmy 

most of the monochromatic light is absorbed in the cu
2
s to produce free 

e.lectrons i.n the conduction band. The rernRinder is absorbed in the 

CdS:Cu :i.:~~c.~;)o.sing its photoconductivJ.ty, and emptying some of the 

oxygen traps at the int.l2,7f.ace, \vh:i.ch lowers the spike sl.:i.ghtly. A 

large pho\.'.ocurrent then flows and thi.s can therefore produce a large 

.M: the band gap of CdS o the light whi.ch :t s not absolCbod in the 

cu
2
s layer, is strongly absorbed by the CdS, and consequently is 

abso~.::bed :near the junction. This Yeduces t.he spike and may ev0n produce 

a notch at ~he junctton. This will cort2inly increase the short circult 

curYent, but, as the diffusion potential has been reduced, will not 

increase the O.CoV. by such an extent, and indeed may oven reduce it as 

is the cas0 here. 

'J:'he model can also e:g:pJ.ain the r?.!sponses observed ~1hen the souxces 

of illumination weYe interchanged. t.'Ji th Yeference to F:Lg 8.11, as 

previously mentioned 0 irradiat:i.on with constant bias light on the 

front of the ceJ.l w:tll reduce the conduction band spike sho1:m by the 

dotted line. Illum.inat.:i.on from the side t'-'i th l. 35 J..lffi light, dccrGases 

the cond1.wtivi.ty in the photocondv.ct:tve x-eg:l.on louex-.tng the short c:Urcuit 

cux:ront., but increasing the diffusion potential u that between the CdS ~cu 

and 'che CdS noh' dominatingo ~:ls means that the O.C" v. may actually 

incYease as observed in Fig 8.10. The same occurs for the next i~fra-

red quenching peak at 0.9 ].liDo except that superimposed on it is the 
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pro0.uct::l_on of .o.·. ci.:o::cable photocuxrent by absorption of the light in 

the Cu..,So 
,!:, 

'rh:i.s i:r!creases both Yeesponses. The responses at 0. 7 11m 

are sclf-~xplana-t.o:v:y; 1r1h:i.le when the wavelength ;.s r.0du<":ed st:i .. l:l. fu:'!:'t.hex-, 

t.b.e phot.orespo:1se d<?cxeases sharply to ZGro at thf! bond gap of CdS. 

This is beca.u.se of the very strong absorption of the light with the 

xcsul): tha·t J.H:.'r.lo \'>l:i..ll reach the junction" 

8.10 Discussion 

BecausA of the large number of unknown parametex-s and var:tables 0 

it is difficult to propose a model ,.,hich fits the experimental observa-

tions to the exclusion of all others. Ix;.deed the graphs presented in 

Figs 8.9 ru:~ 8ol0 are the responses of only onP. device. Other dGvices 

occurred to diffexe~t ~xtGnts. The CJ.ev5.te moc.eJ. vJ:i..J.J. fj;t the obSC?-7Va-

t:i.ons quaJ.~_tatively with assumptions about. the ezr.:An't of band bending 

etc. u bu·t t.he space charge distribution required secmn ra·i.:__her ~-mpro:bable o 

The model shmm in Fj_g 8.11, like thc.t of Te VAlde (1973) do0.s not 

contain an interfacial layer beb-1een the CdS and the eu
2
s, although the 

presence of such a layer in a heteroj~nction with a lattice mismatch of 

some 4% in on.n d:l.J:-ectionu is th0\.1ght to be qui:te possible. Boor (1978) 

allo''"s for a layer of thts type in his band model. Accepting this 

variant to the proposed model, leads to a band structure which resembles 

the Clev:i.te model, :i.:E the region from the jMct.ion to the top of the 

hump is equated to the interf<:.cial layGY. Xn thickness, however, these 

t:vm reg:i.o:o.s are by no rneC~..ns equ.ive.lcn't, the 'thickness in 'the Clev:tte 

scheme being "' o.S l.!IDu '!rlhile in the other. only "' 10 }.(. This m:tght. 

poss5.bJ.y be T.<:'!so:L ved by x-c::caJJ.ing that t.he Clevib<l model vJas dOV(C)loped 

for poly~ryst.alline f.U-ms whereas the structure proposed here appliGs 

to single crystalso A general broa.dening would be expected in t.he 

polycrystalline s:ltua.tion owing to grain boundaries and defects at 
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the junct:i.oH. 

8.11 F:l.xwJ. Considerations 

'J:''hP. Cl.isct'.ssion u..nde:r.lines the diff:i.cu).ty in d:i.stingt.~."Lshing behJeGn 

bece.use of t:he la:r.ge number of unknown pax:ameters in the system, t'lh:lch 

is a conseqn0nce of the bx-eaCl.t~h of composition of the CdS/cu
2
s hetero~ 

jnnc-:::::.cn. '!.'hu.s, "ihJ1P. cnrtrd.n. of the !123-::lY models p:r.oposed fo:t' the 

CdS/cu
2
s heterojun.ction may be quickly discounted because they cannot 

even quali t.ati vely fit all the experimental da.t.a, there r.emain, however, 

cr,-~.o.:i.n diff:enmt hypotheses about the band structure which ca.n:not be 

d:lscax0.ec1 on ;:his basis alone. In this chapter, the results of experi-

men·ts ha.v0 b00:n presc-:ntcd which suppo:r.1: D. modified model of the CdS/cu
2
s 

heterojunction ; hcmevrc;:r., it ha.s not been possible to prove t.hr. CJ.ev.:U:B 

model :1.21applicabl e. 
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CHAPTER 9 

SCANNXNG ELECTRON MICROSCOPE STUDIES 

OF HETEROJUNCTIONS 

9ol Intro&uction 

To st!pplement h"hat might be described as the macroscopic studies 

of the CdS/Cu
2
s heterojunction discussed in the preceding chapter, 

microscopic observations were also undertakeno This involved an 

examination of some 20 devices using the scanning electron microscopeo 

The modes of operation employed were cathodoluminescence (CoL) , secondary 

emission" absorbed current, and electron beam induced current (EBIC) ; 

all of which have already been discussed in Chapter 5o With the assump-

tion tha.t the effect of an electron beam on a CdS/cu2s heterojunction 

is of similar nature to that of a light beamu the surface features of 

a cell were examined and correlated with the electrovoltaic properties 

revealed by the EBIC mode. Degraded cells were also examined for 

comparison and suggestions for mechanisms of degradation discussed. 

9o2 ~erip~?tal_ Observation~ 

To reveal how the various regions of the junction appear in 

different modes, Fig 9ol(a) u(b) and (c) shows the absorbed current imagcu 

the EBIC signal and 'the cathodoluminescence respectively, of a cleaved 

diode looking parallel to the junction plane" It should be noted that 

this device was fabricated by dipping in the copper plating solution 

for a long period in oxde~ to produce a very much thicker copper sulphide 

layer than that normally produced (< 1 ~m) in order to aid identifica= 

tion. The diode had also received the customary heat treatment as its 

low resistance pld,or to this he>d made EBIC measurements impossible. All 

diodes studied in the SoEoMo received this bakeo The absorbed current 
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image resemb:_,s the secondary emission signal as described in Chapter 5, 

except that there .is less shadowing. The whole area of the device in 

Fig 9ol(~), looks similar, with the cu2s (top layer) appearing slightly 

cracked. The EBIC signal, taken with zero bias shows the actual electrical 

junction very clearly ; it is the region of high internal field where 

electrons and holes are separated to produce a current in the external 

circuit. Comparison of Fig 9.1 (a) and (b) reveals that the junction 

is, in fact, bct\·Ieen the cracks and uncracked areas i.n F:i.g 9.1 (a) • 

Fig 9.l(c) lends support to this ; the CdS appears white while the cu2s 

is black. 

Fig 9.2 shows part of the cu2s layer of a cell fabricated in the 

nor.maJ. manner., v:i.ewed pe:r.pendicular to t.he junction plane. This secondary 

electron micrograph was taken with an accelerating potential of 15 kV, 

and sh.ows the etch features characteristic of the S\~lphur face of CdS. 

The same area viewed in the EBIC mode is shown in Fig 9.3 with a reverse 

bias of a few hundred millivolts. It is apparent that the areas etched 

deepest, the "valleys", appear dark, together 'Vlith the highest etch 

features 0 the "summits", 1r1hile the sides of the conical hillocks appear 

lighter. This implies that the number of separated electron~hole pairs 

produced by the incident electron beam is greatest on the sides of the 

hillocks. Figure 9.4 is of the EBIC signal with a small fo~ward bias 0 

which shows an almost complete reversal of contrast over the whole 

surface area. This reversal of contrast does not occur at zero bias, 

but 1rrith a forward bias of 1\, 50 mV. In an attenpt t.o gain further 

informat;i_on about these differ.:ent regions of the surface 1 the scanning 

electron b0.am we.s swi·tched off u and the electron beam positioned 

ma.nually. Cu:rrent.~vol tage characteristics 1:Jere then m:sasured with 

the beam incident on the three different regions 8 i.e. surr~it, valley 

and sides of hillocks and for comparison, with the electron beam off. 



Figure 9.1 (a): Absorbed current image of a cleaved heterojunction 

diode. 

lOOIJ. 



100~ 

Figure 9.1 (c ) : Cathodoluminescence of the device in Fig. 9.l (a ) . 



i 

--lOIJ. .)o,i 

Figure 9 . 2 : Secondary emission micrograph of cu
2

S/CdS heterojunction. 



i 

lOJ.L • 

Figure 9.3 E .B. I.C . of Fig . 9 . 2 ( ~ 300 mV reverse bias) 



i 

lOJ.L 

Figure 9.4 E.B.I.C. of Fig. 9.2 ( ~ 200 mV forward bias ) 
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'!'.l.1ese a:r.e pl.-:-tted in Fig 9.5 ; .the characteristics in the valley and 

summit were so similar. that just one of these is plottecL The simplest 

e~lanation of these characteristics is thatt:he sides of the hillocks 

produce an electrovo~.·taic effect while the contribution of the tops and 

bases is smaller. In addition since these three curves cross over 

in forwa~d bias, the implication is that the electron beam lowers the 

barrier he:l.ght of the junction '(see Chapter 5), to a small extent on 

the sides, and to a lesser extent on the tops and valleys. Fig 9.6 

shows another sample in the EBIC mode where another type of feature 

is present, namely a number of flat-topped hillocks (e.g. the large black 

area) • 1hese were noticed occasionally on the surfaces of devices, 

bu.t never formed more than about 1% of the surface. lft.i'hy there should be 

regions which have not. etched to form the usual type of surface is not 

known but the electrical properties of these flat regions appear to 

resemble those of ordinary hilltops. Studies of the cathodoluminescence 

from these surfaces revealed bright areas corresponding to the flat 

tops ; the signal elsewhere producing a generally uniform dark image. 

From the earlier obser.vations, it appears that there is either a very 

thin layer of cu
2
s or none at. all present on these flat areas. 

9.3 Discussion 

9.3.1 Surface Topogra~ 

The EBIC and cathodoluminescence measursment.s sho1:1 how different 

surface features react electrically to an incident electron beam, and 

from this evidence allow explanations of the behaviour to be suggested. 

Four different. areas of a surface will be considered, (a) sidcs,(b) tops, 

(c) valleys of hillocks and (d) flnt=topped hillocks. 

It is envisaged tha·t the thickncns of copper sulphide varies ovor 

these areas as follows : on the flat-topped hillocks, there appears to 

be lit~le or no copper sulphide on the summits where diffusion of 

copper can occu:r. mOE'· t easily, the layer will be thickest.. By t..his 
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rea.sonj.ng, the copper sulphide on the sides will be thinner and that 

in the valleys will be thinnest since diffusion is least probable here. 

(a) Sides. Here the electrovoltaic effect is greatest and it 

is r.eRsonable to suggest that the incid~nt electron beam is being 

absorbed most efficiently, the cu
2
s layer being of the optimum thickness 

and uniformity, and the number of recombination centres lov1. 

(b) Tops. The e%tent of the regions giving rise to this EBIC 

contrast, was found to be a function of beam energy. The area increased 

as bias decreased, and it is therefore proposed that there is a thick-

ness variation of cu
2
s over the top of the hillock. Because the forma-

tion o£ ccpper sulphide is by a displacemcn~ reaction with CdS, it is 

Hkely that the coppex- sulphide layer will be thicker at the summ..'l ts. 

The elec·tron·-hole pairs produced by the beam are expected to recomb:l.ne 

before they reach the junction, resulting in current-voltage character~ 

istics resembling those at lmv illumj.nation. 

(c} Valleys. By analogy with the previous case, it is suggested 

that a thinner layer of copper sulphide forms at the bases of the 

hillocks than elsewhere. ~~o possibilities then are that the production 

of a beam induced current in this region is hindered by the series 

resistance of the eu
2
s in the valleys or by surface recombination. 

Anot..her speculative hypot.hes.:i.s is that the series resistance of the 

' 
het.erojunction in the valleys is higher than at other places because 

copper is driven in more easily there by the heat treatment. Any (or 

all) of these suggestions would result in the observed contrast. 

(d) Flat-topped Hillocks. The distribution of cathodoluminescence 

confirms that a very t:hin or non~,existent layer of copper sulphide 0:1dsts 

on the flat tops of the hillocks. If there is no layer at all, the I-V 

characteristics will always remain flat, i.e. open circuit. For a very 

th:i.n layer the former suggestion in the previous section would be applic-

able. 
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It has been demonstrated that the conical sides of CdS etch 

hillocts form ~he most efficient collectors of energy from an electron 

beam, some speculative suggestions to account for this have been put 

,7\ fuxther point is that crystallography may play a pa:rct. iD 

determining the efficiency of a particular surface by controlling the 

way that the copper sulphide layer forms (Cook et al, 1970) • 

At this stage, it perhaps goes too far to suggest that the 

observations described here of the interaction of an electron beam with 

a CdS/Cu
2
s solar cell can be explained in general in the same way as 

the interactions of a light beam with a cell. The relative energies 

of photons and electrons and their absorption by cu
2
s and CdS are very 

differentu and further experimental evidence is requi:r.cd such as a 

comparison of scanned light and electron beam induced cu:r.rents before 

positive statements can be made. 

9.3.2 D0gradation 

The device from which the micrograph shown in Fig.9.2 was taken 

shortly after manufacture, was re-examined 9 months later. A secondary 

emission micrograph and the corresponding EBIC display are shown in 

Fig 9.7(a) and (b). While the secondary emission signal is of precisely 

the same form as that originally found, EBIC contrast shows some 

different. features, most signifj_cantly the presence of small dots on 

the conical hillocks. This means that the degradation process cannot 

be associated vli th a physical change in the surface, but must nevertheless 

result in a change in electrical properties. The contrast of the dots 

corresponds to a lower conversion efficiency than the rest of the face; 

and this i.s shmvn in the measured current-voltage characteristics of the 

degraded device which show a lower short circuit current and open circuit 

voltage than originally found. The mechanism which produces these dots 

has not yet been investigated but it is important to notice that the dots 
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appear to U.c, at the vert:i.ces of the conical faces. Oxidation is the 

most likely cause of the degradation as these devices were left exposed 

to the atmosphe:t:e in the laboratory during the 9 months. Further study 

of this ageing effect. under different condi tj_ons of temperature, illumina-

tion and atmosphere will obviously prove interesting. 

9.3.3 Etching Procedure 
~-~---------~---~~ -===-

Anothe~ type of feature observed on a plated CdS surface is shown 

in Fig 9.8 0 (2) shows the S.E. micrograph and (b) the E.B.I.C. signal. 

This sample was prepared by administering an extended etch in concen-

trated HCl prior to the dip in the copper plating solution. The etch 

lasted fo:c 5 minutes and the 10 second plating produced a layer that 

appeareCJ. brovm x-ather th;:m the customary black of the normal copper 

sulphide J.a.ye:-:-. The nodules on ~he surface of the device appaar to 

shield the junction from the electron beam as the EBIC signal shows. 

The dark contrast corresponds to a low induced current. A reflection 

electron diffraction study of this sample revealed a pattern of rings. 

The large number of rings present (~ 30) and their nature suggest that 

several cornpov.n.ds are present, one of which from comparison of the 

A.S.T.M. index with the ring spa.clngs, is ce:ctainly chalcocite or 

djurleit.e as expected. Without other evidence, with so complicated a , 

pe.tternu it has proved impossible to work out the other compounds 

pxesent. The formation of nodules on copper sulphide has also been 

reported by Lampkin (1979) , but he concluded that they were due 

to cadm:l..um chloride, the undissolved product of the exchange reaction. 

Reference to the A.S.T.M. index for Cdcl
2 

has shown that t.he ring pattern 

docs not. contain any component from ccJ.cl
2

u which is not really surprining 

as CdCl?. is solttble in water, and the sample was well washed after 

fabrication. In spite of the shadowing effect of these nodules, this 

device showed good spectral response and I-V characteristics. 



Figure 9.6 E.B.I.C. micrograph of sample with flat-topped hillocks . 



lOIJ, 

Figure 9.7 (a): Secondary emission micrograph of sample. 

lOIJ, 



lOJ.! j 

Figure 9.8 (a): Secondary emission micrograph of deeply etched sample. 

--
lOJ.! 
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F\.1:-:-th:c .. '\-rork on the m.i.croscopic effects of variations in fabrica-

tion t:echn:i.ques should prove interesting. To this end, the scanning 

AlAr.·tron m:lc.r.oscope is obviously a powerful tool not on:ly for J.ooklng 

a-t Rur.:Cv.ces, but. C\lso for stuc1ying the ro:lcr.oscopic electr.onic proporti~s 

of devices, a~ Appendix A also demonstrates. 
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CBAP'!ER 10 

CONCLUSIONS 

:r.n Conclusion 

The ul~im~t.e uim of the work described in this thesis was to 

gaJ.n ·-~ g:::-ec.ter underst.nnding of the electronic and optical processes 

occurring t"lt thin the CdS/cu
2
s heterojunction photocell, and thence to 

propose means by t"lhich its efficiency m.:lght be improved. As many 

cutho~su e.g. Shiozawa et al (1969), Potter et al (1968)u Fahrenbruch 

a.11.d Bube (J374) have suggested that interface states at the junction 

control the current flow and thus the optical and electronic properti®Du 

it 1:1a.s decided that a study of interfa<':G states might prov~ interesting. 

In the CdS/Cu
2
s heterojunction the problem of studying states at 

the junct.:i.on ts complicated by the presence of a photoconductive layer u 

ru~d by a layer of copper sulphide of variable thickness and composition. 

Consequently as a simp1ificationu initially ~MIS structure with CdS as 

the semiconductor was investiga.ted. Analysis of the conductance and 

capacita11ce charc.cteristics of these devices using the theory of 

Nicollia.n and Goet:.zberger (1967) showed that their model was inapplicable 

to the experimental data. An alternative explanation (one of insulator 

leakage) 1:ras developed therefore and shown to be consistent not only w.:!. th 

the experimental observations but also ~1i t.h the proposals of several 

other authors. It is further suggested that this explanetion may also 

be applicable to experimental r.esults for other materials described in 

the l:tt.cr.a.ture and interpreted diffeze:o:i:.ly. Fur.tb.or ~:wrk on this 'Vrou.'l.d 

prove interesting. 

In Chap~er Su an analysis of different surface layers on CdS 

s:tngle ccyst.al material using and compaJCing the various modes of 
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ope:~:ation pc,.,::::ible t-ri t'l:l a scanning electron microscope ~vas given. 

'J:'J:'i.s stt<dy compl<?roc·:1'te6. the preceding conductnnce and capacitance 

zry;;:-.snrerr.:::-nt.s, un.d demonstr.<:~:::-.ed the ease with which the uniformity of 

a st,xfacp )~ewe:: may be determined beneath a Schottlty contact. 

Apparently contradic-:.-:ory results of measurements of the electron beam 

indvcoc current as a function of bias voltage were resolved.by involving 

~wo m:?.r.hnnisms, one of which was analogous to the photovoltaic effect, 

~vh:tle t.he oth:--x resembled the photoconc.~uctance effect. Investigat:i.ons 

of ZnSe s:ingle crystal material using the techiques developed in this 

study are presented in Appendix A. 

Chapter 6 was concerned \d th an analysis of the standard prep~ 

arative condH.ions for CdS/Cu
2
s heterojunctions. Temperature, etch 

time 0 and pB of the plating solution were some of the parameters varied, 

in an attempt to understand more fully the condltions of formation of 

the different phases of copper sulphide. These were identified by 

reflection electron diffraction using a transmission electron microscope. 

In geneKal, it was found that (a) the longer the CdS was etched in 

HCl befor.e plating the better was the layer of chalcocite produced 

0 (b) the ternperatux-e of the plating bath should be at. least 93 c, and 

if the sample was heated before plating the resulting cu
2
s layer was 

more uniform • (c) a pH between 2.0 and 2.5 appears to be optimum. 

Follot-ring this analysis of the preparative conditions. an invosti-

gation of the electronic and optical properties of the single crystal 

devices was reported, with mention being made of measurements of photo= 

capacitanceu cur.rent versus voltage, and of photocurrent and photo-

voltage as a function of wavelength. It ~Jas first demonstrated by 

compa::o::i.ng photocapacitance and photoconductance measurements that 

copper does diffuse £rom the copper. sulphide into the CdS duying a 2 

minute heat treatment at 200°C in air. The spectral response of the 
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short~cir.cui;:; current, of a. djurleite device was shown to resemble 

that cf a heat tr:')at.ed chalcocite device. It was however concluded 

that t.h.:ts d~.cl not imply 'chat heating in air altered the phase of the 

coppe:c stllph:i.de, ':;;com cl~.a:tcoci. te to djurlei te, but rather that a photo-

conduc-tance :i.n ser:l.es with the photo-emf was responsible. In the 

djurle.ite example the response occurred by excitation across the 

dju:rl.=!·l,·~.e b<:\!:"ldgap. n: was also observed that the photoconducta."l.ce 

could bG excitc:::d by the use of a steady bias illum:Lnation. In this 

way the photocell spectrum could be studied without the complication 

of t.h:ls photoconductive response. 

Using this dual beam technique, with the radiation from the 

monochromator illumina"ti.:ng the front of the cell while band gap bias 

light t'JaS .Lncide~1t from the side, spectral response measurGments were 

made of both the o.c.v. and s.c.c., since these were found to be 

dissimilar. Although the responses varied in detail from diode to 

diode, the principal difference \\'as that at 0. 52 l.lm (CdS band gap), 

where the photocurrent peaked, the photovoltage displayed a minimumo 

To make the experiment complete, the light sources were interchanged. 

A discussion of some of the many band structure models followed, 

with particular reference to the experimental results, and the require­

ment that there be both a variable barrier height and a photoconductance. 

The Clevite model was found to fit the details of the experiment 

qualitatively, howaver the band bending required, which involves a 

hump in the conduction band of CdSu was thought unlikely from considera­

tions of space charge distribution. A modified band structure model 

was proposed \'lhich combined some features of the Clevite model and 

others of the Te Velde model (Te Velde 1973) . It was found possible 

to f:i.t all the expnrimental observations quaJ.:i.tativelyo Additional 

work of a quantitiat:i.ve na.tur.e should prove valuable in establi~hing 
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t..~.1e val5.d:.. t.y of the modeL 

Further use of the scanning electron microscope to study the 

i:r>d:lv:lduaJ. surfe.-::e features of the d~vicer revealed the crystallo­

gr<.~y;>h:i.c planes 1Arh.:i.c:::~ give the g:ceatest electron voltaic ef.foct., If 

t~c assumption 0 that the elect~on voltaic effect is equivalent to 

the photo·m.1.taic effect, is valid, then the 1?ffici0.ncy of the CdS/cu
2
s 

bE'!i:P:v:ojunct:.ion may be o;ot:i.mised crystallographically. This is, again r 

an area requiring further work. 

10o2 ~Jigestions for Further Work 

In addition to the topics outlined above, future experiments 

should include measurements of characteristics, particularly the o.c.v. 

and s.c.c. (under double source illumination), of devices prepared 

under a wide range of conditi.ons including different phases of copper 

sulphide. A useful future study involving the S.E.M. would be the 

development of a more sophisticated circuit for biasing devices and 

analysing the electron beam induced current created. As was mentioned 

previously, the EBIC circuit employed did not allow measurements of 

lm-.' resistance devices to be made, owing to the high level of noise. 
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An e!lectron beam induced current investigation of crystalline samples of zinc selenide in 
I 

the s
1
canning electron microscope has proved particularly useful in revealing the existence 

of grlain boundaries; Changes in the EB IC contrast which are observed when the bias is 
alterr d, or at places where twin bands intersect the grain boundaries, are explained in 
term:s of a model which associates a potential energy barrier, similar to two Schottky 
barrir rs back to back, with a grain boundary. 

1. ln~roduction 
Alth~ugh the electron beam induced current (EBIC) 
mode of operation of the scanning electron 
micrdscope (SEM) has been used for several years 
to st~dy such crystalline defects as dislocations 
[1] ar d stacking faults [2], there is little recorded 
evide ce so far of its use in the examination of 
grain boundaries [3]. However, we have found the 

sample, and such non~uniformity is usually found 
to have been caused l)y the potential barrier pro­
vided by a grain boundary. Such samples are 
unsuitable for the evaluation of electrical proper­
ties, but are eminently suitable for the investi­
gation of grain boundaries in the EBIC mode in 
the SEM. 

meth ' d to be of great assistance in studying grain 2. Experimental procedure 
boun , aries in single crystals of ZnSe doped with The crystals for this work were grown using 
in diu · or gallium. Such material is particularly well the vapour phase technique described by Cutter 
suite to EBIC investigation since its resistivity can et al. [7] , with the modification that appropriate 
be va i~d over a wide range from 10 to 107 n em, quantities or indium or indium doped ZnSe 
or larg~r, by altering the doping concentration. were added to the charge to produce boules 
The ~urpose of this paper is to describe the nature containing concentrations of indium in the range 5 
of th1 E~IC contrast pro~uced at gra~ boundaries, to 1000 p.p.m. Actual indium concentrations were 
and l offer an explanatiOn of the vanous features detennined by atomic absorption spectroscopy . 
obse ed. Undoped crystals of ZnSe were also used in 

e\ectrical properties of ZnSe doped with control experiments, but it was necessary first 
indi o~ gallium are interesting because unusual to heat them in molten zinc at 850° C for 48 h 
don compensation effects occur at increasing to reduce their resistivities from about 1012 n em 
concl' trations of the added impurity [4, 5]. to about 10S1cm. 
In dee , tli~re are reports [ 6], that heavily doped The bars with dimensions of 8 mm x 2 mm x 
epit · · allayers of ZnSe: In have been made p-type. 1 mm were cut from the boules using a diamond 
We, i1

•· this laboratory, have been studying the wheel. The faces of the bars were mechanically 
elect cal p~operties of ZnSe: In and ZnSe: Ga polished with 1 J.,Lm diamond paste and were then 
for s me time past, and for this purpose have chemically etched in a 1% solution of bromine 
usuall prepared samples in the f0rm of small in methanol. After the samples had been rinsed 
bars ( mm x 2 tnm x 1 mm), with indium contacts successively in methanol, carbon disulphide and 
at ei er end, and at intervals along the length. It absolute alcohol, contacts were applied by pressing 
is qu,te evident that an applied voltage is not pellets of indium on to them. Finally the bars were 
always dropped uniformly along the length of a heated in argon for lOmin at 300° C. 

I . 
0022t 2461/80/040939-06$02.60/0 © 1980 Chapman and Hall Ltd. 939 
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Figure 1 Biassing and EBIC signal det ction 
circuit for high impedance samples . 

Keithley low noise 
current amplifier 

The specimens were . examined in a Cambridge 
S600 SEM employing a Keithley specimen current 
amplifier type 427 to produce the EBIC images. 
A biassing arrangement was incorporated in the 
amplifier circuit, see Fig. 1, to enable the behaviour 
of electrically active defects to be studied as a 
function of bias voltage. 

3. Experimental observations 
When the indium-doped specimens which exhibited 
a non-uniform distribution of potential were 
examined using the EBIC technique, contrast 
was immediately apparent at some of the grain 
boundaries, see Fig. 2. This contrast is similar to 
that produced by the barrier electron voltaic 

Figure 2 EBIC micrograph of a grain boundary in ZnSe 
where + 3 V is applied to grain A. 

Figure 3 EBIC micrograph of the region shown in Fig. 2 
where - 3 V is applied to grain A. 

940 

effect at p - n junctions in semiconductors! [8]. 
However it differed from the latter effect irl that 

I 
it changed from white (Fig. 2) to black (F\g. 3), 
when the potential applied to one of thd end 
contacts was changed from + 3 V to - 3 V relative 

I 
to the other. Fig. 4 is the secondary emission 
micrograph of the same region of the sabple. 
The grain boundary which gave rise to the !EBIC 
contrast is clearly visible. The lines oflight 
which do not deviate as they cross the 
boundary are associated with saw marks 
the diamond wheel which were not 
the mechanical and cheJ;l}.ical polishing 
particular sample. The abrupt termination 
bands at B draws attention to another 

Figure 5 Secondary enuss10n micrograph of the region 
shown in Fig. 2 where + 3 V is applied to grain A. 
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FigurJ 6 Secondary enuss10n micrograph of the region 
show1 in Fig. 2 where - 3 V is applied to grain A. 

bounl:lary, which, with the electrode configuration 
empl<pyed, was not active in the EBIC mode. 
How~ver, contrast at this grain boundary was 
readil~ obtainable when the bias was applied to 
a dif£jerent set of electrodes. In general the bound­
aries active in the EBIC mode formed a single 
cont~mous barrier between the two electrodes · 
acros' which the potential was applied. Boundaries 
con'n~cting the two electrodes were invariably 
inactif e in the EBIC mode. 

Co_rfirmation that the EBIC contrast shown in 
Figs. [ and 3 was associated with an electrical 
barrier along a grain boundary was provided by 
the v ltage contrast effects observed in secondary 
emiss on. Figs. 5 and 6 show secondary emission 
micro raphs of the same area seen in Fig. 4. 
Fig. 4 was obtained with zero voltage applied to 
the s ple, but Figs. 5 and 6 resulted when the 
grain A was biassed to + 3 V and - 3 V relative 
to e remainder of the sample. In both the 
latter two micrographs the contrast is uniform in 
two s parate regions, inside or outside of grain A. 
In ea h micrograph the region of light contrast 
corres onds to a surface carrying a negative 
poten ial, while the area of dark contrast corre­
spond to regions with a positive one. Thus an 
abrup potential difference occurs only at the 
boun ary which surrounds grain A. It is interest­
ing t record that when the bias was increased 
to ab ut 30 V, so that a current density of some 
5 A c -2 was, flowing, spots of yellow light were 
emitt d from the same grain boundary surrounding 
grain . This ijght emission is no doubt associated 
with r gions of, high localized electric field . 

An import~nt feature of the EBIC signal 
eman ting from grain boundaries was its depen­
dence of the local crystallography. This was most 
obvio s at places where twin bands terminated at 

Figure 7 Micrograph showing the modification to the 
EBIC signal where twin bands meet a grain boundary 
in ZnSe. 

Figure 8 Secondary emission · micrographs of the region 
shown in Fig. 7. 

an electrically active boundary thus introducing 
local modifications in the crystal structure at the 
intersection of the two grains. An example illus­
trating this effect is shown in Fig. 7, while the 
corresponding secondary emission micrograph 
forms Fig. 8. Comparison of the two micrographs 
reveals that the two twin bands in the grain on 
the left-hand side in Fig. 8, give rise to a broaden­
ing of the EBIC signal at points R and S on the 
boundary, as is clearly evident in Fig. 7. From a 
closer inspection of Fig. 8 the presence of twin 
boundaries can also be inferred along PP and QQ 

·where the striations produced by the etching 
·change direction. The presence of this wide 
twin band on the right-hand side of Fig .. 8 gives 
rise to an EBIC signal which is broader at the top 
of Fig. 7 than that at the bottom. 

The effect of reversing the polarity of the 
voltage applied to the region shown in Fig. 7 is 
recorded in Fig. 9. Comparison of the two EBIC 
images leads to the conclusion that EBIC signals 
that are wide for one sign of applied voltage are 
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Figure 9 EBIC micrograph of the region shown in Fig. 7 
with the polarity of the applied voltage reversed. 

Figure 10 EBIC micrograph from another grain boundary 
in ZnSe with zero applied bilis. 

Figure 11 Cathodoluminescent image of the region shown 
in Fig. 10. 

narrow for the other, and vice versa. An interest­
ing consequence of this effect is the form of the 
EBIC signal obtained with zero bias. Such an image 
is shown in Fig. 10, which is from a different area 
from that used to obtain Figs. 7 and 9. It does 
however correspond to a grain boundary with twin 
bands terminating along its length. The zero bias 

942 

I 
contrast takes a form which is intermediate be~.ween 
those exhibited by a similar boundary in th two 
different bias conditi'Jns shown in Figs. 7 d 9. 
The grain boundary then gives rise to a Olack/ 
white contrast to varying degrees along its length. 
By rotating the sample through 180° in the SEM 
it was demonstrated that this particular contrast 
was independent of the , direction of the ibeam 
scan. The origin of the contrast effect is discussed 
below. 

Finally, it is worth mentioning that exami­
nation of the samples in the SEM in the cathodo­
luminescence mode shows that the lumines,cence 
was always suppressed at the grain bounclaries. 
This is illustrated in Fig. 11 which is a cathodo· 
luminescent image of the same area which pr~vided 
the EBIC image shown in Fig. 10. Clearly radi'ation­
less recombination occurs preferentially at 1 these 
grain boundaries. 1 · 

4. Discussion 1 

The qualitative model ~roposed to explain the 
EBIC observations can be understood by reference 
to the potential energy diagrams shown in Fi1g. 12. 
At some grain boundaries the conductio 1 and 
valence bands of the n-type ZnSe will be bent 
upwards as illustrated in Fig. 12a. The band 
bending may well be a consequence of the segre­
gation of impurities to the grain boundaries here 
they can act as acceptor states. Electrons from 
donors in the immediate vicinity would be ca tured 
by the acceptors, producing a layer of ne ative 
charge at the grain boundary, and leaving a ·egion 
of positive space charge in the ZnSe close o the 
boundary. The width of the resultant dep etion 
region would depend on the conductivity >f the 
grain and the concentration of surface ac .;eptor 
states at the grain boundary. The suggest on is 
therefore that each grain boundary wo ld be 
accompanied by a potential barrier similar t that 
in Fig. 12a, and consequently each grain bo ndary 
would have a built-in electric field associate with 
it. When such grain boundaries with their associated 
depletion regions form a continuous arrier 
between contacts, they will limit the total c rrent 
flow. Electron bombardment within a de letion 
region will then lead to a beam induced c rrent 
so that contrast will be observed in the EBIC 
mode. When a grain boundary forms a con~ecting 
path between the contacts, the accomp nying 
depletion regions will have a very small effi~ ct on 
the total current flow, with the resul · that 

J 
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Figure 12 Energy band diagrams for·: 
(a) a symmetric grain boundary with- ·./ 
out bias. (b) The boundary in (a) with 
negative bias on the left-hand side. 

E. I ...__ ___ _ 
(c) The boundary in (a) with negative 
bias on the right-hand side. (d) An 
asymmetric grain boundary without 
bias. (e) The boundary in (d) with 
negative bias on the left-hand side. 

I 
(a) (d) I 

I 
I 

Ec 
E, -------------------------; 

(f) The other configuration for an 
asymmetric grain boundary without 
bias. (g) The boundary in (f) with 
negative bias on the left-hand side. I 

I 
(e) I '------

1 
I 

:: -------------t----------
E. - I -

(f) 
1------Ec 

------- --- ----- E, 

Ec-----;. 
1------E. E, ---------------

(g) 

Symmetric 
groin boundary 

Asymmetric 
groin boundary 

bombl r<hnent within the depletion region will 
I I 
,have ~irtually no effect on the total current flow. 
No EJ1IC contrast therefore will be observed. 

Co~sider next what happens when the electron 
beak lis scanned from left to right across a grain 
boJ n4ary with an associated potential barrier such 
as that depicted in Fig. 12a. Assume first that zero 
bi~s isJapplied. When the beam reaches the left-hand 
deplet~on region, the beam-induced electron­
hoie ~airs are separated by the internal field, and 
thf mt jority carriers (electrons) are swept towards 
t5e left-hand contact while the minority carriers 
(~oles) recombine via the recombination centres at 
t~e g~1 • boundary with electrons captured from 
eiither side of the boundary. That such recombi­
n~tio centres exist is demonstrated by the 
c~tho oluminescent image in Fig. 11 which shows 
that luminescence is suppressed at grain boundaries. 
If the l sample is connected so that the electron 
curre~ flow to the left from the grain boundary 
~rodu es a dark image on the screen, then a black 
line lill be formed just to the left of the grain 
boundary. When the beam reaches the right-hand 
side of the grain-boundary, the current flowing in 
ithe eT ernal circuit will reverse and electrons will 

I 

flow from left to right. A white line will then be 
produced in the EBIC image . This is exactly what 
is observed in Fig. 10. 

When a bias is applied to the sample, the poten­
tial energy barriers become asymmetric as shown 
in Figs. 12b and c, which are for the two possible 
polarities of the applied voltage. As the beam 
scans a biassed barrier, Fig. 12b, little separation 
of the induced electron- hole pairs to the left of 
the barrier occurs, so that the total current is only 
slightly affected. On the right-hand side of the 
barrier, however, a high field exists so that the 
electron- hole pairs are readily swept apart. As a 
result an intense white line appears in the EBIC 
image as in Fig. 2. With reversed polarity the 
potential energy diagram in Fig. 12c is appro­
priate and clearly the beam induced electron 
current now flows from right to left, producing 
a dark line in the EBIC mode, Fig. 3. In effect, 
if the barriers in Figs. 12b and c are regarded as 
two Schottky barriers back-to-hack, one of the 
Schottky barriers is biassed in the forward direc­
tion and the other in the reverse . A beam induced 
current would only be expected at a reverse­
biassed Schottky barrier. In this discussion of the 
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contrast when an external voltage is applied, it 
has been assumed that virtually all the voltage is 
dropped across the grain boundary. This is indeed 
a reasonable assumption as the micrographs 
obtained in secondary emission with voltage 
contrast (Figs. 5 and 6) show. 

The more complicated EBIC effects illustrated 
in Figs. 7 and 9 can be explained if the extent of 
the band bending is different on either side of the 
grain boundary, as in Figs. 12d and f, and varies 
when the crystallographic orientation of the 
grains changes (for example when twin bands 
intersect the grain boundary). The different widths 
of the black and white portions of the unbiassed 
EBIC images in Fig. 10 can also be explained with 
the same model, namely that a barrier such as that 
in Fig. 12d will have a broader stripe of contrast 
on the left corresponding to the wider depletion 
region. 

With the appropriate bias applied, the barrier in 
Fig. 12d goes over to that in Fig. 12e, while 12f 
goes to 12g. In Fig. 12e the internal field is large 
and the depletion region is relatively narrow; as 
a result the white line in the EBIC image, is narrow 
as can be seen in the bottom half of Fig. 7. With 
the situation shown in Fig. 12g however, the 
electric field extends over a wider region, leading 
to the broader white region at the top of Fig. 7. 
When the bias is reversed, Fi'g. 12e, for example, 
will be replaced with a diagram in which the space 
charge region now on the left of the barrier is 
wider than that on the right in Fig. 12e. This 
means that reversal of polarity will lead to the 
replacement of a narrow white stripe with a broad 
black one; a narrow black line will also replace a 
broad white one. This is clearly shown in Fig. 9. 
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In conclusion , it might be remarked th'!tttho 
EBIC technique has proved to be invalua1le in 
demonstrating which samples of ZnSe are most 
useful for the evaluation of the electrical p roper­
ties of the material, i.e. to demonstrate f]Nhich 
samples contain no potential barriers and hich 
can therefore be used to provide meaningf 1 Hall 
coefficient measurement~, etc. The pro,posed 
qualitative theory of graill boundary barrieh can 
explain all the observed phenomena and j:ould, 
if ~ec_essary, be put on a quan~itative basis. 
Prehmmary attempts to determme w~ether 

segregation of indium to the grain boundaries is 
primarily responsible for the band bendin~ have 
proved inconclusive, but it should be reporte~ that 
we have also observed similar EBIC c9ntrast 
effects at grain boundaries in nominally un(Joped 
samples of ZnSe that have been heat trea 'ted in 
molten Zn at 850° C. 
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