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Galilei 

Hamm 

Und was wir heute finden, werden wir morgen 

von der Tafel streichen und erst wieder 

anschreiben, wenn wir es noch einmal gefunden 

haben. 

Leben des Galilei, Bertolt Brecht (1955). 

J'aime les vieilles questions. (Avec elan). 

Ah les vieilles questions, les vieilles 

r:ponses,· il n'y a que ca! 
~ 

Fin de Partie, Samuel Beckett (1957) 

~alileo : And what we tind todav, we will 4t~ike 

t~om the blackboa~d tomo~~ow and w~ite 

down once mo~e, when we have tound it 

Hamm J love the old que4tion4. (With te~vou~). 

Ah the old que4tion4, the old an4we~4, 

the~e 1 4 nothin9 like them! 



ABSTRACT 

Interpretation of the present gamma-ray data 

above 100 MeV is discussed in relation to cosmic ray 

interactions with the atomic and molecular hydrogen 

in the Galactic plane. 

The SAS II gamma-ray data are analysed for supportive 

evidence on the 2CG candidate sources identified from 

the COS B observations. The strongest sources are confirmed. 

There is good evidence to suggest that many of the weaker 

sources are not truly discrete. 

A Monte-Carlo analysis of the discrete source 

detection efficiencies suggests that many 2CG sources 

are unresolved giant molecular clouds, irradiated by 

the ambient cosmic ray flux. An attempt is made to 

define a genuine source catalogue. Taking account of 

the detection efficiencies the net source flux (from 

both resolved and unresolved sources) is estimated to 

be 11-23% of the Galactic plane emission. 

Cosmic ray interactions with the Orion molecular 

cloud complex are investigated through an analysis 

of the gamma-ray emission above 100 MeV. There is no 

evidence for cosmic ray exclusion from the clouds. 

A new derivation of the CO/H2 ratio is obtained. 

N82 tJrl 12coJdv - (3.7 ± 0.61 x 1020 at cm- 21K kms-11-1 . 

Contributions to the extragalactic gamma-ray flux 

from radio galaxies and rich clusters are estimated. 



The flux may be dominated by emission from these objects. 

With the estimate of the discrete Galactic source 

flux and the CO~Hz ratio, the radial gamma-ray emissivity 

is compared to the HI, inferred Hz and possible cosmic 

ray radial densities in the inner Galax~. It is shown 

that a moderate cosmic ray gradient overestimates 

the gamma-ray flux, unless the metal abundance gradient 

reduces the inferred Hz mass. 
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CHAPTER ONE 

INTRODUCTION 

1.1 ~~~~~~~£~l-~~~~lO£~en~ 

Since their discovery by Hess (1912), cosmic rays have 

continued to stimulate the interests of both experimental 

and theoretical physicists. There has been substantial 

progress in measuring cosmic ray energy spectra and important 

advances have been made in the field of elementary particle 

physics. Particle accelerators have now superceded cosmic 

ray studies Js the primary source of data on high energy 
I 

particle interactions. However, analyses of the highest 

energy cosmic ray initiated air showers are still the 

only means of constraining phenomenological theories above 

about 1014ev. The low energy cosmic rays ( ~ 10 MeV) 

produced by the Sun do not concern us in this work. Answers 

to the fundamental questions concerning the origin and 

acceleration of the extra-solar cosmic rays still elude 

us. It is the purpose of this thesis to assess the relevance 

and limitations of current gamma-ray astronomical data 

to the cosmic ray origin problem. 

Hess' experiments and those of subsequent workers 

demonstrated conclusively the existence of increasing 

residual ionization with height above the Earth's surface, 

thus excluding natural radioactive elements as the source. 
and Cameron 

Millikan~(1926) concluded that the ionizing radiation must 

originate outside the Earth and he speculated on the 

existence of a universal flux of ultra-energetic gamma-
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rays. Bothe and Kolhorster (1929) demonstrated this to 

be false with the conclusive evidence that the cosmic 

rays are charged particles. 

Even at the highest energies we are unable at 

sea-level to detect the primary component of the cosmic 

ray flux. We must either place the detectors above 

the atmosphere or measure the secondary products of the 

electromagnetic cascade initiated by cosmic rays incident 

on the top of the atmosphere. High energy photons con

stitute one of the important products of these air showers. 

The development of gamma-ray astronomy and its relation

ship to cosmi~ ray astrophysics is comparatively recent. 

Hayakawa (1952) and Hutchinson (1952) considered gamma-

ray production by cosmic rays in the wider context of the 

interstellar medium. Their work stimulated further dev

elopments on the gamma-ray fluxes to be expected from 

cosmic ray interactions in the Galaxy; notably Morrison 

(1958), Felten and Morrison ·(1963). Gamma-ray astronomy 

was perceived as a means of shedding fresh light on the 

unresolved questions pertaining to cosmic rays. 

Gamma-ray astronomy, still in its infancy, has so 

far been an inconclusive arbitrator. The poor quality 

of present gamma-ray data is an important factor in this 

respect. However, it is also important to recognise the 

constraints arising from the interrelation of cosmic ray 

and gamma-ray astrophysics .with many other areas of 

astrophysical research. 
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!~~--Q~~~~=~~y_as~~ono~y_and ~~~or1g1n ~f_co~~ic r~y~ 

Before we consider gamma-ray astronomy as a probe 

of the cosmic ray origin question, it is useful to briefly 

outline the latter. The primary cosmic radiation has 

two distinct components·, the nucleonic (protons, antiprotons 

and heavier nucleii) and the electronic (electrons and 

positrons). Measurements of the cosmic ray energy spectra 

show that protons constitute about 92% of the nucleonic 

flux above 1GeV/nucleon. In collisions with nucleons 

in the interstellar medium they produce Tf 0 's which 

decay into gamma-ray photons. At the same energy the 

electron flux is a few percent of the nucleonic component. 

The electrons produce gamma-rays by bremsstrahlung, inverse 

Compton scattering off low energy starlight and microwave 

background photon fields and synchrotron radiation. Gamma

ray absorption in the interstellar medium is essentially 

negligible in the MeV to GeV energy range. However, pair 

production processes (6 +~ ~ e+ + e-) become more importan~ 

at higher .energies. This mechanism must be considered 

whenever high energy gamma-rays traverse low energy photon 

fields. We do not consider here the mathematical formulation 

of gamma-ray production and propagation in an astrophysical 

context. This is treated extensively by many workers 

(e.g. Ginzburg and Syrovatsky, 1964; Stecker, 1975; Longair, 

1981; and references therein). 

There are in essence two views on the origin of the 

cosmic ray flux. The first contends that it is universal 

in origin, that is the cosmic rays pervade the entire 
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Universe with a uniform energy density. Cosmological 

processes must then be invoked to explain the production 

of. the particles at a much earlier epoch. There are variants 

on this theme in which the cosmic rays are confined to 

lesser volumes; superclusters or perhaps clusters. These 

refinements have been postulated in the light of the 

enormous energy requirements for a truly universal origin 

( · 4 10 73erg, d" t f t f th _,..., x correspon ~ng o a ew percen o . e 

observed baryonic rest mass energy within one Hubble radius) 

However, energy requirements alone cannot rule out the 

possibility of a meta-Galactic origin for the particles. 

The alternative explanation favours a Galactic origin 

for the particles, up to about 1018ev above which origin 

in the local Virgo cluster seems likely. This model can 

be viewed as a further reduction in scale from the meta-

Galactic theories. Its most important features are the 

relatively low energy requirements ( ~ 5 x 1o 54erg for 

our Galaxy) and the prediction of a cosmic ray gradient 

within the Galaxy. 

The inverse Compton reactions on the universal micro-

wave background radiation effectively screen the Galaxy 

from electrons which diffuse out from other Galaxies. 

In thii respect the observed cosmic ray electrons must 

b~ localized to our own Galaxy, that is they are Galactic 

in origin. 

Gamma-ray astronomy holds out the best opportunity 

to investigate the large scale distribution of cosmic 
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rays within our own Galaxy and thereby discriminate between 

the Galactic and meta-Galactit origin theories. In Chapter 

2 we review the gamma-ray spectrum from about 1 MeV to 

1015ev, excluding the medium energy range covering 50 

- i660MeV. The latter is reviewed in Chapter 3 with the 
4 

emphasis on previous analyses and their limitations. 

Two major areai of uncertainty are identified, the discrete 

gamma-ray source contribution and the mass of gas; particularly 

in the inner Galaxy. In Chapter 4 we re-analyse the SAS 

II data-base searching specifically for confirmation of 

the discrete sources claimed by COS B. A Monte-Carlo 

analysis is developed in Chapter 5 which allows us to 

place limits on the unresolved source flux from the Galactic. 

plane. The important question of cosmic ray interactions 

with giant molecular clouds is addressed in Chapter 6 

through an analysis of the gamma-ray flux from the Orion 

complex. In addition we derive a new calibration of the 

CO/H2 ratio appropriate for typical molecular clouds. 

In Chapter 7 we briefly consider the extragalactic gamma-

ray flux and the possible contributions from radio galaxies 

and rich clusters. Finally in Chapter 8 were-analyse 

the large scale Galactic gamma-ray emissivity, taking 

account of the expected discrete source contribution and 

the new estimates of the molecular hydrogen distribution. 

Conclusions are drawn on the origin of the cosmic ray 

flux at these energies and an outline is given for future 

developments. 
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CHAPTER Two· 

THE GAMMA-RAY SPECTRUM 

2.1 Introduction 

Gamma-ray emission has been detected from a variety 

of sources and regions primarily in our Galaxy, in the 

: 5 16 
energy range 10· - 10 eV. This is a wide energy range 

and it is not surprising that there. is much diversity 

in the nature of the emission. Whereas the work described 

in this thesis is primarily concerned with gamma-rays 

in the medium energy (E 0 ;~MeV to GeV), it is worthwhile 

to start with a summary of the gamma-ray emission at 

other energies. 

It is evident that in the broad area of gamma-ray 

astronomy w~ are always observing the results of high 

energy processes, either diffuse (in'the interstellar 

medium) or discrete in origin. These processes must 

involve high energy cosmic rays (as discussed in Chapter 

1) and as such through gamma-ray astronomy we are obtaining 

information relevant to the origin and propagation of 

cosmic rays. Aside from the energy band often described 

as 'medium energy gamma-ray astronomy' (which will be 

reviewed in detail in the following chapter), there 

are three distinct phenomena, or areas of study: gamma-

ray line astronomy, gamma-ray bursts and ultra high 

energy gamma-ray sources. Each branch is characterised 

by its own observational techniques and limitations. 

While 1t is beyond the scope of the present work to 

discuss the details of the detection systems employed 
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for gamma-ray astronomy we wish to consider briefly 

the present observational status of each of these branches, 

indicating the great potential each holds for unravelling 

some of the problems associated with the origin of cosmic 

rays. 

2.2 Gamma-ray line astronomy 

Gamma-ray line emission is expected when nucleL 

are excited above the ground state, for example, as a 

result of nuclear collisions. Emission also occurs 

during the radio-active decay of certain species. Cyclotron 

lines (both emission and absorption) are generated from 

electron transitions between Landau levels of atoms 

in strong magnetic fields. For magnetic field strengths 

believed typical for neutron stars (~ 1012G), the chara-

cteristic cyclotron transition energy is ~,50 keV. 

Also of considerable importance is the positron annihilation 

line at 511 keV, 'the positrons coming from nuclear inter

actions ,:_of-theJ3-dec-ay of I].Ucleosynthes~s products. 

Collisions between cosmic rays and the gas in the 

interstellar medium are also expected to generate a 

series of gamma-ray lines. Most of the lines are expected 

to arise from cosmic ray nucleons with energies in the 

range~ 1 - 100 MeV, which is a region where the energy 

spectrum of cosmic rays in interstellar space is not 

well defined, being subject to strong solar modulation 

effects. However, useful predictions have been made 
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from models based on an extrapolation of the nucleon 

spectrum from measurements above the modulation cut-

off~ and the likely density increase of both low energy 

cosmic rays and heavy elements towards the inner Galaxy. 

Ramaty and Lingenfelter (1981) consider the most important 

lines to be: 0.847 MeV ( 56Fe), 4.438 MeV (12c) and 

6.129 MeV (16ol, none of which have been detected to 

date. This is a field where future improved observations 

will help constrain the MeV region of the cosmic ray 

spectrum, allow for a better understanding of the effects 

of solar modulation and enable the distribution of the 

low energy cosmic ray flux with position in the Galaxy 

to be studied. 

The hot big bang model of the universe is generally 

accepted as a sufficient framework for the primordial 

synthesis of all the elements up to helium. The absence 

of zero metal stars in our-Galaxy and the overall scarcity 

of low metal abundance stars is attributed to further 

element ~ynthesis in pregalactic or supermassive stars. 

Additional ~1ement formation (especially Lithium, Beryllium 

and Boron) results from cosmic ray spallation of Carbon, 

Nitrogen and Oxygen in the interstellar medium. However, 

explosive nucleosynthesis, both in the late stages of 

massive star evolution and in supernovae, is essential 

for the production of all the heavy elements above carbon. 

It will be seen later (Section 5~ that the continued 

recycling and enrichment of the interstellar medium 
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with heavy elements may have important consequences 

for the interpretation of medium energy gamma-ray emission 

from the inner Galaxy, through the effects of heavy 

elements on estimates of the mass of gas (primarily 

H2 ). It is believed that many gamma-ray lines should 

be detectable as a consequence of the nucleosynthesis 

process, thereby providing firm evidence for the continuing 

evolution of the elemental composition of the Galaxy. 

The strongest lines are expected to be: 1.809 MeV 

( 26Al ~ 26Mg), 1.332, 1.173, 0.059 MeV (56Fe ~ 60co ~ 
60 . 44 . 44 44 

N~) and 1.156, 0.078, 0.068 MeV ( T~ ~ Sc~ Ca). 

Additionally, the positron annihilation line (511 keV) 

should accompany these decays both in supernovae explosions 

and, later on, in the surrounding supernova remnants 

due to the diffusive escape of e+. 

Recently Matteson (1982) has claimed a detection 

of the 1.809 MeV 26Al-: 26Mg·line from the direction 

of the Galactic centre. If confirmed, this would be 

the first detection of a gamma-ray line fro~ a product 

of explosive nucleosynthesis. Several workers have 

detected lines from the Crab nebula including one at 

around 400- 410 keV (Leventhal et al., 1977; Yoshimori 

et al., 1979, Ayre et al., 1981) which could be inter

preted as the 511 keV positron annihilation line redshifted 

in the strong gravitational field expected near the 

surface of a neutron star. Another line at about 73 keV 

has been detected from this object (Ling et al., 1979; 
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Ayre et al., 1981) with possible evidence for both time 

variability and pulsation (Strickman et al., 1982); 

and has been interpreted as due to cyclotron emission 

near the polar cap of the neutron star. 

The positron annihilation line has definitely been 

detected from the direction of the Galactic centre 

(Leventhal et al., 1978, Riegler et al., 1981. The first 

detection was probably by Johnson and Haymes 1973)·. 

Taken together, the data imply significant time variability 

in the line flux and a positron annihilation rate ~ 

43 -1 . -3 -2 -1 10 s for a typical average flux of 2 x 10 ph em s 

Several mechanisms have been suggested as plausible 

explanations of this line emission. Cosmic ray interactions 

in the interstellar medium at the Galactic Centre region 

could give rise to e+e- annihilation radiation. However, 

the observed flux would require a large enhancement 

in the cosmic ray density in that region which would 

conflict with the gamma-ray flux levels for E ~ 100 MeV. y 

Additionally if diffuse cosmic ray interactions were 

the source, the 511 keV would also be accompanied by 

observable emission lines at other energies~ notably 

the 4.4 MeV line·from 12c and other MeV lines from Mg, 

Si and Fe. None of these has been detected. Additionally 

it is difficult to account for the time variability 

of the flux (at least a· factor of 5 between 1974 and 

1979, Riegler et al., 1981) in this model. Indeed, 

the variability implies a maximum source size ~- 1 light 
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year. Since the annihilation rate of ~ 1043 s-1 is 

two orders larger than that expected from a pulsar ~ 

41 -1 ( d 9 9) 10 s Sturrock an Baker, 1 7. j ~ massive rotating 

6 black hole, N 10 M9 , has recently also been postulated 

as the source of the 511 keV line. in this model infalling 

matter would form an accretion disk. Ultraviolet radiation 

from the disk coupled with strong dynamo action of the 

rotating hole would initiate an electromagnetic cascade 

+ -thereby providing the required e e annihi1ation rate. 

Ramaty and Lingenfelter (1981) note that this model 

can provide the necessary e+e- G.C. line fl"ux while 

not being inconsistent with observations at infrared 

and hard X-ray wavelengths. 

Wit_h increased sensitivity it will become possible 

to map out the distribution of positrons in the Galaxy 

from large scale surveys of the 511 keV line. 

2.3 Gamma-ray bursts 

Colgate (1968) first considered the possibility 

that detectable bursts of gamma-ray emission should 

accompany supernovae events. However, between 1967 

and 1979, 111 burst events were detected and catalogued 

(Klebesadel ~tal., 1982), but none simultaneously with 

a known supernova event. Indeed only one burst (1979 

March 5) has been sufficiently localized to allow a 

probable identification with the supernova remnant N49, 

situated in the Large Magellanic Cloud. It should be 

noted, however, that this identification would imply 
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k 1 · · t · 1045 erg s-1 d · t h b d a pea um~nos~ y N an ~ as een argue 

that this was either an atypical event or because of 

energy requirements for certain burst source models 

that the identification is a line of sight effect. 

The poor spatial determinations of many gamma-ray bursts 

are a consequence of the indirect methods of photon 

detection. Arrival directions are determined by triangulation, 

a technique dependent on accurate timing and long baselines 

between the detectors to achieve good resolution. The 

·positional accuracies are being improved to arc minute 

accuracy, with the use of distant interplanetary satellites. 

The observed energy range of bursts extends from 

several keV to. a few MeV and the bursts generally last 

-7 between O.ls and lOs, with fluxes in the range 10 

to 10- 3 ergs -2 em From the analysis of the accumulated 

data three distinct features are apparent in burst spectra. 

(i) Short, single peak bursts generally obey an exponential 

type spectral form: 

dN/dE 

with kT ~· 150 keV (Cline et al., 1976). High resolution 

spectra of several of these bursts show evidence for 

both emission and absorption line features. The emission 

features are widely believed to be from free-free electron 

bremsstrahlung in an optically thin medium; however, 

synchrotron processes could also be considered if the 

absorption features are interpreted as cyclotron absorption. 
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(ii) There are only two cases of recurrent emission 

from burst sources, the 1979 March 5 event repeated 

three times while the 1979 March 24 event recurred twice. 

The recurrent bursts exhibited variations in luminosity 

by up to two orders of magnitude, which along with their 

recurrent nature has been taken as evidence to suggest 

that these two events may form a separate class of gamma

ray bursts. 

(iii) High resolution temporal analysis has identified 

periodicity in two events : 1977 October 29 (4.2s) and 

1979 March 5 (8s) which strongly fa~ours pulse-related 

phenomena as the burst sources. 

Hurley (1983) has reviewed the observational data 

on gamma-ray bursts and concluded that 'no self-consistent 

exp~anation of the observations has yet been found'. Lack 

of precise identification with other known objects coupled 

with lack of simultaneous detection in other regions of 

the electromagnetic spectrum has confounded attempts to 

understand these enigmatic events. If the bursts were 

extragalactic in origin their energy requirements (like 

the 1979 March 24 event) would be enormous. It is generally 

believed that they must represent a local Galactic phen

omenon. Jennings (1982) has modelled the observed 

log N - log S distribution for the bursts and finds the 

best fit to the data to be a disk source geometry 

with a scale height greater than 300 pc. Many models 



14 

have been considered for gamma-ray bursts including 

flare stars, accreting objects such as white dwarfs, 

neutron stars and black holes, star qu·akes and evaporating 

black holes. Verter (1981) has extensively reviewed 

each of these candidate models and considers that the 

two models most widely favoured are neutron star accretion 

and neutron starquakes. The non un{que identification 

of any gamma-ray burst with other unusual astrophysical 

objects is good evidence (n itself that at least one 

class of objects must exhibit violent ~poradic outbursts 

of activity over and above their normaliy quiescent 

states. 

2.4 Ultra high energy gamma-ray sources 

Extensive air showers have for many years been 

utilized to study the energy spectrum and to a lesser 

extent the composition of cosmic rays in the range 1014ev 

20 to 10 eV. It is only indirectly through the cascade 

of secondary particles and radiation initiated iri the 

upper atmosphere that these highest energy cosmic rays 

can be detected. As a part of these cascade processes, 

Cherenkov radiation is also produced which propagates 

to ground level as a collimated pool of light of radius 

~ 100 - 200m. Its intensity and distribution can be 

used to estimate the initial energy of the primary event 

as well as provide directional information accurate 

to a few degrees (~ 2°- 3°). The application of this 
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technique to primary photons as opposed to cosmic ray 

particles is very difficult because of the low ratio 

of primary photons to particles (~ 10-6 at~ 109ev). 

Nevertheless experiments have successfully detected gamma-

ray showers above few 1011ev. There are two distinguishing 

features of a gamma-ray initiated shower which help distinguish 

it from the more frequent cosmic ray showers, though 

it has not always been possible to utilize these features 

due to limited instrumental sensitivity. The higher 

energy gamma-ray showers are expected to be increasingly 

muon poor and to exhibit a smoother radial density of 

particles (mainly electrons at ground level) than thoie 

showers originating from cosmic ray particles. These 

effects are due to the gamma-ray shower being essentially 

an electromagnetic process, whereas the cosmic ray shower 

will also lose energy through nuclear interactions. 

However cosmic rays are charged particles and their inter-

actions with the Galactic magnetic field acts to tangle 

their trajectories. This renders cosmic rays almost 

isotropic except a~ the highest energies, the anisotropy 

being~ 0.1% from 1012ev to 1014ev and rising to only 

~ 1% by 1017ev. Any spatial anisotropy in arrival directions 

of showers is therefore clear evidence of uncharged particles 

or photons coming from a discrete source. Allowing for 

relativistic effects the nearest identified sources at 

these energies are too distant for the showers to have 

E been generated by neutrons (scale length~- 0.6 ( / 1014)pc), 

notwithstanding the problems associated with accelerating 
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uncharged particles. Similarly periodicity of the shower 

arrival time implies pulsation and a discrete source 

origin. 

To date the results have been in many cases in-

conclusive or inconsistent due to low statistics, which 

may in part have been due to time variability of the 

emitting objects. Both the Crab and Vela pulsars have 

been considered as possible sources of ultra high energy 

gamma-ray emission~ In the case of the Crab this is 

reintorced by its well defined periodicity at other wave

lengths, its relatively young age and its comparative 

closeness. Measurements have been made covering the 

energy range ~ 1011ev to few 10 13~v with many experiments 

only being able.to give upper limits to the flux (e.g. 

Helmken et al., 1973; Grindlay et al., 1976; Erikson 

et al., 1976; Bhat et al., 1980a). Nevertheless several 

positive detections have been made and the most recent 

observations point to short (N 15 min) periods of pulsed 

emission (Dowthwaite et al., 1983). The situation with 

the Vela pulsar is similar with the evidence suggesting 

strong time variability of the signal (Grindlay et al., 

1975; Bhat et al., 1980a). 

The gamma-ray spectra for both these pulsars have 

been measured by the SAS II and COS B experiments (Section 

3.7). The exponents of the COS B power law differential 

spectra are -1.9 and -2.2 for the Crab and Vela respectively. 

These spectra can be extrapolated from the medium energy 

satellite measurements to those at 1011 - 1013ev. In 
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the case of the Crab pulsar the data suggests that the 

extrapolated spectrum must steepen slightly above rv 10 GeV. 

However, for Vela the situation is markedly different. 

Based on the extrapolated spectrum, the predicted fluxes 

above 1o11ev are about three orders of magnitude larger 

than the observed upper limits. Clearly the Vela energy 

spectrum must steepen significantly above the present 

medium energy observations. It is interesting to speculate 

whether the required steepening of the Vela spectrum 

is related to its greater age in comparison to the Crab 

(Vela~ 104 - 105 years, Crab 930 years). 

The most consistent source of ultra high energy 

gamma-rays yet detected is the binary object Cygnus X-3 

which has been monitored continuously by various groups 

since the radio outburst in 1972 (e.g. Vladimirsky et 

al., 1973; Galper et al., 1977; Dowthwaite et al., 1983). 

Phase analysis of the air shower arrival times have confirmed 

the 4.8hr. periodicity of this source which has been 

well established at other wavelengths. Through comparison 

of these accumulated data sets two interesting conclusions 

have been obtained. The gamma-ray flux (~ 1012eV) varies 

with time, showing an overall decreasing trend since 

the first observations, a feature which is also apparent 

for ~adio and X-ray observations over the same period. 

This in itself is most interesting but it may also be 

related to the apparently conflicting observations of 

this object above 100 MeV (Section 3.6). Secondly the 
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absolute phase of the peak emission changes with epoch 

and although the statistics are limited in some cases 

there is also evidence favouring a double peak structure. 

Recently Cyg X-3 pulsed emission has also been detected 

at higher energies (1014 - 1016eV) by groups using the 

extensive air shower and Cherenkov techniques ( 

Samorski and Stamm 1983a; Lloyd-Evans et 

al., 1983). These measur~ments are highly significant 

when it is remembered that space is essentially transparent 

14 to gamma-ray photons except above~ 10 eV, the threshold 

for e+e- pair production from photon-photon collisions 

involving the microwave background radiation field (Section 

1 .2 ). The most recent distance determination of Cyg X-3 

is based on measurements made during the 1982 radio 

outburst and place the object at a minimum distance of 

11.6 kpc from the sun (Dickey 1983). The gamma-ray flux 

14 ·above 10 eV must the.refore suffer quite severe attenuation 

over the intervening path due to the presence of the 

isotropic microwave background photon field. Taking 

the attenuation into account the corrected fluxes are 

plotted in Figure 2.1, a general summary of the gamma-

ray measurements of C~g X-3. It should be noted that 

the corrections have been derived assuming the distance 

to be 11~6 kpc. and the microwave background temperature 

to be 2.7K both of which are matters of some contention, 

especially as the absorption coefficient for this process 

3 varies as T'H Assuming all these observations to be p 
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The broken points are the observations corrected for 

attenuation as described in the text. It should be noted 

that these observations span a period of almost 10 years. 

Many of the features in the spectral shape may be due to 

time variability, a well established phenomenon at other 
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correct it is apparent from Figure 2.1 that the spectral 
. 14 

shape in the region above ~ 10 eV exhibits unusual structure 

and that the emission cannot be described by a single 

power law extending over all energy ranges. Further 

observations are needed here to confirm the nature of 

the spectral features and to bridge the gap between a 

few GeV and 100 GeV. 

Samorski and Stamm (1983b) have also found tentative 

evidence for up to five more ultra high energy gamma-ray 

sources, while the Adelaide group (Protheroe et al., 1984a) 

have reported the detection of a pulsed signal (P 1015eV) 

from Vela X-1. It is increasingly apparent that the evidence 

for the existence of ultra high energy gamma~ray sources 

is very strong indeed. There are several important implications 

arising from the production of gamma-rays up to ~ 1016ev 

in Galactic sources which will be briefly discussed. 

Anisotropies in the arrival direction of cosmic ray 

showers have long been studied for clues as to the possible 

origin of these energetic particles. Although many early 

results in this field were inconsistent there is now a 

generally accepted view that between 10 12 and 1014ev the 

cosmic rays appear remarkably isotropic (anisotropy~ 0.1% 

and the phase of the first harmonic of the arrival directions 

remaining constant). However, Wdowczyk and Wolfendale 

(1983, "1984) have studied the accumulated data on air 

shower arrival directions at these energies. They have 

found evidence for an excess of air showers (10 14 - 1o16eV) 
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from the Galactic plane and preferentially from the inner 

Galaxy. In the light of the Cyg X-3 and other observations 

at these energies they consider it likely that ultra high· 

energy gamma-ray sources contribute significantly (perhaps 

as much as· 0.1%) to the primary cosmic 'radiation. They 

find the observations consistent with the rapid variations 

in phase and anisotropy. Furthermore, they conclude that 

the gamma-ray flux from such objects must fall rapidly 

above about 3x1o16ev (as air shower measurements suggest) 

to be consistent with the observed anisotropy of the highest 

energy air showers. Finally, they note the possible con-

sequences for cosmic ray energy requirements on the basis 

of Cyg X-3 observations. ·Assuming isotropic emission 

the minimum gamma-ray luminosity for this object is ~ 

37. 38 -1 15 10 - 10 erg s above 10 eV. It seems plausible to 

15 expect 10 eV protons to be emitted with at least the 

same efficiency. The total estimated energy in cosmic 

40 -1 9 rays in the Galaxy is ~ 3 x 10 erg s above ~ 10 eV 

and the implication is clear that a small population of 

Cyg X-3 type objects could provide most if not all, of 

the observed cosmic ray flux at ~east up to~ 1016ev. 

15 Ultra high energy gamma-ray (- 10 eV) interactions 

with photons of the microwave background will produce 

+ - 14 e e pairs each with energy ~ 10 eV which can then synchrotron 

radiate to give X-rays of energy few keV up to few MeV. 

In applying these considerations to a possible Galactic 

population of Cyg X-3 type sources there are many 
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uncertainties, not least in the time variability of the 

gamma-ray output but also in the spatial variations of 

the Galactic magnetic field and uncertainty in the total 

number of such sources. Nevertheless, Rana et al. (1984) 

have addressed this problem and have found that there 

should be a significant contribution to the hard X-ray 

flux above ~ 100 keV at high Galactic latitudes, even 

if there is just one Cyg X-3 type source in the Galaxy. 

Finally, mention shaulrl also be ma~e. of the gamma-

-10 -2 -1 11 ) d d ray flux (0.4 x 10 ph em s above 3 x 10 eV etecte 

by Grindlay et al. (1975) from the nearby radio galaxy 

Centaurus A (distance~ 6.3 Mpc), but unconfirmed by other 

groups. Interestingly Protheroe et al. (1984~ claim to 

15 have detetted emission from this object above ~ 10 eV. 

If these observations are confirmed it will be difficult 

to reconcile them with the severe attenuation expected 

from photon-photon cdllisions on the intervening microwave 

background radiation. Nevertheless it would appear that 

even for this first extragalactic ultra high energy gamma-

ray source, time variability is an important characteristic 

of the emission. 

It is clear from the brief review presented in this 

chapter that the various branches of gamma-ray astronomy 

all show good evidence for time variability of the source 

emission and especially in the case of ultra high energy 

emission strongly imply that a Galactic origin for most 

cosmic rays (at least up to ~ 1016eV) is not unreasonable. 
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CHAPTER THREE 

MEDIUM ENERGY GAMMA-RAY ASTRONOMY 

3.1 Introduction 

In the region of the gamma-ray spectrum from a 

few tens of MeV to several hundred MeV the signal from 

the Galaxy and beyond is masked from ground based observations 

by the presence of secondary photons, generated by cosmic 

ray particles in the earth's atmosphere. Thus satellite 

borne spark chamber detectors are generally used for 

observations in this energy range. However, at the 

lower end of the range high altitude balloons have also 

made useful contributions to our knowledge of the spectrum. 

Spark chambers have poor angular resolution, often 

characterised by a cone of half-angle ~ containing 

68% of the reconstituted arrival directions of incident 

photons. Typically ~e 8° - 10° at 30 MeV and improving 

to about 1° - 2° above several hundred MeV. Coupled 

with this lack of definition is the intrinsically low 

flux, adding uncertainty to the data interpretation. 

The first detection of ~on-atmospheric gamma-rays 

above 100 MeV was made by scintillators aboard Explorer 

XI (Kraushaar et al., 1965). Using a spark chamber, 

OSO III in 1967 was able to detect a finite flux from 

the Galactic plane above 50 MeV. The angular resolution 

was very poor (Gaussian, full width half maximum= 24°), 

however analysis of the data showed an enhancement from 

the· region of the Galactic centre and some evidence 

from high latitude observations for an isotropic component 
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of possible extragalactic origin (Kraushaar et al., 

1972). 

Since then our knowledge of the gamma-ray sky 

has been significantly improved through analysis of 

the data collected by NASA's SAS II satellite and ESA's 

COS B. SAS II, launched five years after OSO III, 

was able to survey more than half the sky before an 

instrumentation failure terminated the mission after 

only six months. This database produced the first 

detailed picture of the Galaxy in gamma-rays. In addition, 

it provided the first observations of gamma-ray pulsars 

and confirmed the existence of an apparently isotropic 

component of the emission at high Galactic latitudes. 

In terms of instrumental performance, COS B was 

in many ways similar to SAS II. Whereas SAS II covered 

the energy ranges 35-100 MeV, 100-1000 MeV, COS B energy 

resolution extended over 50-150 MeV, 150-300 MeV and 

300-5000 MeV. Angular resolution was similar in both 

cases (about 3.6°- 3.8° degrees above 100 MeV). However, 

COS B suffered from a large and uncertain instrumental 

background which was essentially negligible in SAS 

II. This tended to restrict COS B usefulness to regions 

close to the Galactic plane. The background problem 

is further discussed in Section 4.3 in relation to 

the detection of discrete sources. The longer lifetime 

of COS B (1975 - 1982) enabled it to · 
s·19 oi~ lcan~l~ 

improvekthe counting statistics along the Galactic 
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plane, with an estimated 100,000 useful events obtained 

in comparison to 13,500 for SAS II and only 621 for 

OSO III. Analysis of the COS B data is still continuing, 

although many results have already been obtained. 

COS B was able to confirm many of the SAS II results 

but the major scientific importance of COS B rests 

with the claim to have detected 25 discrete gamma-ray 

sources, 22 of which lie within 10° of the Galactic 

plane. The existence of these sources, their consequences 

for gamma-ray astronomy and its role in interpreting 

Galactic cosmic ray dynamics has proved to be the most 

enduring and as yet unresolved issue within the subject. 

While the questions relating to gamma-ray sources 

are central to the work of this thesis, it is appropriate 

here to review the preceeding work on medium energy 

gamma-ray astronomy, giving perspective to the arguments 

we shall develop in subsequent chapters. 

1~~--Q~~~~~l_i~~~~~~~-~i-~~~-Q~l~~~~~-~~~~~=~~Y-~~~~~ion 

The data from SAS II and COS B have been used in 

conjunction with measuremnts of HI, H2 (via CO), galaxy 

counts and radio synchrotron emission to elucidate 

the relationship between cosmic rays and the constituents 

of the interstellar medium. These studies have been 

carried out on a variety of scales ranging from small 

scale structures and the local interstellar medium 

(such as nearby molecular clouds) through to comparison 

with large scale Galactic structure as traced by the 
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spiral arm features. 

·Interpretation of the data over such a wide range 

of scale lengths is necessarily dependent on our knowledge 

of additional inter-related factors. Our understanding 

of the composition of the interstellar medium decreases 

as we move further away from the local stellar environment. 

Specifically, the mass of molecular hydrogen plays 

a major role in limiting the precision of large scale 

Galactic studies. Analyses and conclusions drawn must 

consider the problems_of deriving the column density 

of H2 , NH , from CO measurements and the possible effects 
2 

of the Galactic metallicity gradient upon the conversion. 

Similarly the contribution to the gamma-ray emission 

from inverse Compton processes depends on our inferred 

knowledge of the photon distributions in the Galaxy. 

While these problems can, to some extent, be tackled 

independently of the gamma-ray measurements, the role 

of discrete gamma-ray sources poses severe uncertainties 

for any large scale analysis of.the gamma-ray data, 

particularly in the inner Galaxy. 

· Generally we find the uncertainties in the conclusions 

drawn from the data increase with the scale over which 

we perform the analysis. However, progress has been 

made and while many uncertainties still remain, it 

is clear that gamma-ray astronomy can benefit from 

observations in other regions of the electromagnetic 

spectrum. Indeed, in some cases the knowledge gained 
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from gamma-ray observati,ons can be used to constrain 

the interpretation of related astronomical- phenomena. 

~1 __ Q~~~~=~~Y_£~~~~!~~~~~~~~~~-Q~!~£~~£-~ra£~~~ 
The data collected by the SAS II experiment have 

been extensively analysed by the NASA group (e.g. Fichtel 

et al., 1975; 1978a; Kni~fen et al~, 1977; Hartman 

et al., 1979). These workers presented the variation 

of the gamma-ray flux with Galactic longitude and lat

itude. The improved resolution and statistical accuracy 

over that achieved by OSO III enabled-several features 

to be identified. Figure 3.1 is an intensity contour 

map of the Galactic plane derived from the tabulated 

SAS II data, published by Fichtel et al. (1978b). 

An enhanced region along the Galactic plane is visible 

extending from 1 -::::: 335° to 1 ~ 40° without showing 

a narrow peak at the Galactic centre. The longitudinal 

and latitudinal distributions have been shown to correlate 

well with Galactic structure, in particular the spiral 

arm patterns. Good correlations also exist between 

the gamma-ray observations and measurements of gas 

column density NHI and with radio synchrotron data. 

These studies permitted the identification of gamma-

ray emission from the local concentration of clouds 

known as Gould's belt. 

The COS B data enabled a more detailed analysis 

of the Galactic gamma-ray flux to be made. Mayer

Hasselwander et al. (1980, 1982) have presented these 
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data and confirmed both the large and small scale relation

ships betwe~n features of Galactic structure and the 

gamma-ray observations. 

Hasl~m et al. (1981) made a detailed spatial com

parison between the COS B data and radio continuum 

emission at 408 MHz. These workers were able to show 

that both data sets exhibited a strong similarity. 

They considered it good evidence that cosmic rays, 

gas and magnetic fields in the Galaxy are dynamically 

coupled, at least along the Galactic plane, and strongly 

suggestive of a diffuse origin for the bulk of the 

observed gamma-rays. 

Many workers have used the gamma-ray data to investi

gate the Galactic distribution of cosmic rays, by comparing 

the observed fluxes with those expected from cosmic 

ray interactions with the gas and photons of the inter

stellar medium (e.g. Bignami et al., 1975; Fichtel 

et al., 1976, Kniffen et al., 1977; Lebrun et al., 

1983, 'F~ichtel and Kniffen 1984). Other workers (e.g. 

Puget and Stecker, 1974; Strong and Worrall, 1976; 

Caraveo and Paul, 1979, Issa et al., 1981 ; Li et al., 

1982) unfolded the gamma-ray data to a radial emissivity 

distribution. Comparison with radial gas distributions 

then in principle allowed the cosmic ray radial density 

to be determined. The unfolding procedure is limited 

in that it requires assumptions on radial symmetry 

and scale heights, thus losing much of the small scale 
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variations. 

Initially there was modest evidence from both 

the unfolding and direct approaches for the existence 

of a cosmic ray enhancement (by a factor ~ 4-10) towards 

the Galactic centre. However, these arguments were 

subject to the limitations imposed by uncertainties 

in the mass of gas in the inner Galaxy. Additionally, 

it was possible that an unresolved population of discrete 

gamma-ray sources could mimic the longitudinal variation 

of the gamma-ray flux while being consistent with a 

uniform cosmic ray intensity throughout the Galaxy. 

In an attempt to overcome both these difficulties 

Dodds et al. (1975) considered only the outer Galaxy 

where the contribution from discrete sources could 

reasonably be expected to be small. 

Similarly the uncertainties in the gas distribution 

were believed to be negligible, the gas being primarily 

atomic hydrogen. These workers concluded that a reduced 

cosmic ray ~ensity relative to the local value could 

explain the observed gamma-ray fluxes. Such a reduction 

in the cosmic ray density outside the solar circle 

could only reasonably be accommodated within a Galactic 

origin model for these particles. 

Interestingly, Bloemen et al. (1984a,b) have repeated 

this analysis with COS B data and improved measurements 

of HI and CO in the outer Galaxy. Using results from 

three energy bands they concluded that the data are 
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consistent with a gradient (and hence Galactic origin) 

for cosmic ray electrons and a uniform distribution 

of cosmic ray protons. There remain uncertainties in 

the gas distribution in the outer Galaxy and in the 

relative contributions from electron and. proton gamma

ray processes to the observed COS B signal. Further 

work is required before the latter conclusion can be· 

confirmed. 

Instead of analysing the data in the Galactic 

plane many workers have recently considered intermediate 

latitude's ( I b I ~ 10° - 20°) as a restrictive probe 

of the local interstellar medium. Thus the probable 

contributions of H2 and discrete sources are restricted, 

adding weight to the conclusions. 

Issa et al. (1981 ) analysed the SAS II and HI 

data and found evidence for a local cosmic ray gradient, 

extending over Galacto-centric radii ~ 8-12 kpc. 

A similar analysis using both COS B and SAS II data 

and galaxy counts as a total gas tracer made by Bhat 

et al. (1984~) has supported the existence of a local 

cosmic ray gradient. 

Galaxy counts can be used as an indirect tracer 

of gas (Section 6.3 ) and the extensive available 

sky coverage has prompted several workers to combine 

them with gamma-ray data. This technique is generally 

limited to regions,awa:y from the Galactic plane, saturation 

effects making it less reliable at small Galactic latitudes. 
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Lebrun and Paul (198JJ analysed the SAS II data 

in this manner, comparing the observed fluxes with 

those predicted from cosmic ray interactions with gas 

as derived from galaxy counts. The correlations between 

gamma-rays and galaxy counts were shown to be better 

than between gamma-rays and HI, thus inferring the 

presence of additional non-atomic gas, presumably H2 . 

Strong et al. (1982) and Lebrun et al. (1982) analysed 

the COS B data lbl: 11° - 19°) with similar conclusions 

to those obtained by Lebrun and Paul. They were also 

able to use the gamma-rays, galaxy counts and HI to 

map out on a scale of a few degrees the local distribution 

of molecular gas at these latitudes. Recent CO observations 

by Lebrun and Huang (1984) have confirmed the general 

nature of this H2 distribution in the Sagitarius 

region. Although their measurements of NHz are less 

than inferred by Strong et al. (1982) ( rv a factor 

of 2) part of the difference is likely due to uncertainties 

in the gas-to-dust and CO-to-H2 ratios. Nevertheless 

the essential technique is correct, illustrating how 

gamma-rays can provide a useful indicator for other 

astronomical measurements. 

1~~-~E~~~~~l-~~~E~-~£-~~~-~!££~se_~~la~~!£_~mi~sion 

Both COS B and SAS II provided limited energy 

resolution of the observed gamma-ray spectrum. After 

allowing for the energy response of the detectors it 

was possible to derive the spectral shape of the incident 
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flux. These data are plotted in Figure 3.2 along with 

the theoretical predictions made by Fichtel and Kniffen 

(1984) based on current best estimates of the gas and 

photon distributions within the Galaxy. Additional 

low energy data come from balloon experiments. From 

their detailed analysis of the longitude and latitude 

distributions of the observed intensities they concluded 

that there was reasonable agreement with their models 

based on contributions to the intensity from cosmic 

ray nucleon-nucleon collisions, bremsstrahlung and 

inverse Compton emission. They also noted the areas 

of potential uncertainty : point source contributions 

(especially below 100 MeV), the shape of the interstellar 

electron spectrum below about 1 GeV and the absolute 

mass of H2 determined from CO. Bertsch and Kniffen(1983) 

concluded from their balloon measurements (10 - 80 MeV) 

that the spectral shape observed by SAS II and COS B 

appears to continue down to at least 10 MeV. Studies 

of the spectral shape can be used to constrain the 

interstellar electron spectrum below 1 GeV where direct 

measurements are not obtainable (e.g. Strong and Wolfendale, 

1981, Lebrun et al. 1982, 1983). 

Mayer-Hasselwander et al. (1982) noted that the 

spectral shape of the COS B data ( lbl < 10°) did not 

vary significantly with longitude and w~s in close 

agreement with that determined by Lebrun et al. (1982) 
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from the local interstellar medium. As an approximation 

the gamma-ray data ( > 100 MeV) can be described by 

a single power law (N(E)"-'E-3') of index~ rv 2.0. 

2~~--~~~ma=~~Y-~~i~~i~~-£~om_~~!~£~!~~_£!ouds 

Several workers have analysed the expected gamma-

ray fluxes from local molecular clouds (~ 2 kpc). 

The Orion molecular clouds have been detected in both 

the SAS II data base (Wolfendale, 1981) and that of 

COS B (Caraveo et al., 1980). Issa and Wolfendale 

(1981aJ have analysed the gamma-ray fluxes from the 

directions of 13 nearby molecular clouds. They were 

able to show that the flux from most clouds required 

cosmic ray intensities within a factor of 2 of the 

local value. The remainder, requiring cosmic ray intensities 

in excess of the ambient local value, were considered 

as possible cases of cosmic ray enhancement within 

the clouds. The Orion complex is the best resolved 

both in gamma-rays and in CO measurements. Recent 

work has focused on these clouds to calibrate the local 

co~H2 conversion (Bloemen et al., 1984c, Houston and 

Wolfendale, 1984b). These clouds are treated in more 

depth in the present work (Chapter 6) where an investigation 

is made of the degree of penetration of the dense mole-

cular gas by the ambient cosmic ray flux. 

Black and Fazio (1973) first considered molecular 

clouds as possible gamma-ray 'sources' because of their 

high column density relative to the general interstellar 
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medium and the poor angular resolution of gamma-ray 

detectors. These objects would not be genuine discrete 

gamma-ray sources, but rather unresolved regions of 

enhanced emission. Interestingly one of the sources 

originally claimed by COS B (2CG 353 + 16) is now 

acknowledged to be consistent with cosmic ray irradiation 

of the extensive molecular complex jD Ophiuci. The 

earlier claims for its discrete nature were based on 

a subset of the complete COS B data base. 

Li and Wolfendale (1981, 1982) and Arnaud et al. 

(1982) used Monte-Carlo techniques to analyse the extent 

to which molecular complexes irradiated by cosmic rays 

could be mistaken for discrete sources when observed 

by a typical gamma-ray detector. From their analyses 

they concluded that many of the weaker sources claimed 

by COS B could be explained as unresolved giant molecular 

clouds. The implications of these studies for the 

COS B sources are most important, particularly in relation 

to the discrete source contribution to the observed 

emission. This is pivo~al to the present work and 

the role of these pseudo sources is developed in Chapters 

4 and 5. 

1~~--~~~~~~~~-g~~~~=~~Y-~~~~~~~ 
The angular resolution and statistics collected by 

OSO III were insufficient to permit the identification 

of any discrete gamma-ray sources. The data collected 
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by SAS II and COS B enabled spatial and temporal (pulsed 

emission) identification of discrete sources to be 

made. Two distinct classes of gamma-ray sources exist 

at present. Those identified with known objects observed 

at other wavelengths, and hence genuinely discrete, 

and the majority detected by COS B which remain unidentified. 

The SAS II group was able to detect pulsed emission 

from the Crab (Kniffen et al., 1974) and Vela pulsars 

(Thompson et al., 1975) and from Cygnus X-3 (Lamb et 

al., 1977). They also observed pulsed emission from 

an unknown source situated towards the Galactic anti-

centre. COS B confirmed the detections of the Crab 

and Vela pulsars. Initially the source in the anti

centre (now known as Geminga or 2CG 195 + 5) was confirmed 

by both spatial and temporal analyses. Detection by 

COS B of the pulsed emission was later retracted, though 

it now appears that the initial COS B and SAS II results 

were essentially correct (Bignami et al., 1984). 

COS B was unable to detect the characteristic 

4.8 hr. period pulsed emission from Cygnus X-3 (Swannenburg 

et al., 1981). This non-detection by COS B does not 

invalidate the observations made by SAS II. As pointed 

out previously (Section 2.4) repeated observations 

of this object have shown strong long term temporal 

variability in radio, X-ray and ultra-high energy gamm-

ray fluxes, with the flux ~ 1012ev passing through 
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a minimum during the period of the COS B observations. 

It is not inconsistent to expect the flux > 100 MeV 

to also exhibit variability. The COS B data can be 

regarded as strongly suggesting that Cygnus X-3 is 

in fact a time variable medium energy gamma-ray source. 

One further source (2CG 356 + 00) detected by COS B 

in 1 out of 5 observation periods is also considered 

to be time variable. 

From comparis~n of the SAS II and COS B data there 

is no evidence for long term temporal variation of 

the fluxes from Crab, Vela and Geminga, within the 

statistical limits of the observations. 

Further analysis of the SAS II data for gamma

ray pulsars was unable to produce any positive results 

(Thompson et al., 1983). Similar results have been 

found by COS B (Buccheri et al., 1983) though further 

work is continuing. 

Through a statistical analysis of the spatial 

distribution of the COS B data a complete catalogue 

of gamma-ray sources has been derived (Hermsen, 1980; 

Swannenburg et al., 1981). The 2CG catalogue comprises 

25 sources (including the now resolved ;0 Ophicui 

molecular cloud). One source is identified with the 

quasar 3C273 (Bignami et al., 1981) and our own analysis 

of the SAS II data produced similar fluxes, Table 3.1. 

Another high latitude source (2CG 0~0 - 31) has only 
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been observed one~ and remains unidentified. 

Of the remaining 22 sources ( lbl < 10°) only the 

Crab and Vela have been positively identified. Geminga 

is most probably identified with the periodic X-ray 

source detected by Bignami et al. (1983, 1984) using 

data from the EINSTEIN and EXOSAT satellites. The 

X-ray source has been detected as a faint optical source 

(m ~ 21) [Caraveo et al., 1984). Searches for pulsed v 

radio emission have as yet proved unsuccessful. 

The relatively large error circles (typical radii 

being 1° - 1.5° for the weaker sources) on the remaining 

low latitude 2CG sources preclude identifications on 

purely positional coincidences. X-ray and radio pulsar 

searches of the error circles are continuing for objects 

with unusual characteristics. No conclusive identifications 

have yet been made and are unlikely to be made until 

refined gamma-ray data become available. 

l~2 __ !~~-~~~~~~-~£_~~~-~~~~~=~~~-~~~~£~~ 
The 20 unidentified 2CG sources are termed Galactic 

because of their narrow latitude distribution ( <b> ~1.5°). 

Several models have been proposed for these objects. 

Lamb (1978) suggested they may be young supernova remnants 

while Montmerle (1979) considered the combination of 

a supernova remnant with a nearby OB association (SNOB). 

These are extended source models relying on cosmic 

ray interactions with components of the interstellar 
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medium; In this respect unresolved molecular clouds 

(Section 3.5) have also been suggested for several 

of the 2CG sources. 

Free radio pulsars and accreting neutron stars 

in binary systems are the favoured models for genuine 

discrete sources, in light of the identifications of 

the Crab and Vela pulsars and the observations of Geminga. 

Bignami and Herms~n (}983) have summarized the present 

data on the 2CG sources, observations at other wavelengths 

and the details of the various theoretical models under 

consideration. 

The spectral characteristics of the Crab, Vela 

and Geminga sources are similar. The COS B data can 

be well described by power law spectra with indices 

( N ( E ) ,...,__ E- ~ ) v 2 2 1 9 1 8 · 1 For o = • , • , • respect~ve y. 

the quasar 3C273 (2CG 289 + 64) ~ = 2.6 and the remaining 

unidentified sources are consistent with < ~> = 2.0. 

Both the Crab and Vela exhibit double pulsed structure 

at gamma-ray energies > 50 MeV with reduced interpulse 

emission. The Crab gamma-ray light curve ~xhibits 

strong similarities with the light curves at radio, 

optical and X-ray energies. For Vela the light curves 

differ at radio, optical and gamma-ray energies, though 

interestingly the phase separation of the double gamma

ray peaks in Vela is similar to that for Crab. 

Early speculation on the nature of the gamma-ray 

sources considered them as a new class of astrophysical 
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objects. While this possibility cannot as yet be completely 

rejected it does appear most unlikely. The present 

2CG source catalogue is not considered complete in 

the sense of only containing genuine discrete sources. 

Rather the present work favours a mixture of discrete 

sources (probably pulsars or neutron stars) and unresolved 

regions of enhanced emission (the cosmic ray irradiated 

giant molecular clouds). 

1~~--~~~~~~~l~~~~~-~~~~~=~ay_~~~~~~on 

Analysis of the SAS II data ( Fichtel et al., 1978b) 

confirmed the tentative results from OSO III on the 

existence of a diffuse extragalactic component to the 

gamma-ray 'flux. Correlation of the gamma-ray data 

with HI and radio synchrotron emission indicated a 

residual component to the gamma-ray flux towards the 

North Galactic pole. This has since been confirmed 

in studies using gala~y counts as total gas tracers 

(Thompson and Fichtel, 1982; also Section 7.2). The 

residual flux has a relatively sieep differential spectral 

index ( ~ 2.8) compared with the low latitude Galactic 

componertt ( ~ 2.0). COS B has been unable to confirm 

these measurements because of its large instrumental 

background which made it unsuitable for observations 

at high Galactic latitudes (i.e. low flux regions). 

The sparse nature of the data on the extragalactic 

gamma-ray component has given rise to extensive theoretical 

speculation on its origin. Indeed there is the possibility 

that it is not truly extragalactic but results from 
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inverse Compton interactions of cosmic rays diffusing 

out of our Galaxy (Worrall and Strong, 1977; Worrall, 

1977). Although the statistics are poor the high 

latitude ( lbl ~ 30°) SAS II data are relatively 

isotropic on scales greater than the angular resolution. 

In terms of a simple halo model for the additional 

high latitude flux the isotropy requires a halo radius 

~ 50 kpc. This in turn necessitates much greater 

diffusion of the cosmic ray particles (primarily electrons) 

than is conventionally assumed in the Galactic plane. 

Recent analysis of the SAS II and 408 MHz synchrotron 

data (Riley and Wolfendale, 1984) has suggested a modest 

contribution to the Galactic flux from an extended 

inverse Compton component. Thus it is likely that 

a small fraction of the extragalactic flux should be 

associated with our own Galaxy .. However, there are 

compelling reasons to believe that a truly extragalactic 

component must also be present. 

Our Galaxy can itself be thought of as a single 

gamma-ray source and it is to be expected therefore 

that other normal galaxies should contribute to an 

extragalactic flux. Analysis of the SAS II data from 

the region of the Large Magellanic Cloud (LMC) supports 

this contention. For this object we estimate ~ ( > 100 

) ( + 1 4) o-6 -2 -1 MeV 1.5 - . x 1 ph em s , not. inconsistent 

with a simple model assuming gamma-ray luminosity scales 

as· the galactic mass. The Small Magellanic Cloud (SMC) 
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and M31 have not been detected at these energies, but 

their fluxes are expected to lie just below the current 

threshold. 

From the SAS II data we can derive the upper limit 

to the flux above 100 MeV from M31. We find F~ 

.( >100 MeV)~ 0.3 x 10-6 ph cm- 2s-1 (Table 3.1) and 

assuming the spectral shape is similar to our own Galaxy 

(N(E) rv E- 2 ) then F~ ( > 1012eV) ~ 0. 3 X 10-10 ph cm- 2s-1 

Dowthwaite et al. (1984) have detected a flux above 

1012ev from M31 using the atmospheric Cherenkov technique. 

They find F~ ( > 1012eV) 2.2 :!= 0. 7 x 1o-10ph cm- 2s-1 

an order of magnitude above the upper limit expected 

from the SAS II data. These measurements strongly 

-2 suggest the spectrum is flatter than E or has an 

additional component at ultra-high gamma-ray energies. 

Turning to active galaxies, Cen A has been detected 

both at X-ray energies (10 keV - MeV; Dean and Ramsden 

1981 and references therein) and also at ultra-high 

gamma-ray energies (Section 2.4). Similarly the flux 

from the Seyfert galaxy NGC 4151 has been measured 

from keV up to MeV energies (see Dean and Ramsden, 

1981). There is some evidence from the SAS II data 

and we have estimated the fluxes from these objects, 

Table 3.1. In Chapter 7 we explore further the role 

of discrete sources (specifically radio galaxies and 

galaxy clusters) as a component of the extragalactic 

flux. 



SAS II COS B 

Object Fb'(35-100 MeV) Fl$ ( > 100 MeV) F~ ( > 100 MeV) 

lMC 3.4 1.5 ~ 1.4 

M31 0.5 0.3 0.8 

Cen A 2.3 ~ 1.6 1.5 1.2 

NGC4151 0.4 ~ 0.3 0.6 ~ 0.4 0.9 

3C273 0.4 ~ 0.3 + 0.6 - 0.4 + 0.6 - 0.4 

Table 3.1 All fluxes are in units of 10-6ph cm- 2s-1 

The SAS II values are derived by us from the tabulated 

data of Fichtel et al. (1978b). The COS B values are 

from Pollock et al. (1981) assuming N(E) ~ E- 2 . The 

SAS II upper limits are 1 ~ , those from COS B are 

maximum likelihood estimates. 



The low angular resolution of present gamma-ray 

detectors renders it impossible to resolve potential 

extragalactic sources such as galaxies or clusters. 

However, the possibility remains that the extragalactic 

flux may o·ecpredominantly diffuse in nature. It is 

useful to compare present measurements with those extending 

down to several hundred keV, as shown in Figure 3.3. 

·Two models have been proposed to explain a genuinely 

diffuse extragalactic gamma-ray flux. G~nzburg (1968) 

and Stecker (1969) have considered the interactions 

of cosmic rays in the early universe. In this model 

gamma-rays are produced at high redshifts and the char

acteristic . TT 0 peak at E0 ~ 67 MeV (Section 1.2 ) 

is displaced to lower energies during the cosmic expansion. 

These workers noted that the gamma-ray spectrum and 

the bump evident at a few MeV (Figure 3.3) would be 

consistent with the redshifted production spectrum 

after allowing for distortions by cosmological effects. 

A similar cosmological explanation has been suggested 

by Stecker (1983), Stecker and Wolfendale (1984) and 

draws its inspiration from the baryon symmetric cosmology 

developed by Omnes (1969). Here the universe is parti

tioned into matter-antimatter regions, at least on 

the scale of galaxy clusters. The formation of these 

cells in the early universe would have given rise to 

matter-antimatter annihilations (pp) producing gamma-
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rays from 
0 

Tf decays. The spectrum from these early 

epochs would then be redshifted to produce that observed 

today. 

An additional prediction of the latter model is 

the existence of antimatter in the cosmic ray flux. 

Buffington et al. (1981) have detected an antiproton 

. ( + ) -4 -2 -1 -1 -1 flux, F- = 1.7- 0.5 x 10 p m sr s MeV between p 

130-320 MeV. This is in excess ( rv a factor of few 

10 2 ) of that expected from ~alactic production in spallation 

products of protons and heavier nucleii with the inter-

stellar medium. Galactic black holes have been suggested 

as sources of the additional 8ntiprotons (Kiraly et 

al., 1981; Protheroe, 1983 )_. H owe.ver Stecker and Wolfendale 

also consider that the excess might be consistent with 

the extragalactic gamma-ray flux and matter-antimatter 

cosmology. A conclusive test of these ideas must await 

the positive detection of antinuclei ( Z > 1) in the 

cosmic radiatiop and the resolution of the gamma-ray 

flux into filaments delineating the matter-antimatter 

'boundaries. 

Said et al. ~.1982) have compared the SAS II extra

galactic flux above 100 MeV with that expected for 

several Universal cosmic ray origin models involving 

combinations of cosmic ray density and estimates of 

gas in galaxy clusters and the intergalactic medium 

at the present epoch. They conclude that the measured 

extragalactic gamma-ray flux indicates that at least 
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90% of cosmic ray protons in the energy range 1-10 GeV 

are Galactic in origin. 
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CHAPTER FOUR 
-""'";="'---=--------_.;. 

SAS II - THE EVIDENCE FOR DISCRETE SOURCES 

4.1 Angular resolution of the gamma-ray data 

Both SAS II and COS B employed spark chambers for 

detection of incident gamma-rays. The incoming photons 

produced electron positron pairs which were deflected 

through the spark chamber stack and an energy calorimeter. 

The latter provided an estimate of the gamma-ray energy 

while reconsti!Iuction of the spark chamber tracks allowed 

the incident direction to be derived. The angular resolution 

of these detectors was limited by the uncertainty in re-

constructing the characteristic forked·track of the electron 

positron pair. 

Preflight calibration using tagged gamma-ray beams 

has shown that the angular response of both SAS II and 

COS B is well described by a point spread function of 

the form 

f (e) N exp- ( e I e ) Zc 
0 

4.1 

where N is an appropriate normalization factor. The para-

meters 9
0

, c are energy dependent and were determined 

experimentally. Hermsen described in detail the calibration 

of the COS B instrument while Fichtel et al. (1975) gave 

similar information for SAS II. We adopt 9 
0 

= 5. 0°, 

c = 0.8 and e 
0 1. 52 °' c = 0.5 for SAS II E~ 35-100 MeV 

and El{ > 100 MeV respectively. For cos B the relevant 

parameters are 8 = 1.4°, 
0 

c = 0.5 (E¥ > 100 MeV). 

Above 100 MeV the SAS II width is larger because of the 

relative data bin sizes ( .6.1 X ~b = 2.5° x 0.8° for SAS II 
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0.5° x 0.5° for COS B). The two width parameters are 

related by assuming an equivalent circular area of radius 

9eq = 0.58° for the SAS II bins and adding this in 

quadrature to the COS B parameter. 

The angular resolution can be defined by a cone of 

half angle ~e., containing 68% of the arrival directions 

of photons from a point source. In terms of the point 

spread function f( 9) this can be expressed as 
(5""9 

0.68 I21Tilf(9lde/ 
00 J,zne f( e Jde 

Substitution of the appropriate values for e 0' c yield 

<Je .(SAS II, E~ : 35-100 MeV) ,.... 6.1°,a-9 (SAS II 

4.2 

E6' > 100 MeV) :::::::. 3.8° and cr-9 , (COS B, E ~ > 100 MeV) ::::::: 3.6°. 

Angular resolutions of a few degrees clearly restrict 

the ability to identify point sources, their fluxes being 

smeared out over the underlying background structure. 

4.2 The cross-correlation technique 

To improve the detectability of point sources the 

COS B group employed a cross-correlation technique, described 

in detail by Hermsen (1980). The method involved cross-

correlating the raw gamma-ray data with a matrix representing 

the appropriate point spread function. Structure in the 

raw data consistent with the point spread function produces 

a maximum signal whereas wider and narrower structures 

are suppressed. Assuming the observed counts in any bin 

are sufficiently large ( ~ 10) they can be regarded as 

following a Gaussian distribution. Figure 4.1 illustrates 

the idealized case of a point source superimposed on a 
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Cs/rs;' = Cs/ j (o.2(Cn)-~Cs) (1 + Cs/[2:N-Cs1 ) 

~ is a parameter dependent on the point spread 

function (Hermsen, 1980). ~ N measures the number 

of photons in a 10° x 10° area centred on the 

particular bin. 
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smooth background. The significance of the excess correlated 

count can be calculated and is related to the Gaussian 

probability that the excess in a given bin is due to an 

upward statistical fluctuation. The expression derived 

by Hermsen for the significance 

cs/ 6 1 c s/ j ( cr 2 ( c n ) - ~Cs)(1 + Cs/ l,N- Cs) 4.3 
0 

allows for the contribution to the excess count which 

could be due to a local enhancement of the underlying 

background at that point. 

The 2CG catalogue (Hermsen 1980, Swannenburg etal. 1'181) 

was compiled using the cross-correlation technique with 

two criteria applied for the identification of a peak 

as a discrete source. 

(i) A minimum significance level Cs/ a~~ 4.75 was required. 

This corresponds to a Gaussian probability fP ~ 10-6 

per bin of the excess being statistical. For the Galactic 

plane data (1 : 0°- 360°, lbl < 10°) there are 28,800 

COS B data bins. Thus the probability of one spurious 

source being included in the 2CG catalogue is about 2.9%. 

(ii) The measured width W (Figure 4.1) of the correlation 

function should be consistent with the point spread function. 

From our own analysis of the published correlation profiles 

(Hermsen, 1980) we estimate 3.5° < W < 6.0° as appropriate 

for the 2CG sources. The spread in allowed width reflects 

both the statistical nature of the data and the effect 

of underlying background structure in contributing to 

the excess signal. 
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In prin~iple a source catalogue derived from these 

criteria should be genuine, that is contain no spurious 

sources. However, the cross-correlation analysis makes 

the assumption that the background is smoothly varying 

and thus produces a zero correlation signal. In the gamma

ray data this is not the case, the background being highly 

structured over scales comparable with the point spread 

function. As described earlier (§ection 3.5 ) other workers 

have shown that this effectively reduces the significance 

of excesses because upward fluctuations of the background 

structure can satisfy the above criteria (i.e. appear 

source like). We shall return to this in Section 4.3. 

Given the importance of gamma-ray sources to inter

rretation of the data it is clear that there is a need 

to re-examine the significance of those sources already 

detected, that is the 2CG catalogue. We endeavour to 

address this problem from two distinct standpoints. In 

this chapter we use the earlier SAS II data and employ 

the cross-correlation technique to assess the evidence 

for or against the 2CG sources. In the second approach 

(following chapter) statistical methods are used to estimate 

the number of spurious sources attributable to confusion 

effects. By combining with the number of genuine sources 

we determine the best estimate of the Galactic gamma-ray 

flux coming from genuine discrete sources. 

4.3 Cross-correlation analysis of SAS II 

The complete SAS II data were published by Fichtel 
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et al. (1978b). The data consist of binned counts 

( 61 x 6b = 2.5° x 0.8°) and sensitivity factors for 

two energy ranges E K : 35-100 MeV, E~ > 100 MeV. The 

total numbers of photons recorded in these respective 

energy bands were 6415 and 6085, collected over a period 

of 7 months. The satellite failed prematurely having 

only surveyed about two-thirds of the sky. 

The 2CG. catalogue was based on data cccumulated by 

COS B over about 5 years, ammounting to about 50,000 

photons I bl < 10°, E~ > 100 MeV. The corresponding number 

for SA~ II was 4172. The ratio 12 : 1 indicates 

the overall statistical precision of the two data sets. 

However in any search for point sources the important 

parameter is the effective number of counts above the 

background. For SAS II the instrumental background was 

effectively zero (I3' ~ 10-6 h -2 -1 -1, p em sr s whereas for 

COS B the background was large and uncertain. It has 

been estimated (Mayer-Hasselwander et al. 1980) that up 

to 25% of the COS B photons detected from the Galactic 

plane were due to instru·mental effects. Thus the actual 

effective count ratio was about 7 : 1. This is confirmed 

by considering the mean count per source flux unit (1 

flux unit= 10-6 ph cm- 2s-1 , henceforth used throughout 

this chapter). For COS B the number is about 80 (Hermsen,. 

private communication). Our analysis of the SAS II data 

indicates the corresponding value to be about 13, a ratio 

- 6 : 1. It is therefore considered worthwhile to 
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analyse the SAS II data for point sources. 

Using the appropriate point spread function a cross-

correlated count map of the SAS II data is produced. 

The analysis is restricted to E ~ > 100 MeV, I b I < 9. 6 °. 

The. lower energy data E ~ : 35-100 MeV were initially 

subjected to the analysis procedure but be~ause of the 

low angular resolution ( a-9 . ~ 6 .1 °) no useful information 

was obtained. Two regions totalling 6 1 30° are 

not analysed due to insufficient statistics (less than 

10 photons per 6. 1 = 10 °) . 

Following the criteria employed for the 2CG catalogue 

(Section 4.2) a similar selection procedure is used to 

identify SAS II candidate sources. We adopt a significance 

level Cs / () ~ ~ 4. 28 corresponding to 3 x 10-2 expected 

spurious sources in the range ·analysed (3168 bins). This 

is comparable to the COS B significance and expected spurious 

source number. A reduced significance level Cs/ 6~ ~ 3.4 

is also employed, corresponding to 1 spurious source over 

the region analysed. The latter significance cut produces 

a useful candidate source list for SAS II although it 

is not directly comparable with the 2CG catalogue~ Following 

the 2CG analysis the width parameter W is required to 

satisfy 3. 5° < W < 6. 0°. This range is compatible with 

the values measured for the three most significant source 

peaks (Vela, Crab, 2CG 078)· in the SAS II data. 

The binning of the SAS II data, coupled with the 

low statistics make estimation of the correlated background 
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Cb (Figure 4.1) uncertain. For the present analysis the 

mean background is derived using a 5-point weighted mean 

applied to each longitude profile. This background level 

is further smoothed in several regions, on a subjective 

basis, to remove statistical spikes. The difference intro-

duced by this additional smoothing is always small and 

negligible in comparison to the errors on the total count. 

Each correlated count longitude profile is analysed 

for candidate sources. The positions of peaks are measured 

at the maximum of the significance, after interpolating 

between the discrete longitude points. The widths W at 

half maximum source count are also measured from these 

profiles. By combining the gamma-ray count and sensitivity 

data binned fluxes are calculated for E~ > 100 MeV. A 

cross-correlated flux map is produced following the procedure 

for the correlated count. At the positions of the correlated 

count maxima the corresponding source fluxes·are measured. 

4.4 Results of SAS II analysis 

A total of 30 peaks are identified with Cs/~' ~ 

2.0 and the correct width, regardless of the measured 

flux. This is the minimum significance level for which 

a candidate source peak could be identified. At the lower 

significance levels (Cs/cr:' ~ 2.5) the confusion between 
0 

potential sources is increasingly serious. ·It is clearly 

not possible to identify two peaks in adjacent bins and 

there is an area surrounding each observed peak in which 

another genuine peak could remain unobserved. By checking 

the positional distribution of all the detected excesses 
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we estimated the number of _dead bins nD to cover an area 

1 X b = 4° X 8°. The significance cs/~o' is directly 

related to the Gaussian probability ~ of the excess being 

a statistical fluctuation. A good estimate of the number 

of undetected peaks surrounding each observed excess is 

n~D. !P. The total number of expected peaks above that 

significance level 

.n (<fP 
T 

can be expressed 

N
0

. ( < IP ) [ 1 '~" 4.4 

where N
0 

( < lP ) is the number of observed peaks above that 

significance level. 

The Log N - Log S distribution of the 30 observed 

peaks is d~rived after scaling linearly to allow for the 

loss due to incomplete sky coverage ( L}l = 30° not analysed). 

This corrected distribution is compared with that of the 

2CG catalogue ( I bl < 10°) in Figure 4. 2. The expected 

Gaussian distribution for 3456 independent SAS II bins 

is also shown. The observed SAS II distribution can be 

further corrected using 4.4, the broken line in Figure 

4.2. It is seen that this improves the fit of the observed 

distribution to that expected from statistical fluctuations. 

This is encouraging as at the low significances considered 

statistical fluctuations should dominate over any inherent 

structure within the data. In addition the corrected 

distribution falls below expectation at the lowest significances 

because the data bins are not truly independent due to 

angular resolution effects. The expectation line can 

therefore only be considered as an upper limit. 
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It is useful to consider the relative displacement of 

the SAS II and COS B lines as measured from their high 

significance tails. From Figure 4.2 this shift is estimated 

to be about 2.3. For a given flux the significance is 

approximately_a measure of the square root of the number 

of detected source counts. Therefore 2.3 2 
= 5.3 is to 

a first approximation the effective count ratio. This 

parameter is lower than the total count ratio (10 1) 

and is closer to th~ previous estimates (7 : 1, 6 1, 

Section 4.2). 

4.5 Derivation of SAS II discrete source catalogue 

We now proceed to restrict our attention to those 

peaks which satisfy the criteria of Section 4.2 for identi-

fication as candidate sources. Selecting only those peaks 
. c 

with s/~' ~ 4.28 gives the top candidate sources listed 
' 

in Table 4.1. Identification is made with a 2CG source 
0 

if the SAS II peak is within 3.8 of this position (1 ~ 
' 

width of the point spread function). Reducing the significance 

level to Cs/~' ~ 3.4 gives a further 5 candidate sources. 
0 

We expect this list (Table 4.1) to be complete in that 

it should contain only one spurious source. For those 

2CG sources not listed in Table 4.1 a further search of 

the data is carried oui to identify the maximum SAS II 

peaks within 3.8° of the COS B positions. These results 

are listed in Table 4.2. By combining the data in Tables 

4.1 and 4.2 we obtain information on 22 2CG sources. 

This information from the SAS II experiment is used to 

group the 2CG sources according to their degree of 



TABLE 4.1 

SAS II candidate source catalogue for E0 >100 MeV with 

significance, 

F0 ,m measured 

c measured as s/cr;', greater than 3.4. Flux 

significance. 

COS B denotes 

in flux units at the position of maximum 

F~,s: flux measured at 2CG position. Fl, 

the actual flux measured by the COS B workers 

and given in the 2CG catalogue. 

2CG 

359-00 

078+01 

184-05 

195+04 

263-02 

19 bo 

0.0 -1.2 

78.2 1.2 

125.3 -0.4 

185.3 -3.6 

196.0 5.2 

264.1 -2.8 

25.0 8.4 

105.0 1.2 

114.9 -4.4 

312.0 7.6 

311-01 314.8 -0.4 

Significance 

4.5 

6.0 

5.0 

15.1 

5.0 

17.1 

3.5 

3.7 

3.4 

3.7 

3.9 

F~ ,m F~, s F~ COS B 

2.3±0.5 2.2 1.8 

3.2±1.2 2.9 2.5 

3.8±1.3 

3.6±0.8 2.0 3.7 

4.9±1.3 3.8 4.8. 

10.7±1.5 9.0 13.2 

1.4±0.6 

2.1±0.9 

1. 7±0. 7 

2.9±1.4 

5.6±2.0 0.0 2.1 



TABLE 4.2 

Data on SAS II pe~ks (E~>100 MeV) within 3.8° of those 

2CG sources not identified in Table 1. Significance 

measured as Cs/~0 '. W indicates that the profile had 

the correct width. Flux F~,m measured in flux units at 

the point of maximum significance. Fo,COS B is the flux 
measured by the COS B workers. Blank line indicates no 

peak found. ~qne of the significances is above our lower 

limit for acceptance (3.4) but it will be seen that the 

actual values found are not too- far away ( > 2. 0). There 

is thus some support for nine more 2CG sources and rather 

more support for the seven which have correct W-values. 

*(Note 2CG 356±00 'may be variable' and 2CG 284-00 and 

288-00 'may be extended'). 

2CG Significance Width Ft ,m F6' ,COS B 

006-00 
013+00 

036+01 

054+01 

065+00 
075+00 

095+04 

121+04 

135+01 

218-00 

235-01 

284-00 

288-00 

333+01 

342-02 

356+00 

8.0 -0.4 

35.3 

. 54.4 

74.5 

118.1 

135.0 

216.7 

235.0 

283.0 

334.0 

343.0 
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confirmation. 

Five 2CG sources are strongly confirmed, in that 

the corresponding SAS II peaks satisfied the strict significance 

and width criteria. A comparison of the fluxes from Table 

4.1 is made in Figure 4~3. Allowing for the possibility 

of temporal variability between the SAS II and COS B 

observations the best SAS II.estimate is presumably between 

the two SAS II flux estimates; that at maximum significance 

and that at the 2CG position. The ratio of the average 

COS B fluxes to the average for SAS II is 1.31 and 0.91 

for the upper and lower SAS II estimates respectively. 

The mean = 1.1 and is very close to unity. ~e consider 

these 5 excesses as significant, that is genuine gamma-

ray sources. The consistency of the flux estimate also 

suggests that long term variability is much less than 

the statistical precision of these measurements. 

SAS II gives a reduced level of support for 12 further 

2CG sources, the latter set in Table 4.1 and those in 

Table 4.2. These peaks are detected in SAS II.Ho~ever 

their significances lay below the strict level and in 

3 cases the widths are inconsistent with that expected 

for a point source. In that these peaks are detectable 

in the SAS II data does offer some confirmation to the 

COS B observations. It is interesting to compare the 

fluxes for these sources as measured by both experiments, 

shown in Figure 4.4. The agreement is reasonable when 

it is remembered that the SAS II values are the peak values 

and the best estimate (as in Fi&ure 4.3) is likely to 
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be about 10% below this level. 

There remains 5 2CG sources for which the SAS II

data are unable to offer confirmation in the sense of 

peaks being observable above the background. Neverthele~s 

at these positions we estimate the upper limit to the 

SAS II fluxes (Table 4.2). Most of these sources have 

low fluxes as measured by COS B ( F ~ < 2. 6 flux units) 

suggesting that some will be undetectable by SAS II. 

Two of the strongest of these sources are atypical. The 

data collected by COS B suggested that 2CG 284/288 probably 

constitute an extended region of enhanced emission associated 

with the Carina spiral arm. The region around 2CG 356 

was observed 5 times yet this source was only detected 

in .1 observing period.. Clearly if this object exhibits 

,strong temporal variability it is likely that its non

detection by SAS II may be attributed to a quiescent state 

at that epoch. It is worth recalling that this source 

is close to the Galactic centre a region which is known 

to exhibit temporal variability at lower energies, the 

511 keV electron positron annihilation line (Section 2.2). 

Further observations of this region are needed before 

firm conclusions can be drawn on the possible gamma-ray 

sources present and the nature of their emission processes 

at different energies. Solely on the basis of the SAS II 

analysis it is not possible to rule out the existence 

of the 3 remaining sources 2CG 013, 065 and 095 which 

have F0 , COS B = 1.0, 1.2 and 1.1 flux units respectively. 
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Inspection of Table 4.1 shows that 5 sources are 

visible in the SAS II analysis wlth significance Cs/~' ~ 
0 

3.4. As this significance level corresponds to 1 spurious 

source being detected there is seen to be an observed 

overabundance. Adoption of the stricter significance 

(corresponding to 10-2 spurious sources) still results 

in 1 candidate source (l,b : 125.3°, -0.4°) being visible 

in the SAS II data set yet remaining undetected by COS B. 

A check of the published COS B contour maps (Mayer-Hasselwander 

et al., 1982) reveals no evidence for point-like excesses 

at the positions of the 5 unidentified SAS II candidate 

sources. While this search cannot be considered conclusive 

it is most unlikely that these 5 excesses are genuine 

in the sense of being point objects with F~ > 1 flux 

unit. It is more probable that they are upward statistical 

fluctuations of the underlying background, reflecting 

a true overabundance on the expected spurious source rate. 

We consider the sources common to both the 2CG analysis 

and the present work, regardless of their significance 

but satisfying the width criterion. There are 22 2CG 

sources and 14 counterparts visible in SAS II. The Log 

N - Log S distribution for these two sets is given in 

Figure 4.5 along with that for the SAS II sources satisfying 

the strict significance requirement (Cs/ c>
0

' ~ 4.28). 

Both SAS II distributions are scaled to allow for incomplete 

sky coverage. Above about 2.5 flux units the agreement 

among the distributions is good. It is seen that the 
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high significance limit results in the loss of the weaker 

2CG sources. Adopting the lower flux limit for SAS II 

sources at 2.5 flux units we can compare 'with that for 

COS B, 1.0 flux units. Again the effective count ratio 

is seen to be about 2.5 2 ~ 6.3:1 in confirmation of previous 

estimates. The fluxes measured by SAS II are slightly 

larger than the corresponding COS B values. This may 

be due to differences in absolute zero level between the 

two experiments (primarily the large and uncertain COS B 

instrumental background). However, part of the effect 

can be attributed to the method of analysis in which the 

SAS II fluxes are always measured at the maximum peak 

nearest the 2CG positions and thereby biasing our measure

ments to an overestimate of the COS B value by about 10% 

(Figure 4.3). 

4.6 The nature of sources detected by the cross-correlation 

tech~ique. 

It is pertinent at this stage to briefly discuss 

the nature of the sources detected by COS B and of those 

candidate sources from our own analysis. There is good 

evidence suggesting an overabundance of spurious sources, 

assuming of course, the 2CG catalogue forms a complete 

sample down to 1 flux unit. The SAS II spurious sources 

have a wide flux range (1.4 - 3.8 flux units) and given 

the better exposure of COS B it is unlikely that poor 

statistics can explain their non-detection by COS B. 

The good consistency in measured fluxes for the 5 strongly 

confirmed 2CG sources suggest that time variability is 
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not a property of genuine sources and this explanation 

of the SAS II unidentified candidate sources must also 

be considered.most unlikely. Li and Wolfendale (1982) 

found evidence from their Monte-Carlo analysis of COS B 

( E ~ > 100 MeV) for the overabundance of spurious sources. 

This effect does appear to be real and both analyses strongly 

suggest the gamma-ray data more structured than expected 

statistically. That is they contain fluctuations of the 

structured background which mimic the appearance of genuine 

point sources. 

We conclude that cross-correlation is a powerful 

technique for source analys1is. Ho,wever the complexity of 

the gamma-ray data suggest that three distinct features 

are likely to be involved: 

(i) Genuine discrete sources such as Crab, Vela and Geminga. 

(ii). Giant molecular cloud complexes irradiated either 

by the ambient cosmic ray flux or by internal cosmic ray 

sources and appearing point like because of the limited 

angular resolution. These are regions of diffuse emission 

which contribute to the structured nature of the observed 

background emission. Their role as pseudo gamma-ray sources 

is considered by other workers and is more fully discussed 

in Section 3. 5. 

(iii) Spurious peaks which due to the comparatively low 

statistics and uneven background appear as random upward 

fluctuations. 

With improved resolution and statistics the objects in 
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categories (ii) and (iii) would be more tightly defined. 

The case of 2CG 353/ jD Oph (Section 3.5) is of relevance 

in this context. 
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CHAPTER FIVE 

A MONTE-CARLO ANALYSIS 0~ THE GALACTIC 
----~AMMA=RAY-SOURCE-cONTRIBDTION ___ _ 

5.1 General comments 

The early work on radio source counts has parallels 

with the present situation regarding gamma-ray sources. 

Radio source observations were originally expected to 

help reveal the geometrical nature of the universe through 

measurement of the Log N - Log S distribution at very 

low flux levels. However, interpretation of the data 

was inconclusive because of source confusion at low flux 

levels and the likelihood that evolutionary effects in 

the sources would distort the counts at high redshifts. 

Murdoch et al. (1973) discussed the effects of noise and 

confusion on the radio source identifications, which they 

showed had a significant effect on the observations even 

at the 5 sigma level. They concluded that at weaker flux 

levels the source count was progressively enhanced because 

of upward statistical fluctuations in the number of sources 

at even fainter flux levels. The statistical noise 

effectively degraded the source count in a particular 

flux bin, led to an overestimate of the true flux of weaker 

'sources,and the effect on the integral count was cumulative 

below that flux level. For the case of purely Gaussian 

noise the effect of the error distribution on the true 

flux and differential count can be calculated analytically. 

However, for confusion limited surveys this problem is 

best treated by a Monte-Carlo method. 

The present observational status of gamma-ray sources 
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is similar,in that confusion is also important at the 

weakest flux levels, as borne out by the previous chapter 

and the results of other workers (Section ~.5). Whereas 

for radio sources the confusiuon is due to the cumulative 

effect of weaker sources,it is gener~lly believed that 

gamma-ray sources are observed against a background pre-

dominantly diffuse in origin. For gamma-ray sources,confusion 

is due both to proximity with other weak sources and to 

the difficulty of detection when viewed against a highly 

structured background. It is clear that the low angular 

resolution of present detectors-plays a significant role 

in these processes. We can adopt the methods used to 

correct the radio source counts. Given an adequate model 

of the gamma-ray background, Monte-Carlo methods can be 

employed to study confusion in relation to gamma-ray sources. 

5.2 The Monte-Carlo background model 

Previous analyses and interpretation of the gamma

ray data have been extensively discussed in chapter 3. 

The observed emission is predominately Galactic in origin 

and it is clear that,in principle at least, most of the 

emission can be explained in terms of cosmic ray interactions 

with the gas of the interstellar medium. As a model of 

the diffuse gamma-r_ay emission we therefore adopt the 

distribution of total gas and cosmic rays throughout the 

Galaxy. The expected gamma-ray intensity along a g-iven 

line of sight ( 1-,b) can be expressed as 

IK(l,b) ~ (qt4~)f n( l ,b,r) [ Icr( l ,b,r)/I
0
J dr 5.1 
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where q/4~ is the local gamma-ray emissivity, n the gas 

density (HI+ 2H2 ), and Icr/I
0 

the ~atio of the cosmic 

ray intensity to the local value. Atomic hydrogen is 

sufficiently well mapped to enable an accurate distribution 

to be obtained, within the limitations imposed by the 

choice .of rotation curve and the effects of random cloud 

motions. The situation with CO is similar. However the 

inferred molecular hydrogen distribution is conditional 

on the conversion parameter (C07H2 ) and its variation 

throughout the Galaxy. There is only modest information 

available on the large-scale Galactic distribution of 

cosmic rays. Indeed most of the evidence favouring a 

local gradient ( ~ 2-3 kpc) is dependent on knowing the 

gas distribution (Section 3.3). Further towards the 

inner Galaxy our.knowledge of the cosmic ray intensity· 

is proportionately reduced due to both the greater un

certainty in the mass of gas (primarily H2 ) and to the 

unknown contribution of discrete gamma-ray sources to 

the observed gamma-ray emission. Although the arguments 

concerning Galactic cosmic ray gradients, gamma-ray sources 

and the total mass of gas are to a large extent inter

related, the current best estimates (Section 3.3) indicate 

that the cosmic ray intensity in the inner Galaxy is 

unlikely to be greater than that locally by a factor of 

more than about 3-5. As a simplifying approximation we 
I 

assume the cosmic ray intensity ( ~1 GeV) to be uniform 

throughout the entire Galaxy.and equal to the local value, 

5.1 then reduces to 
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Ix ( 1 ,b) 5.2 

We use this as the basis for our model of the diffuse 

gamma-ray emission, implicitly assuming that discrete 

sources (pulsars, unusual objects) make only a small contri-

bution to the gamma-ray background. This latter assumption 

is of crucial importance when we come to interpret the 

present data on discrete gamma-ray sources and we shall 

return to this later (Section 5.13). 

5.3 The HI and CO data 
-----~--------~ 

The Weaver and Williams (1973) survey of 21 em atomic 

hydrogen emission covers the region 1 : 10° - 249°, I bl < 10°. 

These data give velocity profiles sampled every 0.25° in 

latitude, 0.5° in longitude and were obtained with the 

Hat Creek Observatory 85-foot telescope (half_power beam 

width= 35' .5). Column densities are obtained by assuming 

that the gas has a spin temperature T = 125K, to correct 

for,optical depth effects. Close to the Galactic plane, 

especially in the inner Galaxy, the observed temperature 

profiles are often optically thick. This is partly due 

to the large mass of gas towards the Galactic centre but 

is also affected by velocity crowding of the Doppler shifted 

profiles in this region. By assuming an infinite spin 

temperature (i.e. optically thin) the reduction in the 

column density for the optically thick case is found to 

be generally ~ 20%. The column density NHI is related 

to thi observed temperature profile by: 

1.823 x 1018 J T dv 5.3 
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Turning to,the large scale distribution of molecular 

hydrogen, its magnitude is not well known. Its presence 

can be observed directly as emission from transitions 

between vibrational states. However, this technique is 

limited to local regions ( ~ 2 kpc) because_of saturation 

effects at greater distances. The large scale distribution 

must be inferred indirectly from observations of other 

molecular species, principally CO. It is conventional 

to believe that H2 is substantially confined to dense 

regions - the so-called molecular clouds. Inside these 

regions the H2 is shielded from photo-dissociation by 

an external shell of HI and HII. The internal chemistry 

of molecular clouds has only recently become the subject 

of intense study, partly because of the complexity and 

profusion of the possible chemical reactions. Nevertheless 

millimetre and submillimetre observations of these regions 

have confirmed the existence of many complex molecular 

species. CO is the most abundant of these species and 

as such is an ideal tracer of the large scale distribution 

of molecular clouds because~ it is rotationally excited 

through collisions with other molecules (principally H2 l. 

The most abundant isotope, 12co, decays (J = 1-70) emitting 

a characteristic wavelength; \ = 2.6 mm ~ = 115.3 GHz. 
0 
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13co (:A= 2.7mmv
0 

= 110.2GHz) has been detected from 

the more intense sources. Other isotopes (e.g. 12c 18o) 

and higher transitions (J = 2 ~ 1) have also been detected 

but are less useful in that these observations are limited 

to a few sources of intense molecular emission. 

The Columbia group have carried out a survey of 

12co (J = 1 ~ 0) covering 1 10° 100°, b: -so to 

+ 10° and 1 : 100° - 180°, ~: -3° to + S0 (Cohen et 

al. 1980; Dame, 1984). These data were·obtained using 

their 4m telescope, with a resolu~ion (half power beam 

width) = 0.12S 0
• 

It is commonly assumed that the 12co line is optically 

thick, the rotationa[_Levels being thermalized within 

the cloud. In this case the observed antenna temperature 

uniquely measures the gas kinetic temperature of the 

source. This has been confirmed for those clouds in 

which higher order CO transitions have been observed. 

For these lines similar gas kinetic temperatures are 

inferred, supporting the reliability of CO as a thermo-

meter. For sources not in local thermodynamic equilibrium 

(non-LTE) calculations of gas kinetic temperature and 

column density rely on a radiative transfer model. 

It has been shown (e.g. Solomon et al. 1979, Cohen 

et al. 1980) that for the LTE approximation the molecular 

hydrogen column density NH
2 

can be expressed as 

X jr<12
coldv 

We follow Arnaud et al. (1982) in adopting X = 2.3 x 

S.4 

20 . -2 ( -1) -1 b 10 mol. em K kms , a value which is y no means 
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unique. Sanders et al. (1984~ have extensively discussed 

the arguments surrounding the calibration of X 

They note that a wide range of X: (1.0- 7~2)x 1020 

has been adopted by various workers in the past and 

this in part has led to inconsistency among the different 

estimates of the total mass of H2 in the Galactic plane. 

5.4 The C0-7H2 calibration, the metallicity gradient 

The preferred method of calibrating X has relied 

on measurements of visual extinction towards local dark 

clouds (e.g. Dickman, 1978} to give column densities. 

These are compared with column densities inferred from 

CO observations. While this method in principle, gives 

an accurate calibration for an individual cloud, the 

evidence suggests that X varies from cloud to cloud 

(Bhat et al. 1984<::). These workers find· X ( 1. 25 

20 -2 ( -1)-1 - 1.5) x 10 mol. em K kms . Many of the local 

clouds used to calibrate X have relatively low mass 

( ~to2- 3MG). Giant molecular clouds are believed to 

5-6 ) be more massive ( rv 10 MG , probably have higher temperatures 

and different chemical composition; reflecting the increased 

activity (turbulence, star formation, supernovae ... ) 

in the inner Galaxy. While it is by no means certain 

that a locally determined X is applicable to the 

giant molecular clouds we follow previous workers in 

implicitly assuming this to be the case. That is,the 

nearby clouds constitute a reliable sample of those 

deeper into the inner Galaxy. 
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Alternative calibration methods have also been 

employed. The SAS II and COS B data have been compared 

to the large-scale distribution of HI and CO in the 

first and second quadrants to estimate X , assuming 

a uniform cosmic ray distribution throughout the Galaxy. 

Issa and Wolfendale (1981a) and Lebrun et al. (1983) 

found X 2 020 -2 (. -1)-1 1. x 1 mol. em K kms and 

(1.0- 3.0) 20 -2 ( -1)-1 x 10 mol. em K kms respectively, 

though.these analyses are limited by the asusmptions 

made about the cosmic ray distribution and the role 

of discrete gamma-ray sources. Nevertheless they are 

in reasonable agreement with the preferred values obtained 

locally. In the following chapter we examine the Orion 

molecular clouds in a further attempt to estimate X 

appropriate for local massive clouds. From this analysis 

we find X= 1.85 x 10 20 mol. cm- 2 (K kms-1 )-1 . 

Apart from the uncertainty surrounding the mean 

value of X, an important additional factor must be 

considered; the metallicity gradient. This gradient 

can be characterised by the ratio of Carbon to Hydrogen 

([c] /[H]) and is observed to decrease with increasing 

Galactocentric radius (Pagel and Edmunds, 1981). The 

variation is due to the increased rate of processing 

of the interstellar medium towards the inner Galaxy 

(gas ~stars ~supernovae ~gas). The ratio [co] I [H] 

in molecular clouds is in consequence likely to increase 

with decreasing Galactocentric radius and several workers 

(e.g. Blitz and Shu 1980, Li et al., 1982, Bhat et al. 



1984b) have pointed outih~ implications for the mass 

of Hz inferred from CO. If the metallicity gradient 

is expressed as the abundance ratio M = [c]I[H] then 

NH could be reduced by a factor M- 1 S T (CO) dv or perhaps 

as Zmuch as M-Z J T (CO) dv. The latter reflects the gradient 

of [o] I [H} as similar to [c] I [H] and both affect 

[co] I [H] . While the existence of the metallicity 

gradient is not in dispute there is no agreement as 

to whether it affects the estimates of Hz, and if it does, 

to what extent. 

5.5 Simulation of the diffuse gamma-ray background 

For the present analysis we assume the metallicity 

to have no ~ffect on NH and calculate column densities 
z 

d · t f th b d 12co 1 · · t · · · ~rec rom e o serve ~ne ~n ens~t~es us~ng 

5.4. Predictions of the expected gamma-ray intensity 

follows from 5.2 where we assume the local emissivity 

qi41T( ) Z 1 -26 h -1 -1 -1 >100 MeV = 2. x 0 p at sr s as derived 

by Issa et al. (1981 ). This value is not unique (see 

the summary inT~bl~s A1;A0,nevertheless it is~ chosen 

to enable direct comparison with previous work on Monte-

Carlo analysis of pseudo-sources (Li and Wolfendale, 

1982). The evidence discussed previously (Section 3.3) 

suggests a modest Galactic cosmic ray gradient. The 

resulting overproduction of gamma-rays in the inner 

Galaxy would be countered (in an approximate manner) 

if we were to adopt the metallicity correction to reduce 

H2 in our model. It is interesting that these effects 

act to reduce the probable error in the present model. 
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After binning ( !J.l x L'l b = 0. S0 x 0. S0
), and converting 

to flux, an expected count map is derived. By considering 

the 2CG source fluxes and observed counts (Hermsen 1980) 

we estimate the count rate for a typical source as 

I -6 -2 . -1 
Ns = 80 counts flux unit (1 flux unit = 10 ph em s. , 

henceforth used throughout). This is confirmed by Hermsen 

(private communication). We also adopt Ns = 40 counts/ 

flux unit as a suitable lower bound on this parameter. 

The count map data are then convolved to the COS B 

resolution (E~ > 100 MeV) using the appropriate point 

spread function (Section 4.1). 

Figure S.1 is a contour map of the expected gamma

ray count map. These data form the basis for the Monte-

Carlo background. The structure is confined to within 

a few degrees of the Galactic plane and is dominant 

in the inner Galaxy. This is a reflection of the highly 

structured nature of the H2 (CO) distribution which is 

predominantly clumped into giant clouds,whereas the 

HI is rather smoothly distributed throughout the inter-

stellar medium. After allowing for Poisson fluctuations 

(before convolution to the COS B resolution), representing 

the statistics of counting, a typical count map is shown 

in Figure S.Z. The small scale structure is now more 

apparent,and it is this noise which limits the detection 

of genuine discrete sources. 

As an interim check 10 Poisson samples of the back-

ground are gener2ted and searched for spurious sources 

using the cross-correlation method. That is,we look 
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for peaks satisfying the COS B significance and width 

criteria (Section 4.2). The frequency of occurrence 

of these upward statistical fluctuations are found to 

be in close agreement with the more extensive earlier 

work by Li and Wolfendale (1982), lending weight to the 

correctness of the present analysis. 

5.6 Monte-Carlo simulation of discrete sources 

We proceed to simulate the count distribution for 

a genuine point source. For a given source flux the 

point spread function distribution of the count is super

imposed on the expected background count map. The combined 

data are then subjected to Poisson fluctuations. Each 

sample is analysed for the expected sources using the 

cross-correlation method. In addition to the COS B 

criteria, already discussed for source identification 

(Section 4.2), a further selection criterion is also 

imposed. For positive identification of the simulat~d 

source we require the observed peak to lie within 3.6° 

(the angular resolution of the data, E~ > 100 MeV) 

of the original position. 

Four sources are randomly superimposed on a background 

data set, widely separated ( 1 > 20°, lbl < 2°) to avoid 

possible confusion between two or more sources. Different 

combinations of pos{tion and source strength are used 

to give a wide coverage in longitude for the detection 

efficiency of each simulated source flux. We simulate 

flux levels F~ = 0.5, 0.8, 1.0, 1.3, 2.0 and 4.0 flux 

units,each configuration being treated for both Ns = 80 
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and Ns = 40 counts/flux unit. While the lowest observed 

2CG source flux :was 1. 0 flux units ( I bJ < 10° ), this 

was not due to any selection procedure on source flux. 

Therefore it is considered appropriate to simulate sources 

weaker than this observational limit in addition to 

those comparable to the stronger 2CG sources (c.f. 

F~, Crab= 3.7 flux units). It is expected that confusion 

should be negligible for the strongest sources,while 

at the weakest flux levels (Fa' ~ 1.0 flux units) confusion 

is expected to dominate the detection efficiencies. 

At the intermediate flux levels (FO' ~ 1.0 flux units), 

typical of the weakest 2CG sources, confusion with upward 

fluctuations of the background structure will also be 

important. It is these 2CG sources which have previously 

been considered as consistent with fluctuations of the 

underlying background structure (Li and Wolfendale, 

1982, Arnaud et al. , 1982). 

5.7 Discrete source detection efficiencies 

By using the Monte-Carlo samples we determine the 

detection probabilities for each true source strength 

as a function of Galactic longitude. The data from 

each source sample are combined,and the detection probabilities 

are plotted in Figures 5.3 and 5.4 for Ns = 80, 40 res

pectively. The overall trend as indicated by the solid 

line is apparent, indicating detection efficiency 

increasing with both Galactic longitude and true 

(i.e. expected) source flux. This is as expected in 

view of the reduced background structure evident 
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Curves are drawn as a visual aid, illustrating the 

overall trend. 
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in the outer Galaxy (Figuri 5.2), leading to less confusion. 

However, several anomalous points are apparent, 

exhibiting reduced probability at some positions,while 

for others the reverse is true. Part of this is probably 

due to statistical fluctuationsG However, the data at 

these positions are further analysed. Close to these 

positions ( ~ 2°) small scale structure is apparent 

in the initial background count. In those cases where 

the background peak is close to the superimposed source 

the combined counts after fluctuation effectively enhance 

the true source flux, thereby increasing the detection 

probability. An initial peak offset from the superimposed 

source broadens the observed source profile reducing 

the probability of the source satisfying the width selection 

criterion. An analysis of the observed source fluxes as 

a function of the exp~cted flux and Galactic longitude 

(Figures 5.5 and 5.6) confirms this behaviour. Detected 

sources (i.e. those satisfying the selection criteria) 

are found on average to have their true flux enhanced. 

Interestingly those sources for which F ~ , expected 

= 0.5, 0.8 flux units are only detectable whenever F~, 

observed ~ 1.0 flux units and no sources are detected 

with F ~ , observed < 1.0 flux units. This seems to 

account for the lower flux limit of 1.0 flux units evident 

in the 2CG catalogue ( lbl < 10°). 
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5.8 Application of detection efficiencies to the Log N -

Log S distribution 

The results of the Monte-Carlo simulations complement 

the conclusions of the SAS II analysis (Chapter 4). 

Specifically we find that the probability of source 

detection is altered by confusion and that the observed 

flux is likely to be higher than the true value. The 

combined effect on the true log N - log S distribution 

is important at low flux levels where confusion is shown 

to be significant. The Monte-Carlo analysis gives us 

information on the relative numbers of sources which 

will remain undetected in a typical observation of the 

parent population. We seek to combine these data with 

the observed 2CG source distribution to correct for 

losses,and thereby obtain the true distribution. 

We begin by assuming that the 2CG catalogue is 

genuine and complete down to 1.0 flux units, giving 

22 sources with lbl < 10°. The source detection efficiencies 

(Figures 5.3 and 5.4) are observed to vary contin~ously 

with longitude,and ideally these correction factors 

should be applied similarly. However, the limited statistics 

of the observed sample necessitate the use of mean corrections 

applied over large regions of the sky. The sources 

are considered in two specific regions, the inner Galaxy 

( 270° < ~ < 90°) and the outer Galaxy ( 90° < 1 < 270°). 

The average detection efficiencies for these longitudes 

are derived directly from Figures 5.3 and 5.4 and are 

plotted in Figure 5.7 as a function of true source flux 
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for the two cases N = 80, 40 counts/flux unit. The 2CG 

sourc~ in the inner Galaxy are binned in 6 s = 0.2 

flux units to obtain the differential count ( /). N/ !J. S) 

after interpolating between the discrete flux levels 

of the integral count. The binned counts are then corrected 

using the efficiencies of Figure 5.7,making allowance 

for the small effect of flux enhancement apparent in 

Figures 5.5 and 5.6. We only correct for the case N . s 

counts/flux unit and note that relative to the Ns = 

40 counts/flux unit corrections this is a lower limit. 

However, the former is considered more appropriate for 

the 2CG sources, the latter serving only as an upper 

bound to illustrate the trend of the corrections. That 

is,detection efficiency decreases with reduced exposure. 

The resultant distributions are rebinned and a power 

law least squares regression fitted. The corrected 

distributions, with statistical errors and best fit power 

80 

laws, are plotted in Figure 5.8. The procedure is repeated 

for the sources in the outer Galaxy. 

Comparison of these distributions shows that the 

two are intrinsically different in terms of both absolute 

slope and magnitude at 1.0 flux units. We interpret 

this as evidence for a population· density which varies 

strongly with Galactocentric distance. It is worth 

remembering that the corrected source distributions 

(Figure 5.8) correspond to the true distribution of 

sources down to 1.0 flux units and the overall Galactic 
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distribution necessarily extends much fainter. Knowing 

the minimum source flux level we can therefore estimate 

the total source contribution. 

The minimum source flux is not known but we can 

make the assumption that the Crab pulsar (2CG 184) is 

a mono-luminosity source typical of the Galactic population. 

Its distance ( ~ 2 kpc) and flux(= 3.7 flux units) 

correspond to a lower flux limit ~ 0.03 flux units 

when placed on the far edge of the Galaxy (radius 15 kpc). 

In the inner Galaxy we assume the power law distribution 

derived above 1.0 flux units can be extrapolated down 

to this lower limit. Integrating and including separately 

the contribution above 1.0 flux units, as derived in 

Figure 5.8 ( ~ 60 flux units), gives 1973 flux units. 

The observed COS B flux for this region is not 

directly available. However, the gross similarity of 

COS B and SAS II are sufficient to allow a useful comparison 

with SAS II. From these data (Fichtel et al., 1978b) 

we obtain F~ ( > 100 MeV) = 230 ~ 5 flux units (270°< 

1 < 90°, I bl < 4.8°). The discrepancy b~tween the 

observed Galactic flux and that expected from sources 

is serious. However, the assumption of uniform power 

law dependence is unlikely to be valid. A genuine Galactic 

source population would have a geometry dependent distri

bution which would be reflected in the differential 

count at lower flux levels. In the following section 

we therefore consider. possible source populations, and 

use the observed distributions above 1.0 flux units 
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to constrain the total number of Gala~tic sources. 

~~~--~~~~!-~~~~£~-E~E~l~~io~~ 

Two different source populations are considered. 

The first assumes an exponential dependence of source 

concentration with Galactocentric radius. In this 

model the gamma-ray sources have a distribution similar 

to that of young active stars, which Montmerle (1979) 

previously considered as possible candidates for the 

2CG sources. The second model assumes a radial dependence 

following that of supernovae remnants (Kodaira, 1974). 

Supernovae,and their associated shock fronts,are widely 

considered to be efficient sources of cosmic rays (up 

14 to about 10 eV, e.g. Cesarsky and Lagage 1983). Only 

two Galactic plane gamma-ray sources (the Crab and Vela 

pulsars) have been identified with astronomical objects 

and it is not unreasonable to expect supernovae and 

their remnants to form a Galactic source population. 

For both models we make the assumption of azimuthal 

symmetry, and a Z dependence~ exp -( 2 /Z
0

)
2, where Z is 

the height above the Galactic plane,and Z
0 

a variable 

parameter. The expected integral count can be expressed 

as 

N( > S) sf rs 
1 b 0 

n
0
p(R) exp-( 2 /Z

0
)

2 r 2 dr cosbdb dl 

5.5 

The source densities p(R) = exp-(R/R ) or F(R)P 
0 

respectively for the exponential or supernova remnant 

density relative to the local value. The supernovae 



76 

remant density F(R) relative to the local is taken 

from Kodaira (1974), and p is a dimensionless scaling 

factor. n
0 

is an appropriate normalization factor, 

R the Galactocentric radius and rs = (L~/4~S)~ is the 

line of slight distance from us, with Lt the intrinsic 

source luminosity. 

We implicitly assume the Galactic gamma-ray sources 

to have mono-luminosity, as with only two positive 

identifications, the form of the luminosity function 

remains open to speculation. From the distances to 

the Crab and Vela pulsars (2.0 and 0.4 kpc respectively) 

we estimate L 0 ( > 100 MeV) to lie within (0.2- 1.7) 

x 10 39 ph s-1 assuming both emit isotropically and have 

differential gamma-ray spectra of index -2. (The spectral 

indices measured by COS B are -2.2 and -1.9. for Crab 

and Vela respectively over the energy range E~: 70 

- 5000 MeV). We make no allowance for the relative 

ages of the two pulsars,but adopt a mean luminosity 

L 0 ( > 100 MeV) = 10 39 ph s-1, and note that variations 

in the luminosity may make this uncertain by perhaps 

as much as 50/o. 

5.10 Model sourte calculations 

The parameters (R
0

, Z
0

) and lp, Z
0

) determine 

the slope of the Log N - Log S distributions. For each 

model 5.5 is ~valuated numerically over 0° < 1 < 90°, 

lbl <5° and R Gal.: = 15 kpc, the results 

being doubled and converted to give the differential 

count for the inner and outer Galaxy regions. The parameters 



77 

of each model are varied and the differential slope ~ 

(N(S) = k s-~) in each case evaluated above 1.0 flux 

units. The results for <X (R , Z ) and 
. 0 0 

given in Figure 5.9. From these data we seek a unique 

set of parameters which reproduce the slopes derived 

from the corrected 2CG distributions : 0( 2.9 ± 0.32, 

+ 1.72 - 0.20 for the inner and outer Galaxy regions 

respectively. 

The best fits are found to be: 

exponential model: 

z 
0 

supernova remnant model: p 

z 
0 

+ 0.90 
0.80 kpc 

- 0.25 

+ 2.10 
0.14 

G.10.kpc 

+ 2.9 
4.6 

- 2. 3 

+ 6.17 
0.13 kpc 

0.12 

The 1 01 errors come from the previously determined errors 

on the source counts. It is seen that both models are 

only weakly dependent on Z
0

, as expected·for a thin 

slab type distribution. For each model,n
0 

is then chosen 

to normalize onto the corrected count distribution at 

1.0 flux units. It is not possible to find a unique 

normalization compatible with both inner and outer Galaxy 

distributions. This may, in part 1 be due to the low statistics 

in the outer Galaxy, though it could also suggest a 

smaller radial variation than implied by the present 
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models. We therefore normalize the models to the data 

for the inner Galaxy. Both source populations are then 

integrated over the Galaxy from the minimum flux up 

to 1.0 flux units. These are combined with the corrected 

distributions (Figure 5.8) to give the total source 

count and flux in each case (Table 5.1). 

The large upper limits to the expected number and 

flux, especially for the exponential case, can be understood 

in terms of the corresponding parameters R and p. 
0 

Small R
0 

implies rapidly varying Galactocentric density, 

exponentially increasing continuously towards R = 0. 

This is an unsatisfactory feature of the model which 

would be improved by considering a flatter distribution 

near the Galactic centre. In this respect the supernovae 

remant model is probably more appropriate in assuming 

the density decreases smoothly for R < 5 kpc. 

Nevertheless both models clearly predict an over-

abundance in the flux from the Galactic plane, when 

comparison is made with the SAS II observations. This 

is unacceptable and we conclude that at least one of 

the initial assumptions is invalid. It is possible 

(though unlikely) that discrete sources dominate the 

Galactic emission in which case the Monte-Carlo model 

of the diffuse emission is not appropriate. However, 

the limited angular resolution would require pure source 

confusion (as with the radio sources)· to be considered. 

In that the total observed flux would then be due to 



TABLE 5.1 

Inner Galaxy Outer Galaxy 
(1: 270°-0°-90°) (1 :90°-180°-270°) 

+ 430 
X 10-2 + 120 

X 10- 7 Total flux 4.1 5.2 
Exponential - 4.0 - 4.7 
model 

Total + 150 
X 105 + 36 source 4.7 1.0 count - 4.6 - 0.9 

+ 16 
X ·10-4 9.1 

+ 140 
X 10-7 Total flux 4.7 

SNR - 1. 5 - 8.6 
model 

Total + 21 
X 10 3 + 40 source 4.0 1.9 count - 1. 2 - 1. 8 

SAS II Total Flux (230 + 5) X 10-6 (110 + 4) X 10-6 
( 1 bl < 4. 8 o ) 

- -

Table 5·/1 

-2 -1) Flux (ph em s and source count for the two models 

fitted to the corrected 2CG source list. The SAS II flux 

is derived from the data of Fichtel et al. (1978Q). 
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an unresolved clumped source distribution,the detection 

efficiences .are likely to be similar to the present 

case,and the flux·overabundance would remain. The alter

native,and more likely possibility,is that not all the 

observed sources are genuine, particularly those at 

the weakest flux limit. In this case,the corrected 

numbers would be greatly reduced, decreasing both the 

slope and absolute number of the differential count. 

The model predictions are consequently reduced. 

We conclude,therefore,that the 2CG catalogue most 

likely contains several spurious low flux sources. 

These, li~e the unidentified sources extracted from the 

SAS II analysis (Section 4.5), can be explained as upward_ 

statistical fluctuations of the structured background. While 

the present analysis cannot distinguish between genuine 

and spurious sources, it does suggest that a reduced 

genuine source population is likely to be more compatible 

with the total observed Galactic plane flux. 

2~!! __ ~~~~~~~~~~-~f_th~-~~st_£enu~~~-so~~ce_l~~~ 
As the results of the,previous section suggest 

that the 2CG catalogue is unlikely to be competely 

genuine,we now endeavour to assess all the evidence 

on each source to determine a best catalogue of genuine 

sources. Using these we can then rework the previous 

analysis to derive an improved estimate of the total 

Galactic contribution from genuine sources. This can be 

compared with the total emission. 
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The 22 2CG sources ( I b r < 10°) are considered 

in Table 5.2. We draw on the SAS II cross-correlation 

analysis (Chapter 4) which is able to offer varying 

degrees of confirmation for each of these sources. 

In addition we use the results of Li and Wolfendale 

(1982) and Arnaud et al. (1982). These workers employ 

a Monte-Carlo an~lysis of the expected gamma-ray sky 

from cosmic ray interactions with HI and H2 over the 

range 1 : 65° - 180°. In essence this is similar 

to the Monte-Carlo model of the sky background in the 

present analysis (Section 5.2). They find sufficient 

consistency between peaks in the HI and H2 distributions 

(principally H2 ) and several of the 2CG sources. These 

are identified in Table 5.2 as giant molecular clouds. 

These objects can be further categorized into two 

types by comparing the observed flux with that expected 

assuming a uniform distribution cif cosmic rays throughout 

the Galaxy. Those requiring cosmic ray enhancements 

close to uni~ (i.e. irradiated by the ambient cosmic 

ray flux) are most likely considered to be giant molecular 

clouds not resolved by the gamma-ray detectors. For 

several, however, enhancement factors ~ 2 are required, 

and the giant molecular cloud explanation must be considered 

less certain. Though we also note that cosmic ray enhance-

ments of the order of 10 may be possible in giant clouds 

(Dogiel et al. 1983, Houston and Wolfendale, 1984) and 

that the exclusion of cosmic rays above few 108ev is 

considered unlikely (Skilling and Strong, 1976). Indeed 
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TABLE 5.2 

G.M.C. 

b 

b 

b 

b 

b 

c 

c 

d 

d 

d 

Genuine (max) 

* 

Genuine (min) 

* 

* 
* 
* 

* 

* 
Table 5.2 The 2CG source list ( lbl<10°), F~, COS B being the 

f ( -6 -2 -1) source lux x10 phcm s measured by COS B. SAS II 

indicates those peaks confirmed from an analysis of the SASII 

data rTable ~~1_, Table 4.2)_ (a) being those peaks detected 

at reduced significance. (Note non-detection by SAS II does 

not exclude the possible reality of a source) G.M.C. those 

sources which as explained in the text can be explained in 

terms of cosmic ray irradiation of giant molecular clouds. 

(b) Li & Wolfendale (1982), (c) Arnaud et al. (1982), but both 

require cosmic ray enhancement > 2 relative to the local 

value. (d) Riley et al. (1984) based on incomplete data. 

Genuine (max), (min) are the best estimates of the maximum 
and minimum number of genuine sources. 
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the work of Issa artd Wolfendale (1981b) suggests that 

enhancements may be required for nearby clouds. These 

topics are dealt with more fully in the following chapter 

in relation to the Orion molecular cloud. 

We also utilize the analysis by Riley et al. (1984)' 

who attempt to apply the same criteria to the HI + H2 

and gamma-ray data in the fourth Galactic quadrant. 

To date CO surveys in this region have been limited 

in extent (either I b I < 1° or a series of thin latitude 

slices). This makes any analysis less than complete, 

as a wide coverage is required for convolution with 

the gamma-ray point spread function to enable an accurate 

comparison to be made. Nevertheless,progress can be 

made and we include these data in Table 5.2. 

We derive two discrete source sets; the maximum 

and minimum samples. The major difference between the 

two lies in the uncertainty over the fourth quadrant 

data. Presumably the best estimate is somewhere between 

these two sets. From our knowledge of the previous 

analyses of the data in the first and second quadrants, 

we expect the best estimate to be closer to the minimum. 

~~!~--~~~~-~~~!~~~~-~~-~he_~~~~in~-~~~~~~_flu~ 

We follow the methods previously described in 

correcting both genuine source lists for losses due 

to confusion, using only the corrections for Ns = 80 

counts/flux unit (Figure 5.7). The results and best 

fit power laws to the differential counts are given 
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in Figure 5.10. In all but one case the regression 

fits have a differential slope ~ < 2.0 9 and the 

best estimates for both inner and outer Galaxy regions 

have o<. < 2.0. 

For a uniform, two dimensiona~ mono-luminosity 

source distribution the differential slope = 2.0, 

which can be considered the limiting case of a uniform 

thin slab Galactic disk population. If the source density 

decreases with Galactocentric radius then o<. > 2. 0, 

ct < 2.0 for the inner and outer Galaxy respectively. 

The case of ~ < 2.0 in the inner Galaxy requires the 

source density to decrease with distance from us, at 

least over the distance corresponding to F~ 

flux units (about 3 kpc for the assumed L~ -1) s . 

This requires a physically unacceptable source geometry, 

and the corrected inner Galaxy distribution with ~ < 2.0 

must be rejected as due to small sample behaviour. 

Remembering that the minimum sample set of Table 

5.2 is considered more plausible we adopt N(S) = 10 s-2 

as best describing the genuine source distribution for 

the inner Galaxy. By necessity we must also have 

~ 2.0 in the outer Galaxy and the flatter distribution 

derived in Figure 5.10 is rejected as also due to small 

sample behaviour. 

This approach is not without difficulty in that 

the need to restrict the corrected count distributions 

effectively limits our estimate of the true source geometry 

to a uniform, or at most a very slowly varying, Galactocentric 
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squares regression lines are given. 
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radial density. The true source density may indeed 

vary,but due to very small numbers locally the nature 

of the variaiton may not be apparent in the observed 

count distribution. Nevertheless we proceed. 

Rather than make a detailed an~lysis of the type 

already performed for the entire 2CG source list,we 

assume that Z
0 

= 0.13 kpc and vary p, R
0 

to obtain ~ ~ 2.0 

for the inner Galaxy. We find p = 0.1 and R = 20 kpc 

for the supernova remnant and exponential models respectively 

fit this criterion, giving similar fluxes in both cases. 

The results in Table 5.3 include the contributions from 

our minimum estimate of the genuine sources above 1.0 

flux units. 

5.13 Discussion of the discrete source contribution 

It is seen that the expected total source flux 

is less than the SAS II observations of the Galactic 

plane. This is encouraging, but the large percentage 

contributed by sources (23%, 27% for the inner and outer 

Galaxy respectively) are not consistent with our initial 

assumption that the total observed flux is dominated 

by diffuse processes. An improved model should take 

account of these results iteratively by repeating the 

Monte-Carlo analysis using a reduced background intensity. 

We can not consider a reduction of the emissivity in 

the inner Galaxy, that is the cosmic ray intensity must 

be at least equal to the local value. However, the 

situation regarding the absolute density of H2 is still 



Total 

Flux Sources 

Diffuse 

Source/ Total 

Diffuse/Total 

Tab.!_~-.2~1-

TABLE 

Inner Galaxy 
(1:2700-00-900) 

230 

52(26) 

178(204) 

23(11)'7o 

77(89)'7o 

5.3 

Outer Galaxy 
(1:90°-180°-270°) 

111 

30(25) 

81( 86) 

27(23)'7o 

73(77)'7o 

Inner/ 
puter 

2.1 

1.7(1.0) 

2.2(2.4) 

0.9(0.5) 

1.1(1.2) 

B · f h flux x 10-6ph cm- 2s-1 est est~mates o t e gamma-ray 

( > 100 MeV) for I b I < 5°. Two values are given for the 

genuine source flux the former corresponds to the calculations 

based on the original Monte-Carlo background whereas the 

latter bracketed-values are estimated for the case of 

a reduced diffuse background. 
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uncertin (Section 5.4). Indeed, we can view the Monte

Carlo results as indirectly confirming the need for 

a decreased distribution of target material in the inner 

Galaxy. Such a situation is consistent with the arguments 

for including the metallicity gradient in deducing H2 

from CO. 

Use of the metallicity gradient clearly lowers 

the gas column density in the inner Galaxy,and thus 

the intensity of the structured background. We make 

an approximate estimate of these effects without re

calculating the detection efficiencies for the reduced 

background model. This background is likely to be rather 

similar to that for the outer Galaxy in the present 

model. Therefore the latter correction factors (Figure 

5.7) can be applied to the revised genuine source distri

bution. As indicated in Table 5.3 we estimate the genuine 

source fluxes to be further reduced by a factor of 2. 

We are now able to percieve a reasonably self

consistent. ~icture of the Galactic gamma-ray emission 

from the results of Table 5.3. Most of the Galactic 

emission can be explained as diffuse in origin with 

sources (observed and unresolved) contributing about 

11-23% of the total flux. This is in good agreement 

with the independent estimate by Harding (1981),who 

considers the Galactic pulsar population and calculates 

their total,integrated flux to be about 15-20%. 
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Finally, we note the low source to diffuse flux ratio 

in Table 5.3. We assume the cosmic rays at these energies 

(above about 1 GeV) are predominantly Galactic in origin, 

and both cosmic and gamma-ray sources have similar 

distributions; for example that of supernovae remnants. 

The low ratio is then interpreted as evidence for significant 

diffusion of the cosmic ray particles from their sources. 

That is,the diffuse emission traces the cosmic rays 

in the interstellar medium,while discrete gamma-ray 

sources indicate the initial distribution of cosmic 

ray," sources. 
' 
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CHAPTER 6 

THE ORION MOLECULAR CLOUD COMPLEX 

~~! __ Q~~~~-~~l~~~l~~-~l~~ds ~~-~~~-Q~l~~y 
Molecular cloud complexes have become a widely studied 

phase of the interstellar medium. Observations of cloud 

dynamics, internal chemistry and their relationship to 

star formation are important areas of investigation. 

Scoville and Solomon (1975) made the first Galactic plane 

survey of Giant Molecular Clouds (GMC) by way of observations 

of CO. Further observations (e.g. Gordon and Burton 1976; 

Cohen and Thaddeus 1977; Solomon, Sanders and Scoville 

1979; Cohen, Tomasevich and Thaddeus 1979; Kutner and 

Mead 1981; List, Xiang and. Burton 1981, Sanders 1981; 

Robinson, -~cCutcheon· and Whiteoak 1982; and Solomon, 

Stark and Sanders 1983) have extended the coverage to 

include the first, second and fourth Galactic quadrants. 

These surveys generally provide undersampled observations 

in 1 and b, nevertheless much information has been 

obtained .. There is a wide consensus of opinion on the 

origin of the CO emission. Specifically it is localized 

to the regions which typically have H2 densities ~ 102- 3 

- 3 1" d" . -em , ~near ~mens~ons ~ 10-50 pc and masses 

The question. of cloud masses is dependent on the assumed 

co~H2 conversion factor and the effect if any, of the 

Galactic metallicity gradient (Section 5.4). There are 

important consequences for the inferred mass of H2 in 

the inner Galaxy and therefore also for the interpretation 
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of the Galactic gamma-ray emission. Furthermore, following 

the discussion in Chapters 4 and 5 it is likely that 

many molecular clouds may be confused for genuine discrete 

gamma-ray sources. 

To further understand the relevance of giant molecular 

clouds to gamma-ray astronom~ it is worthwhile to study 

in detail the gamma-ray emission from specific clouds, 

which we hope are typical of those observed throughout 

the Galaxy. 

~~~--~~~~~~-~~Y~-~~~~~l~~ul~~-~l~~~~ 

Previous gnalyses of the gamma-ray flux from molecular 

clouds have assumed that the clouds are irradiated by 

the ambient cosmic ray flux and are inert in the sense 

of containing no cosmic ray sources (Issa and Wolfendale 

1981a,b; Bloemen et al., 1984b). Under these assumptions 

the analysis of the SAS II data by Issa and Wolfendale 

concludes that for most local clouds the observed flux 

is approximately consistent with that expected from know

ledge of the local cosmic ray spectrum and cloud masses 

derived from molecular studies. However, in a few cases 

(Cas OB6, Carina Nebula) the observed flux is greater 

than expected by factors of up to 20. It is unlikely 

that the mass estimates could be consistently and significantly 

low, thus holding out the possibility of enhancement 

of the ambient cosmic ray flux in at least some clouds. 

Houston and Wolfendale (1984~ consider the energy density 

within a cloud and show that a simple equipartition argu

ment also suggests a cosmic ray enhancement. 
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Theoretical consideration has been given to the 

interaction of cosmic rays and molecular clouds by several 

workers. Skilling and Strong (1976) have studied the 

energy losses of cosmic rays in a dense cloud and the 

subsequent exclusion of cosmic rays from the cloud due 

to scattering ·by self-generated Alfven waves. They 

conclude that for typical clouds (M ~ 105MQ) cosmic rays 

above about 10 MeV/nucleon can freely penetrate the cloud, 

though lower energy particles are increasingly excluded. 

Similar conclusions are obtained by Cesarsky and Volk 

(1978). Morfill (1982a,b) further considers the effect 

on cosmic ray electrons, which because of their higher 

energy than protons of the same rigidity can be convected 

and accelerated into the cloud by the proton-generated 

Alfven waves. Gamma-ray production above 100 MeV can 

occur from cosmic ray nucleons of a few GeV or electrons 

of several hundred MeV. While the former are un-

affected by this mechanism the latter can be enhanced 

within a typical cloud thereby enhancing electron 

bremsstrahlung gamma-ray emission. 

Dogiel-et al. (1983) consider the possibility of 

accelerating cosmic rays within collapsing clouds, though 

this is believed unlikely as the energy losses in typical 

clouds are considered too great. 

Montmerle (1979) suggests that spatially linked 

supernovae remnants and OB associations may enhance cosmic 

ray and hence gamma-ray fluxes within molecular clouds. 
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In this model low energy cosmic rays produced in the 

stellar wind of OB stars are accelerated by the shock 

wave of the supernova remnant interacting with the molecular 

cloud. 

Present models are n·ecessarily simplified though 

they do at least allow the possibility of cosmic ray 

enhancement within molecular clouds, whether from the 

ambient cosmic ray flux or from sources therein. Any 

attempt therefore to use gamma-rays as a probe of the 

gas in a molecular cloud should allow for this possibility. 

~~~--~~~!_in_~~~-!~~~~~~~ll~~-~~diu~ 

The origin of dust grains and their role in the 

field of interstellar chemistry is still poorly understood, 

though their effects on observational astronomy have 

been extensively studied. The formation and reprocessing 

of dust grains is intimately linked to processes of molecule 

formation in the high density regions known as molecular 

clouds. Dust's most significant function in these regions, 

the likey sites of star formation, is to re-radiate optical 

and UV photons as black-body radiation heating the surrounding 

material ( rv 30 - 300 K) and making them intense submillimetre 

sources. 

Interstellar extinction, scattering and polarization 

of starlight are widely used by astronomers to investigate 

the nature of observed sources and the intervening material 

of the interstellar medium. It is the cumulative effect 

of dust grains along the line of sight which is responsible 
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and extensive work is devoted to comparing the optical 

data with those expected firom models of grain size and 

composition. Optical astronomy (including infra-red, 

visible and UV) is effectively restricted from regions 

of high extinction where recourse to other wavelengths 

is necessary to probe the physical processes there and 

beyond. 

Extinction varies approximately as 1 /A, at least 

over the range of wavelengths corresponding to the B,V 

passbands (B(4400, 980A0
); V(5500, 890A0

)). The ab-

sorption of light is most efficient when the grain size 

is of the same order as the wavelength of the incident 

radiation. The characteristics of typical extinction 

curves (including the "graphite peak" near 2200A0
) strongly 

suggests the presence of several different types and 

sizes of dust grains in the interstellar medium. 

The increasing absorption of blue light results in 

the reddening of stellar images obscured by dust. 

The colour excess or reddening is defined as the 

difference in colour index between two stars of the 

same spectral class, one reddened the other observed 

in normal light. The ·reduction in apparent magnitude, 

that is the extinction Av, is proportional to the 

colour excess E(B-V) or E(U-B). From a combination 

of this ratio A~/E(B-V) and that of gas column density 

to colour excess N~/E(B-V) it is possible to derive 
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NH directly from Av towards specific stars. 

In the same way that stellar images suffer ex-

tinction, extragalactic objects such as galaxies 

will also be affected by intervening dust in our 

Galaxy. Assuming that galaxies are uniformly distributed 

on the sky, variations in the galaxy count from position 

to position can be used to map out the extinction 

and hence total gas throughout the Galaxy. 

Lilley (1955) usedHubble's (1933) galaxy counts 

to derive optical extinction values) and hence the optical 

depth of dust~for a region below the Galactic plane 

(b ~ -10° to -Z0°) incorporating the dark clouds in 

Perseus, Orion and Taurus. He compares these values 

with the optical depths obtained from a survey of HI 

Z1 em emission, assuming the HI to be optically thin. 

Although the data are of low quality there is a good 

correlation between Lgas and Ldust and evidence for 

residual gas in the absence of dust, i.e. 'Lgas 

a 1t + b Lilley considers this as most likely dust · 

due to a variation in the gas to dust ratio in the regions 

observed. At that time HI was considered to be the 

dominant constituent of the interstellar medium, though 

van de Hulst (1954) had discussed the possibility of 

Hz existing in significant quantities. As Hz is not 

detected by Z1 em emission it was believed that this 

additional component of gas would also contribute to 

the extinction. 
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With the advent,in the late 1960's,of widespread 

detections of increasingly complex molecular species 

by radio-astronomical techniques,the understanding of 

the interstellar medium has changed substantially. 

H2 must be a major constituent of the gas in the inter

stellar medium and as such must also contribute to 

extinction through any dust associated with it. Addi

tionally,a small fraction ( ~ 4%) of the hydrogen in 

the interstellar medium is ionized and exists in high 

de~sity regions,usually associated with areas of recent 

star formation. It.is assumed that HII will also be 

associated with dust thereby contributing to interstellar 

extinction. Dust can therefore be used, in theory at 

least, to estima~e the column density of all gas along 

the line of sight to the observed source. 

The relevance to gamma-ray astronomy is apparent 

when it is remembered that the diffuse component of 

Galactic gamma-rays are produced by cosmic ray interactions 

with the gas and radiation of the interstellar medium. 

For E~ > 100 MeV, it is widely believed that p-p collisions 

are the dominant production mechanism (Section 1.2) 

and therefore knowledge of the total gas in the Galaxy 

is essential. In an early analysis of the SAS II data, 

Puget et al. (1976) use the extinction as measured to 

nearby stars ( ~ 2 kpc) to estimate the contribution 

to the observed flux from cosmic ray interactions in 

the local interstellar medium. By subtracting off this 
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expected local irregular longitudinal flux distribution 

they are better able to analyse the large scale variation 

in Galactic gamma-ray emission, comparing the unfolded 

radial distribution with that of other Galactic tracers. 

They also note one of the limitations of using extinction 

to estimate gas column density. For regions of high 

extinction (E(B-V) >r-1.5, Av ~ 4.5) the method only 

gives a lower limit to the total column density. This 

tends to be a serious problem for the central regions 

of dense molecular clouds and close to the Galactic 

plane in the direction of the inner Galaxy. 

~~~--!~~_ga~~~~-d~~~--~~~~~ 

Calibration of the ratio NH/E(B-V) (gas column 

density to colour excess) for the local interstellar 

medium requires direct measurements of both gas column 

·densities and extinction. Savage et al. (1977) use 

UV data from the Copernicus satellite to measure the 

column density of Hz towards local stars ( ~ 500 pc). 

The technique utilizes the absorption of UV photons 

by Hz (transition between J = 0 and J = 1 rotational 

level of the 
If -v = 0 vibrational state), the depth 

of the absorption features being proportional to the 

column density of molecular gas. The direct measurement 

of Hz by this technique is only possible for the very 

local region around the Sun because the absorption 

features rapidly saturate at larger distances, thereby 
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only being able to give lower limits to NH . 
2 

Similar results are obtained for NHI (Bohlin et 

al. 1978) by measuring the spectral region for L~ 

absorption to obtain NHI" Again this technique can 

only be applied locally; but it has many advantages 

over measurements of NHr from 21 em emission which is 

dependent on instrumental calibration, the need for 

optical depth corrections and the effects of Galactic 

rotation on observed emission velocities. 

The combined data for 96 star positions gives a 

calibration value of 

N(HI + 2H2 )/E(B-V) 21 -2 -1 = 5.8 x 10 at em mag 

This value does not allow for the presence of HII as 

it is believed that ~ 4% of the total gas in the local 

interstellar medium is ionized. This is believed to 

be less than the systematic error in measuring E(B-V) 

and is consistent with the accepted electron density 

-3 f <ne> ~0.03 em· derived rom pulsar measurements. 

From extensive measurements of extinction curves 

towards local stars the extinction to colour excess 

ratio Av/E(B~V) is estimated to be about 3.1 ~ 0.1 

(Savage and Mathis, 1979). This is essentially limited 

to regions within about 2-3 kpc of the Sun and is thus 

a local value. Its large scale .uniformity strongly 

suggests the size distribution of grains in the inter-

stellar medium is constant, at least over the region 

observed. 
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The gas to dust ratio is a combination of both 

measurements. There are small anomalous regions, notably 

in the directions of dense molecular clouds, where this 

ratio varies significantly from the mean value considered 

appropriate for the general interstellar medium. Measure

ments of E(B-V) are limited towards specific stars. 

Extinctio~ through the use of galaxy counts, can sample 

much larger areas of the sky thereby leading to estimates 

of total gas column density along a line of sight. 
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6.5 The Orion molecular clouds 

The Orion complex is an extensive association of 

gas, dust, HII regions, ·reflection nebulae, infra-red 

sources and OB associations, approximately 500 pc from 

the Sun in the direction ( 1 ,b)~ (210°, -20°). It 

is generally believed that this is a region of ongoing 

star formation. HI observations (e.g. Lilley, 1955; 

Menorrc 1958; Gordon 1970) reveal emission with a velocity 

pattern suggestive of an expanding shell. Tucker et 

al. (1973) made initial observations of the molecular 

gas (via CO) around Orion B (NGC 2024). These workers 

discovered intense CO emission which extended over more 

than 1°. 

Since then the Columbia group have pursued a detailed 

observational program o·f 12co and 13co emission line 

studies from the Orion-Monoceros region (Kutner et al., 

1977; Thaddeus, 1982). From these data it is clear 

that CO is a good large-scale tracer of the likely star 

formation sites. The most intense areas of CO emission 

lie along the leading edges of cone-shaped structure 

formed by the junction of the two molecular clouds Orion 

A and Orion B. Interestingly the bulk of the active 

sources (i.e. HII regionsJinfra-red sources,OB association) 

also follow a similar alignment. 

Blaauw (1964) studied the four main OB association 

subgroups in the Orion complex. Their estimated ages 

decrease from I a ( rv 12 x 106yr) to Id ( rv 2 x 106yr). 

These subgroups also exhibit a marked spatial alignment 
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with the oldest Ia lying outside and to the.south of 

the molecular clouds. The others are distributed along 

the leading edges of the intense CO emission observed 

in Orion A and B. Kutner et al. (1977) observed a systematic 

CO velocity gradient in Orion B. This may be suggestive 

of an overall rotation of the cloud, though Kutner et 

al. note that the sense of rotation does not correspond 

with that expected from the Galactic differential rotation 

in that region: Furthermore the OB associations do 

not exhibit a similar velocity gradient which might 

be expected if these were formed in the clouds about 

6-7 10 years ago. 

An alternative explanation is that the mechanism 

responsible for the star formation might have produced 

the velocity gradient. Kutner et al. (1977) and Thaddeus 

(198Z) believe this model is more likely as the conical 

shape of the clouds and the distribution·of OB associations 

is indicative of a shock or wind sweeping into the cloud 

from the direction of the oldest OB association. This 

picture is further supported by detailed studies of 

Hz emission (vibrational transitions) and high resolution 

kinematic features of 1 Zco and 13co emission in the 

Orion nebula (NGC 1976) (Beckwithet al., 1979; Loren 

1979; Beckwith et al. 1983). 

The Orion nebula has been widely studied at many 

wavelengths and in the central region (diameter ~ 0.1 pc) 

Hz densities ~ 106 cm- 3 are inferred from observations 
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of NH 3 emission (Batrla et al., 1983). This is direct 

evidence of high density clumping within the overall 

cloud structure, for which mean H2 densities of 10 2- 3 cm- 3 

are estimated from 12co and 13co observations. 

Berger ( 1981) made polarimet r'y and photometry studies 

of the Orion nebula and concluded that the reddening 

Av/E(B-V) is abnormally large ~ 5-6. Polarimetry 

measurements show the mean grain size is larger around 

the nebula. It is believed that the smaller grains 

are destroyed by radiation from hot stars in the region, 

and the extinction E(B-V) is therefore.less at shorter 

wavelengths. This has interesting consequences for 

the estimates of gas column density based on the galaxy 

count technique. We return to this topic later (Section 

6.11). 

Talent and Dufor (1979) studied the Galactic metallicity 

gradient as determined from observations of local HII 

regions. They find that the radiaL gradient (8-14 kpc) 

in the spiral arms (Orion, Perseus and Sagittarius) 

is 2-3 times greater than that determined for the overall 

interstellar medium. The observations in the Orion 

arm are limited to the Orion nebula and NGC 2467, though 

Hawley (1978) findsa similar result for.the o"rion arm 

based on 6 HII regions. It is not clear whether this 

metal deficiency is characteristic of all the gas in 

the Orion arm, and specifically that in the molecular 

cloud complex, or is relative only to the HII regions. 
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Clearly,in the former case,making allowance for the effect 

of the metallicity correction on the conversion factor 

~ (Section 5.4) reduces the mass estimates for the 

clouds. 

The metal abundances in the Orion nebula have been 

studied in detail by Peimbert (1982). After correcting 

the Orion measurements for electron temperature variations 

.Peimbert finds the differences between Orion and the 

Sun are of the same order as the absolute accuracy of 

the abundance determinations ( ~ 0.2 - 0.5 dex, i.e. 

a factor of 1.6-3). However the abundances in Orion 

are consistently lower than measured for the Sun strongly 

suggesting the difference is genuine. Peimbert estimates 

the Orion nebula is about 0.2 dex deficient in heavy 

elements (C,N,O,S,Ne) relative to the Sun. This compares 

with the metal deficiencies ~ 0.08 dex and 0.13 dex 

for the Orion arm determined by Hawley (1978) and Talent 

and Dufor (1979) respectively. 

~~~--!~~_me~~~~-~£-~~~lY~~~ 

The Orion molecular complex is sufficiently close 

( ~ 500 pc) to be fully observed in radio emission 

(CO and HI) and resolved in the gamma-ray data (E~ >100 MeV). 

Thus as a local giant molecular cloud it is ideally suited 

as a test of several basic questions regarding cosmic 

ray interactions with molecular clouds. Specifically 

two problems must be addressed. The first concerns 

the total mass as derived from CO observations by an 
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appropriate conversion factor ~ 

Secondly we must consider the extent to which the cosmic 

ray flux is enhanced or reduced within the cloud. 

We can express the observed gamma-ray intensity 

I~ in the following manner: 

I6' 
~· 

q/ 4TI ( NHI 2NH ) I 6.1 ...-. + + b 
2 

or 

6.2 

where q/ 4~ is the gamma-ray emissivity NHI the atomic 

hydrogen column density and Ib the isotropic gamma-ray 

background intensity. WCO is the integrated CO emission, 

o< the CO --7 H2 conversion factor and we introduce 

a scale factor N to approximate the effect of cosmic 

ray enhancement or exclusion in the molecular gas. 

As it is not feasible to model the precise geometry 

of regions within the cloud which are likely to affect 

the ambient cosmic ~ay flux,we make the reasonable assumption 

that the denser regions (high wco) are more likely to 

be the regions of cosmic ray exclusio~ enhancement or 

production (a simple conseque~ of the fact that star 

formation is greater there). Thus 6.2 should in essence 

contain the necessary parameters to represent the gross 

relationship between cosmic rays, gas and gamma-rays. 

While the potential co~mic ray sources may have 

a distribution similar to that of the CO in the cloud, 

the contrast in cosmic ray intensity is likely to be 

mu~h smaller unless the cosmic rays diffuse away remarkably 
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slowly. For a cosmic ray of few GeV, the mean free 

path in the ISM in general is ~ ~ 0.1 pc and the 

lifetime lC rv 10 7 yr. Thus the typical linear dimensions 

of the cosmic ray distribution from a single source 

is given by< X 2 > = 2 A c 't. On substitution, we find 

X ~ 800 pc,which is much larger tha~ the dimensions rms 

of the Orion cloud. will be smaller than 0.1 

pc in the cloud but ~ will still be at least the rms 

linear dimension of the cloud; thus, it seems appropriate 

to apply the scale factor N to the CO distribution smoothed 

to the gamma-ray. resolution rather than at its original 

resolution. 

By analysing the appropriate data for the Orion 

complex we endeavour to derive the best fit values 

for ~ , N in 6.2, thereby estimating the total mass 

and the degree to which cosmic raY.s interact with the 

cloud. 

It is realized that this method of determining 

the local value of ex. is susceptible to many un-

certainties, not least ~- the statistical accuracy of 

the gamma-ray data. Clearly another method, circumventing 

the cosmic ray, gamma-ray link, would be advantageous. 

Instead of us{ng gamma-rays as a total gas tracer we 

can use galaxy counts as a measure of total gas and 

compare this with direct measurements of HI and H2 (via 

CO). Thus we write: 
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or 

Again we introduce a ·scaling parameter N. In this 

case we are allowing for the gas to dust ratio to vary 

within the cioud as the left-hand side of 6.4 is really 

a measure of the extinction (i.e. dust) associated with 

the molecular cloud. 

6.7 Description of the.data 

Gamma-ray data for the Orion region are available 

6.3 

6.4 

both from the SAS. II and COS B satellites. We use those 

collected by COS B because of their superior statistical 

accuracy. A restricted subset of the COS B database 

is available (Caravane collaboration, private communication). 

These data, observed count, estimated background count 

and exposure factors for E ~ > 100 MeV, are binned 

( f:ll x D. b = 1° x 1°) over the region 1 

to 222° and .b : -5° to -25°. Observed intensities are 

calculated, from which an isotropic background ievel 

. -5 -2 -1 -1 Ib = 5.8 x 10 ph em sr s is already subtracted. 

This background is an average determined from extensive 

analysis of the complete COS B data (Strong, 1984; 

Bloemen, private communication). From these data we 

derive I~- Ib (see 6.2). Figure 6.1 is a contour map 

of the gamma-ray intensity (I~ - Ib) for the Orion 

region. As noted previously (Section 4.3),determination 

of the COS B isotropic background presents many problems 
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and there is likely to be further uncertainty associated 

with the present level. We return to this possibility 

and its effects on the analysis in Section 6.10. 

The HI data are taken from the surveys of Weaver 

and Williams (1973) and Heiles and Habing (1974). We 

adopt a spin temperature Ts = 125 K to calculate. the 

column densities NHI following the procedure described 
.I 

in Section 5.3. For proper comparison with the gamma-

ray data the column densities are smoothed to the COS B 

resolution (E ~ > 100 MeV). The column densities before 

and after smoothing are presented in Figure 6.2. The 

smoothing procedure has a small effect on NHI as the 

column density is initially smoothly distributed, rising 

gradually with increasing latitude. Using these data 

(Figure 6.2b) it is difficult· to. distinguish spatia-lly 

the HI gamma-ray component from the background, that 

is,treat them both as independent variables (see 6.1). 

It is preferable to consider the gamma-ray intensity 

from HI as an additional slowly varying background (see 

6 • 2 ) • 

Ex tens iwe 12 CO coverage of Orion is available from 

the Columbia group (Kutner et al., 1977, Thaddeus, 1982). 

Figure 6.3a is a contour map of the high resolution 

( HPBW 1 
") • t t d 12co · · = ~ ~n egra e em~ss~on. For direct comparison 

with the gamma-ray and HI data,this map is smoothed 

to the COS B resolution (E ~ > 100 MeV), Figure 6.3b). 

The effect of smoothing on the 12co distribution is 
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apparent in Figure 6.4 where we plot the differential 

mass distributions for both the high resolution and 

smoothed contour maps of Figure 6.3. Smoothing concentrates 

a greater fraction of the observed mass below WCO = 

5 K kms-1 . Additionally, because of the restricted 

area covered in Figure 6.3, degrading the angular resolution 

necessarily smooths part of the emission out of the 

particular region of interest. By considering the total 

-1 emission within WCO = 1 K kms in both contour maps 

(Figure 6.3) we estimate the reduction to be ~ 12%. 

This loss is considered later (Section 6.11) in relation 
' 

to the determination of 0( from the gamma-ray and 

HI data. 

The galaxy count data are those of the Lick survey 

(Shane and Wirtanen, 1967) reduced to 1° x 1° bins and 

corrected for the effect of atmospheric absorption (Strong 

and Lebrun; 1982). These counts give the mean number 

of galaxies brighter than n:v ~ 18.0 covering the region 

dec. > -20°. The conver·sion from mean galaxy count 

NG to total gas column density NH used in the present 
t 

analysis is 

2 21 ( o; ) -2 x 10 log10 NG NG at em 6.5 

following Strong and Wolfendale (1981), where N~ = 75 is 

the mean galaxy count per square degree in the absence 

of extinction. This value is not unique, with other 

workers adopting NG0 in the range 50-100 giving a systematic 

" 
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shift ( ~ 10%) in NH relative to the present levels. 
t 

Over the Orion region many data bins have zero 

galaxy counts, indicating the presence of saturation 

where the extinction can only give a lower limit to 

the total gas column density. It is realized that any 

method of estimating the total column density in these 

bins will have a crucial effect on the analysis as it 

is those bins with NG ~ 0 which tend to have the most 

intense CO emission. Figure 6.5 is a map of the total 

column density derived using 6.5. As described in 

Section 6.11 minimum values NG(min) (Table 6.3) are 

substituted into those bins for which NG = 0. 

~~~--I~~_l~~~l-~~~~~=~~y_emi~~ivi~y 

We seek to use 6.2, fitting the gamma-ray HI and 

CO data to obtain ~ and N. However it is first necessary 

to know q/411, the local emissivity above 100 MeV, 

appropriate for the Orion cloud region. Many workers 

have used both the SAS II and COS B data to derive local 

emissivities in each energy range. Tables A1 and A2 are 

summary of these results, outlining the relevant analyses 

used. 

Each technique involves fitting the observed gamma-

ray intensities to the total gas column densities under 

the assumption of a uniform cosmic ray density throughout 

the region analysed. Gas column densities are derived 

either from HI and CO emission or from the galaxy count 

technique. Clearly both are subject to th~ limitatioris 
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of the calibrations CO~H2 and Nc3 -+NH . Different cali
t 

brations are the major source of variation in the derived 

emissivities. The analyses are generally restricted 

to intermediate latitudes I b I ~ 10°) where many of 

the problems are reduced; CO emission being small away 

from the 4alactic plane and galaxy counts are less affected 

by saturation, though gas-to-dust variations may still 

be present. In addition the data give a better rep

resentation of the local interstellar medium ( ~ 1-2 kpc) 

over which the variation in cosmic ray density is likely 

to be small. 

Nevertheless, cosmic ray density variations are 

likely to limit the analyses and indeed several workers 

have approached the problem from the perspective of 

using the data to trace the local cosmic ray gradient 

(Section 3.3). Theoretical calculations of the local 

emissivity are themselves limited by the uncertainty 

in the local interstellar electron spectrum below a 

few GeV. 

Values for q/411 are seen to span a wide range: 

) -26 -1 -1 -1 q/4 (1.7- 3.0 X 10 ph at sr s . We adopt n= 
-26 h -1 . -1 -1 f h 1 2.0 x 10 p at sr s or t e ana ysis but are 

mindful that the results are likely to be sensitive 

to the chosen emissivity; q/4 Tr appearing ori both sides 

of 6.2. The dependence of o( on q/41T is considered 

in the following section. 
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~~~--~~~lY~i~-~i-~~~~~~~~=~~y-~~~~ 
In deriving the best fit for ~ , it is important 

to restrict analysis to the region of the clouds as 

measured by wco· As a lower boundary we select only 

those bins (I d' ' WCO' NHI) for which WCO ),::. 1. 0 K kms -1 . 
With these data and q/41T = 2.0 X 10-26 ph -1 -1 -1 at sr s :1· we 

substitute into 6.2 for each test value of N(= 0.5, 

0.8, 1.0, 1.5, 2.0, 3.0) and perform a linear least 

squares regression. 

The combined data are transformed to a linear scale 

in WCO and binned. In Figure 6.6 we plot the excess 

intensity, I~ ~ Ib - q/4TI NHI, against q/411 Wco· The 

smooth curves are the least squares lines for each N 

when transformed to the linear scale. These curves 

give the expected gamma-ray intensity from gas in the 

Orion clouds for each value of ~ and N. Figure 6.7a 

shows the results obtained for the regression values 

of cx 20 ( cx 20 = ex. /10 20 at cm- 2 (K kms-1 l-1 l for each 

case of N. The )( 2 parameter is used to test the goodness 

of fit for each N with the results given in Figure 6.7b. 

The trend indicated by 'X 2 suggests that N > 1.0 

with a best fit N = 1.7 ( 0< 20 =· 2.5 ± 0.9) at the 64% 

significance level. Given the uncertainties involved, 

N = 1.0 (cx 20 = 3.7 ± 0.6) must also be considered at 

the 17% significance level. For N = 1.0 we repeat the 

analysis for a range of emissivities spanning the values 

given in Table Al The least squares values of 
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~ 20 as a function-of q/4~are plotted in Figure 6.8. 

We estimate that a ± 20% uncertainty on q/411 = 2.0 

1 ~26 -1 -1 -1· d m x 0 ph at sr s '·intra uces factors of -35t, +50% 

variation in ex 20 , ignoring the statistical uncertainty 

in o< 20" 

Bloemen et al. (1984b) make a similar analysis 

of the Orion region and derive ~ 20 = 5.2 ± 2.4, corresponding 

to the N ~ 1.0 case. This value is higher than derived 

above; however the discrepancy can be attributed to 

specific differences between the two analyses. Bloemen 

et al. use an emissivity, q/411 = 1. 7 x 10-26 ph at-1sr-1s-1 

deri~ed from a previous analysis of the COS B data (Table 

A. 2). More recent analyses (Table A.2) suggest this 

is likely to be an underestimate and we note from Figure 

6.8 that reducing q/4 n significantly increases 0( 20. 

Furtherm'ore Bloemen et al. treat the gamma-ray background 

term Ib(6.2) as a variable and perform the analysis 

over the entire Orion region indicated in Figure 6.1 

(480 sq. deg. ); whereas the present method is restricted 

-1 to the clouds (Wco ~1 K kms ). 

As a consistency check we perform the regression 

analysis over all the data bins (480 sq. deg.) 1 taking 

N = 1.0, q/411 = 1. 7 x 10-26ph at-1sr-1s-1 . We obtain 

+ o< 20 = 5.0 - 0. 7, in close agreement with ex 20 = 5.2 

derived by Bloemen et al. We also reduce the isotropic 

b d 5 1 -5 -2 -1 -1 ( ackgroun to Ib = . x 10 ph em sr s as obtained 

by Bloemen et al.) and a similar analysis gives 
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+ ~ 20 = 5.9- 0.7. We conclude there is no significant 

discrepancy between the present analysis and that of 

Bloemen et al. Nevertheless it is apparent that the 

determination of ~ 20 is sensitive to the emissivity 

adopted in the analysis. 

It is possible that the gamma-ray background used 

b ( 8 10-5 h -2 -1 -1) y us Ib = 5. x p em sr s is not absolutely 

determined. We now consider the effect of treating 

the background as an additional variable. We proceed 

as before performing linear regressions on the data 

with q/41r= 2.0 x 10-26 ph at-1sr-1s-1 and N = (0.5, 

0.8, 1.0, 1.5, 2.0, 3.0). The results for each N are 

presented on a line~r WCO scale in Figure 6.g as smooth· 

curves. X 2 values are derived and these are plotted 

in Figure 6.10a along with the' best fit values of cx 20 , 

Figure 6J0b, and the corresponding fitted backgrounds, 

Figure 6 .10c. 

The best fit is obtained for N = 2.3 (CX 20 = 2.0 

+ 10-5 h -2 -1 -1) 1.3, Ib = 5.4 x p em sr s . N = 1.0 

+ 8 -5 -2 -1 -1) ~ 20 = 5.3 -·1.1, Ib = 7. x 10 ph em sr s 

also produces a reasonable fit; though the magnitude 

of the background is large in comparison to the COS B 

d d 1 5. 8 10-5 h -2 -1 -1 etermine leve , Ib = . x p em sr s . However, 

it is unlikely that the background could be underestimated 

by rv 25'7o in the COS B analysis. 

Thus we consider a further case where the background 

. d d I 5 1 10-5 h -2 -1 -1 1s re uce to b = . x p em sr s in accordance . 
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with the fitted value of Bloemen et al. (1984b) and 

the analysis repreated for q/41T= 2.0 x 1o-26 ph at-1sr-1s-1 , 

N = (0.5, 0.8, 1;0, 1.5, 2.0, 3.0). The regression plots 

are given in Figure 6.11 'X 2 and 0( 20 are plot ted in 
. ,... + 

F~gure 6.12. For N = 1.0 o( 20 4.4- 0.6 and the 

best fit gives N = 1.2, cx. 20 = 3. 7 + 0. 7. 

6.10 Interpretation of the results 

The results of the three separate regression sets 

are summarized in Table 6.1. Taken together they indicate 

the best case to be N > 1. 0. Certainly it seems unlikely 

that N <<1.0 is consistent with the data. Under the 

initial assumption of cosmic ray intensity inside the 

cloud scaling with WCO' N < 1.0 is interpreted as increasing 

cosmic ray exclusion from the denser regions of the 

cloud. Uniform cosmic ray irradiation of the cloud 

corresponds to N = 1.0 and N >1.0 indicates cosmic ray 

production (or enhancement) within the cloud; the en-

hancement rising towards the denser regions. We conclude 

that although N = 1.0 ( ~ 20 = 3.7 ~ 0.6) is consistent 

with the data there is modest evidence favouring 1.0 < 

N < 2. 0, ()(20 being correspondingly reduced. 

Table A3 is a summary of 0< 20 values derived 

by several workers from different methods. Most methods 

are based on comparison of optical extinction measurem~nts 

to molecular line observations towards different clouds, 

though comparisons with gamma-ray data are also now 

being made. The present value ( 0( 20 = 3. 7 ~ 0. 6) is 

generally lower than conventional estimates based on 



Best fit Fit for N=l. 0 

Gamma-ray analysis N cx20 0(20 

-5 -2 -1 -1 1.7 + { 64 fo) + { 17/o) Ib=5.8x10 ph em sr s 2.5-0.9 3.7-0.6 
fixed background 

floating background 1.8 + 2. 5-1.2 { 5 7/o) + 5.3-1.1 { 38/o) 

-5 h -2 -1 -1 Ib=5x10 p em sr s 1.2 + 3.7-0.7 {46/o) + 4.4-0.6 { 35/o) 

Galaxy count analysis 0.7 2.2±0.1 (15%) 

( 4. 0) 

+ 1. 5-Q • 1 { 1/o) 

( 2. 7) 

Table 6.1 Summary of the results from the gamma-ray 

analysis (Section 6.10) and the galaxy count analysis 

(Section 6.12). The best fit (minimum X 2 ) values 

for N and 0( 20 (± 1Cf) are given and also ex 20 (± 16") 

20 -2 -1 - 1 
for the case N = 1.0. 0( 20 = 0( /. 10 at em (K kms ) 

Significance levels for each fit are also given. Two 

values for ~ 20 are given for the galaxy count analysis. 

The bracketed values are corrected for the abnormal 

reddening in the Orion nebula as described in Section 

6 .11. 
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extinction measurements. However, these analyses rely 

on indirect arguments concerning local thermodynamic 

equilibrium and virial theorem estimates applied to 

the clouds. The present analysis concerns a single 

giant molecular cloud, measuring the mass directly from 

the gamma-rays produced therein. Taking account of 

possible cosmic ray density variations limits this 

technique. Nevertheless in gamma-ray astronomy it is 

the giant molecular clouds which are believed to be 

important cosmic ray targets in the Galaxy. Thus the 

present analysis is considered more appropriate in relation 

to typical giant molecular clouds. 

We recall from Section 6.8 that allowing for the 

low angular resolution of the gamma-ray data results 

in the loss of about 12% of the CO emission. This is 

not a uniform reduction on all the data bins but is 

more dominant towards the edge of the clouds, that is 

at low WCO and negligible at high Wco· It is therefore 

not appropriate to simply increase ~ 20 by 12%. We 

estimate the net reduction in <X 20 to be much less than 

this and certainly less than the statistical error on 

~zo· 

For the present data we directly estimate the H2 

mass in Orion for the case of uniform cosmic ray irradiation 

(N = 1.0, ~ 20 = 3.7). For the best fit (N > 1) the 

situation is more complicated. We can interpret 

~ 20 as directly measuring NH and these reduced mass 
2 



N ·= 1.0 N = 1. 7 HI HII 
0<20 = 3.7 0<20 = 2.5 

Orion A 
(51 sq. deg. ) 0.74 0.50 0.08 0.12 

Orion B 
(52 sq. deg. ) 0.60 0.41 0.05 0.07 

Table 6.Z Constituent masses of the gas components 

5 in the Orion clouds. The units are 10 M0 . The H2 

mass estimates are de~ived from the high resolution 

(1° x 1° binning) data of Figure 6.3b. Allowing for 

metallicity effects may reduce the H2 masses by a factor 

1.3 - 1.6, Section 6.10. As explained in Secti~n 6.10, 

the true H2 mass estimate may lie between the limits 

given here. 
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estimates are also given in Table 6.2. In this case 

the additional gamma-rays must be produced by the increasing 

enhancement of the cosmic ray flux towards the denser 

regions of the cloud (i.e. high wC0 ). Alternatively 

the cosmic ray flux may be constant throughout the cloud. 

The cloud masses are then identical to the N = 1.0 case 

and N >1.0 then implies that WCO increasingly underestimates 

NH at large Wco· Intermediate cases of cosmic ray 
2 

enhancement and wc0 /H2 variation within the clouds will 

have corresponding H2 masses between the two limits 

given in Table 6.~. We also give the estimates of HI 

and HII mass derived by Houston and Wolfendale (1984b) 

for the Orion complex. 

We can also make allowance for the effect of the 

metallicity·correction on 0\ 20 (Section 5.4) writing 

ct. 20 -;cx20 /[ M] where [ M] is the metal abundance relative 

to t-he solar value. For the Orion nebula [M] ~-0.1 

to :-0.2 dex (Section 6.8). If these abundances are 

typical of the entire cloud then the local estimate 

0~ 0(20 is reduced by .:::: 1. 3 - 1. 6. 

~~!! __ ~~~ly~~~-~!-~~~-g~l~~Y_£~~~~-~~~~ 
We turn now to the second technique described in 

Section 6.7. The limitation with this method lies in 

the galaxy count saturation effect (NG = 0) over the 

more intense WCO regions of Orion. In an attempt to 

overcome this problem we use the results of the previous 

section to estimate the column density NH in those 
2 
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bins for which NG = 0. As a first approximation,we 

assume that N = 1.0, cx 20 = 3. 7 correctly predicts the 

H2 distribution within Orion. Wsing the CO data at 

its original resolution (Figure 6.3a) and the NH+ data 

smoothed to the same resolution,we derive the total 

gas column density NH .= 0< 20wCO + NHI. For those bins 
t 

with NG = 0 we can then invert 6.5 to derive the equivalent 

NG(min). 

We restrict the analysis to those bins with WCO ~ 

-1 1 K kms and NG 0. Mean values for NG(min) are derived 

for several ranges of wco· These are given in Table 

6. 3'. It is interesting to note that only two of the 

bins with WCO ? 20. K kms -1 also have NG 0. This is = 

surprising in that we might expect greater extinction 

in the regions of high Wco· However, these results 

are consistent with the bulk of the CO emission in these 

bins being restricted to small regions or knots within 

the main cloud. Therefore while the extinction towards 

the CO cores is very high (NG = 0) it is much lower 

in the surrounding regions (NG > 0) giving a mean non

zero galaxy count. The relative numbers of zero to 

non-zero galaxy count bins is low for WCO ~20 K kms-1 

suggesting that the most intense regions of CO emission 

tend to be more tightly clumped. 

We proceed by taking one value of NG(min) and applying 

it to estimate NH from 6.5 for each bin in the cloud 
1t 

(Wco ~1.0 K kms- ) with NG = 0. We substitute the galaxy 



WCO K kms 
-1 Total no. No. of bins NG(min) 

of bins with NG = 0 

1.0 - 10.0 137 47 1.48 

10.0 - 20.0 13 8 0.023 

20.0 - 36.0 7 2 0.008 

The distribution of bins in the Orion 

region as a function of WCO (original resolution). 

The values of NG(min) are derived for those bins 

with zero galaxy counts (NG = 0) as described in 

Section 6.10. 
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count, HI and CO data into 6.4 andJfor each test value 

of N(= 0.3, 0.5, 0.8, 1.0, 1.5, 2.0)Jwe perform a linear 

regression analysis to obtain ~ 20 . For each fit we 

calculate a reduced A2 and the procedure is repeated 

for each of the three values of NG(min). In all cases 

the fits are poor, 'X2 increasing with N. For N = 0.3 

the best fit is significant at the 3'7o level. For N < 0.3, 

the WCO data are increasingly compres~ed and the scatter 

convergesto thin vertical strips. Determining a best 

fit for N is thus less than meaningful, nevertheless 

X 2 does not show any rising trend down to at least 

N = 0.1. 

Given the wide range in NG(min) derived in Table 
' 

6.3· it is perhaps not surprising that a single value 

fails to produce a best fit to the data as described 

by 6.4. Therefore we estimate NH using the value of 
t 

NG(min) appropriate for the intensity of CO emission 

in that bin. The data are again substituted into 6.4 

and a linear regression performed for each value of 

N. The data are binned and transformed onto a linear 

WCO scale. The results of these regressions are plotted 

as curves in Figure 6.13. X 2 is plotted in Figure 

6.14 a and corresponding values of o< 20 in Figure 6 .14'b. 

From Figure 6 .. vl~~a'we find the best fit to beN= 0.7 

( ~ 20 = 2.2 ~ 0.1). 
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!:!.~~~~~§._:_.!.1.· Variation of the excess gas column density 

A NH :=, NH ( NG) - NHI as a function of Wco for the Orion 
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clouds. The binned observations are plotted with 

standard errors. Smooth curves give the expected 

excess column density for each case of N. 
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This result is necessarily heavily dependent on 

the initial assumptions used to estimate NH whenever 
·t 

NG = 0. Although N = 1.0 cannot be excluded it does 

seem unlikely that N is greater than 1.0. In the galaxy 

count analysis (Figure 6.13)Jwe are essentially comparing 

the excess extinction 8E,not associated with HI; with 

the total gas (H2 ) in Orion as estimated from Wco· 

The slope of the regression line "?> .6E/~WCO {s therefore 

the dust to gas ratio, the extinction being due to the 

dust. For a best fit case of N <.. 1. 0 
9 

'0 !1E/ o WCO decreases 

with WCO' that i~ the gas to dust ratio increases with 

Wco· This is consistent with the observations of abnormally 

large reddening in the Orion nebula region (Section 

6.5) and suggests the abnormal reddening may be more 

widespread within the cloud complex and may vary with 

position. 

We recall from Section 6.5 that the large reddening 

is interpreted as arising from larger than average dust 

grains. Thus the low value of ~ 20 obtained from the 

galaxy count analysis can be understood in relation 

to the reduced colour excess (E(B-V)) towards this region. 

Therefore to estimate the total gas column density from 

~ 20 (galaxy counts~ we must first correct this value 

to the mean reddening appropriate for the. general inter-

stellar medium. The situation is complicated by the 

uncertainties of the size spectrum of dust grains throughout 

Orion and the likelihood that the gas to dust ratio 
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may vary within this complex. Nevertheless w~ assume 

Av/E(B-V) ~ 5.5. We also assume that ~ 20 , determined 

from extinction measurements (galaxy counts), scales 

inversly with the reddening. The scaling factor for 

Orion is then 5 · 5/3.1 ~ 1.8. The best fit o<. 20 is in

creased from 2.2 to ~ 4.0, similarly the fit for N = 1.0 

is increased from 1. 5 to "' 2. 7. 

It is apparent that these corrected values are in 

better agreement with those obtained from the gamma-ray 

analysis (Table 6.1). The closeness may in part be 

fortuitous, but the results are at l~ast consistent with 

our limited knowledge of the dust particles in the Orion 

complex. 
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CHAPTER SEVEN 

THE GAMMA~RAY FLUX FROM EXTERNAL GALAXIES 

7.1 Introduction 

The nature of the isotropic gamma-ray background 

was discussed in relation to previous analyses of the 

data in Chapter 3. In this chapter we consider the pos

sibility that unresolved extragalactic sources, specifically 

radio galaxies and galaxy clusters, might contribute 

to the extragalactic gamma-ray background. In the present 

work we endeavour to use radio and X-ray observations 

to help constrain the possible gamma-ray flux from extra

galactic objects. In the context of a simple model we 

compare the expected gamma-ray fluxes with those derived 

from an analysis of the SAS II data and estimate the 

total flux contribution from these extragalactic sources. 

The primary difficulty in searching for extragalactic 

sources relates to the problem of estimating the background 

signal, which in this case results from cosmic ray inter

actions throughout the •Galaxy. Clearly, the best region 

to search for extragalactic emission is at high Galactic 

latitudes where the net flux is significantly reduced. 

At high latitudes there is only information on the distribution 

of atomic hydrogen but it is widely believed that there 

is relatively little molecular hydrogen at these latitudes, 

a belief confirmed by the CO survey results for the Galactic 
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plane which indicate that the scale height of CO (and 

therefore Hz) varies between 60 pc and 80 pc (Cohen et 

al. 1980; Sanders et al. 1984a). Recent high latitude 

observations of 1 Zco (Dewey et al. 1983) cover six small 

regions with high HI column densities and low galaxy 

count (i.e. high extinction);and these regions would 

be expected to have significant column densities of Hz 

( -"' 6 x 10ZO at cm-Z) . H h 1 owever, t e results p ace upper 

1 . . h l d . N "' 1015 1 -Z . l · ~m~ts on t e co umn ens~ty CO ~ mo . em ~mp y~ng 

NHz ~ Z x 10ZO at cm-z. Without an all-sky CO survey, 

estimates of the total gas in the Galaxy based only on 

HI emission are necessarily incomplete and another approach 

is needed. 

The standard procedure adopted to overcome the 

limitation of lack of CO data relies on the use of galaxy 

counts to estimate the total gas column density along 

the line of sight. The expected diffuse Galactic gamma-

ray flux can therefore be estimated as the product of 

the gas column density and the mean cosmic ray emissivity; 

a method similar in approach to that adopted in Chapter 

5 to model the expected gamma-ray flux from the Galactic 

plane. We implicitly assume that discrete Galactic sources 

make a negligible contribution to the high latitude emission. 

The use of galaxy counts and their limitations as a tracer 

of total gas are discussed in detail in Chapter 6. 

7.Z Exiragalactic background radiation 

The question of the relative contribution from each 

class of extragalactic object to an extragalactic gamma-
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ray background is at present not well understood. Indeed 

the absolute level of this background is still a matter 

of uncertainty. We can consider the situation at other 

wavelengths. 

In the radio and optical bands the sky brightness 

is the summed contribution from individual sources, that 

is,discrete in origin. The microwave background is 

conventionally interpreted as truly diffuse emission, 

a relic from the era of recombination,within the framework 

of a hot big bang cosmology. Ultraviolet measurements 

have yet to place firm limits on the extragalactic background 

at these wavelengths; while the recent IRAS satellite 

observations confirms the ~xistence of an infra-red back-

ground along with many extragalactic sources. 

The situation at keV X-ray· energies is still a matter 

of controversy. Satellite measurements have established 

the X-ray background to be 2.4 x 10-8 erg -2 -1 -1 em sr s 

(2-6 keV) with resolved fluxes from normal galaxies, radio 

galaxies, Seyferts, quasars and galaxy clusters. Table 7.1 

is a summary of the relative contributions from extragalactic 

objects to the diffuse X-ray background at these energies. 

Not all the diffuse flux can currently be attributed 

to discrete sources. Murray (1981) suggests that an 

unresolved high redshift population of strongly evolving 

quasars may be present. Alternatively, Silk (1973) points 

out that a truly diffuse component of the X-ray background 



TABLE 7.1 

Type 

Normal galaxies 2 X 1039 0.03 0.24 X 10-8 

Radio galaxies 6 X 1041 3 X 10- 5 0.07 X 10-8 

Seyferts 1042 3 X 10-4 1. 2 X 10 -8 

QSO's 3 X 1045 10-8 0.08 X 10-8 

Clusters 2 X 1044 10-6 0.8 X 10-8 

Uhuru results on diffuse X-ray background 2-6 keV from 

review by Kellog (1973). 
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could originate from thermal bremmstrahlung in a hot 

inter-cluster gas. Further measurements are required 

with increased sensitivity and resolution to search for 

additional sources and small scale anisotropies in the 

background before this important question can be resolved. 

In the gamma-ray region the interpretation of the 

observations is hampered by low statistics and the poor 

angular resolution of present detectors. Nevertheless 

we endeavour to place limits on the flux from likely 

extragalactic gamma-ray sources and any analysis of the 

data must necessarily rely on gross statistical properties 

of individual classes of sources, rather than a complete 

sample of observed discrete sources. 

7.3 Gamma-ray luminosity 

We begin by considering normal galaxies and assume 

our Galaxy to be typical with L~( > 100 MeV)~ 1.3 x 1042 ph s-1 

(Strong and Worrall, 1976). Adopting a mean space density 

for normal galaxies of p = 0-2 -3 ( -1 1 Mpc H = 50 kms 
0 

Mpc- 1 , q
0 

= ~; henceforth used throughout this chapter) 

and neglecting evolutionary effects,the universal flux 

F is given by 
u 

F u 

7.1 

7.2 
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where RH is the Hubble radius. Substitution yields F (>100 
. u 

MeV) ~ 0.9 x 10-6 ph cm- 2s-1 which is negligible when 

compared with the observed extragalactic flux F~ ( > 100 MeV) 

~ (1.4 ~ 0.3)x 10-4 ph cm- 2s-1 from the SAS II experiment 

(Section 7.11). Of course this is dependent on the use 

of our Galaxy as a typical normal galaxy. We recall 

from Section 3.8 that the upper limits to the gamma-ray 

flux from M31 and the LMC are consistent with the luminosity 

of our Galaxy if we assume that gamma-luminosity scales 

as the mass of the parent galaxy. Clearly,if discrete 

sources are to make a significant contribution to the 

extragalactic gamma-ray background we must consider (in 

analogy with the X-ray background) active galaxies, clusters 

of galaxies and quasars. 

Above 100 MeV the dominant production mechanism 

of the diffuse Galactic gamma-ray emission is proton 

induced l\ 0 decay,with el~ctron processes contributing 

about 20-30%. A useful estimate of the gamma-ray luminosity, 

L~ , from p-p collisions can be derived from the gross 

properties of the Galactic matter and cosmic ray distri-

bution. L3 can be expressed as 

L\f ~ ~ <J::. n c E. V o pp cr 7.3 

where opp is the inelastic cross-section for p-p collisions, 

n is the mean density of target nucleii, c the velocity 

of light, £cr the cosmic ray energy density and V the 

volume over which the gamma-rays are produced. The factor 
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of~ allows.for the probability that the collision product 

is a Tt 0 as opposed to ± n. 

For our Galaxy cosmic rays can be considered to 

fill a disk of radius 15 kpc with a scale height ~ 1 kpc. 

The gas, however, has a maximum scale height .:::::: 100 pc 

with a similar radial extent. The latter disk thickness 

is more appropriate when considering gamma-ray production; 

the former,for particle trapping. Taking typical values 

- 3 d 1 - 3 ( . f for n "' 1 at em an t <"'v eV em appropr~ate or cr 

cosmic rays above 1 GeV), then substitution in 7.3 yields 

1050 -1 L (5 ( / 100 MeV) ~ 9. 5 x eV s . The Galactic 

gamma-ray spectrum above 100 MeV can well be described 

by an E-2 
>f power law, which ov:er the SAS II energy range 

100 MeV to 1000 MeV corresponds to a mean photon energy 

~.2.6 x 108ev. Thus we find L~ ( > 100 MeV)~ 3.7 x 

1042phs-1 Making an allowance for a 20% electron contri

bution we estimate Lb'( > 100 MeV) -::: 4.6 x 1042phs-1 fo.r 

the diffuse Galactic emission. Strong and Worrall's 

estimate, derived from the SAS II data, includes a discrete 

source component. The results of Chapter 5 suggest that 

at these energies discrete sources contribute about 20% 

of the Galactic flux. After allowing for this correction 

we estimate the observed diffuse luminosity to be about 

Thus our simple model over-

estimates th~ diffuse flux by about a factor of 4. To 

achieve improved agreement would require more detailed 
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modelling of the cosmic ray and gas distributions throughout 

the Galaxy. However, the present model is considered 

sufficient as an order of magnitude estimate. 

We could,in principle,use 7.3 to estimate the proton 

contribution to the gamma-ray flux, though first we require 

knowledge of the parameters n, ccr and V. Radio synchrotron 

data yields information on the interactions of relativistic 

electrons and magnetic fields within a source region. 

In radio astronomy such measurements are often used to 

obtain estimates of the total energy in relativistic 

~lectrons. By assuming an appropriate e/p ratio for 

the observed region the total cosmic ray proton energy 

can thus be estimated. 

7.4 The radio synchrotron minimum ene~gy condition 

Many workers have dealt with the minimum energy 

requirement foi a synchrotron source (e.g~ Ginzburg and 

Syrovatskii, 1964; Longair 1981). In this approach the 

total energy in the source region is expressed as the 

sum of magnetic field energy and relativistic particle 

energy as a function of magnetic field. For a power 

law electron spectrum N(E) ~ E-~ and synchrotron spectrum 

( d 2~ + 1) the minimum energy condition 

can be expressed as 

3/7 
W . (erg) = · 13. 34 V ( m3 ) 

nun 

7.4 
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where 2-i 2-¥ 
2.34 X 1023 -v 

--y-
\)max 

-y-
't 

G min ( 1. 0022.) 

( ~ -2) 
::-6' 

a ( )j) -v --z-

7.5 

and a(~) is a constant dependent on D such that 

~ 1 1.5 2 2.5 3 4 5 

a(i) 0.283 0.147 0.103 0.0852 0.0742 0.0725 0.0922 

It is assumed that cosmic ray protons have an energy 

spectrum similar to that of electrons and £total ( 

E The synchrotron power L"(WHz- 1 ) is measured electrons· " 

at an observed frequency ~(MHz) with a spectral index 

t -1 
0(.=-. 

2 
Normally Y . and ~ , the limits of the 

m~n max 

synchrotron spectrum, are taken to be 10 MHz and 100 GHz 

respectively. For the minimum energy condition it can 

be shown that W(magnetic field) = ~ W(particles) which 

is closely associated with the idea of equipartition 

of energy between magnetic fields and relativistic particles. 

In our Galaxy the large scale distribution of energy 

between protons and electrons is such that ~ ~ 33,though 

for the Crab pulsar L """ 1,and it is often assumed that 

1 can vary from 1 - 100 in radio galaxies. 

Thus by using synchrotron data from known sources 

we can derive from 7.3, 7.4, 7.5 an estimate of the expected 

proton induced gamma-ray flux above 100 MeV. 
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7.5 Estimates of gamma-ray luminosity for nearby galaxies 

Before applying this method to known extragalactic 

radio sources it is first necessary to test its usefulness 

by applying it to several objects for which firm gamma-

ray measurements are available. It is not possible to 

use our Galaxy in this context because of the large un-

certainties involved in deriving the total radio flux 

from local measurements. 

First we consider the nearby galaxy M31, similar 

in size and structure to our own. Beck and Grave (1981) 

have made a detailed study of the synchrotron emission 

from this object and estimate S, (408 MHz) ~ 11.85 Jy, 

~ ~ 0.75. Their integrated flux is smaller than previous 

measurements which were unable to distinguish the additional 

background contribution from distant radio galaxies. 

Adopting a distance of 670 kpc and 1 33 (as for our 

Galaxy) we find from 7.4 w. (erg) rv 2.0 X 1o54 R
917

(kpc). 
m~n 

In that M31 is not a spherical source it is inappropriate 

to adopt a single radius R. However, the equivalent 

effective radius must be between 10 kpc and 20-kpc yielding 

wmin ~ 0.4 - 0.9 X 1056erg. Adopting w = 0.6 X 1o56erg 

and n = 1 at cm- 3 we expect Fr ( > 100 MeV)~ 0.7 x 10-6ph 

-2 -1 1 em s . For M3 we estimate the observed flux at this 

-6 -2 -1 f energy to be~ 0.3 x 10 ph em s rom the SAS II 

data (Section 3.8). Given the many sources of uncertainty 

the two values are not inconsistent, though by no means 

conclusive. We proceed by considering an active radio-
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galaxy. 

The giant elliptical galaxy M87 lies at a distance of _ 

of 25 Mpc close to the centre of the local Virgo cluster. 

Allen (1973) summarized the synchrotron data on this object: 

S v · ( 100 MHz) ~ 1800 Jy, ot"' 0. 8. For a spherical region,_ 

radius~= 20 kpc and 1 = 100,7.4 gives Wmin ~ 1.1 x 

1059erg. -3 Taking n = 1 at em over the source region 

yields on substitution in 7.3 F~ ( > 100 MeV)~ 10-6ph cm- 2s-1 

No absolute flux has been measured and an analysis of 

the SAS II data gives an upper limit F ~ · ._. ( > 100 MeV) 

-2 -1 em s 

The detection by COS B of a finite flux from NGC 

1275 (Strong and Bignami, 1983) suggests we should also 

.consider this object. Allen (1973) gives S~(100 MHz) 

I'V 130 Jy, ~""0.8 for NGC 1275, at a distance of 116 Mpc._ 

As for L and R we again adopt the canonic.a1 values 100 

and 20 kpc respectively, yielding from 7. 4 W .. ~ 1. 5 
m~n 

x 1059erg. For n = 1 at cm- 3 we expect Ld( > 100 MeV) 

~ 9.4 x 1046 ph s-1 . This time, the COS B observations 

have given a detection and they imply L~( > 100 MeV) 

8 047 -1 
I'V .6 x 1 ph s for this source. 

It is also important to remember that these estimates 

are only for the proton component of gamma-ray emission 

and it is probable that in many cases electron processes 

will make a more significant contribution than in our 

Galaxy. We now consider the extreme case of pure electron 
4 

source, 1 = 1. The minimum energy varies as 1 I 7 and 
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is thus reduced by a factor 
4/7 

(0.01) . ~ 0.07. For an 

unionized gas the total energy loss rate due to electron 

bremmstrahlung is given by 

L~ 7.26 x 10-16 n E eV s-1 7.6 

h h d ( -3) d w ere n is t e gas ensity at em an E the total 

electron energy in eV .. For NGC 12 7 5 we find Wmin ~ 

1. 5 x 1059 erg for 1 = 100 and Wmin ~ 1.1 x 1058erg for 

L 1. Substitution into 7.6 with n = 1 at cm- 3 yields 

1~(>100 MeV) ~1.9 x 1046 ph s-1 . 

For intermediate cases of 1 < L < 100 the total 

estimated gamma-ray luminosity correspondingly lies between 

the limits (1.9 - 9.4) x 1046 ph s-1 However fhe un-

certainty attached to the parameters 1 , n and V, and 

indeed the possibility of non-equipartition for individual 

sources, increases the uncertainty on the expected gamma-

ray luminosity. Nevertheless,from the limited sample 

considered, observation and model estimates agree to 

within an order of magnitude and the technique is applicable 

to derive a subset of gamma bright extrag~lactic radio 

objects. 

As an estimate of the uncertainty in the expected 

fluxes we can assume V~ R3 . The dependence of non 

R is not obvious. For our Galaxy n is virtually independent 

of Galactocentric radius ( 4 < R < 10 kpc) though in other 

galaxies (e.g. NGC 6946, NGC 4321) n appears to decrease 

slowly with R (Bhat et al., 1984(b)). For the present 
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2/7 

and 7.4 we find F~"' R 
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and in conjunction with 7.3 
4/7 

L . Substituting probable 

values of R and l for an extragalactic radio source 

(R = 5-50 kpc, 1 = 1-100) the variation of F~ is seen 

to be small, less than a factor of ten. It is concluded 

that the minimum energy technique is a useful indicator 

of gamma-ray activity, at least to within an order of 

magnitude. 

We aim,therefore, to use data on known radio sources 

to estimate the expected gamma-ray flux for the canonical 

values of R, 1 and n. The radio bright objects are expected 

to be gamma-ray sources and can form the basis for a 

search of the gamma-ray data for extragalactic sources. 

7.6 Activity in galaxy clusters 

X-ray properties of rich clusters of galaxies have 

been extensively studied (e.g. Gursky and Schwartz, 1977; 

Soltan and Henry, 1983; Abrampoulos and Ku, 1983; Jones 

and Forman, 1984), and there is now a broad consensus 

on the interpretation of the accumulated data. 

Observations of clusters indicate that the spectra 

are most likely thermal in nature, the bulk of the emission 

being genuinely diffuse in origin, although in some cases 

(e.g. Perseus) there are additional non-thermal components 

of emission associated with active members of the clusters. 

In clusters, the thermal emission is believed to originate 

in an intra-cluster ionized gas with temperature 

7-8 d d -3 -4 -3 T "'-' 10 K an ensity n ~ 10 - 10 at em in the 
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core region (radius~ 200- 300 kpc). 

The observations in Perseus, Virgo and Coma of a 

spectral feature at about 6.7 keV is interpreted as iron 

line emission from the intra-cluster gas (Serlemitsos 

et al., 1977). This is very strong evidence supporting 

the thermal nature of the diffuse emission and demonstrates 

that a significant fraction of the gas has been through 

a cycle of stellar evolution. The origin of the gas 

is still uncertain. It may be a remnant from the era 

of cluster and galaxy formation which is continuously 

accreting onto the galaxies and being re-expelled. Alter

natively it may be due to the expulsion of enriched galactic 

gas. 

For a rich cluster with about 100 normal m_embers 

we see from Table 7.1 that cluster X-ray luminosity is 

typically more than three orders of magnitude greater 

than that of its constituent galaxies. Many workers 

find a strong correlation of luminosity with cluster 

morphology (e.g. Gursky et al., 1972; McHardy, 1978; 

Kowalski, 1982; Abrampoulos and Ku, 1983; Soltan and 

Hen"fy, 1983). Soltan and Henry find the mean cluster 

luminosity increases with richness class; L;(2 - 10 keV) 

varying from 4.4 x 1044 erg s-1 for richness R 1 to 

44 -1 8.3 x 10 erg s for richness R = 4 and 5. Abrampoulos 

and Ku find correlations between X-ray· luminosity, richness, 

central galaxy density and velocity dispersion. 
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Associations between radio sources and rich clusters 

are also extensively studied (e.g. van den Bergh, 1961; 

Fomalont· and Rogstad; 1966; Riley,, 1975). Radio emission 

from clusters is generally associated with individual 

radio galaxies but with occasional extended emission 

as in the Coma cluster (Sastry and Shevgaonkar; 1983). 

There does not appear to be any correlation between radio 

luminosity arid:cluster richness though the radio emission 

is often associated with giant CD type galaxies in the 

cluster cores. About 10%- 15% of clusters have one 

or more radio galaxies as members. Radio galaxies have 
) 

luminosities ~ 104- 6 times those of normal galaxies 

and their presence in clusters is further indication 

of violent activity therein. 

The evidence from X-ray and radio emission in clusters 

suggests the presence of copious energy sources. X-ray 

emission in particular appears to be a wide-spread _· 

characteristic. However, its thermal nature does not by 

itself indicate the presence of relativistic particles 

necessary for gamma-ray production. The extensive ionized 

gas in the intra-cluster medium could provide a target 

for gamma-ray production by relativistic particles diffusing 

out of active galaxies or being accelerated in situ. 

7.7 Gamma-ray emission from rich clusters 

Measurements of the cosmic ray flux ( ~ 1 GeV) in 

our Galaxy indicate that the particles traverse about 

6 g cm- 2 of the interstellar medium, that is approximately 
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1 /10 of the interaction length. Unless the diffusion 

coefficient and grammage are markedly different in other 

galaxies then the cosmic rays will only lose about 10% 

of their energy in the parent galaxy and the bulk of 

the cosmic ray flux will diffuse out into the surrounding 

medium. 

For isolated galaxies, like our own, the cosmic 

rays escape into the intergalactic medium and presumably 

finish many tens of Mpc away. However, for radio galaxies 

situated in rich clusters the cosmic rays will diffuse 

into the cluster cores.· .These regions are typically 

200-300 kpc in radius and X-ray measurements indicate 

d 0-3 -3 mean gas ensities to be ~ 1 at em . Dennison (1980) 

suggests that the diffusion of primary protons and the 

subsequent production of relativistic electrons, through 

collisions with the intra-cluster medium, can account 

for the energy requirements of the radio halo observed 

in the Coma cluster. However, Valtaoja (1984) has shown 

that the distribution of halo radio emission in Coma 

is best described by the diffusion of primary electrons. 

Although only about 10-15% of clusters are believed 

to have radio halos this is more likely due to the absence 

of extensive intra~cluster magnetic fields, rather than 

low cosmic ray fluxes (Valtaoja, 1984). Thus, assuming 

relativistic protons are also produced in the radio galaxies, 

gamma-ray production will necessarily occur both in the 

radio galaxy and the surrounding medium. 
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Taking NGC .1275 as a typical cluster radio source 

0 ) 4. 46 -1 we have already estimated L 3( > 10 MeV ~ 9. x 10 ph s 

If this corresponds to 10% of the cosmic ray energy loss, 

then the total gamma-ray luminosity is likely to be about 

9. 4 X 104 7 ph s-1 I t t · 1 th · · · 1 t n eres 1ng y 1s 1s 1n c ose agreemen 

with the luminosity implied by the COS B observations, 

~ 8.6 x 1047 ph s-1 above 100 MeV. The gamma-ray emission 

from the core region will not be uniformly distributed 

but will depend on the distribution of cosmic rays diffusing 

from the central source, folded with the gas profile.· 

We can apply these criteria to the original luminosity 

estimate for M87 in the Virgo cluster. The net gamma

ray luminosity will then be L~ = 7.0 x 1047 ph s-1 above 

100 MeV arid correspondingly F 6 ( > 100 MeV) -v 10-5 ph 

-2 -1 em s . This is approximately a factor of 30 above 

6 -2 the SAS II upper limit for M87 ( ,.6. 0. 3 x 10- ph em 

indicating that the parameters ( { = 100, R 20 kpc) 

adopted for the present model are too large for this 

particular object. 

7.8 Description of the data 

(i) Radio galaxies 

The combined data collected by Pooley and Henbest 

-1) 
s ' 

(1974),Riley and Pooley (1975) and Jenkins et al. (1977) 

constitute a complete sample of 3CR radio sources; Sv 

(178MHz) ~10Jy, dec ;>10°and lbl ~10°. Of the 

1B2 sources 109 have optical identifications and hence 

distance estimates. It is these which are considered 
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in the present analysis. In many cases the sources have 

multiple components corresponding to central hot-spots, 

double side-lobes and extended tails. We always use 

the flux measurements from the central region as rep

resentative of the source for the purposes of estimating 

the cosmic ray energy therein. The spectral indices 

are obtained from a comparison of the flux densities 

at SGHz with those at 178 MHz. 

McHardy (1979) selects those 4C and 4CT radio sources 

(S -v (178 MHz) ~ 2 Jy and dec > 10° ) lying within 0.9 Mpc 

of an Abell cluster centre and identified with a galaxy 

which is almost certainly a member of that cluster. 

The angular resolution of the 4C survey ( ~ 3 arc min 

at 408 MHz) is such that extended sources are excluded 

from the catalogue. To eliminate possible distance biasing 

only those sources definitely or most probably identified 

with a cluster are accepted. This restricts the sample 

to 49 sources for which McHardy gives data on the radio 

power at 408 MHz, the spectral index and the distance. 

The range of luminosity of the 158 identified radio 

sources extends over several orders of magnitude. To 

analyse the gamma-ray data at all these positions results 

in the use .of many non-independent bins. Additionally 

the signals from weaker sources are unlikely to be detectable, 

contributing only to the local background flux in those 

directions. 

For all the radio sources standard values of R 20 kpc., 
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0 . - 3 d d 1 = 10 and n = 1 at em are a opte . Using 7.3, 

7.4, 7.5 the expected flux above 100 MeV is evaluated 

for each source and only those with F ~, expected 

' lo-10 h - 2 -l 1 d f 1 . 'l p em s are se ecte or ana ys~s. These 

data are further divided into two luminosity classes: 

those with F ¥ , expected 

and those with lo-10 ph 

-8 -2 -1 ( > 10 ph em s 15 sources) 

-2 -1 . em s < F ~ , expected 

-8 -2 -1 48 ) < 10· ph em s ( sources . The parameters for both 

these sets are given in Tables A.4 and A.5. 

(ii) 'Rich clusters 

The source of data on galaxy clusters is the Abell 

catalogue (Abell, 1958) containing 2172 rich clusters. 

A subset of these (1682 members) is defined as a statistically 

complete sample for dec >- 27°. Each cluster in the 

cat~logue is assigned to one of 5 richness classes, dep

ending on the number of galaxies in the cluster. The 

mean distance to each cluster is catalogued in one of 

6 intervals, based on the magnitude.of the lOth brightest 

galaxy in the cluster (m10 ). For an object of unknown 

redshift, m10 is usually taken as an indicator of distance. 

This is a standard technique developed by Hubble which 

assumes that on average the lOth brightest members of 

clusters always have the same intrinsic luminosity. 

The Hubble diagram (m10 -Z) is used as the conversion 

from brightness m10 to redshift,and distances are cal

culated using the standard relation: 



Distance 

Class 

D 

1 

2 

3 

4 

5 

6 

1-4 

Richness 

Class 

R 

1 

2 

3 

4 

5 

m10 

13.3 - 14.0 

14.1 - 14.8 

14.9 - 15.6 

15.7- 16.4 

16.5 - 17.2 

17.3- 18.0 

(15.54) 

No. of 

galaxies 

50 - 79 

80 - 129 

130 - 199 

200 - 299 

300 + 

TABLE 7.2 

> < z 

0.027 

0.038 

0.067 

0.090 

0.140 

0.180 

0.072 

n(R} 

1224 

383 

68 

6 

1 

R(Hpc) n(D) 

155 9 

214 2 

359 33 

464 60 

666 657 

808 921 

104 

The distributions in distance and richness-classes of 

Abell's complete cluster sample. 
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7 0 7 

For the purposes of the present chapter, we assume q
0 

= ~ 

50 K kms - 1 Mpc- 1 d f f ' and H The e initions o Abell s 
0 

distance and richness classes are given in Table 7.2. 

For the present analysis 83 clusters are selected 

from Abell's complete sample. This restriction is due 

in part, to the limited coverage of the SAS II data for 

several sky regions. However, the primary selection 

is on the distance class criterion with only D ~ 4 being 

accepted, effectively limiting the richness to R ~ 2. 

The distribution of the clusters finally used is given 

in Table A.6. 

(iii) Galaxy counts 

The Lick galaxy counts of Shane and Wirtanen (1967) 

are used to estimate the total gas column density away 

from the Galactic plane. These data and their limitations 

are discussed more fully in Chapter 6. In this chapter 

we use the same co~version from mean galaxy count NG 

to column density NH : 
t 

0 

21 NG/ ) -2 
2 x 10 log10 ( NG at em 7.8 

tak~ng NG0 75 th 1 t d ~ = as e mean ga axy coun per square egree 

in the absence of extinction. 
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In their analysis of the gamma-ray flux from the 

direction of NGC 1275,Strong and Bignami (1983) draw 

attention to the effect of galaxy clustering leading 

to an underestimate of the total gas as measured directly 

by HI. An inspection of the galaxy count data (1° x 1° 

binning) shows that in many bins containing clusters 

there is an excess count relative to the surrounding 

bins. Thus it is important to consider the likely effects 

of clustering on estimates of the column density obtained 

using 7.8. 

Austen and Peach (1974) give a general luminosity 

distribution for field galaxies: 

-8.99 + 0.60 7.9 

expressed in galaxies per square dgreee in the-absence 

of absorption. The Lick survey is complete to a limiting 

magnitude mv~18.0,~nd from 7.9 we therefore expect about 

65 galaxies per square degree in the field. Given the 

uncertainties associated with defining the low-luminosity 
.. 

tail of the field galaxy distribution this value is in 

reasonable agreement with N~ = 75 adopted for the present 

work. 

In the present work attention is restricted to distance 

classes D ~ 4 and richness classes R ~ 2. For this subset 

of the Abell catalogue we find from Table 7.2 the mean 

number of galaxies per cluster to be about 75. The Abell 

radial size criterion for clusters is 3 Mpc,which for 

a mean redshift Z = 0.072 corresponds to an area 2 
~ 0.5 deg 
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on the sky. For this sample the mean cluster richness 

(75 galaxies over 0.5 deg 2 ) is therefore significant 

in relation to the field count ~ 65 galaxies over 1 deg 2 ). 

However,to allow for the angular resolution of the gamma-

ray data, the galaxy counts are averaged over 3 X 3 bins 

corresponding to an area "-' 18 deg 2 (Section 7. 9) • 

The total field count is then = 1170, to be compared 

with 75 for the mean cluster. The number of galaxtes 

due to a cluster is thus comparable to the statistical 

noise level on the background. We expect cluster en

hancement on these scales to be small but nevertheless, 

it is likely to consistently lead to an underestimate 

of the gas column density towards cluster positions. 

Thus gamma-ray excess intensities above the Galactic 

background are likely to be overestimated. 

7.9 Derivation of extragalactic intensities and local 

emissivities 

It is not expected that statistically significant 

fluxes from individual sources can be detected. But 

by summing together the signals from many positions it 

is hoped to see a finite excess signal over and above 

the background from cosmic ray interactions in the Galaxy. 

The technique used is therefore to compare the gamma-

ray intensity at source positions with the total column 

density of gas in that direction. The latter is taken 

as a direct measure of the expected intensity from the 

Galaxy, assuming that the cosmic ray intensity is uniform 
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along the line of sight. This, of course, is a matter 

of debate. However even with the existence of a Galactic . \, 

cosmic ray gradient it is generally believed that the 

scale height out of the plane is about 1 kpc. The assumption 

of uniform intensity is therefore reasonable for-latitudes 

well away from the plane, which effectively only sample 

the local interstellar medium. 

For the SAS II data with E¥ > 100 MeV arrays of 

3 x 3 bins centred on each cluster position are chosen, 

and for E~:35- 100 MeV 5 x 5 bins are adopted; corresponding 

-3 -2 respectively to 5.5 x 10 sr and 1.5 x 10 sr. Because 

of the limited angular resolution of the gamma-ray data, 

which smears out the point-like image of a galaxy cluster, 

the galaxy count data are smoothed to the same resolution. 

This is done for both energy bands using the point spread 

functions appropriate for the SAS II detector (Section 

4.1). Column densities are then calculated using 7.8. 

All the data for I bj >9.6° are then grouped in 

3 x 3 and 5 x 5 arrays; except,of course, for regions 

with neither gamma-ray exposure or galaxy count coverage. 

To reduce the large errors associated with individual 

gamma-ray intensities the data are further grouped into 

column density bins,and mean values derived by summing 

over the respective galaxy counts, number of photons 

and sensitivity. These data are plotted in Figure 7.1 

where the weighted least squares linear regressions are 

indicated by the solid lines. It is interesting to compare 
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these results with those obtained in an earlier analysis 

by Thompson and Fichtel (1982), the broken line, after 

allowing for the difference inN~ in 7.8. 

While the data are in excellent agreement for 

E "Is' > 100 MeV there is a systematic offset between the 

two lines for E ~ : 35-100 MeV. The discrepancy is 

2 due to the use of a single sensitive area { ~ 31.4 em ) 

by the SAS II group forE~: 35-100 MeV., whereas we 

adopt the area factors given in the tabulated SAS II 

data '{ 40 cm2 and 30 cm2 for I b I < 10° and I b I > 30° 

respectively). The agreement above 100 MeV results from 

both analyses employing the corresponding energy area 

factors from the tabulated data (59 cm2 and 66 cm2 for 

I b I < 10° and I bl > 30° respectively). The sensitive 

2 area value 31.4 em is used in an earlier analysis of 

the SAS II data ( Fichtel et al., 1977) and is consistent 

- 1. 5 with a single assumed input gamma-ray spectrum E~ 

{Mayer, private communication). However subsequent 

analyses of both SAS II and COS B data show the observed 

spectrum to be consistent with E~- 2 , at least in the 

Galactic plane. 

The tabulated data and corresponding area factors 

used for the present analysis implicitly assume that 

the high latitude spectrum is steeper than that of the 

Galactic plane, reflecting the presence of the extragalactic 

component. To determine the spectral shape of the extra-

galactic intensity ·requires an iterative analysis to 
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derive the appropriate sensitive areas. 

For the present analysis it is sufficient to adopt 

the factors given by Fichtel et al. (1978b) as we are 

primarily interested in the excess intensity and not 

its precise spectral shape. The extragalactic intensities 

are found by extrapolating the regression lines to zero 

column density giving: 

It(35-100 MeV) 

I¥( > 100 MeV) 

( 5. 2 

(1.1 

+ 0.7) X 10- 5 ph 

+ 0.2) X 10- 5 ph 

-2 -1 -1 em sr s 

-2 -1 -1 em sr s 

The local emissivities are obtained directly from the 

slopes of the regression lines: 

q/41T ( 35-100 MeV) 

q/4'11 ( > 100 MeV) 

7.10 Analysis of the data 

(2.5 + 0.5) x 10-26 ph at- 1sr-1s-1 

(2.0 + 0.2) x 10-26 ph at- 1sr-1s-1 

Turning now to the question of excess emission from 

radio galaxies;the intensities from these positions are 

calculated by summing over 3 x 3 and 5' x 5 bins, centered 

on the galaxy, for the energy ranges Ej > 100 MeV and 

E '! : 35 - 100 MeV respectively. The column densities 

at these positions are also calculated over the same 

regions of the sky from the galaxy count data convolved 

to the appropriate SAS II resolution. 

The data on the strong radio sources (F~ 1 expected 

> 10-8 h -2 -1) -10 -2 -1 p em s and the weak sources (10 ph em s 

0-8 h -2 -1) < F~ 
1 

expected < 1 p em s are treated separately 
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for each energy range. Each data set is grouped into several 

coiumn density bins to reduce the statistical uncertainty 

attached to individual points. The results for both 

radio source sets ( 63 sources, E~ : 35-100 MeV) are presented 

in Figure 7.2 and those forE~ > 100 MeV (60 sources) 

are presented in Figure 7.3. A slightly reduced coverage 

in exposure for the SAS II data E~ > 100 MeV (due to 

improved angular resolution) results in three fewer source 

positions being considered in this energy band. 

The excess intensity (over the mean extragalactic 

background value) from radio galaxies is estimated by 

fitting a linear least squares line to the points in 

Figures 7.2 and 7.3. The mean source intensity is given 

by the height of this intercept relative to that of the 

background line. Adopting this procedure gives a line 

non-parallel with that of the background. This is undoubtedly 

a reflection of the statistical noise associated with 

each data point and to some extent, the probable range 

of radio galaxy luminosities. As the present technique 

is only attempting to look for a mean source excess 

on a statistical basis it is more appropriate to fit 

the source points by a weighted least squares line parallel 

to the mean background. These are indicated in Figures 

7.2 and 7.3 by the broken lines. The excess intensities 

attributable to the radio sources are given in Table 

7. 3. 
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The analysis is repeated using the positions of 

81 Abell clusters (E 0 > 100 MeV) and 83 positions 

( E ~ 35-100 MeV). The additional positions considered 

in the lower energy band are due to the increased coverage 

at this energy. These data are plotted as circles in 

Figure 7.4. 

We also check whether galaxy clustering leads to 

an underestimate of the column densities and hence a 

spurious excess intensity. The column densities at the 

cluster positions are rederived using the bins surrounding 

those initially used to calculate the intensities and 

column densities. We take 16 and 24 bins (9.7 x 10-3sr 

and 1. 5 x ~o- 2 sr) for E ~ > 100 MeV and E ({ : 35-100 MeV 

to calculate the local background column densities. 

These data are plotted as indicated in Figure 7.4 by 

the squares. 

There is a small systematic horizontal shift of 

the points to the right. This indicates that over the 

scales used galaxy clustering effects are on average 

decreasing the inferred column densities. Excess intensities 

are derived for the clusters using both the on-source 

and off-source estimates of NH . , For the off-source 
. t 

data the intensities are reduced by about 10% and 33% 

for E 0 : 35 - · 100 MeV and E ~ > 100 MeV respectively. 

The relative magnitude of the effect reflects the improved 

angular resolution of the data above 100 MeV. The excess 

intensities given in Table 7.3 are obtained using the 
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TABLE 7.3 

E(f:35-100 MeV 

15/14 Strong radio -0.7 + 2.7 sources -

48/46 Weak -radio 0.4 + 1.8 sources -

83/81 Abell clusters 1.0 + 0.8 -

10/10 Clusters with 
radio 3.2 + sources -· -3.9 

73/71 Clusters without 
radio 0.6 + 0.9 sources ~ 

-2 -1 -1 em sr s 

E a->100 MeV 

0.1 + 0.8 -

0.3 + 0.9 -

0.3 + 0.5 -

0.8 + 0.7 -

0.3 + 0.4 -

The excess intensities (± 1~) derived for each source 

type. The numbers preceeding each type refer to the 

number of objects used in the analysis for E~:35-100 MeV 

and E~>100 MeV respectively. 

The excess intensities and associated errors derived 

here differ from those obtained in a previous analysis 

(Houston et al., 198~b). These differences reflect 

alternative statistical analyses of the data. 
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off-source data points,and should therefore be a better 

estimate of the mean intensity from galaxy clusters. 

Of the 48 weak rapio sour~es (Table A.5) 40 are 

associated with rich clusters. Only 10 of these sources 

are included in the sample of 83 Abell clusters. This 

relative abundance ( ~ 12%) is in good agreement with 

that obtained by McHardy (1979) for the occurrence of 

4C sources in Abell clusters ( ~ 10-15%), indicating 

that the cluster sample used in the present analysis 

is unbiased. The remaining 30 clusters with weak radio 

sources consist of clusters beyond distance class D4 

and clusters not belonging to Abell's complete sample. 

The mean intensity from radio sources in clusters could 

be considered as similar to that for the weak radio sources 

alone. However, a better estimate can be made by selecting 

those 10 clusters which have associated radio sources. 

These data are plotted in Figures 7.5 and 7.6 and the 

excess intensities given in Table 7.3. 

7.11 Interpretation of the results 

From an inspection of Table 7.3 it is clear that 

·the observed excesses have rather poor significances. 

The statistical errors arise from a combination of the 

low number of photons detected at the source positions 

and the errors on the background lines: Nevertheless 

it is useful to take the excess intensities and derive 

the mean luminosities for each class of object. 
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The excess fluxes are calcualted over the solid 

angles used in the analisis (1.5 x 10-2sr and 5.5 x 10-3sr 

for E ~ : 35-100 MeV and E ')l > 100 MeV respectively) and are 

increased by 30% to allow for the loss of signal from 

a point source smeared out by the poor angular resolution 

of the detector. Adopting the distances for the radio 

sources as given in Tables A.4 and A.5 the mean value 

of 1 /d2 is calcualted, and assuming isotropic emission 

from the sources, the luminosity derived. .For the Abell 

clusters we use the mean distances for each distance 

class ~ D4 given in Table 7.2. We calculate the mean 

of 1 jd2 ( = .G n. /D. 2 I .Z:n.) where n; is the number of 
~ ~ ~ ..... 

clusters in a distance class Di (i ~ 4). The mean luminosities 

for each class are given in Table 7.4. 

We can in principle, use the mean luminosities to 

estimate the contributions to the extragalactic flux 

from each class. McHardy (1979) determined the density 

f 3 0-5 -3 d o radio sources to be ~ x 1 Mpc an that of 

radio clusters ~ 0. 7 x 10- 7 Mpc- 3 from his analysis 

of the 4C survey at 408 MHz. The mean cluster density 

0.73 X 10-6 determined by Bachall and Soneira ( 1983) is 

-3 Mpc , after allowing for the loss of clusters by Galactic 

obscuration and enhancement due to the local Virgo super-

cluster. By substituting the values from Table 7.4 in 

7.2 we estimate the universal flux for each class, Table 

7. 5. For the weak radio sources the universal fluxes 



TABLE 7.4 

Luminosity L~ ph s-1 

E~: 35-100 MeV E~>100 MeV 

Strong radio sources < 1. 7 X 1047 (0.~2.6)x1o46 

Weak radio sources ( 1. l~7. 5 )x1048 
(0. 5 1.4)x1o48 

Abell clusters (2.7±2.2)x1o48 (2.7±4.5)x1047 

Clusters with radio (3.1±3.8)x1oi~ 
(2.7±2.4)x1047 sources (3.1±3.8)x10 

Clusters without radio 
(1.9±2.9)x1048 (3.1±4.5)x1047 sources 

The luminosities derived for each source type from the 

observed mean intensities in Table 7.3. The upper 

limit for strong radio source·s is 1 <J • 



TABLE 7.5 

Strong radio sources 

All Abell clusters 

Clusters with radio sources 

SAS II extragalactic 
flux 

1 -4 h -2 -1 
Funiversal x 0 P em s 

E~:35-100 MeV 

< 32.1 

12.4 + 10.1 

1.4+ 1.7 

6.5 + 0.9 

E0 > 100 ~leV 

0.6 

1.2 

+ - 4.9 

+ 2.1 

0.12 2: 0.11 

1.4 + 0.3 

The net universal fluxes estimated for each source type. 

The upper limit for strong radio sources is 1~. The 

SAS II extragalactic fluxes are derived from our own 

analysis of the SAS II data. 
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are found to be more than a factor of 100 above the SAS II 

observed flux levels. Thus, no useful information is 

obtained. Also given are the extragalactic fluxes derived 

from our own analysis of the SAS II data (Section 7.9). 

Only for the radio clusters can we usefully compare 

their net flux with the observed extragalactic background. 

While they may contribute all of the flux E~ : 35-100 MeV 

their contribution is unlikely to be more than about 

20% above 100 MeV. 

We note that the data are not inconsistent with 

a significant fraction of the observed extragalactic 

flux coming from 'discrete' sources. However, further 

observations are clearly needed, both to improve the 

statistics and the angular resolution, before more detailed 

conclusions are drawn. In particular several of the 

radio cluster sources in Table A6 are expected to have 

fluxes just below the present detectability threshold. 

These are prime candidates for future study. Detection 

of gamma-ray emission above 100 MeV from the cores of 

radio clusters would be strong evidence for the presence 

of relativistic protons in these objects. 



CHAPTER EIGHT 

CONCLUSIONS 

~~!--~~~~~~Y-~~-~~~-E~~~~~£_~~~~ 
In the preceding chapters, several of the problems 

associated with th~.interpretation of the current gamma-

ray data have been addressed. We began by outlining 

the links between gamma-ray astronomy and the salient 

aspects of the origin and propagation of cosmic rays. 

The information obtained from gamma-ray astronomy is 

relevant to many facets of the questions posed by cosmic 

ray physicists. As the clues appear we cautiously begin 

to perceive the underlying pattern. 

d d ( f 7 f 09 . The me ium energy amain E 0 "' ew 10 eV - ew 1 eV) 

deals indirectly with the cosmic ray nucleons and electrons 

having energies of a few 108ev- few 1010ev, constituting . 
the bulk of the local cosmic ray energy density. The 

best method of discriminating between a Galactic or meta-

galactic origin for the nucleonic component (energy loss 

rates for electrons require them to be Galactic) is to 

compare their density in the Galaxy, particularly towards 

the inner Galaxy, with the local value. The role of 

gamma-ray sources is identified as an important limita~ion 

in our ability to interpret the Galactic gamma-ray flux 

and hence ~he cosmic ray density. 

In Chapter 4 an analysis was made of the SAS II 

data for supportive evidence on the 2CG sources detected 
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by COS B. It was important to seek independent evidence 

to asses the true nature of these candidate sources, 

most of which are unidentified with known astrophysical 

objects. The existence of the strongest sources : 2CG 

263 (Vela), 2CG 195 (Geminga), 2CG 184 (Crab), 2CG 078 

and 2CG 359 is unambiguously confirmed. A further 12 

sources are confirmed at a lower level of significance. 

On the basis of the inferior statistical precision of 

the SAS II data we are unable to positively identify 

the remaining 5 sources and we note that the SAS II data 

are not inconsistent with those of COS B, time variability 

being ex~luded. 

More importantly there is good evidence to suggest 

that many of the weaker sources are not genuine in the 

sense of being discrete. Rather, it is likely that they 

can be explained as unresolved regions of enhanced gamma

ray emission, identified with cosmic ray irradiation 

of local giant molecular clouds. Very recent analysis 

of the COS B data supports this conclusion (Bignami, 

1984). 

Before interpreting the observed Galactic gamma-

ray flux allowance must be made for the unresolved discrete 

sources and the statistical fluctuations and pseudo-sources, 

which are really elements of the diffuse emission. A 

Monte-Carlo model of the diffuse gamma-ray emission was 

constructed in Chapter 5 and used to investigate the 

detection efficiency of genuine discrete gamma-ray sources. 

With these data and reasonable models of the discrete 
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source population limits are derived on the total flux 

from genuine gamma-ray sources in the Galactic plane. 

In the content of this model the source flux ( >100 MeV) 

is estimated to contribute ~ 11-23% of the observed 

emission from the inner Galaxy ( lbl<5°) and ~ 23-27% 

in the outer Galaxy. These estimates are small, though 

not negligible. They are subject to many systematic 

effects, related to the assumptions of the basic model 

for the diffuse emission. The most probable area of 

uncertairity;-, the distribution of H2 in the inner Galaxy, 

is also related to the wider problem of deriving the 

variation in Galactic cosmic ray density from the gamma-

ray data. 

The nearby Orion molecular complex provides an excellent 

opportunity to investigate the coupling between cosmic 

rays and the giant molecular (H2 ) clouds. An analysis 

of the COS B gamma-ray- data from this region w:as performed 

in Chapter 6. We find no evidence for the exclusion 

of cosmic rays from the molecular gas. Rather, there 

is weak evidence favouring a modest enhancement of cosmic 

rays ( ""'nH 0 · 7 ) throughout the cloud. For the case of 

uniform cosmic ray- irradiation we derive a new calibration 

for the conversion ratio ex = 2NH
2

/ f T( 12CO)dv = (3. 7.± 0.6) 
-1 

20 -2 ( -1) x 10 at em K kms , lower than conventional 

estimates based on molecular line studies. 

Progress in understanding the extragalactic component 
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of the gamma-ray flux is still severely limited by the 

·low exposures obtained for the present data. In Chapter 

7 the role of extragalactic sources (radio galaxies and 

rich clusters) was examined. The results are tentative 

·but suggest that the extragalactic flux may be predominantly 

discrete in nature. 

Future gamma-ray observations with increased resolution 

and exposure will greatly improve our understanding of 

the· gamma-ray emission, both Galactic and extragalactic. 

In addition a complete CO survey of the Galactic plane 

will help shed more light on the 2CG sources, particularly 

in the fourth Galactic quadrant. Detailed studies of 

more nearby molecular clouds are required to reduce the 

possible systematic effects present in the analysis of 

the Orion complex, and to look for further evidence of 

cosmic ray enhancement or exclusion therin. An extension 

of the Monte-Carlo technique both to the third and fourth 

quadrants and to other energy bands will further constrain· 

the discrete source contribution and its energy spectrum. 

~~~--I~~-~~El~£~~~~~~-~~~_th~-~~~g~~-~~-£~~~~£-~~ys 
We now combine the results of the preceding work 

in relation to the central question on the origin of 

the nucleonic component of the cosmic ray flux. The 

methods of previous workers (Section 3.3) are followed, 

viz by comparing the unfolded radial gamma-ray emissivity 

with that expected from cosmic ray interactions with 

the interstellar medium. 
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In view of the superior statistical quality of the 

COS B data over those of SAS II we adopt the radial emissivity 

unfolded fro~.the COS B data by Mayer-Hasselwander et 

al. (1982). Attention is restricted to the first Galactic 

quadrant ( 1 < 90°) where coverage of CO emission close 

to the Galactic plane is extensive. 

The observed radial emissivity can be separated 

into two components, one arising from diffuse processes, 

the other from discrete sources. Based on the work of 

Ch~pter 5 we adopt the supernovae remnant (SNR) distri

bution of Kodaira (1974) as a reasonable approximation 

for the gamma-ray source population, with these sources 

contributing 20% of .the inner Galaxy emission. In Figure 

8.1 the relative gamma-ray emissivity as a function of 

Galactocentric radius is plotted, along with the expecte~ 

source contribution weighted by the SNR distribution. 

Also plotted in Figure 8.1 are the radial SNR distri-

bution (Kodaira, 1974), the relative metal abundance 

M = [ o] I [H] ( Li et al. 1983) and a possible cosmic ray 

Galactic density distribution (~exp- R/6). The latter 

is necessarily idealized. Though assuming supernovae 

are the main sources of Galactic cosmic rays then after 

allowing for diffusion the cosmic ray distribution will 

be smoother than that of their sources. For R > 5 kpc 

the exponential cosmic ray variation is likely to be 

reasonable. From analysis of the local gamma-ray emission 

several workers find the inferred cosmic ray distribution 
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can be approximated by an exponential variation. However 

for R < 5 kpc the situation becomes less certain, especially 

when we consider the possibility of additional cosmic 

ray production and diffusion from the region around the 

Galactic centre. 

Radial surface densities of atomic hydrogen, rr(Hil., 

have been derived by Gordon and Burton (1976) and Li 

et al. (1983) for 1 < 90°. These are plotted in Figure 

8.2. For 5 kpc <R <10 kpc the difference between the 

two distributions reflects the use of different rotation 

curves for the inner Galaxy and different optical depth 

corrections. Also plotted in Figure _8.2 are the surface 

densities of mol~cular hydrogen, ~(H2 l, from Sanders, 

Solomon and Scoville (1984a) (henceforth SSS) and Dame 

(1984). Both distributions are scaled to our preferred 
-1 20 -2 ( -1) 3.7 x 10 at em K kms The value of 0( 

differences in c;- ( H2 ) are significant, CJ ( SSS) I C5" (Dame) 

~ 2. 4 over 3 kpc < R < 9 kpc. The observed CO intensities 

of SSS are on average only ~ 30% higher than those of 

Dame. It is believed that the discrepancy in surface 

densities arise from differences in the unfolding procedures 

applied to the repsective data sets (Sanders and Dame, 

private communication), Dame's data being regarded as 

unfolded correctly. 

We assume Gaussian distributions for the gas normal 

to the Galactic plane, with Z1 (HI) = 130 pc and Z1(H2 l 
~ ~ 

= 70 pc_locally. For the local gas density this gives 
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n(HI +Hz) = 1.1 at cm- 3 and 0.8 at cm- 3 for <Y(Hz, SSS) 

and <Y(Hz, Dame) respectively. For the local gamma-ray 

emissivity we adopt q/4~( >100 MeV) = Z.O x 10-Z6 ph 

at-1sr-1s-1 , as estimated in Chapter 6. Thus the local 

volume emissivities [~ ( >100 MeV) are 

E't Z.Q X 10-Z5 ph -3 -1 em s (Dame) 

Eo Z.8 X 10-Z5 ph -3 -1 em s (SSS) 

to be compared with the local normalization derived by 

Mayer-Hasselwander et al. (198Z) for the unfolded COS B 

data :•.., 

[~ = Z.1 x 10-Z 5 ph cm- 3s-1 

The gamma-ray emissivity at a distance R from the 

Galactic centre can be expressed as 

E~(R)OC f(R) t o-(HI; R) + cr(Hz; R)/M(R)] 

where f(R) is the ratio of the cosmic ray density relative 

to the local value times the l~cal gamma-ray emissivity, 

-1 and the metallicity factor M affects the co~Hz conversion 

(i.e. NHz~ STdv/M). 

Initially we consider the cosmic ray density f(R) 

to be uniform throughout the Galaxy (corresponding to 

a metagalactic origin) and the CO ~Hz conversion to 

be independent of the metallicity gradient. The diffuse 

emissivity (Figure 8.1) is comp'ared with that expected 

using ~(Hz, Dame) and both estimates of ~(HI), Figure 

8.3. For both HI distributions the expected relative 

emisstvities significantly underestimate the observations 

for R < 5 kpc. This may in part be due to the difficulties 

in unfolding the gas distributions because of velocity 
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crowding of the emission profiles and non-circular rotation. 

For R > 5 kpc use of <J (HI, Li et al.) gives the better 

fit. 

Alternatively a Galactic cosmic ray gradient · 

(~ exp - R/6) is assumed and the metallicity correction 

applied to o-( Hz) . For this case the expected diffuse 

emissivities are compared to the observations in Figure 

8.4. Using ~(HI, Gordon & Burton) the agreement is 

generally good for R ~ 6 kpc whereas with cr- (HI, Li et 

al.) the model consistently overestimates the observations 

for R p4.5 kpc. However, for both cases it must be 

remembered that f(R) oC exp - R/6 probably overestimates 

the cosmic ray density for R < 5 kpc again leading to 

reduced emissivities for this region. Use of <J (Hz, 

SSS) produces an unacceptable fit with [~ (R = 6 kpc) 

overestimated by a factor ~.1.9. Models with only a 

cosmic ray gradient or a metallicity correction also 

produce unacceptable fits. 

For the region R ~ 5· kpc we can be more certain 

of the unfolded distributions. However, there is still 

sufficient variation in the estimates of cr-(HI) to ensure 

both the uniform cosmic ray, no metallicity correction 

model (Figure 8.3b) and the cosmic ray gradient, with 

metallicity correction model (Figure 8.4a) fit the ob

servations. Other workers consider a gradient likely 

both in the outer Galaxy and in the local interstellar 

medium (Section 3.3). The present work indicates that 

a large scale Galactic cosmic ray gradient can only be 
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accommodated by allowing for the effect of the metallicity 

gradient on the CO -7Hz conversion. Finally we note 

·the constraints placed on the mass of Hz in the inner 

Galaxy by the gamma-ray data. For Z. 5 kpc <. R < 10.5 kpc 

9 
M(HI)~(1.5- Z.1) x 10 M0 , depending on the assumed 

radial distribution (Figure 8.Z). Taking Dame's data 

on cs (Hz) (corrected for our value of o< = 3. 7 x 10ZO 

z 1 -i 9 
at em- (K kms- ) ) M(Hzl 1.Z x 10 M0 over Z.5 kpc < 

R < 10.5 kpc. For the preferred combination of cosmic 

ray gradient and metallicity dependent conversion factor 

then M(Hzl is reduced to~ 0.8 x 109M over the same 0 

region. 
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/4 -26 -1 -1 -1 q 1T x 10 ph at sr s 

Source (35-100 MeV) ( 100 MeV) Comnents 

Fichtel et al. 
(1978a) 4 + .3-1.5 + 3.0 - 0.8 lbl>12.8°, I(!'~~ 

Lebnm and Paul 
(1980) + + I bl >10°' I~ <X: ~ (NG) 3.0 - 0.2 2.0 - 0.15 

t 

Issa et al. 
(1981) 2.2 2: 0.3 I bl >10°' I~ cC ~ + 2~ 

Thompson and + .L 

I bl >10°' I( cC ~ (NG) Fichtel (1982) 3.4- 0.5 1.8 .:.. 0.2 
t 

Lebnm and Paul + + 
I~ oc NHr 1.8 - 0.1 2.1 - 0.1 jbj.>10°, (1983) 2.4 2: 0.2 2.4 2: 0.2 I a- ci: ~t (NG) 

This work 
(Chapter 7) + 2.0 2: 0.2 lbl ->9.6°·, I~ oC ~ (NG) 2.5 - 0.5 

t 

TABLE A.1 

Local emissivities (± 1~) derived from the SAS II data~ 

All analyses assume the cosmic ray intensity is constant 

along the line of sight and compare the gamma-ray intensity 

I~ with the total gas column density. Column densities 

are estimated either directly, NHI (+2NH ), or indirectly 
2 

from galaxy counts NH (NG). 
t 



Source (70-150 MeV) (150-300 MeV) (300-5000 MeV) (>100 MeV) 

Mayer-Hasselwander 
I bl < 10°' I 6' oC ~I et al. ( 1982) 1.67 -j, 

Lebn.m et al. + ·. 10°< I bl < 20°' I~ oC NJ.i-- (NG) 2.1 ~ 0.3 
(1982) . , t 

Strong et al. 
11°<lbl<20°, I~oC NJ.It (1982) 1.4 0.53 0.59 ( 1.8) (NG) ·-

' 
Strong (1984) 1. 55~ :E·. 76 0.93,0.83 0.85,0.55 ( 2 .4) 

Strong (1984) 1.27,1.48 0.80,0.70 0.75,0.48 (2.1) 

wo, I bl<zoo} rt.: ~ + Nflz 

10o<lbl<20o NH2 = NHt(NG)- ~I 

TABLE A.2 

As Table A.1, but for ~he COS B data. Strong (1984) derives the emissivities for NHI' 2NH2 
separately. Two calibrations of the NHt(NG) relation are employed. The former (Strong 
and Lebrun, 1982) resulting in higher emissivities than the latter (Strong, 1984). 

t-" 
V1 
Q"\ 



Source 

Gordon and Burton 
(1976) 

Blitz (1978) 

Solomon, Sanders 
and Scoville (1979) 

Solomon, Scoville 
and Sanders (1979) 

Blitz and Thaddeus 
(1980) 

Blitz and Shu 
(1980) 

Young and Scoville 
(1982) 

List (1982) 

Lebrun et al. 
(1983) 

. Sanders, Scoville 
and Solomon (1984) 

Sanders, Solomon 
and Scoville 
(1984a) 

Bloemen et al. 
(1984b). 

Bhat et al. 
(1984b) 

This work 

TABLE A.3 

0(20 

4.6 

15.0 

12.0 

7.2 

7.8 

3.6 

8.0 

157 

Derivation 

Comparison of optical extinction with 
CO emission in rotating dust globules. 

Dark cloud derivation. 

Radiative transfer analysis of inner 
Galaxy clouds. -

non-LTE analysis of inner Galaxy clouds. 

Comparison of
3
extinction in Rosette 

Nebula with CO emission. 

Compaf~son of dark cloud extinctions 
with CO emission. 

Comparison of Wco with ~2 derived from 

extinction (dark clouds) and LTE analysis 
( GMC cores ) . 

10.0 Comparison of Wco with Nttz for Ophiucus 

and mean cloud parameters. 

2.0-6.0 Gamma-ray analysis of 1st Galactic 
quadrant I bl < 5. 5°. 

9.2 Virial theorem analysis of inner Galaxy 
clouds. 

7.2 ~mparison of dark cloud extinction with 
CO emission. 

5.2 Gamma-ray analysis of Orion region. 

2.3 Galaxy count analysis towards nearby 
clouds. 

+ 3.7-0.6 Gamma-ray analysis of Orion clouds. 

Summary of previously adopted conversion factors ~20 

S 
-1 

2NH
2 

I Tdv/10 20 at cm- 2 (K kms- 1 ) and their 

derivation. 
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TABLES A.4, A.S 

The parameters of the two radio source samples. The 

weak radio sources (Table A.4) are those for which 

1o-10ph em - 2s - 1 ~ F X , expected ( > 100 MeV) < 

10-8 ph cm- 2s-1 The strong radio sources are those for 

( ) -8 -2 -1 ( which F ~ , expected > 100 MeV ~ 10 ph em s see 

Section 7~8). Two measures of the synchrotron flux 

are used : Sv the flux at SGHz ( 1 Jy = 1o-26 W Hz- 1 m - 2 ) 

or the radiated power P (W Hz- 1 ) at 408 MHz. The spectral 

index o<.' is obtained from the spectral flux s" cC 'i>-0( 

using additional measurements at 178 MHz (Jenkins et 

al., 1977). The distances are for the optical counter-

-1 -1 ) parts (H
0 

= 50 kms Mpc , q
0 

= ~ • The minimum energy 

W . and the gamma-ray luminosity Lv (> 100 MeV) are derived 
m~n a 

from the minimum energy requirements for each source 

(Section 7.4). 

Those clusters marked with an asterisk (*) do not 

meet the requirements for inclusion in Abell's complete 

statistical sample. 



TABlE A4 

1 II bii S,C5GHz:) log P(428) w. La-(>100 MeV) F0x 10-8 
Corrments Source r(Mpc) m~n 

0< h -1 'h -2 -1 ' . Jy w Hz- erg p s pcm s 

3C123 170.6,.~11.7 6.6 1.0 2000 6.2x1o60 3.9 X 1048 0.81 20m galaxy 
3C236 190.1, 54.0 1.48· 0.6 550 2.4x1o59 1.5 X 1047 0.41 DE4 galaxy 
3C295 97.5, 60.8 3.6 0.9 2070 3.8x1060 2.4 X 1048 0.46 21m galaxy 

59 1.6 X 1047 
.-.. . -

3C346 35.3, 35.8 1.28 0.6 580 2. 5x10 . 0:39 i6m galaxy 
3C388 74.7, 20.2 0.79 1.0 520 4.2x1059 2.6 X 1047 0.81 15m D3 galaxy 
3C293 54.6, 76.1 1.7 0.6 260 1.1x1059 6.9 X 1046 0.84 14.5m galaxy 
3C273 289.9, 64.4 26.55 0.45 733 59 1.8 X 1047 0.28. 2.9x10 _ quasar 
3C218 242.9, 25.1 26.14 0.82 349 2.0x1o59 1.3 X 1047 0.85 CD2 galaxy in cluster A780 (Hydra A) 
4C10. 

1.6x1059 1.0 X 1047 35A 317.8, 72.8 26.07 0.69 690 0.18 A1684 
4C10. 

1.5x1o59 9.4 X 1046 43.1A 17.1, 48.1 26.02 0.65 774 0.13 A2091 
3.8x1o59 2.4 X 1047 

_,_ 

4C12.76 70.1,-31.8 26.39 1.1 774 0.33 A2396" 
4C13. 

4.9x1058 3.1 X 1046 17A 164.2,-38.9 25.17 0.64 340 0.22 A401 
4C15. 

1.6x1059 1.0 X 1047 39E 258.6, 73.8 26.06 0. 7 690 0.18 A1462 
2.9x1058 1.8 X 1046 

. t-"' 

4C15.53 28.8, 44.5 24.80 0.44 203 0.36 A2147 V1 

"" 4C17.66 29.9, 44.0 24.87 0.60 182 3.2x1o58 2.0 X 1046 0.51 A2151 
4.4x1o59 2.8 X 1047 -·-4C17.89 76.1,-34.6 25;64 1.90 512 0.87 A2433" 

4C18 •. 
7.3x1o58 4.6 X 1046 ·k 41F 24.7, 56.6 25.43 0.73 410 0.23 A2036 

4C21: 
1.7x1o59 1.1 X 1047 -·-13 169.6,-24.6 26.13 0.49 747 0.16 A468" 



w. Lt(>100 MeV) 1o-8-
1 II' bll 5)5GHz) log P(4~8) lh -~ . ·. ·:-. Comments Source ex r(Mpc) m~n 

-1 • > - ~2 -1 
Jy' w Hz- erg ph s ph em s 

.. , 
1.4 690 2.3x1039 . 47 0.25 A2009 4C21.44A 28.9, 60.2 25,:68 1.4 X .10 

4C25.36 216.2, 75.6 24.11 0. 75 512 1.3x1058 8.1 X 1045 0.03 A1380 
4C26.35A 213.5, 78.1 26.37 0.66 690 2.4x1059 1.5 X 1047 0.26 A1425 
4C26.42 33.8, 77.2 25.69 0. 7 340 1.0 X 1059 6.3 X 1046 0.45 A1795 

1.8x1059 47 -'· 4C27.50 99.7 ,-31.3 26.20 0.35 590 1.1 X 10 · 0.27 A2584" 

4.7x1058 2.9 X 1946 -'· 4C27.53A 102.8,-32.4 24.80 1.1 328 0.23 A2622" 
4C29.41B 201. 5, 69.0 25.55 0.56 266 7.8x1o58 4.9 X 1046 0.52 A1213 
4C32.52A 54.8, 36.6 24.98 0. 75 340 4.1x1058 2.6 X 1046 -'· 0.18 A2241" 

6.8x1058 4.3x1o46 -'· 4C34.45 57.6, 35.0 25.36 0. 75 420 0.20 A2249" 
5.4x1058 3.4 X 1046 

_,_ 
r-> 

4C35.06A 150.6,-19.9 25.13 0.84 258 0.42 A40i' 0\ 
0 

8.7x1o58 5.4 X 1046 
_,_ 

4C35.16A 182.2, 18.3 25.31 1.05 310 0.47 A568" 
4C37.48 60.8, 41.8 26.43 0.8 804 2.9x1o59 1.8 X 1047 -

_,_ 

0.23 A2214" 
4C38.29B 67.2, 67.5 25.83 2.0 690 6.5x1059 4.1 X 1047 0. 71 A1914 
4C39.29 182.6, 55.9 25.15 0.75 690 5.1x1058 3.2 X 1046 0.06 
4C39.49.1 64.0, 35.6 25.56 0.95 335 1.1x1059 6.9 X 1046 0.53 A2250 
4C41.23 217.7,-40.7 25.80 0. 75 387 1.2x1059 7.5 X 1046 0.42 A490 
4C41.24 136.0, 75.5 26.27 0. 75 774 2.2x1059 1.4 X 1047 0.19 A1562 
4C41.26 92.6, 73.5 26.68 0. 75 1604 3.8x1059 2.4 X 1047 0.08 A1763 
4C46.23 153.3, 66.6 26.33 0.75 750 2.4x1047 1.5·x 1047 0.22. A1361 
4C50.33 147.6, 64.1 25.48 0.75 747 7.9x1058 4.9 X 1046 0.07 
4C51.29.1 139.8, 63.8 25.47 0. 74 340 7.7x1o58 4.8 X 1046 0. 35 A1452''' 
4C57.37B 82.0, 40.8 25.88 0.69 549 1.3x1059 . 8.1 X 1046 0.22 A2220 

'"k 

4C55.29A 96.1, 56.2 25.97 0.76 633 1.5x1059 9.4 X 1046 0.24 A1940 
4C58.23C 135.3, 57.9 26.61 0.82 633 3.7x1o59 2.3 X 1047 0.48 A1446 



1 II bii 5'.,( SGHz) log P(408) Source 
Jy~-- w Hz-1 0( r(Mpc) ' 

4C64o20o1A 94o0, 34o9 25o12 1.1 295 

4C66o07A 149o4, 33o0 25o98 1.1 660 

4C67o21D 125o7, 49o9 26o36 Oo87 690 

4C68o21 99o2, 28o0 26o03 Oo57 633 

4C69o10 145o5, 26o1 24o53 Oo75 451 

4C74o20o1 109 0 9' 38 0 7 24o 79 Oo 75 690 

w. L~(>100 MeV) 
m~n 

h -1 erg p s 

7o2x1o58 4o5 X 1046 

2o2x1059 1.4 X 1047 

2o8x1059 1.8 X 1047 

1o5x1059 9o4 X 1046 

2o3x1o58 1o4 X 1046 

3o2x1058 2o0 X 1046 

F~x 10-8 

ph cm-2s-1 

Oo43 

Oo27 

Oo 31 
Oo19 

Oo06 

Oo04 

A2255 

A629 

A1559 

_,_ 
A564" 

A2105 

Comments 

t-' 
(]\ 

t-' 



l II bii S)SGHz) log P(408) Source 0< 
' Jy w Hz-1 

-3C305 103.2, 49.1 0.57 1.0 

3C433 74.5,-17.7 . 3.9 0.8 

3C430 99.7, 8.0 0.38 1.3 

3C31 126.8,-30.3 0.14 1.4 

3C98 179.9,-31.1 2.9 0.8 

3C264 235.7, 73.0 0.4 1.3 

3C272.1 278.2, 74.5 0.35 1.2 

3C449 95.5,-15.9 0.05 1.6 

3C111 161.7 ,-8.8 3.3 0.9 

3C405.0 76.2, 5.~ 27.62 0. 77 

3C384 63.4,18.0 26.39 1.0 
4C12.76 74.1,-34.4 25.77 2.21 
4C26.64 103.5,-33.1 25.90 0. 74 
4C39.45 62.9, 43.7 25.93 1. 34 
tfC41.07 150.4,-13.4 25.58 0.71 

lf\JjLt, 

w. 
r(Mpc) m~n 

erg 

240 1.3x1o59 

570 6.5x1o59 

320 3.3x1059 

100 7.2x1058 

180 1.6x1059 

120 1.0x1o59 

17 8.5x1o57 

110 7.7x1058 

290 3.2x1o59 

316 1.3x1060 

398 3.4x1o59 

747 1.2x1060 

171 1.4x1059 

177 2.9x1o59 

100 8.7x1o58 

A:> 

L~(>100 MeV) 
ph s-1 

8.1 X 1046 

4.1 X 1047 

2.1 X 1047 

4.5 X 1046 

1.0 X 1047 

6. 3 X 1046 

5. 3 X 1045 

4.8 X 1046 

2.0 X 1047 

8.1 X 1047 

2.1 X 1047 

7.5 X 1047 

8.8 X 1046 

1.8 X 1047 

5.4 X 10 46 

F11 x1o-8 
phcm-2s-1 

1.2 

1.0 

1.7 

3.7 

2.5 

3.7 

15.0 

3.3 

2.0 

7 .o 

1.1 

1.1 

2.4 

4.8 

4.n 

Corrments 

peculiar galaxy 

15m elliptical galaxy 

NGC 383 DE3 galaxy 

ED3 galaxy 

NGC 3862 DEl galaxy in A1367 (Coma) 

t-'184 E2 galaxy in Virgo 

19m N galaxy 

Cygnus A 

Hercules A 

I-' 
0"\ 
N 
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TABLE A.6 

The parameters of the Abell cluster sample used . 

in the present analysis ( t 11 , b11 ) are the Galactic 

coordinates of the cluster centres. The distance and 

richness classes are defined by•Abell .(1958) (see Table 

7. 2 ) . 
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TABLE A6 
-------

Abell No. lii bii Distance Richness 
class class 

21 114.8, -34.7 4 1 

260 137.2, -29.0 4 1 

399 164.6, -40.5 3 1 

400 170.2, -45.9 1 1 

415 194.2, -59.9 4 1 

·.426 150.4, -14.4 0 2 

"449 133.7, 16.2 4 1 

496 209.6, -37.5 3 1 

526 194.3, -22.8 4 1 

539 195.7, -18.7 2 1 

574 219.4, -37.0 3 2 

592 210.2, :15.6 3 1 

754 239.3, . 24."8 3 2 

787 137.9, 36.2 4 2 

957 243.0, ·.42 •'9 4 1 

•978 250.0, "40.4 3 1 
--~· 

1020 232.7,. 52.3 4 1 

1035 179.4, 5~L 5 3 2 

1126 227.5, 61.0 4 1 

1185 203.0, 67.8 2 1 

1187 175.6, 65.9 3 1 

1213 201. 5' 69.0 2 1 

1216 263.8, 51.1 4 1 

1228 186.9, 69.4 1 1 

1238 260.0, 56.4 4 1 

1254 132.4, 44.5 3 1 

1364 270.8, 56.8 4 1 

1365 194.5, 74.9 4 1 

1367 234.8, 73.0 1 2 

1377 140.6, 59.1 3 1 

1382 129.9, 44.8 4 1 

1399 274.9, 56.4 4 2 

1436 136.9, 59.5 3 1 

1468 139.5, 64.2 4 1 

1474 261.0, 74.2 4 1 

1496 131.9, 57.2 4 1 
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Abell No. 1II bii Distance Richness 
class class 

1541 284.6, 70.Y 4 1 

1644 304.9, 45.3 4 1 

1651 306.7, 58.6 4 1 

1656 58.2, 88 .. 0 1 2 

1691 105.2, 77.2 3 1 

1749 88.0, 76.8 4 1 

1767 112.5, 57.0 4 1 

1773 331.1, 62.3 3 1 

1775 31.9, 78.7 4 2 

1793 59.1, 76.6 4 1 

1795 33.8, 77.2 4 2 

1809 339.5, 63.6 4 1 

1831 40.1, 75.0 3 1 

1837 329.3, 48.1 4 1 

1904 89.7, 62.3 3 2 

1913 12.5, 65.6 4 1 

1927 34.9, 67.7 4 1 

1983 19.0, 60.1 3 1 

1991 22.8, 60.5 3 1 

1999 91.9' 54.8 4 1 

2005 41.8' 61.8 4 2 

2022 43.3, 60.7 3 1 

2028 8.4, 51.9 4 1 

2029 5.5, 50.6 4 2 

2063 12.9, 49.7 3 1 

2065 42.9, 56.6 3 2 

2067 48.7, 56.8 4 1 

2089 43.9, 54.4 4 1 

2092 49.4, 54.6 4 1 

2107 34.4, 51.5 4 1 

2124 57.7, 52.3 3 1 

2142 44.2, 48.7 4 1 

2147 28.8, 44.5 1 1 

2175 49.3, 44.4 4 1 

2197 64.8, 43.8 1 1 

2199 61.9 43.7 1 2 

2255 94.0, 34.9 3 2 

2256 111.1, 31.7 3 2 

2312 99.0, 24.9 4 1 
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Abell No. lii bii Distance Richness 
class class 

2315 100.8, 25.6 4 1 

2319 75.7, 13.6 3 1 

2328 28.8, -34.6 4 2 

2382 38.9, -47.9 4 1 

2384 33.5, -4Y.4 4 1 

2399 67.4, -35.3 3 1 

2410 48.0, -47.6 4 1 

2634 103.5, -34.1 1 1 

\ 
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