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ABSTRACT

increasing use is being made of small gigital controliers in Industry
and Commerce. The failure of such comrollérs is important since it may

either
cause, plant 10 pecome unsafe or the interruption of production. Fault-
tolerant techniques are discussed for improving the reliability of gdigital
controllers  with  special reference to the deveiopment of a hybrid
electromechanical gas governor. whose electronic controlier is an example
of a small digital controlier. Three microprocessors are used in a two out
of three majority voting configuration and the meméry 15 Hamming code
protected. Redundancy techniques are used 1o protect against faults in
other parts of the controller and it will tolerate ‘most classes of
transient fault. |

When comparing designs or attempting to meet reliability criteria, it
is necessary to predict the reliability of a system and its individual
components. Severai sddrces of failure rate prediction are compared and
the wide variation in the failure rates of integ.rated circuits  is
highlighted. The comparison concludes by recommending which reliability
data source is likely to be most accurate for each type of component.

The gas governor is an example of a repairable system and analysis is
_developed tor predicting the improvement in reliapbility for repairable
redundant systems and for determining the optimum maintenance and repair
times for equipment.

The testing of redundant systems is difficult because of their
compiexity. vand under certain circumstances the redundancy can mask design
faults. Testing methods using. complex test equipment are described. as well
as the testing of the experimental.comroller.

A review s 'included of other fault-tolerant systems. Although the

work on large computers is not directly applicable to small controllers.

. many of the techniques can be used.
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CHAPTER 1

THE NEED FOR A RELIABLE CONTROLLER

1.7 NATIONAL GAS NETWORK

in the days before the extraction of natural gas. gas was produced.
stored. transmitied, - and used locally. Gas was transmitted at low pressure
ang there was no national network which made the control broblem much
easier.

The changeover to natural gas involved the installation of a national
network. Gas comes ashore from several gas fields at high pressure and is
transmitted throughout the country at high pressure.. typically at 1000 psi
in four foot diameter pipes. Compressor stations are. used at reqular
intervals to overcome pressure drops in the system. Because of the
extremely large volume of gas b,ein’g controlled at high pressure and the
absolute need for reliable control, considerable 'expenditure on fault
tolerant main frame and mini-computers for control pufposes can be
justified.

Gas is progressively reduced in pressure as it is transmitted to the
consumer. Tr“am;mlssion, pressures range from 1000psi to 100psi and control
of ghas lat the bottom end of this‘range is performed py pneumatics. in
order 10 make full use of the gas network. the technique of line-pack has
been dé‘veloped,where the pipework itself is used to store large quantities
of gas in order 0 smooth out variations in demand. To optimise the
‘etfic_:iency of techniques such as line-pack, it is necessary 10 replace
pneumatic  controllers  with elecltronic digital  controllers. . These
" controllers must be extremely reliable because of the requirement for safe
operation of the network, and failure to supply gas could invoive British
Ga.s‘ in litigation resulting in the payment of considerable compensation.

Fault tolerant controllers can achieve the leveis of reliability required
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and many of the techniques described and demonstrated in the following
chapters could be wused. Although the cost of the controller must be
considered more carefully at low pressures, sufficient savings can be made
by. the more efficient operation of the network to justify such controtlers.

Gas tinally reaches the ‘“distribution® network at relatively low
pressures wheére there are several thousand governor‘étationvs. The quantity
of gas handied by each governor is much less than at higher pressures and
all control is performed in pneumatics. A |_arge :governor station might
feed two thousand consumers. The cost of electronic control at this level
is critical. however lhe comrollgr must stili  be véry reliable  which
requires fault tolerant techniques to be used. t |s this type of “"small
digital controller”. that has been studied in depth at Durham and a
prototype controner'developed. The controller developed is more powerful
than that. required for simple pressure/flow control of a single reéulatOr
and couid be expanded to control line-pack as described above.

As well as experimenting with hybrid electronic/mechanical governors.
British Gas are making increasing use of microprocessor >equipmem. Because
of the requirement for high reiiability when .co;\trolling gas. it s

essential  to  consider the reliability of every piebe of equipment and

introduce fault tolerant techniques if necessary.

1.2 PNEUMATIC GOVERNORS

Since the aim of this research was 0 develop a “small digital
controller” to be used as part of an electromechanical governor. it is
necessary to study the characteristics of pneumatic governors so that the
replacement is no worse than its predecessor in performance and cost.

The terrhs ‘regulator and governor are virtually synonymous. but the
term governor will be used to describe a system having an infet and a

controlled  outlet. The term regulator will be .used to describe the

?



individual regulator valves which comprise the system.
Pneumatic regulators have. been used by British Gas for many years.
They have many advantages. of which the major ones are listed below :
W Tried and trusted - For a mechanical device they are very
reliable.  This is partly due to their mature technology and the

vast quantity produced.

(i) Inexpensive - A typical regulator costs a few hundred pounds.
(i) They are self powered and need no mains supply.
(iv) They can withstand some unusual operating conditions and

transient surges.
) Mechanically they are very rugged and will opérate over a wide

temperature range as long as they are prevented from freezing up.

A typical regulator valve is shown in figure(D. - The valve which
controis the flow of gas is mounted within the iower cast iron body. The
valve orifice is made from stainless steel 10 minimise wear and corrosion
and the vaive seat is made from nitrile rubber to. ensure low leakage when
shut. The vaive is attached to a long stem which passes up into  the
diaphragm chamber and is attached to the centre of the diaphragm. Movement
of the diaphragm causes the valve to open and shut.  The diaphragm
equilibrium position is reached by balancing the force of the spring on the
‘top of the diaphragm with the gas pressure below. Downstream gas pressure
is fed to the pressure tapping in the bottom diaphragm boM which is shown
to the right of figure(]).v it the downstream gas pressure rises. this
causes the diaphragm to move up which closes the valve and reduces the
d'ownstream pressure. The regulator is thus seen to behave as a negative
feedback closed loop controller of pressure. The outlet pressure of the
regulator is set by the main spring whose compression can be varied by
. adjusting thé top screwed plug. The valve shown is an "open at rest" type

and rupturing of the diaphrag'rri will cause the valve to fail fully open.



1.3 LIMITATIONS OF PNEUMATIC GOVERNORS

A schematic diagram of a governor feeding a distribution network is
shown in figure(2). There will be some point in the network where the
largest pressure drop exists between that point and the governor. This
point is labelled the worst case pressure point. To complicate matters
further, this point moves around as the loading on the network changes.
There is a statutory minimum pressure (about 5 inches wg) at which
consumers must be supplied. which means that the governor outlet pressure
must always be high enough to give th'!s minimum pressure at the worst case
pressureApoim. All other consumers will receive gas at pressures above
the statutory minimum.

It is desirable to keep the outlet pressure of the governor as iow as
possible whilst  still  satisfying the above conditi'qns' because of the
problem of |eakag}e. ol st bubron /).‘f)ew‘w{q is subject 4o mkaﬁ'veg/&» {?o?Ac.d» Mo~
hcijmalws' eakaae ‘Zo,ﬁ«;‘r_}(,\gis proportional to the network over-pressure.  Under
non worst case conditions and periods of low demand, there will be
considerable over-pressure uniess the governor is readjus;ted. It has been
estimated by Murphy(23] that -cw;do,;}oble—"&w;.@,m e olue o{‘(o:f‘aas could
be made fof a 2"wg reduction in nationwide system pressure,

"'t using microprocessor techniques. it should be possible to
reduce network over-pressure by at feast 2'wg.

As well as resistive pressure drops in the network t.here is a variable
pressure drop across a simple pneumatic regulator. The outiet pressure Of
a typical reguiator drops by 15 per cent as the flow through it is varied
from zero to'qu rated - this is called "droop”. Consequently the
regulator set point must be set higher than required 1o cohpensate for

droop at high fiows. A microprocessor controlled valve could reduce the

droop 1o zero.

il is necessary to set the governor outiet pressure higher than that
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required in a “twin stream® governor. In large governor stations where it
is imperative to supply gas without failure, it is common to use a fwin
stream regutator configuration as shown in figure(S).- Siam shuts are
similar 10 regulator valves. but are designed to close rapidly. cutting off
the gas fiow. when théir‘set pressure is reached. Typical pressure
settings are shown in figure(3). The minimum acceptable pressure at the
governor outlet- is 12"'wg. so the standby regulator is set to give this.
Normally the standby regulator is held off and the outlet pressure is
controlied al.V14"w'g by the active stream regulator. If the outlet pressure
rises above 18'wg. the active stream is cut off byil the slam shut set at
18"wg anad the standby stream takes oveAr. if the pré;sure rises further to
20"wg. the standby stream is cut off by the slam shut sét to 20°wg and gas
flow through the governor is cut off. it is Jgifficult to set accurateiy
both regulators and slam shuts. so it is necessary to have their sellings
several inches wg apart so that they do not inter act with each other. if
all the valves and siam shuts were controlled by a microprocessor. then it
would be possible t‘o have their set points closer together.

is

bv4

To compensate for resistive pressure drops in the system. it
desirable to reduce the governor pressure under conditions of Ilow flow and
to increase tﬁe pressure under conditions of high flow. Such control is
called "demand activated governing” (DAG). A pneumatic governor has been
develovped to perform this control function. but s v'ery complex and
requires many regulator valves and pneumatic components. If a muiti-feed
nelwork is fed by severai DAG controllers, then the controllers may
interract and make the system unstable. To prevent this it s necessary
is

g

for the controticrs to communicate with each other so that interaction
controlled.

The previous discussion has shown that pneumatic regulators are
satisfactory in their single form, but as soon as several are connected

together to form a governor, penalties must be paid by way of complexity.
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increased network leakage and inefficient control of the network. Most of
the disadvantages of pneumatic governors can be overcome by using a
pneumatic/electronic hybrid governor and such tasks as teiemetry, health
monitoring and compiex control algorithms are mage much easier to
implement.. it is however essential that the electronic controller s
extremely reliable. especially in circumstances where the controller is

controlling  several valves. it is necessary to use fault tolerant

techniques to achieve such a high level of reliability.
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CHAPTER 2

A REVIEW OF OTHER FAULT-TOLERANT CONTROLLERS

2.1 SMALL CONTHULLERS

Tne appucation of redundancy to small controllers is often more cost
sensitive than large computers. Redundancy can be used to achieve non stop
processing. taii safe operation, and a reduction in the mean time to repair

(MTTR) by the use of built in diagnostics.

2.1.1 TMR controllers

Platieter(7] describes a TMR design using three B085 microprocessors
which is similar to the experimental controller described in chapter eight.
Platteter recommends the use of TMR for the protection against untestable
errors in microprocessors. Three different manufacturers’ 8085s are used.
each having a different independent design. He proposes that it is better
to accept that complex VLS! circuits such as microprocessors will contain
untestable faulis, and it is Dbetter to protect against this using TMR
_lechniques, than to eliminate atl manutfacturing fa.u-lts. The voting s
periormed at bus level in STTL integrated circuits which will be less
rgiiable than voting in FPLAs. A very unsatisfactory approach is taken
towards resynchronisation. Either resynchronisation “just happens” or it
is aided by PUSHing all registers onto the stack and then POPing them off.
He reports that sometimes the system would not resynchronise and it was
Anecessary to perform a reset. The reasons for the system not synchronising
and how this can be overcome is described in chabter eight.

Higuchi et al [22] describe a TMR system using three 8085
microprocessors which is resynchronised at regular intervals. This is
unecessary since it is better only to resynchronise when a voting error is
detected. Resynchronisation is performed by PUSHIing allﬂregisters onto the

stack and then PQPing them off. This will not always resynchronise the



program couméi and sometimes .one processor will be found to lfock one clock
cycle behind the other two as described in chapter eight These
difficulties are . not reported. An alternative TMR configuration s
proposed by Higﬁchi which uses software voting and the three processors
execute tiasks at staggered intervals and compare their results when al!
processors have executed the task. The software will be more complex and
voting with not be transparent to the user. Dbut the execution of tasks at
different times should reduce the effect bf transient errors.

Ryland [20] describes the use of microprocessors in reliable raillway
signalling  equipment. The interlocking system uses three 6800
microproéessors- inva TMR configuration. The processors are loosely
.Synchronised and a processor will attempt to shut down any processor with
which - it disagrees (assassination). . If the assassination attempt fails. it
will  shut itself down (suicide). Fault reporting and the repair of a
faulty channel. is performed on-line. Two separate data links are provided
10 the equipment and data is transmitted at 10k baud in Manchester code
with Hamming code protection. The software was written in assembler
because the designer felt that it was easier to achieve reliability because
no arithmetic was used and the hardware interface was simple.
| . Davies et at [21] discuss ring communica;ion structures for a small
system. Three 8748 -single chip microbrocessors are. connecied in a TMR ring
structﬁre ana the .synchronisation is performed in software and is
accomplished by handshaking between the processors or the insertion of a
"fixed delay betore voting. The outputs from the three microprocessors must
be combined which is nearly as complex as voting in hardware. but they

propose that software voting offers greater versatility and-is not prone to

component taiiure.

2.1.2 Fail safe controller

A life support system controller is described by Lim [4). The design



is deliberately not fault-tolerant because of the increased cost. but is
designed to detect hardware and software faults and to cause the system 10
fail safe. An alarm is given on failure of the controller so that human

operation will ensure continued operation of the life support system.

2.1.3 Built in test equipment

Foose [17] describes an industrial microprocessor controller which was
designed to reduce the MTTR. The design aim was 80% automatic testability
ior 10% exira cost. The controller is divided into separate modules. each
performing a single function, and modules are designed to test themselves.
By reducing the MTTR the availability of the controller is increased and
maintenance costs reduced. Failure diagnosis can also: be performed Dby

unskilled operators:

2.2 LARGE COMPUTERS

The majority of research so far has been concentrated on large fauit-
tolerant computers which are used in the space, avionics, and nuclear

industries.

2.2.1 Space shuttle and avionics

The spacé shuttle is probably one of the best (and most expensive)
examples of a fault-tolerant system. References(12,131 describe the
digital processing subsystem. NASA decided to use standard proven avionics
computers which nowadays are rather outdated aﬁd to ‘implement the
redundancy in software. Five identical iBM avionics 32 :bit computers are
used each having 250k bytes of memory. The computers share two 16M Dbyte
tape drives for mass storage. The computer contains built in test
equipment and can détect 98% of errors. The computers are interconnected
10 themscives and to the sensors and actuators Dby serial buses. The

highest reliabitity —configuration consists of four computers in 1003€
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synchronism with the fifth computer executing background tasks.
Synchronism is achieved by hardware and software and two computers out of
the four can . fail without a catastrophic system failure. The inertial
guidance platform is triplicated and connected to different buses. Tﬁe
inertial information undergoes selection filtering which compares the
information channels and rejects any that are above & predetermined trip
level. With all channeis functional, mid-value selection is used which is
common for inertial systems and failure of channels results in a degraded
selection algorith.m. Failure of a channel must not ca'qse a large transient
disturbance at the output of the selection filter, since a fault lasting
only one sécond is enough under certain conditions to crash the shuttle.

The cycle time of the controi process is 40ms in which time selection
filtering and control of all the aerodynamic surfaces and rockets is
performed. The cycle time of 40ms is necessary for the stabitity of the
shuttle.

Ahern et ‘al [14] describe a software voter/monitor for selection
filtefing of inertial guidance information. It is necessary to reject
faulty channels and then to perform the vote. Mid-value. selection is again
chosen as the best algorithm and the requirement to smoothe the switch-over
from  one selection algorithm to another is stressed to avoid transient
disturbances.

Moogern military aircraft are controlied by the fly-by-wire technique.
.A digital flight computer reads in inertial and pilot information and
controls electromechanical actuators which are connected to the control
surfaces. Mechanical and hydraulic linkages are replaced. but it is
necessary 10 use redundancy techniques to acﬁieve high reliability in the
controller. An  added advantage in mi:Ii'(ary aircraft is the increased
‘\s.,urvivabimy ot the plane if it is damaged. For obvious reasons nothing
has been published about modern use of mMiCroprocessors in digital tlight

controllers.  but it is known that several different types of microprocessor
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inciuding the Texas 9900 and Motorola 6800 are used in redundant
configurations in the Tornado. Deets et al [15]. in discussing the design
and flight experience of a fly-by-wire control system, . describe the first
aircraft 10 use the fly-by-wire technique. An Apollo spéce computer was
installed in a modified F8 fighter. The 16 bit computer had a 36k word
men;lory. 12ps ir_\struction cycle and performed the control aigorithm in 30ms.
The initial tests were successful and .were conducted with a parallel back
up hydraulic system. | |

Black et al [51 discuss the development of a spaceborne memory. which
uses a memory error correction cogde. having the same number of bits as the
SEC/DED Hamming code. but which is able to correct double bit errors (DBE).
The position of stuck single bit" errors is logged so that if a double bit
error occurs. the stuck single bit error can be ‘“erased” since its position
‘is known, and a DBE tolerated. In order to achieve the high reliability
required in space applications using semiconductor random access memory

(RAM) the design was required to tolerate douole bit errors.

2.2.2 Commercial computers

Commercial computers are now being Dbuilt with redundant circuitry,
especially for memory protection. The aim is to inCr'ease‘me mean time to
taiture (MTTF) by redundant circﬁitry and to reduce the MTTR by built in
test equipment. Hence the availability can be 4Increaséd and maintenance
costs reduced. Toschi et allgl,in discussing a fault-tolerant computer
memory. describe the advantages gained by adding single Dbit error
correction to memory and the tolerance of transient errors. Troublesome
and failed memory devices are masked‘ by redundancy and are replaced at
periodic maintenance intervals. Swarz (18] describes the design
methodology behind the VAX computer with special emphasis on the ability of
the computer to tolerate memory. disk; and other errors. The computer is

designed 10 minimise the MTTR by the use of a LSI 11 microprocessor
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dedicated to diagnosing faults in the VAX computer. In this way the

availability is improved and the maintenance costs reduced.

2.2.3 Telephone exchange computers

Modern PCM telephone exchange computers must have a very high

avaiiability. typically less than two hours down-time in forty vyears.
Fantini et al [2] describe an exchange computer based on the Z8000 16 bit
microprocessor which has a fault coverage of 0.98. A duplicate processor
is used to detéct errors by comparison with the main processor. The power
supply. clock, and bus are continuously monitored for errors and RAM and
ROM checking . is :performed off-line. The aim of the désign is to detect and
isolate faults. Most faults were found to be transie:nt, but the system
relies on the prompt repair of permanent faults to achieve a high
availability.

Ceru et al (101 describe a similar exchange computer. The 16 bit
processor is constructed from discrete TTL and LSTTL and consists of two
processors operating in synchronism. The detection of an error causes both
processors 10 check themselves and each other. and the first one to finish

the checking resumes control of the exchange. Faults are logged and the

second processor is resynchronised if possible.

- 2.2.4 Safety moanitoring computer

Harbert (3] describes a system using three 8086 16 bit microprocessors
in a ftire/gas detection and automatic shut-down controller. The input
poards. microprocessor, memory, and output boards are triplicated and the
processors operate asynéhronously. Magnetic bubble storage is used since
this gives improved reliability over spinning memory devices. Several
~hundred détectors‘ are monitored by the'system and their status displayed on
CO!QUr vDUs, which' give a cl'eér display of information. The system controls

" -emergency shut-down and extinguishing equipment.



ey

- 13 =

2.2.5 PDP 11 computer

| Canepa et al {191, in discussing the architecture of multiprocessing
systems. des,(;ribe‘ a system consisting of three LS! 11 computers connected
in fa versat‘i!e triplex configuration, Hardware modification is minimal
except for fhe construction of the. voters which use 250 SSiI integrated
circuits. voting is performed at bus level which makes the redundancy
transparent to' the software. allowing standard software to be _executed.
The processors can be configured to operate singly, with one processor
talking o the other two, or in a TMR configuration where the processors
run in sy.n.cﬁronism. The system has been built to examine the. effect of
transient féults .on computers. By monitcring the three. processor system

and injecting faults into one channel. they hope to gain information about

the frequency. duration and iocation of transient faults in a computer.

2.2.6 éai'lway applications

Forsyihe e.t al {161]. in discussing reliable  train control
appiiéations. describe a system using three INS8900 16 bit microprocessors
which share a common bus. Each processor has its own memory store and both
processors and memory are buffered to improve the fauit isolation. The
three proceésovs share common RAM and EPROM and voting is performed in
software to breduce the hardware costs. The operation of the controller is
dividedAinto four sectors. in the first three sectors. each processor
executes a tlask and then swaps tasks with another processor at the end of

the sector. In this way the three tasks are executed three times on three

-different  microprocessors. In the fourth sector the results of the

Ed

' ‘computations . are compared and recovery is executed if required.

irtvencran - 7

Input/otiiput is performed in the fourth sector only if the error checking

is satisfactory. in spite of the high level of redundancy. the system was

~ - found to.lock-Up as a result of certain interference tests and the watchdog
. ' : - . \,

. timer was found to reset the system and restore correct operation.
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2.2.7 Fault-tolerant software

Much of the fault-tolerance on large computers is implemented in
software. Reférences[S.Q,H] describe the implementation of “recovery
blocks" on a large machine in a high level language. A recovery Dblock is
defined as a section of code in which recovery is possible. Calculations
undergo a series of acceptance tests. |f the acceptance test is not passed
an alternative calculation is tried. Before executing an acceptance test.
variables are stored in a ‘'recovery cache" so that the variabies can be
restored to their initial state if the alternative calculation and
acceptance test fails. Ghani et al [111 describe thg:» “recovery cache®

hardware as implemented on a PDP 11 computer.

2.3 SUMMARY

Many of the fault-tolerant features reported in small controllers are
used in the experimental controlier. The designs of Platteter (7] and
Higuchi et al [22]1 are similar to the governor controller which overcomes
many of the shortcomings in their designs. such as the failure 10
resynchronise. Ryland (20] proposes a ditferent TMR structure and reports
that software was written in assembler. The governor controlier software
was likewise written in assembler. Davies et al [21] discuss an
alternative TMR structure where the voting is performed in software. This
structure is very suitable for single chip rﬁicroprocessors, but was not
used in the governor controller for the reasons given in chapters six and
seven. The controller described by Lim (4] is designed to fail safe as is
the governor controller. Foose (171 reports that built in testability can
be incorporated at little extra cost and Ryland [20] -mentions the on-line
reporting ot faults. The governor controller performs on-line fault
reporting which allows the availability to be increased and maintenance

costs reduced.
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Although large computers are outside the definition of small
controllers. a' discussion of fault-tolerant features is included for the
sake of completeness and many of their fault-tolerant features can be
adapted' for use on small microprocessor controllers. Much of their fault-
tolerance is implemented in software and is more ‘complicated than that
required for a small controlier. The space shuttle uses serial buses for
the interconnection of units since this is more reliable than using jarge
paraiiel buses. The space shuttle and fly-by-wire aircraft use redundant
inertial sensors and software is used to select the Dest inertial
information. Mid-—value selection is commonly used as it ‘is a fast
algorithm to implement The governor controller, in a similar tashion,
uses redundant pressure trasnsducers and selects the Dbest pressure
information using software. Time is not critical. so a more suitable
averaging aigoritnm is used. rather than the faster mid-value selection.

References (5.6:18]1 describe the use of éingle bit error correction in

\
semiconductor memory. Black et al [5] discuss a code which will correct
d‘ouble bit errors. but which uses the same number of bits as the more
normal Hamming code. The experimental controller cannot correct double Dit
erroré, put allows recovery from them, aslweH as transparently correcting
single bit errors.

References [2.101 describe similar telephone exchange computers
consisting of a main 'processor and a standby spare.  This architecture
could have been used in the governor controller, but a TMR structure was
used in preference. Fantini et al [2]1 report that most faults experienced
were of a transient nature. References [3.16] describe 16 bit TMR
controllers where the voting 1is performed in software. The governor
controller performs the voting in hardware which is transparent 1o the
software. Canepa et al [19] describe a TMR system . using three PDP11
computers. where the voting s likewise performed in hardware. The

complexity of hardware voting in large computers is highlighted by the size
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of the required voting circuitry.

Recovery blocks, as described in references [8.9.11]. can usefully be
implemented on small controllers.  The governor controller ‘uses a special
type of recerry block, more properly called a recovery vector. which
allows vectored recovery to be executed following the detection of a

hardware or software error.
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CHAPTER 3

FAILURE OF COMPONENTS

3.1 FAILURE DISTRIBUTION AND MECHANISMS

The lanuré rate of most types of electrical -devices follows the
ciassical “path-tub" curve of figure(4). Phase one.; infant mortality,
represents the early life failures of a device and is usually associated
with one or more manufacturing defects. After several hundred hours. the
failure rate approaches some constant low value. phase two. where it
remains for anything ffom several years to several hundred years and
tailures occur randomly. - Wearout failures, 'phase three. occur at the end
of the useful life of a device and are characterised by a rapidly rising
failure rate with time as the device wears out both physically and
eIectricalfy. A comrhon wearout mechanism in integrated circuits is
corrosion due to moisture trapped inside the device package.- under normat
operating conditions, failure due to wearout is rarely experienced with
integrated circuits, unless they are operated for a very long period oOf
time - references(34.27]. |

The constant failure rate region. phase two. represents failures due
to random events such as electrical surges. Most failure rate data sources
assume a constant failure rate and present their results in the form of n
failures per unit time, typically n failures/10‘S hours. This s
satisfactory a‘s long as the wearout region is not encountered during the
lifetime ~of the equipment. This assumption is likely for integrated
circuits and resistors, but components such as electrolytic capacitors may
be different. The wearout phase of an electrolytic capacitor results from
the 'Aelectrolyte drying ﬁp, wﬁich might occur after only a few years.
However the quoted ‘constant” failure rate might suggest a MTTF of several

hundredAyears.' Thus it is essential to distinguish between the useful life
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. 1
of a component and MTTF it wearout is encountered.

An example of the misleading result that this confusion might produce
can be given by considering the human life span. .T,he mortality rate for
humans approximateiy follows the “bath-tub” curve. but if only the constant
"faihlure rate" experienced during youth and middie-age is éonsidered. then
a MTTF of two thousand years is predicted as opposed to a normat lifespan

of about seventy five years.

The majority of components used in “small digital controliers® are
integrated circuits,'resistors. and small decoupling capacitors. it s
therefore valid under ' favourable operating ° conditions to consider the
failure rate of such components constant and to assume that their useful
life is equivalent to the MTTF. |

Failure mechanisms in MOS integrated circuits are given in table(l)
and are discussed in more detéil in references(27.35]. Most potential
failures caused by these mechanisms can be detected early by suitable

screening. Consideration of these mechanisms is important since the

majority of microprocessor and memory components are fabricated using the

MOS technology.

3.2 FAILURE RATE MEASUREMENT AND ACCELERATION

The simplest method of caiculating the failure rate of devices under

controlled or field testing is by the equation :

failure rate = number of failures
. no. devices X no. hours tested

The problem with  this  equation is that statistically it only
represents a point estimate at 50% confidence. and that if testing reveals
no failures, then opviously the failure rat-e is not 2zero. A statistibal
séiution 10 this problem is given by the Chi-squared distribution as

discussed in references([32.49].
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2
I—c.L ,2r+
failure rate = x ( CL), 2) - 3.2.1)
2nt ‘

where: Xz= Chi-square function
CL= confidence level expressed as a decimal
r = number of failures
n = number of parts tested

t = total test duration
Tables of X' are found in many texts on statistics{49].
Equation(3.2.1) is almost universally used. with most

quoted at the 60% confidence level.

3.2.1, Accelerated testing

failure

rates

Even “unreliable” microelectronic devices may last several thousand

nours betore failing which makes life-testing a very long process and

screening virtually impossible. It has been shown that the failure rate of

microelectronic devices exponentially increases with temperature according

to the Arrhenius reaction rate equation, referencesl35,37.38].

tallure rate = C exp( -Ea/KT7) 3.2.2)

where: Ea = activation energy in eV
-5
K = Bolitzmanns constant ( 8.63 x 10 ) .
T = absolute temperature

C = an appropriate constant

When conducting accelerated tests and analysing test

important to remember two things :

data

it
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W The failure rate is exponentially dependent on temperature soO
that incorrect .speclfication of the device junction temperature
will have a large effect on the failure rate.

) The correct activation energy should be chosen. appropriate to

the failure mechanism under -consideration.

According> to the Arrhenius equation it is possible to accelerate
S.Su.j&:'mw‘g failures by testing at elevated temperatures and the

acceleration factor is calculated by :

| Ea ( 1 1 )
Fa =eXpPlo={ + — % (3.2.3)
PICLT T
}
where : Fa = acceleration factor
T1 = test temperature of the junction
T2 = desired temperature of the junction

The graph of figure(7) shows the relationship betweén Fa and the test
temperature. T1, for a desired temperature, T2, of 25° C. A farr;ily of
curves is plotted, showing the sensitivity of acceleration factor to
activation energy. Activation energies chosen are those corresponding to
the major failure mechanisms of table(1).

When considering failures due to moisture ing}ession into  the
microcircuit package and subsequent corrosion of the metalisation. and
bonding wires, a similar acceleration factor may be used. It is common 10
~test under conditions of 85° C/85%rh. references(39.43]. The acceleration

factor may be calculated according to the Lawson-Harrison law, references

(35.44] and is given by :

Fa = exp TE.& ( % _ -JI_T> +b(H|z_H1z) 3.2.4)
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where . Fa = acceleration factor
| Ea = activation energy
K = Boltzmanns constant
T1 = desired junction temperature

T2 = test junction temperature

He2 = test humidity
H1 = desired humidity

b = a constant

Reynoldsi35] uses values of Ea = 0.6eV as per table(]) and b=4.4 .

3.3 FAILURE RATE PREDICTION

Failure rates may be predicted either by acceierated testing or a
combination of accelerated testing, field testing. and mathematical
modelling. The most widely used document for failure rate prediction is
probably MIL-217 [(37]. prepared by the American Department of Defense at

the Rome Air Development Centre (RADC). This document is regularly updated

. and has been published as MiL-217 AB.C and recently D. The first to

predict the failure rate of microelectronic devices was MIL-2178.
Components covered are those mainly used in defence applications, but this
covers resistors,‘ capacitors, most integrated ciréuits, connectors,
switches etc. and field data is mainly gathered from defence applications.

A mathematical failure rate is developed for each type of component of the

form :

AN=Ap Tl e T -------- , (3.3.1)

where A = failure rate

)\b = pbase failure rate

TTp = quality factor
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environmental factor

TTe
TTa

application factor — voltage stress. power rating etc.

The tactors Ab . Tlp . Tle . TTa etc. are tabulated in MIL-217 covering many
operating conditions and grades of compbnent.

The failure rate of components depencs on their- quality and the MIL-
217 series attempts to allocate Tr¢ or quality factors according to the
grade of manufacture and subsequent screening.

An’environmem factor. Tle . is applied to take account of the
operating environment of the component. Experience has shown that failure
rates depend on the operating environment, as might be expected. For
instance a missile launch is more hostile than an aircraft in flight which
in turn is more hostile than a ground based environment. For the purpose
of evaluation of industrial equipment, the environment chosen as being
appropriate is "ground fixed", Gf.

Finally the application factor,  Tla . is taken into account.  This
factor takes many forms., but is mainly used to reflect the electrical
stress under which the component is operating. Any derating of the
voltage. current, or power handled by the component will result in an
improved vatue of T[a

The ftaiture rate model for MOS and‘bipolar devices is of particular
interest since this covers TTL logic and most microprocessor and memory

devices excluding ROMs. The model used is :

A=Tlo ML [CTRTY +( C2+Cs)TTe ] failures/10® hours (3.3.2)

where A = device tailure rate
TTp = quality tactor - depends on grade and screening level
TT. = device learning factor - unity for a mature device

temperature acceleration factor — Arrhenius relation

1

Tir



TTv= voltage stress factor — unity except for CMOS

C1 = device complexity factor - dependé on transistor count
G2 = device complexity faétor - depends on transistor count
C3 = package complexity factor

TTe = environment factor

Since Tl is exponentially dependent on temperature. then for  high
temperatures. T[+ is large and the model can be simplified to the

approximation :
A =TT G, - (3.3.3)

The failure rate is therefore exponentially dependent on the junction

temperature of the device.

3.3.1 _CNET

In 1972 the Comite” de Coordination des Te’le’communications in France
decided to establish a group of people to evaluate and predict the
reliabitity | of components used in the telecommunications and computing
industries. The first version of their report was published in 1976.
reference(38). This report was based on MiIL-217B (an earlier version of
MIL-217D (37]. but was biased towards telecommunication and computer
equipment operating in favourable environments as opposed to defence
equipment operating in hostile environments. Failure rate models are given
which, are similar 10 MIL-217. The model given for microcircuits was
considerably different, but was updated in 1982 to the following model

which is more similar to the MIL-217 model.

A =TT [C|1TTTETTV+ CﬂTsTTETfs] . failures/10" hours (3.3.4)
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where : A = device failure rate
TTp = quality factor - depends on grade and scréening level
TTL = reliability growth factor - unity for a mature device
TT. = temperature acceleration factor - Arrheniu-s relation
TT+ = device technology factor
TTv = voltage stress factor - unity except for CMOS-
- C1 = device complexity factor — depends on transistor count

device complexity factor - depends on transistor count

O
N
1

TTe = environment factor
TTs = humidity / temperature factor

TTs = transportation factor - depends on no. of journeys

3.3.2 National Centre of Systems Reliability

The NCSR reliability data [34) is a condensed version of their
computer cata bank held by the Systems Reliability Service, SRS. The data
bank comprises two main parts. The first contains tiéld data gathered trom
the nuclear industry where the environmental conditions are well known and
controlled. The second part contains information from MIL-217C as well as
data from other _published  sources. . laboratory tests and theoretical
predictions. Martin Marietta Aerospéce provide mucﬁ of the support for the
' RADC data which in turn influences the MIL-217 series. The SRS data bank
contains this data. so the SRS gata will not be an independent source to
MiL-217.

The faiture rate models are similar to MIL-217 with the exception of

the microcircuit model. which is :
F = Kl Kg ( Fel + Fe2 + Ft) failures/ 106 hours (3.3.5)

- where F = tailure rate for a hermetic device

K1 = unity for mature devices otherwise ten
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Kg retiability growth factor

Fel = transistor count complexity / environment factor

Fe2 = packaging factor — depends on no. of pins and environment

Ft = temperature accelerature factor dependent on packaging
The model only considers two grades of device. hermetic and non-hermetic.
The non-hermetic device failure rate is equal to twice the hermetic failure

rate as well as further adjustments incorporated into Ft.

3.3.3 RADC ticid data

As well as publishing the MIL-217 series, the RADC publishes failure
rate data obtained from field experience. Klein [45]Apresents much field

data on microcircuits which is shown 10 agree apwadmately with MIL-217C.

3.3.4 European Space Agency

The ESA has its own data bank and requires companies wishing to
iender for projects to perform a reliability predictioni gsing the failure
rate data geherated and supplied by themselves. Th|s has the great
advantage that all companies are forced to use .the same. failure rate data

and a vatid comparison between proposed designs can be made.

3.3.5 Manufacturers testing

Most microcircuit manufacturers publish the results of accelerated
testing on their devices. references(27.40]. Devices are subjected‘ to
thermal and physical shock tests -as well as dynamic iesting at elevated
temperatures. A large number of devices are tested for typically several
thousand hours. and the number of failures observed are fitted to a Chi-
squared distribution. The failure rate is typically quoted at the 60%

contidence level and the failure rates are further modified according to



- 26 -

the Arrnenius acceleration factor. to give a failure rate appropriate 1o
the likely conditions of usage. There is some discrepancy between
gifferent manufacturer's predictions, since they make wuse of different
 activation energies as applied to the Arrheniﬁs acceleration equation.
Tests are also performed to verify the suitabitity of device packages as

regards shock and humidity as reported by Motorola (401.

3.3.6_Simple models

A simpie model for microcircuits is quoted by the RRE which is useful

when very tew parameters are known :

A= AgKd KI (3.3.6)
where :  As= 5 digital bipolar
Ae= 8 digital MOS
Ae= 12 linear bipolar
Kd = die area in square inches

0.015

KI= 1 + N-12
24

N = number of package leads
For this model to apply. the ambient temperature must not exceed 55°C. the
“junction temperature must not be greater than 40° C above ambient, and

plastic encapsulation must not be used. It plastic encapsulation is used.

then it is recommended that the failure rate is doubled.

3.3.7 GIDEP computer data base

The Government industry Data Exchange Programme is an American based

association which was established in 1959 and provides access to four data
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banks, which are :

(i) Engineering data bank

(i) Retliabiiity-maintainability data bank
(ii) Failuré experience data bank

(iv) Metrology data bank

The reliabidity-maintainability data bank is of particular interest as

regards reiiability prediction.

3.3.8 EuReData

The European Reliability Data Bank Association was established in 1974
on a voluntary basis and was formally constituted in 1979 The
organisation is non profit making and is supported by' the EEC. its main
aims are to' promote data exchange between aorganisations and to set up

standard methods for obtaining and using reliability data.

3.3.9 MIL-217 Data base

The laiure rate madels and§factors contained in the MIL-217 series
ideally lend therﬁselves to computerisation. since mathematical formulae are
given for all the failure rate factors. T+, T etc. T.'he Pregictor package
(811 includes the computerisation of MIL-217. The CNET data. likewise. is
suitable, however data such as NCSR (34) is not suitable since no formulae

are given for the failure rate factors. but only tables of figures.

3.4 COMPARISON OF FAILURE RATE DATA

The taiure rates for typical components used in a digital controlier
are given in tabies(2) to (16). There are two main sources of data :
W Field and accelerated life testing data.

Gn Predicted failure rates based on models such as MIL 217.
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3.4.1 Resistors

The ailure rates of oxide film resistors are compared in table(2).
Of thé p:édicted data. the CNET prediction is identical to MiL 217 which
might be expected since the CNET data is based on MiL 217B. The NCSR
prediction is double that of the other predictions, but fits in between the
two failure rates based on field experience. In addiﬁon the NCSR data is
pbased on field experience within the nuclear industry. so it is proposed
that the NCSR failure rate is the value most likely to be correct. There
is however golod agreement between all wvalues with th‘e worst and Dbest

faiture rates only differing by a factor of four.

3.4.2 Capacuors

The tailure rates of a 0.1uF decoupling capacitor are given in table
(3. This time agreement is not good with the worst and best values
differing by a factor of twenty. This difference may be partly due to the
wide variation in capacitor types and it is not possible to make
predictions for identical capacitor types. However the CNET and MIL 217
values are .in close agreement together with the ICL field data. as was the
case for resistors., so it is proposed that the MIL 217 failure rate s

accepted for this type of capacitor.

3.4.3 Soldered joints

The failure rates of soldered joints are compared. in table(4).
Ignoring the CNET prediction which seems to be low. there is good agreement
between the other values and again the ICL field data agrees very closely

with MIL 217. 1t is proposed that the MIL 217 value is accepted.

3.4.4 Wire-wrap connections

The laiiure rales -of wire-wrapped joints are compared in table(d).
The MIL 217 and CNET predictions seem grossly optimistic when compared with

. the tield data and soldered joints. In the case of the MIL 217 data it is
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suspecled that very few wire-wrap joints are used in miiitary equipment,
but many more are used in the computer industry. For this reason and
because the ICL data and Dummer agree so closely. it is proposed that the

field data is more likely to be correct.

3.4.5 Edge connectors

The failure rate of edge connectors is compared in table(6). It is
difticuit 10 compare failure rates because of the wide variety of edge
connectors and the mating/unmating cycles are not known for the field data.
The Dummer failure rate éeems high whilst the MIL 217 rate seems low when
compared with field data as weil as soldered and wire-wrapped joints.
Although the CNET data is based on ML 217, the CNET failure rate for
connectors is much higher (a factor of 30). Presumably CNET -found the MIL
217 model to be too optimistic. The CNET prediction agrees with the ICL
data and seems to be a sensible value. so it is proposed that the CNET data

is used in preference to the other sources.

3.4.6 Integrated circuits

The failure rates of integrated circuits are several orders oOf
magnitude greater than resistors. capacitors. or connections. and therefore
because of the large number of integrated circuits used in a digital
controlier. their failure rate dominates the !btal controller failure rate.
The failure raté of integrated circuits has been shown to fit the Arrhenius
relationship as discussed in section 3.2, which means that the failure rate
is exponentially dependent on junction temperature and acti?ation energy.
it is therefore essential to make comparisons between different reliability
data sources at  equivalent activation energies and junclion temperatures.
othcrwise the exponential  dependence will introduce large ditferences

between the failure rates. The activation energies used by MiL 217D. MiL

217C -and NCSR appropriate to different device technologies are given in



- 30 -

taple(7). The higher the activation energy. the higher the failure rate at
an elevated temperature.

Tne main difference between MIL 217C and MIL 217D is the section on
. microcircuits. Only two activation energies used in the calculation of TT.
are used in MiL 217C and no distinction is made between hermetic and non-
hermetic (plastic) encapsulation. The revisions incorporated in MiL 217D
seem to improve the predictions. Nine different activétion energies are
used according 10 devic.e technology and a distinction is made between
hermetic and non-hermetic encapsulation with a higher activation energy
quoted for non—hermetié devices. This seems reasonable since non-hermetic
devices are more prone 10 corrosion due to moisture. and this failure
mechanism is shown to have a high activation energy as shown in table(}).
The NCSR data only uses three activation energies which agree closely with
MIL 217D ior hermetic devices. The NCSR activation energies make no
distinction between hermetic and non-hermetic devices and it is simply
recommended to multiply the failure rate by two for non-hermetic devices.
This approach is feit to be too simple. |

The CNET failure rate model uses two activation energies of 0.3 and
1.0ev in the calcuiation of TTt ., the temperature acceleration factor. The
weighting betweén 0.3 an.d 1.0eviis varied accbrding to deQice technology.
This seems 10 be a better approach than MIL 217D and NCSR which take the
rather simplistic view that only one activation energy |s piresent when many
activation 'energies may all be making contribution.s' through different
failure mechanismsi

Some manufacturers accelerated testing makes use of two activation
.'energies. referencesl[28,29], although one activation energy is seen 10
dominate.

The junction temperature is calculated according to :

Tj = Tamb + ©ja.Pdiss . 3.4.1)



- 31 -

where: Tj = junction temperature
Tamb = ambient case temperature
Aja = junction/ambient thermal resistance

Pdiss= power dissipated

if Pdiss is small as in small CMOS or LSTTL devices. the temperature rise
due 10 .Qja.Pdiss will be small and - the failure rate will be relatively’
insensitive to these two parameters. However in the <case of a
microproéessor which dissipates about 0.5W. and can physically be felt to
run warfn, it is important to d[ef%w‘ﬁme acc'wafelg ©ja.Pdiss. Motorolai42]
give vailues of @ja trdm 70-115°C/W for a plastic device and 50° C/W for a
ceramic device. Considering MIL 217D and the 6800 microprocessor. ®ja is
correctly given as 50°C/W for a hermetic device. but the worst case power
dissipatioh of 1W is given. it would seem more reasonable to use the
typical power dissipation of 0.5W which reduces the junciion temperature Dby
’25°C, giving a large increase in predicted reliability.

if @ja cannot be determined from manufacturers data or the table in

MIL 217D, then MiL 217D recommends that the following values are used :

Package type Oja °C/W
< 22 pin nc{metic 30
< 22 pin non-hermetic 125
> 22 pin hermetic 25
> 22 pin non—hermetic 100

The NCSR data recommends the foliowing values for Oja :

60°C/W hermetic devices

it

Oja

° .
155 C/W non-hermetic devices

Oja

Compared with the recommendations of MiL 217D and Motorola. the NCSR
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figures seem excessively-high.

Alfhough the power dissipati.on. Pdiss. is given in MIL 217D in the
same table as ©ja. it is recommended that the manufacturers data is
consulted instead since (for example) the power dissipation of an 8080
microprocesso? is incorrectly given as 1.7W and not 1.5W as given Dby
intei (331 it is further recommended that a more realistic failure rate
is obtaine'd by using the typical power dissipation.. as quoted in the
manufacturers data and not the maximum power dissipation. | possible the
device case temperature should be measured to give an "accurate value of

case ambient.

3.4.7 TTL integrated circuits

The failure rates of TTL integrated circuits are compared in table
(8). The junction temperature of the ICL devices is unknown. but ali other
predictions are based on a junction temperature of 33° C. The four
predicted faiture rates use very similar activation energies. Ea. The MIL
217C prediction'ils obviously too high by at least an order of magnitude.
but the other failure rates are seen to vary from worst te best by a tactor
of six. The predicted failure rates are pessimistic when compared with the
ICL tield data, although this gifference may Abe due to lower junction
temperatures of the ICL devices. i the CNET, MIiL 217D and NCSR
predictions are compared. they a're seen to vary by a factor of three which
is thought to be very good. Since the CNET 'prediction falls between the

other two predictions, it is proposed that the CNET data is accepted in

preference to the other two for TTL failure rate prediction.

348 6800 Microprocessor

The tailure rates for a 6800 microprocessor are compared in table(9).
The activation energies and junction temperatures used to calculate the

tailure rates are those recommended by the respective reliability data
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sources and are seen 10 vary considerably. All the predictions use a
junction temperature which is at least 15°C too high. Again MIL 217C is
seen to be too high by at least two orders of magnitude. although this is
partly due to using a higher activation energy than the other predictions.
Table(10) shows the -failure rates of tabie(9) converted to a common
base of junction temperature and activation energy. An activation energy
of 1.0ev is chosen, since this is the value used by Motorola as well as the
_MIL~-STD 883 screening procedure. MIL 217C is ignored since this is much
highef than. the other values, however both MIL 217D and NCSR predictions
ére‘seen to agree closely and give a sensible-value of about one failure
per wenty years. Tne Motorola failure rate seems to be too low and

corresponds to one failure per thousand years.

3.4.9 8080 Microprocessor

The tfailure rates of an 8080 microprocessor are compared in table(11).
The activation energies are very similar except for MIL 217C. it is
interesting to note that Intel chose an activation energy of 0.5eV as
compared with 1.0ev used by Motorola. The junction temperatures vary
considerably. although the junction temperature used by Intel is unknown,
but,p}obably around 89° C. The simple RRE failure . rate model given. in
section 3.3 is seen to give a reasonable result. although probably 100 high
by an order of magnitude. Again MIL 217C is seen to be too high Dby about
two orders of magnitude.

Table(12) shows the failure rates of tabie(11) converted to a common
pbase of junction temperature and activation energy. With the exception of
MIL 217C. the predictions agree closely. although they are higher than the
pregictions for the 6800 by a factor of four. This is because of the
higher j'unction temperature of the 8080 microprocessor. The intel and
Motorola failure rates determined by accelerated testing are seen 10 agree

closely, although tney are felt to be 100 Iow.
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3.410 EPROM

The failure rates of 2716 EPROMs are compared in table(13) at a common
junction temperature. With the exception of MiL 217C. the failure rates
agree within an order of magnitude which is much better than for
microprocessors. The CNET failure rate is seen to agree most closely with
the manufacturers failure rate. An activation energy of 0.55ev is used by
both MIL 217b and NCSR since this is the energy corresponding to NMOS
devices.  Intel have found that 0.3eV is more suited to accelerated testing
of EAPROMs. If the MIL 217D and NCSR failure rates were éalculated using an
activation energy of 0.3eV. then agreement between the failure rates would

be better.

3.4.11 Bipotar ROMs

The taiiure rates for a 1k bipolar ROM are compared in table(14).
With exception of MIL 217C. the failure rates all agree very closely and it
is impossible to suggest that one value is more believable than another.
it is interesting to note that all reliability oata sources use nearly

identicai activation energies.

3.4.12 Dynamic RAM

The ftailure rates for a 16k dynamic RAM .are compared in table(15).
The MIL 217C value seems too high, whilst the Motorola figure seems 100
low. i the Motoroia failure rate. having an activation energy of 1.0eV,
is converted to a failure rate. having an activation energy of 0.3ev. then
it may be compared sensibly with the Intel failuré rate. Both the MIL 217D
~and NCSR failure rates are high when compared with the manufacturers
accelerated test results and the CNET prediction seems 0o agree more

closely as found by Reynolds (35].

- 3.4.13. Static RAMs

" The failure ratés of 1k static RAMs are compared in table(16).  With
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the exception of MIL 217C. the failure rates agree closely and it is

impossible to suggest that one data source is preferable to another.

3.4.14 Comparison with other field data

klein (451 compares field failure rates with MiL 217C predictions.
For all devices except PROMs. MIL 217C is found to be pessimistic by up to
wo orders of magnitude. For PROMs. MIL 217C is shown to be 100 high by an
order of magnitude for some devices, whilst it is found to' be too low Dby én
order of magnitude for other devices. For microprocessors MIL 217C s
pessimistic by up to two orders of magnitudé and observed failure rates are
m the range 0.3-2.0 i/million hours. For RAMs. MIL 217C is correct for
some devices. but is pessimistic by up to two orders‘of.‘ magnitude for the
majority ot devices. and observed fai!u.re rates are .in the range 0.1-20
f/mithon hours. For ROMs, MIL 217C is pessimistic for most devices by an
order of magnitude and observed failure rates are in the range 0.08-0.8
t/million hours.

Reynolds [35] concludes that MiL 217C s pessimistic for most
‘microcircuits and that the CNET predictions are more appropriate 10 "ground
fixed" applicaﬁonsl

| -Daniels et .al [46] compare observed failure. rates based on field data
with predictions made according to MIL 217C. incorporating Notice 1 (May
1980), for twe’lve pieces of equipmeﬁt of two types. one being analogue and
the other a digital controller. The comparison shows that 79% of predicted
values are within a factor of two of the observed values. aithough MiL 217C
is always pessimistic. In fact where microcircuits are concerned. it is
proposed that they shouid have found there 10 be. wider disagreement between
predicted and observed values. it was assumed as a Dbasis for the
comparison that the temperature rise within equiprﬁent is only 10°C above an
ambient temperature oOf 25° C. Thus theA failure rate of a 6800

microprocessor is  predicted at a  junction temperature of 35° C. This
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junction temperature is much too low as previous discussion has shown.
Assuming a thermal resistance of Oja= 50° C/W and a typical power
dissipation'of 0.5W, the temperature rise within a 6800 microprocessor will
pe at least 25° C. which gives a junction temperature of 50° C. Since the
types of microcircuits used in the “digital controller are not specified it
is impossible to conciude how pessimistic MIL ‘217C is. especially tor
microcircuits. |

Claridge (471 makes a comparison' between observed and predicted
jailure rates of a large instrumentation and protectién system. Although
very few inlegrated circuits are Qsed in the system, "a usefu|>lesson can
probably be ‘Iearnt. The system comprises about nine hundred sub-units.
each containing about forty components. If the ob.sérvéd failure rates of
the sub-units are compared with the predictions. then the failure rates are
seen to vary Dy about two orders of magnitude. it however the failure rate
of the systems consisting of nine hundred sub-units are compared. then the
predicted a.nq observed failure rates vary by a factor of four with the
prediction almost always 'pessimistic. Unfortunately the data source used
lior failure rate prediction is not quoted. but this exampie shows that
observed and predicted failure rates can be shbwn to agree more closely if
a comparison is made between a system containing many thousand components,
rather than a hundred or so. A statistical analysis is always seen to be

more accurate if the sampie size is increaseaq.

3.4.15 Recommendations

The most widely used data source for reliability prediction s
probably the MIL 217 series. It has the advantage' that most commonly used
components are listed. It has been shown that many of the predictions of
MIL 217D. especially those for microcircuits are pessimistic. although i
is better to err on the side of caution. If a more accurate failure rate

'pr(-:di(:lion is required. then it is suggested that the foliowing tailure
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rates and reliability data sources are used for the following components :

Component type » Data source / failure rate
Resistor NCSR
Decoupling capacitor MiL 2‘17D
Soldered joint '  MIL 217D
Wire-wrap connection - 0.0008 ‘f/M hrs
Connectors | | CNET
TTL integrated circuits - CNET
Microprocessors " CNET
EPROM . CNET
Bipolar PROM ‘ CNET. / MIL 217D
Dynamic RAM ' CNET
Static RAM CNET / MIL 217D

The findiﬁgs of this section as well as Reynolds [35] indicate a
preferénce for the use of CNET gdata for microcircﬁitg. rather than MiL
217D. altﬁough MIL 217D should not be in error by more than one order of
magnitude.

Whichever reliability data-source is used, is is 'recommended that for
imegratéd circuits, the thermal resistance ©ja is determined from the
manufacturers data or, failing that. from MIL 21'7D as described previvously
in  this section. The typical power dissipation, .determined from the
manufacturers data. should be wused to calculate the device junction

temperature. Tj.

3.5 COMPARISON OF DIFFERENT DEVICE TECHNOLOGIES AND ENCAPSULATION

For a given type of encapsulation. the failure rate depends on the

aevice tecnnology n two ways :
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(i) Activation energy - AThe activation energies corresponding to the
tailure mechanisms of different technologies are given in
table(7) and discussed in section 3.4. There is fairly good
agreement between manufacturers and data sources for failure rate
predic;ion.

(i) Power dissipation -- The device junction temperaturg depends on
tne ambient temperature and the temperaturé rise within the
microcircuit  package. which s dependent on thé power
dissipation. Technologies such as TTL and ECL exhibit much

higher power dissipation than CMOS.

3.5.1 CMOS vs TTL logic

it 1s shown by Peterson [43] that. non-hermetic CMOS devices are more
sensitive to moisture activated corrosion and surface in.stability than TTL
devices. Many CMOS devices were found to fail because properties such as
input current and leakage current increased. sending ;he device out of
tolerance. This is probably to be expected becaus:e of the high input
impedance of CMOS. If he:metic CMOS s considereq. then it is still
reported by Johnson et al [48] that TTL devices generally exhibit a much
higher reliability.

The comparison between CMOS and TTL is to some extent a trade-off
pbetween temperature and activation energy. Bipolar .fTL devices dissipate
more power than CMOS. therefore have a higher junction temperature. but
their activaiion energy is lower. CMQOS devices fail acéording to a high
activation energy. but dissipate negligible power. Peterson [43] concludes
that plastic encapsulated CMOS has a failure rate five to thirty times that
of plastic TTL d(:v}ces. Although there is considerable evidence suggesting
that CMOS devices are less -reliable than TTL, the findings of Motorola (39]
suggest that CMOS‘.V NMOS and HMOS have approximately equalv failure rates.

pased .on nearly six million hours of testing at 1252 C on seven thousand
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devices.
Unless design considerations dictate otherwise. it is recommended that

TTL logic is.used in preterence to CMOS for the above reasons.

3.5.2 Hermetic vs non-hermetic encapsulation

- There are basicaily three types of hermetic package :

(i) Ceramic package with metal lid - This type of encapsulation is:
common for VLSI devices and consists of a piece of ceramic
moulded around the lead frame with a central ‘well® in the
package. The die is placed in the well and wire—bonded to the
lead frame. The device is then sealed by brazing o.r soldering on
a metal Hd. The package is availabie in both DIL and leadiess
chip carrier.

(i) Cerdip - This package is available in both DIL and flat pack and
consists of a lower slab of ceramic which has the lead frame
moulded into it. The die is placed on top Qt the lead frame and
wire—‘bonded to it. The package is sealed by a ceramic lid with a
glass seal around the edges.

(i) Metal can - This type of package is rarely used for logicC devices
and is mainly used for linear' and hybrid devices. The
microcircuits are contained within a sealed metal can with
'connections passing through glass seals on the bottom of the

package.

Non-hermetic packages consist of a die attached and wire-bonded to a
lead frame and then the die and lead frame are éncapsulated using an epoxy.
silicone, or phenolic resin.

| Apart from other considerations. hermetic devices have a lower thermal
resistance  (typically 50° C/W) than plastic devices (ypically 100° C/W).
This difference between plastic and ceramic»devic.es may be reduced with the

_introduction of copper lead frames instead of aluminium as currently used.
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Motoroia [39] report the advantage of using a copper lead frame and the
improvement in plastic device thermal resistance. For gevices which
dissip’ate a lot of power, the junction temperature of hermetic devices will
be lower than that of plastic devices which shouldIAgive a more reliable
device. If devices are to be used over the full military temperature range
ot -55°C 1o +125°C. then it is necessary to use ceramic devices.
References(49.50) suggest that ceramic devices are twice -as expensive
as plastic devices and Hakim et al [50] propose that ninety per cent of ail
integrated circuits are plastic. This poses a problem‘for_ high reliability
users ot microcircuits since nearly al devices‘ aré ‘a\'/ailablé in plastic.

-but not all are availabie in ceramic. it is therefore necessary for the

high reliabitity user to consider the use of plastic devic;as on the grounds

ot cost and availability. Plastic microcircuits offer lower weight and it
has been suggested that the encapsulant which surrounds the die and wire-
ponds makes the device maore robust.

There are two main disadvantages with piastic devices :

)] Moisture which is either trapped inside the package when sealed.
or which leaks into thelpackage‘along the lead-frame. has been
shown to cause corrosion of the die and wire-bonds.
references(43.48,50.54.661. |

(i) Package_ integrity - If the coefficients of thermal expansion Of
the die. lead-frame. and moulding compound are not equal.

! stresses will be set up within the package which may crack the

die or break the wire—bonds.

in order 1o accelerate the failure of devices due to moisture
corrosion it is common to perform THB (temperature humidity bias) lesting.
fhe device under test is placed under conditions of 85° C/85% rh with a
static bias of +5V applied. The lbiassing of the dewce"is ‘organised = 10

minimise the power dissipation of the device so that heat generated on-chip
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will upset the test conditions as little as possible. References(51.52,53]
propose equations  tinking .the acceleration in failure rate to the
temperature ana relative humidity. Reynolds [35] suggests that equipment
under benign conditions of 30° C/30% rh  will underg'o an acceleration in
failure rate o! 550 under conditions of 85° C/85% rh. whilst the
corresponding acceieration factor for equipment normally operated under
uncontrolled conditions of 12°C/80% rh is 210. The latter acceleration
rate is chosen  as the rate most ahpro_priate to British Gas “field
conditions”.

Lycoudes ‘- [54] concludes that new plastics have "virtually eliminated
the early problems of package integrity and that the reliability of plastic
devices is comparable to that of hermetic devices. provided that
environmental conditions are not extreme.

Results of accelerated THB testing are given Dby Hakim et al [50] who
report that hermetic ceramic devices perform best . of all. but that the
extrapolated failure rates for plastic devices are acceptable. They
conclude that the use of plastic devices in military and high reliability
equipment is not recommended under all conditions. but their use under
controtled conditions might be acceptable.

Bauer et al [66] recommend that plastic dev.ices may be used with
caution in high }eliability applications as long as their failure rate 1s
estimated to be four times worse than equivaient ceramic devices.

The results of. 85° C/85% rh testing. ’mermal shock testing. and
temperature cycle testing on plastic packages. are reported by Motorola
139.40.41]. The results of thermal shock testing are good. especially in
referencei{40]. confirming that new plastics hav'e-eliminated early problems.
The resuits of 85° C/85% rh testing. referencé[SQ]. are more difficult to
interpret. For a random failure process it is a valid assumption 10

“multiply the number of devices under test by the test duration. which gives
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an equivalent number of device hours under .test conditions. However

failure due to corrosion is not a random process and should not be analysed
by this method. The only conclusion that gan be drawn from the Motorola
data is that out qf a sample of 1717 devices. 18 devices had failed after
1008 hours of testing at 85°C/85% rh. If however this recommendation is
~ignored aﬁd the results of THB testing in reference(39] are used to give a
tailure rate at 85°C/85% rh. then at 90% confidence the failure rate is 14
i’/M nhours which agrees well with the résults of Hakim et at [50}. if this
failure rate is extrapolated to conditions of 70° C/30% rhsuch as might

prevail under. Motorola’s accelerated temperature testing. then the result

is a failure rate of 0.37 #/M hours as compared "with the accelerated
testing result for plastic devices of 0.2 /M hours. Although THB testing
results should not be extrapolated to give a failure rate, it appears that

reasonable results are obtained it extrapolation is performed.

For the above reasons. the resuits of extrapolated THB testing should

be treated with caution.

An interesting result is given by Motorola ([38], in which the failure

rates of plastic and ceramic devices are given as 0.2 /M hours and 024

/M hours respectively. This suggests that wunder favourable conditions,

there is no difference between the reliability of plastic and ceramic

devices. This finding is also the conclusion of Fox {67].
The graph of figure(8) shows the failure rates of equivaient plastic

and ceramic 8085 microprocessors plotted against ambient temperature. The
failure rates are calculated according to MIL 217D and CNEf data. using the

following equations :

MiL 217D
[ o I )
‘ )\,L;L-C = 01205 exp |9270 ( 298 T+358) | +1.785 3.5.1)
’ I [ I
A = 0.0296 exp 6373 (298 ~ T +315) ] +0.533 (3.5.2)

Cltam'\c
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CNET
= 7 + —3500 4 -11600

XPMHC- 7.’28x10 exp [—_TA+358] + 1.27x10  exp [TA+3$8] + 1.575 | (3.5.3)
= + = 3500 13 -11600

Moo [28X107 exp [7“3,5] + 3.64x10 exp A[T———MB,S_] +0.525  (3.5.4)

The MIL 217D and CNET predictions for ceramic devices agree closely.
but predictions for plastic devices_ disagree by nearly an order of
magnitude. The CNET data which is less pessimistic than MIL 217D is felt
to be more a‘cc‘ur'ate when considered in relation td this section and the
tindings of Motorota. In fact under favourable conditions, packages may be
even better than CNET data predicts.

It is proposed that the lower failure rate of pl'astic TTL devices as
compared wih CMOS is due in part to the heat generated by TTL devices.
which tends to drive off any moisture present in the package. Since CMOS
generates aimost negligiblé heat. any moisture present in the package will
not be driven off and moisture activated corrosion will proceed at a faster

rate because of the higher level of relative humidity.

3.5.3 Recommendations

1. TTL logic should be used in preference to CMOS unless power
consumption is critical.

There is strong evidence to suggest that hermetic devices are slightly

[Aw]

more reliable than piastic devices. and it is recommended that ceramic
packages are used in all but the most cost~sensitive applications.

Failure rate prediction of plastic encapsulated devices shouid be

W

performed using CNET data in preference to MIL 217D.
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3.6 SCREENING AND METHODS OF IMPROVING FAILURE RATES

One ot the most common ways of improving the reliability of individual
components and electronic systems is the technique of “burn-in”. The
device under test is operated under normal conditions or more commonly
~elevated temperature for a period of time which is sufficient 10 remove the
freak population of early failures which occur on the “infant mortality®
section ot the “"path tub” curve. As components fail. they are replaced and
orf completion ot a successful burn-in, all weak components will havg been
replaced andlthe fallure of components will assume a constant rate due to
random fanures,b Techniques for determining an optimum burn-in profile are
given in references[55.56] since it is important' to bufn-in for sufficient
time 10 expose Weak components. but further burn-in tihe will be a waste of
time, or in the case of some components. will exhaust some of the useful
life of the components.

For high reliability applications, components are available from
manufacturers which have -satisfied agreed standard screéning procedures.
- Such screening V' may involve visual. mechanical, and e|éctrical tests.
Integrated Acircuit failure rate predictiqns in MiL 217D refer to the screen
level of a device according to US MiL STD 883. This screening procedure
was introduced in 1968 in order to create an economically feasible
standardised integrated circuit screening flow which would achieve in-
equipment failurelrates of 0.8 f/M hours and 0.04 /M hour; for class B:and
ctass A devices respectively. The standard has been modified since 1968
and now represents a very tough screening specification. An equivalent
screening  specification is covered Dby Britishi Standard BS9400. The
screening specifications for integrated circuits are covered in detail Dby
National Semiconﬁuctms {581. | ’
The reiation between MIL 217D screen level, screening specification.

quality factor TTq . and iypical relative cost is given in table(17).
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Considerable diiferences exist between MIL STD 883 class S and BS9400 class
A. for example, class S screening speci.fies non destructive wire-bond pult
tests, however the two classes are broadly similar. The screening classes
B and C of MIL STD 883 are veiy similar to those of BS9400. and BS9400
includes a iourth class D not covered by MIL STD 883. The screening
requirements of BS59400 are shown in figure(9). Considering screening level
A. the process begins with a visual examination of the die and wire-bonds
under 30-200 times magnificatioh. The congdition A visual examination is
more stringent: than B and specifies -maximum allowable deformation in
metalisation widths etc.  The visual examination is obviously very labour
intensive and theretore expensive. The device is yhen»encapsulated and
haked to stabilise it The' integrity of the package and wire-bonds is now
lested by temperature cycling. mechanical shock, and cdnstam acceleration
tests. The package seal is tested next by‘ fine and gross leak tests and
then the device is tested electrically. In order to detect weak devices,
the device is burnt-in at high iemperature, after which it is tested again
electrically. A high temperature reverse bias is now applied and the
device is again tested electrically. Finally the device 4undergoes an X-ray
examination to detect bad wire-bonds, Particles inside the package. or bad
gie adhesion.  If all these tests are passed successfully, the device
continues 10 routine testing before being released. Screening levels 8. C.
and D form a sub-set of level A as well as having a less stringent visual
examination and burn-in. The only difference between scréening level B and
C is the final burn-in of class B devices. It is therefore recommended
that devices are procured according to BS9400 class C at a typical rela'tive
cost of six times that of a plastic devii(:e. The equipment is then
assembled and subjected to a burn-in at 125°C for 160 hours. In this way.
class G devices which survive the assefnbly and burn-in could be considered

10 be equivalent 10 class B devices. According to table(17). this burn-in

process should increase the reliability by a factor of three. making the
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<
equipment an order of magnitude more reliable than equipment using plastic
gevices. but at only six times the cost.
As an alternative 0 this burn-in procedure, British Telecom burn-in

some high reliability equipment for 500 hours at 85°C.

3.6.1 Derating and cooling

Reducing the stresses on a component will increase its life.
Jensen [57] suggests that components should be derated according to the

toliowing guidelines for high reliability applications :

Resistors - derate power to 0.5 rated

Electrolytic capacitors - maintain core temperature below 70°C

Semiconductors - Power derating = 0.3
Current derating = 0.5
Voitage derating = 0.6

Wherever possible, the junction temperature of semiconductor devices should
not exceed the maximum values 6f tablie(18).

The 'reliability of CMOS and linear integrated circuits can be improved
by derating the power supply voltage. This is not possible with TTL and
NMOS logic which must be supplied with +5V +5%. A 5% reduction in supply
voltage would | increase the reliability SIightly, but at the expense of
reduced noise immunity and tolerance of power supply voltage fluctuations.

Since the failure rate of integrated  circuits is approximately
exponem'iany dependent on temperature, it is 'imponant‘ to minimise the
junction temperature. Therefore circuit boards should be mounted well away
from power supplies, heat sinks etc. and provided with as much cooling as
possible. in many cases. the use of forced cooling is advantageous and can
dramatically reduce the failure rate of equipment.

The power dissipation v'vith.in a device is also dependent on the output

loading.  Jensen [57] recommends that the fan-out of digital circuits and
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the loading of linear circuits is derated by a factor ot at least 0.8.

3.7 SOFTWARE AND TRANSIENT ERRORS

Before discussing malfunctions in digital controllers. it is necessary
to detine the terms “error’ and “fault". They are defined by Anderson and

Lee {60] as .

Error -~ Part of an erroneous state that constitutes a difference from
a valid state.
Fault - An error in a component or the design of a system will be

referred to as a fault in a component or system.,

An error can thus' be seen as the manitestation of a fault, a single fault
producing one or more errors.

Faults in digital' controllers are either permaneﬁt (har@) or transient
(soft). Permanent faults are normally easy to diagnose and répair and are
caused by the failure ot components and software. Uhless a software fault
is fundamental to the operation of the controller. it is wusually possible
to recover from the fault by thg technique. of "exception handling”.
described iater. Careful testing shouid reveal permanent software faults,
however ha(dwaie may fail at any time.' as described in section 3.4, and
redundancy techniques are required 10 protect against such failures.
Although it is difficult to predict accurately the failure rates of
nardware as demonst-rated in section 3.4, sufficient data exists to make an
estimate which wilt be correct within an order of magnitude or so.

Transient faults are much harder to deal with since they are by their
very nature of short duration, and may be caused by many ditferent sources.
it is not always possible to detect the cause of a Iransient faull,
although a particular class of transient fault may be injected into a

system toAmeasure' the system’'s fault-tolerance to that class of fault.
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internal operation of most microprocessors is dynamic and relies
on stored charge. so it is reasonable 10 expect that ‘smaller
device geometries in  microprocessors  will increase  their
sensitivity to alpha radgiation.

Motorola ([61] describe tHe design procedure for . a 64k
dynamic  BAM with particular attention to :the eftect of aipha
radiation. Transient error rates as high as 500 f/M hours are
quoted for initial production units in 1979. Transient error
rates. for current production devices are quoted as 22 (/M hours,
being 22 times greater than bermanem failure rates.

Design taults ~ The physical construction of a piece of equipment
can -give rise to transient féults due toAscreening. tayout. or
decoupling problems. Timing and logic threshold faults are a
turther class of fault and are sometimes affected by temperature.
making a piece of equipment malfunction over a certain

temperature range. whilst it works perfectly at other

temperatures. For this reason it is important to test 18'4{»/5

equipment over its compiete operating temperature range.
Software - Transient software faults are wusually the result of
programming errors which may be either incorrect aigorithm
specification or coding errors in machine language or high level
language. Exceptionally faults are caused by “bugs® in the
cross—-assembler or compiler. Methods forvimproving software
reliability are given in section 5.4,

Environmental effects - Often digital controllers are sited in
harsh electrical environments which may cause transient faulls
due 10 noise on the electrical supply or high electromagnelic
field str'engths. LSl circuits  are  particularly  prone to
electlrical . interterence and in the worst environments, further

measures  may  be  required other than attention to earthing.



- 50 -

screening. and provision of a “clean” power supply.

A powerful tool for the correction of transient faults s the
provision of fault-tolerant software which. is written 1t0. check for fauits

and provide any necessary correction.

3.8 SUMMARY

Often. as is the case for the experimental controller., a design
requirement is that a piece of equipment does not exceed a certain failure
rate. It is also necessary to predict the failure ‘rate' of equipment so
that altérnétive designs may be compared. The previo.us”chapter‘ has shown
that it is difficult to predict accwately the failure. rate of equipmerﬁ.
Components are assumed to fail according to the "batn—tub"- curve and it is
assumed that during the useful life of the component, that the failure rate
1S ¢constant. In order to screen semiconductor equipmen; and to produée
failure rate data. it is essential to accelerate the fai’lure process and
the Arrhenius acceleration equation is universally used when calculating
the acceleration in féilure rate due to a rise in temperature.

The w:ide variation in failure rate prediction data is discussed in
section 3.4 and the comparison of different predictions with field data
suggests that some dala sources are preferable to others. The recommended
farlure rate predi'ction data source for each type of component'is given at
the end of the section. For most components. the CNET data [38] is to be
preferred.

A comparison of device technologies shows that TTL is more reliable
than CMOS. which is probably due to the high input impedance of CMOS which
makes it very sensitive to moisture, and the higher power dissipation of
TTL which is sufficient to dry out the integrated circuit package. Unless
design considerations require the use of CMOS in tow power applications. it

is recommended thal TTL is used in preference to CMOS.
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There is considerable disagreement as to whether plastic encapsulatibn
is worse than hermelic encapsulation. The findings of Motorola suggest
_that there 15 no difterence between the two methods.of encapsulation. but
ail  other literature proposes that plastic aevices should be wused with
caution in high reliability apptlications. it is clear that improvements
have been made in thé techniques of plastic encapsulation. and that plastic
devices are only significantly worse under conditions of high humidity. It
is recommended here that plastic devices are only uée‘d' in the most cost
sensitive applications.

Components should not be operated. at their 'makirﬁum ratings and
guidelines for derating components are given in section 3.6. Since the
failure raté of components is exponentially dependent on temperature. the
provision ot forced cooling will dramatically reduce the faiture rate.

Although considerable importance is attached to the prediction and
prevention of permanent failures. it is reported that transient errors are
much more common (2.61.78] and it is impor'tant to'protect against this
class of fauit. The governor controller is tolerant df most classes of
transient fault. -Some of the protection is provided in hardware and is
'transparent to the software, whilst the rest of the p‘rotection is provided
by software. Software fault-tolerance is a pow.erful tdoll for the detection

and correction of transient errors.
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CHAPTER 4

PREDICTION OF RELIABILITY IMPROVEMENT DUE TO FAULT-TOLERANT
TECHNIQUES

4.1 METHUUS OF EXPRESSING RELIABILITY

Uniilke the physical parameters of an electronic device such as
resistance, capacitance, voltage etc. which _are easy to use andg to measu-re.
(ne rehability of a component is a very difficult quantity. The whole of
reliapility engineering relies on the use of statistics and_ therefore gréat
caution must be exercised. since statements are made concerning statistical
lquantities rather than physical quantities.

The failure ‘of electrbnic components is shown by‘C_;uIey (11 to fit the

Poisson distribution. The reliability of a system is defined as

The probability that the system will perform its required function,

under stared conditions. for a stated period of time. .

Normally a system is required not to fail, so the reliability of a system
is given by the probability that no failures are observed during a given

time period. The probability is given by :
PO = exp (-AD 4.1

time interval

where : t
A

P(0) = probability of no failures

1

failure rate of the component

which can be rewritten 4as @
R = exp (-AD where : R = reliability of the component (4.1.2)

in order to calculate the reliability it is necessary to know the
failure rate of the component, A . which can be measured by means of life

testing or may be predicted as described in chapter three.
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The concept of *mission time" is useful when it is required 1o ptedict
the probability that a piece of equipment will operate successfully over a

given time period. The probability of success is given by !
P =exp (-AT where : T = mission time 4.1.3)

Such an analysis is often used in space and defence when it is required 10
calculate the probability of a successful space miss;ion or the probabﬁity
that a missite will hit its target.

In an industrial environment, mission time is a less useful concept as
it is normally reguired to predict how I'ong a pieée of equipment will

operate before failing. The mean time to failure. MTTF. is defined Dy :

=]
MTTF = J R dt , R PY
[-]

0

[exp (- Ot

-}

if the MTTF is substituted for the mission time for a piece of equipment,

then the reliability is given by :

ps
l)

. exp (—)\—'>\ )

exp (-1)

0.37

This means that there is only a 37% chance that a piece of equipment will
operate for a time equal to the MTTF. It is for this reason that the MTTF

should be used carefully.
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4.2 EFFECT OF REDUNDANCY ON RELIABILITY

For n units in series, each having failure rates Al

system reiiapiiity is given by :
R = exp [~()\:+>\z+}\3+ ........ )t]

The failure rates may simply be added together
system failure rate. This is the case for most
and the failure rate of the governor controtier is

the failure rates ot the individual components.

)\1 . )\3 . etc..

@21

the

to calculate the total

failure rate predictions

caiculated by summing

The simplest form of redundancy is a parallel standby system where

either component can fail without the system tailing.

R = e-M

R = e-)\f

Assuming that the two components fail independently. the probability

failure is given by !

P = (=R where  P() = probability of failure

since P(s)y = 1 - PO where P(s) = probability of success

the reliability of the system is given by :

R =2R-R>

4.2.2)

Cluley [1] shows that the MTTF of the system is equal 10 :

MTTF = 3
2\

which is only 50 per cent more than the MTTF of a single channel.

of
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It a TMR system having perfect voters is considered. the reliability
is given py !

R =3R - 2R 4.2.3)
and the MTTF is given by :

MTTF = 5
6
in this case the MTTF is less than that of a single channel At first
sight this would suggest that a TMR system is inferior to a duplicated or a
single channel. however a TMR systerﬁ can be shown to be more reliable if
repair or the concept of mission time is considered.

A graph is plotted in figure(10) of the reliability of a simplex and a
TMR system against At. the normalised mission time. - it is seen that there
is a crossover at which point the TMR system ceases to be more reliable

than the simplex system. The position of this point may be calculated Dby

equating the simplex and TMR reliabilities according to :

R = 3R% - 2R°

The solution R=0.5 corresponds to At=0.693. The crossover point which
ocurrs before At=1 explains why the MTTF of a TMR system is worse than
that of a simpiex system. For a system without repair. the useful life of

’

a TMR system is iimited to AM=0.693 or less.

4.3 EFFECT OF MAINTENANCE ON A SYSTEM

The previous seétions have not considered repair and a system was
caonsidered 1o have exceeded its useful life once it had failed. This is
typical of space and defence equipment. Systems which are repaired when
- they have failed will now be considered: this situation can be considered

typical of industrial equipment such as the governor controller. Since
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systems are repaired between failures, the term MTBF (mean time between
failures) ‘is used to replace the term MTTF. The mean time to repair of a
faited system is given Dby the MTTR. - The availability of a system s

defined as

A = MTBF 4.3.1)
MTBF + MTTR

The availabiiity may be interpreted as a probability :that the system s in
working order at any instant The concept of availa‘bility is useful when
planning the maintenance of equipment. | if the MTBF oAf- a piece of equipment
is known.:and it is required to achieve a certain Ie\/el of availability,

then  the necéssary MTTR to achieve that level of availability may be

calculated.

4.3.1 Redundant systems

The inuroduction of redundancy into a system, together with repair.
allows considerapble improvements to be made in equipme_ﬁt reliability.  For
example if one channel of a TMR system fails and‘ isAPepaired before a
further charnel fails. then the system will opérate without imerruptioh.
in order to achieve int{ekruption free operation. it is .essential to know
when components fail so that they may be reblaced before further failures
occur.

For a repairable system with n units of which one is a spare. the

Markov failure model is given below :

h)\lC .
nout of n A n-1 out of n-
state 1 - z state 2
- n=-1 A
n>\l(' C) failed ( ) ]

_ state 3
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where : A1 = failure rate of a single unit

A\2= repair rate

c = coverage

The coverage is a number between zero and unity and is a measure of the
proportion of faults which are covered by the redundancy in the system.

where unity is equivalent to complete coverage. The transfer raies between

states are given by !

aP D = = AP+ AP (4.3.2)
at

dR, (0 = nAicP (0 = WP, @ = (=DAPL (4.3.3)
at .

P30 = NAIO-CP (D + (N=DAIP2(D 4.3.4)
at '

The state transition matrix is therefore given by :

- n)u n)\lc n)u(]-c)
A , - [)\h (h—]))ul ' (n-HA1
V] : 0 0

The solution of these equations in terms of the MTFF (mean time to first

failure) is given by Dhillon and Singh (71] as :
-1
MTFF = (1 01 [-Q} U where : U = unit matrix 4.3.5)
Q is the reduced state transition matrix which is given Dy :

Y nAic

[Ql =
A2 ~Ag (-1A)
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Hence :

- (A (n=DA niic
(-Q} = +—
A }\1 nA

The MTFF is given by !

-
MTFF = {1 0] [-Q]

= A2 +(n-DA1 + nhic (4.3.6)
n(n—]))\,z + nX|>\1(]“C)

For Ai<< A2 this equation can be simplitied to :

MTFF = A2 * @3
nin-DAT {1+ (-0 A2
(-1 A

Which is the same equation as that given by Arnold [72).
Equation(4.3.6) may be checked for a TMR system with no repair which

has 100 per cent coverage using the values :

A= 0
c=1
n=3
this gives :
MTFF =

@ |en
2|

which agrees with the expression for MTFF derived previously.
The concept of coverage as applied to software is easy 1o define. It
it the proportion ol fanlts that can be dotectod and recovercd tromo T bor

hardware it i proposed that the coverage is defined by :
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c= failure rate of protected circuitry
faitlure rate of protected + unprotected circuitry

The unprotected circuitry includes all common .circuitry which contributes

to common mode failures.

4.4 METHODS OF EXPRESSING IMPROVEMENT

Any improvement obtained in the reliability of a éyétem can be shown
by an improvement in the availability or the reliability .of the system for
a given mission time. in an industrial environrﬁ'enf it is usefui to
consider any improvement that can be made to the MTTF .of a system. Tﬁe
MTTFIF (mean time to failure improvement factor) is defined as

MTTFIF = MTTF (fauit tolerant)
MTTF (non fault tolerant)

Hence the MTTFIF for a system with n units of which one is a spare is given
by the modified equation(4.3.7) :
MTTFIF = A/ A : (4.4

nin-H 1+ A-¢C) X
(n-1 M

Hence the MTTFIF for a TMR system with repair as shown by Pearson and

Preece (73] is given by :

MTTFIF = Aas A (4.4.2)
611+ kK Az )
6 + 2k }\l
where : A2 = repair rate

A1 = failure rate of a single unit
Av
A

/\v= failure rate of voters

k =
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A graph of MTTFIF against Ma/A for  different k factbrs is shown in
figure(11 ).  For large values of k., it is seen that little improvement can
be made in the MTTF as the ratio >\2//\r is increased. For small values of
k. large improvements can be made to the MTTF as the ratio Az7As is
increased.  For a given value of k it is seen that the curve reaches a
plateau. after which further increases in A /A cause little extra
improvement in MTTF. The point at which this plateau is reached depends on
k ana this point should be used to determine the minimum time to repair.
Any further improvements in the repair time will be wasted. since the MTTF
" cannot be improved much more.

These findings can be summarised by stating that in order to achieve
improvement in the MTTF of a system by repair. the fault coverage must be
high. |

A simitar approach can be used to determine the improvement to be
gained by using SEC/DED Hamming code protected memory. In this case there
.are n RAM chips of which one is a spare. The coverage is calculated as
previously defined :

c = failure rate of RAM chips
failure rate of RAM chips + Hamming code circuitry .

4.5 SUMMARY

Two types of reliability analysis have beeﬁ discussed. .The first is
concerned with predicting the probability of failure free operation of a
non—repairabl.e system for a given mission time. This analysis is typically
used in space and defence applications. The second type of analysis is
directly applicable to the governor controller. -The individual failure
rates are added together to give the total failure rété The effect of
maintenance and repair is then considered and the MTTF of the equipment s

calculated. . In order . that a repairable redundant ‘controller may be
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compared with a non-redundant system without repair. ‘the concept of MTTF
improvement factor is introduced. Consideration of the MTTF improvement

factor allows the optimum repair time to be calculated.
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CHAPTER 5

TECHNIQUES FOR IMPROVING A SYSTEM'S FAULT-TOLERANCE

5.1 LEVELS OF FAULT-TOLERANCE

A slruclured approéch to fault-tolerance .implementation is proposed by
Halse et al (74l Fault-tolerant techniques are assigned levels of

recovery as shown below.

Emergency fail-safe ' level 3
or shut down :

Exception. handling level 2
and recovery routines .

Hardware fault— level 1
tolerance ’

At the lowest level, level 1., compiete recovery ié_pfovided from a’
limited range of fault types. Recovery is embedded in the hardware design
of the system and in the experimental controller .cons}sts of recovery from
voting and memory errors. Level 2 provides a more limited recovery from a
wider range of faults. Any state of the controner.which is outside its
specification is termed an “exception®. As ;he’processing of data
proceeds., exception handling routines check for errors which may be ‘ca'used
by external stimuli or design faults, and initiate recovery from them.
Recovery routines perform the Iogging‘of errors and identical fault
recovery may be ‘Qsed to recover from differlent types of fault. At the
highest level, level 3. Ilmlted or degraded recovery, such as ‘a fail-safe
emergency shut-down. is provided from a wide variety of fault types.

A structured approach to assigning levels of fa\;n't recovery is useful.
since it a given level fails to recover from a fault. recovery is passed up

1o the next level until recovery or soft failure is successfully completed.
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5.2 DESIGN TOOLS

Two commonly used design tools for assessing the reliability of a

piece of equipment are FMECA and FTA which are defined below.

5.2.1 FMECA

Fault mode. effect and criticality analysis is a formal design
exercise where each component in a system is considered and a failure rate
is assigned to each mode of failure. For instance a resistor might fail
open circuit 25 per cent of the time and fail out of tolérance fdr 75 per
cent. The consequence of resistor failure is listed. together with a
criticality - rating.

Failure open circuit might result in failure of the

circuit. whilst parameter drift might result in a degraded but acceptable

performance. An example of a FMECA is given below =
tem Failure mode | failure rate effect criticality
f/M hours " rating(1=low
3=high)
resistor R1 open circuit 0.002 no output _ 3
from circuit
resistor R1 parameter 0.006 reduced 1
drift output
capacitor Cl short cct. 0.002 no output 3
capacitor C1 open circuit 0.002 reduced gain 2
at high fregs.

Hence the failure rate at each criticality rating may be determined. rather

than assuming all failures are catastrophic. ‘This analysis is well suited

to analogue circuits and data sources such as NCSR [34] give the percentage

failure for each mode. The criticality analysis is of littte wuse for

systems containing many digital integrated circuits. Failure rate data

gives no information about failure modes and it is assumed that any failure

within complex integrated circuits results‘_ in total failure of the device.
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in this case. the FMECA is shortened 1o FMEA, fault mode etfect analysis.
i the tailure rates of all the components in the system are tabuiated.
then components having a high relative failure rate can be identified and
corrective action taken. An example of a FMEA is given in section 7.3 when

the microprocessor was found to dominate the total failure rate.

522 FTA

Fault tree analysis is complementary to FMECA and FMEA. Instead of
being a bottom-up process it is a top—down process. The analysis starts by
considering failure. modes of the complete system and then working downwards
to identify the part failures which could generate such system failures.
Conventional logic symbols .are used to combine events. An example of a FTA
for a pressure trip is shown in figure(12).  If the pressure exceeds the
preset value it is required to trip the process. ‘To prevent spurious
trips. two pressure transducers are used. both of which must signal
overpressure before action is taken. I probabilities.arei assigned to each

fault, then the probability of an erroneous trip may be calculated.

5.3 HARDWARE

When considering the failure rate of hardware it is u..s.eful to remember
that using less hardware will decrease the failure rate:z; since there are
fewer components to fail. A well managed and‘ designed piece of equipment
is likely 10 be more reliable than a. hurried design~where the main
acceptance test is whether the equiphent works or not.

Several methods are now proposed for improﬂng the fault-tolerance of

digital controllers. Many of these methods are used oOn the governor

controller described in chapter eight.

5.3.1  Watchdog timer

A watchdog timer is probably one of the simplest and most effective
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devices that can be added to a system. it will not cure all ills, but
should prevent the system remaining in a crashed state. in its simple
form, the watchdog consists of a monostable which is triggered under
software control by the syatem it is protecting. at time intervals less
than the pulse width of the monostable. in this way the monostable
generates a constant pulse. It the retriggering pulse. is not received.
- then after a delay set by the monostable. it times-out and a reset pulse is
generated for the system. It is important that the watchdog is retriggered
once only per program cycle.'and this i-s usually perifermed on eachvpa_ss
through. the main control loop. . There is a smalil' probability that the
controiler can stick in an erroneous Iooe. continually retriggering the
watchdog. and the watchdog will fail to reset the system. To protect
against this more complex watchdogs can be used. As the controlier passes
in an orderly sequence through a set of instructions. e signature or key is
output to the watchdog which is only retriggered it it receives this key in

the correct sequence.

5.3.2 Snake

A snake is a long sequence of NOPs or restart instructions which
occupy any unused address space. An erroneous".jump into this address space
causes the program to “slidge" down the snake until vectored recovery is
executed at the end of the snake. Unused address spAac.e is connected sO
that an instruction fetch from non-—exist-e‘nt memory fetches a no-operation
or software restart instruction. A software restart instruction is used to
jump back ieto the program. If no-operation- instructions are used. then
the controller will execute a whole series of NOPs until the program
counter arrives at a valid address range. The 8085 microprocessor ideally
lends itself to this technique as described  In chapter eight. It non-
exislantb memory is pulled high. an instruction fetch wilt read FF and a

RST7 will be - executed. If the microprocessor does not support software
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restarts and if full memory decoding is used. memory selects corresponding
to non-existant memory can be used to force the instruction for a NOP or a

restart onto the data bus.

5.3.3 Power supply levels

Many logic circuits are only guaranteed to function over a + .5 ber
cent power supply variation. Power supplies should be set to the middle of
'-this range to give méximum protection against noise. It is important io
detect transient undervoitage of the power suppliés and to reset the
system. since transient undervoltages have been observed to crash
microprocessors. A dip in the.+5'V supbly to '.a microbrocessor by only 1v
was found to crash it and such a dip was too fast to be detected by the

power-on-reset circuitry.

5.3.4 OQutput verification !

After an output function has been performed, the ‘output is read back
and is compared with the value which has just been output. In this way it

is possible to test for failure and transient faults in the output

circuitry.

5.3.5 Component redundancy

Critical circuit components can be dupligated with a"spare. This has
both cost and reliability advantages over a TMR system;.‘ but suffers from
the severe drawback that with only two components it is difficult 10
determine which is in error. A TMR configuration overcomes this difficulty
by taking a majority vote. Chapter four has shown that with maintenance.
large improvements can be made in the _renabilify of equipment using a TMR
configuration, however care should be taken not to exceed the ‘useful life"
of a TMR system without repalr. Voting'can be performed in software or by

the logic circuit of figure(5),
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5.3.6 Memory protection

The addition of an extra parity bit to memory allows errors to be
detected as long as an odd number of bit; is in .error. but it is hot
possible 10 correct errbrs. A Dbetter type of protec'tion is the SEC/DED
'Hamming code which will correct single  bit errors and detect double :bn
errors. The disadvantage with this code is that the memory word Iengtﬁ is
increased since check bits must be stored as well as data bits.

For small systems the coding can be performed in ROM as oéscribed in
chapter eight, but for larger word lengths there are several VLSI c>i‘rcuits
available which implement SEC/DED Hamming code on' 16 bit word iengths.
references ([59.79.80]. For small systems, the main benefit is to be gained
from the correction of transient errors. however large systems benefit in

~

addition by the correction of permanent errors.

5.3.7 Temperature

As shown in chapter three. the failure rate -of semiconductors
increases exponentially with temperature. it is therefore essential 1o
keep the system temperature as low as possible and to use forced cooling if

necessary.

5.4 SOFTWARE

Structured programming is essenti'al in order 10 a(;'ieve reliable
software. The software is divided into easily managable modules which are
written and debugged separa.tely and then linked together to form the
complete software package. For small systems. having a program size of a
few kilobytes it is probably better to write programs In assembler. i
assembler is used. each machine instruction is ‘defined by the programmer
and is under better control than code produced by a high level language.
Because of the complex nature of recovery routin‘es and the difficulty in

- separating hardware and software in a small -controller, it is better 10
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write recovery routines in assembler.

As more complex microprocessors such as 16 bit devices are used and
the program size is increased above a few kilobytes. it Dbecomes
increasingly difficult to write in assembler.  There is >_a trade off between
writing in a high level language which is easier to document and modify at
a later date probably by another programmer. and writing iﬁ assembler which
is more efficient‘ and where the code pfoduced, is under tighter controll. I
is suggested that for large software packages. only the recovery .routines
are written in assembler and the rest is written in "a_high level Iangﬁage
such as Pascal which offers structured programming. The machine code
produced by the high level language should be examined to ensure that it

meets the high reliability requirements of the controller.

-5.4.1 Exception handling

Any abnormal response in a controller is termed an “"exception” which
may be caused by transient or design errors in either hardware or software.
Exception. handling is a powerful technique. implemented in software. where
the software continually checks itself for errors an@ initiates recovery if
any are detected. A simple form 6f exception handling‘ would be to test the
input values read into a controller and reject them if they are .outside a
reasonable range. When exceptions are detected. techniques such as “roll-
back” are usefuIAin executing recovery. Roli-pback is a form of tfrhe
redundancy which repeats the block of code in which an exception has been
detected. in this way it is not neceséary to restart the controller and
only a small block of code need be repeated. The recovéyy blocks described
in -chapter eight are a crude typerf roll back and are illustrated in
figure(13). The'program is divided up into a number of routines. Each
routine inputs a few values, performs some calculation or control action.
and then continues onto the next routine. ideally routines pass few

variables between each other which shouid be contained. in microprocessor
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}egisters. sincé the recovery blocks of chapter eight only restore register
status following a crash, énd make no attempt 1o restore RAM contents.
which could be included.

As shown at the end of each routine. a recovery block is generated.
’The system is shown to crash aftér routine 4. so a recovery block is

executed which causes routine 4 to be repeated before passing onto routine

5.5 SELF-TESTING

Seit-testing or health mo‘nitoring of controllers ﬁan be performed in
spare execution time and is carried out as a- b‘aAckgrou’nd' task which should
not imerruht control of the process. Chapter four has shown that large
improvements can be made in the reliability of equipmeﬁt if the MTTR is
reduced. In order to repair equipment. it is necessary t:o know that it has
jailed which means that self-testing is essential in rédundam systems
where the redundancy will often mask component failures. .

'Self-itestirig can be divided into two groups :

(i Diagnostic - When an exception is detected. thé cause should be
determined and transient faults. diétinguished_ from _pe_rman'ent
. fauits which require to be repaired. Fault logging may point
towards a suspect component or area of bad design if repeated
transient fa;ults are logged.

G Preventative -~ At regular: intervals the system modules are
tested. Such tests are a checksum test of ROM. test of RAM.
input/output  circuitry  etc.. In the particular case of 0as
regulator valves where the detailed response characteristics of
the system are known. it might be possible to predict mechanical
valve failureé. such as a sticking valve. by injecting a

disturbance into the system and analysing the response.
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To a limited extent a microprobessor can test'itself.. 'Firstly a
kernel -of essential instructions are verified which can then be used to
test other instructions. This technique is described by Hunger [75] with
particular reference 10 the 8085. The selt-testing sequence is most
efficiently designed with ‘reference to the manufacturers gate model of the
microprocessor and a coverage of 60% is quoted for dc chip faults.

The need for board testing equipment can be eliminated if boards are
designed to test themselves. Daniels and Fasang [761 describe an 8085
microproéessor poard that will test itself. The éelf—test feature can be
used as part of the manufacturing process as well as being useful in
installed equipment for the self-diagnosis of faults.

ii an error is detected during self-testing, an attempt can be made to
reallocate components such as RAM and control of the process could
continue. Such a technique is called "graceful degradation”. It the fault
is too serious to continue. the process can be made tb tail safe. The
provisioh.of telemetry 10 the controller, used for fault reporting. can
achieve very short MTTRs. It no telemetry is available. faults must be
logged. as they occur. and can then be dealt with as part of routine
maintenance

Fauﬁs in redundant systems are often easier to diagnose . because
failure in a nén—redundant system will _jUst cause it td cease operation.
If a rédundant systerh can continue to operate in the presence of a fault,
it is bossime to give a detailed diagnosis of the fault which will reduce

the repair time of equipment and skili required.

5.6 SUMMARY

In a small controller such as the governor controller, it is ditficult
to separate the hardware from the software. A structured approach to the

implementation of fault-tglerance by aséigning fault recovery levels
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ensures that most classes of fault will be detected and recovery executed.

| A valuable ltool for identifying the most unreliable parts of a system
is FMECA which was used on the governor controller when deciding where it
was necessary 10 incorporate fault-tolerance. The complementary FTA s
~discussed for the sake of completeness, and was not used when designing the
governor controtier because FMECA was found to be more suitable.

Hardware techniques such as a watchdog timer. snake. power supply
undervoltage detection, output veritication, mgmory protection, and
component redundancy are all used on the governor controller.

Exception handling rdutines are ‘initiated by hardware. on the governor
COntrdller ‘and software fault-tolerance is used in selecting the best
pressure information from the redundant transducers. Much of the governor
controller wili test itself. and the nature 6f all tranéiem and perma'neht
faults is logged. At regular intervals a self-test is performed on the

solenoid valves and the self-test software could be expanded to test the

complete system.
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CHAPTER 6

EFFECT OF SYSTEM ARCHITECTURE ON RELIABILITY AND COST

6.1_CHOICE OF MICROPROCESSOR

The first decision to be made when choosing a microprocessor is the
" processing power required. that is whether a single chip. 8 bit. or 16 bit

device is required.

6.1.1 Single chip microprocessors

if the process consists of a single control loop andvlittle' arithmetic
is involved. it is likely that a single chip device wi-ll have sufficient
processing power. Mostv single chip microprocessors contain internal read
only memory (ROM) and random access memory (RAM) which makes the sharing of
memory. Hamming code protection. and the provision of a spare copy of ROM
impossible unless the single chip system s expénde‘d. | if a FMEA of the
comrollér shows that the failure rate is too high, it is necessary io.
incorporate. some form of redundancy according to the guidelines of sectioﬁ
6.3. Failure of the controller could be detected and a standby switched
in. Whifst  this s satisféctory for permanem‘féuns. it offer's_ littie
protection against transients, since with only two'. Econlrollers it is
impossible to arrive at a majority decision should the -controllers differ'.
It is for this reason that the TMR configuration is recomm>ended. voting in
a single chip TMR system could be either in hardware or by software.

if the voting were performed in software. a very reliable controlier

consisting of onlty a few components could be constructed.

© 6.1.2- Eight bit microprocessors

The design of the controlier reported in chapter eight is an example
of a redundant 8 bit microprocessor controlier where most of the redundancy

is impiemented in hardware. Although the hardware techniques - described



- 73 -

could be vused with most 8 bit mi_croprocessors such as the Z80. MCM6800
etc., the 8085 hardware is ideal for a récundant controller.  The provision
of serial input/output pins removes the need for three separate UARTS and
the provision of four maskable and one non-maskable interrupts removes the
need for an interrupt controller. Several interrupts are required because
nardware exception handling routines are ca!led by interrupts. The 6800
microprocessor is less suitable because it only has one maskable and one
non-maskable interrupt, and has no serial input/output pins.  The
instructions for NOP aﬁd SWi are not ideal for implementing a"'snake".

Possibly a better microprocessor than the 8085 wquld be the NSC800
which is identical in hardware to the 8085 except that no serial
input/output pir'ls. are provided. The instruction set is compatible with the
8085 and consists of Athe more powerful Z80 instruction set.

If much. of the redundancy were to be performed in software at the
expense of processor throughput. it is possible . that  different

microprocessors would be more suitable.

6.1.3 - Sixteen bit microprocessors

Modern 16 bit microprocessors are really outside the definition of
“small" controllers and are almost as 'pdwerful as mini-computers. It is
probably better to apply more of the redundancy in software because of the
processing power and increased hardware and software complexity.

"rhe Texas 9900 micropfocessor differs from othe(. 16 bit devices
pecause it does not perform calculations on internal registers. but on a
block of registers held in RAM which are 'poimeq_to by the internal
"workspace pv,ointer". Thus if the workspace pointer is corrupted. ail
registers will be addressed incorrectly and corruption or permanent failure
of RAM will cause register errors.

Voting at bus level with 16 bit microprocessors is not 10 be

recommended because of the complexity ot the hardware and the number of
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signals. Instead it would be better to arrange the three microprocessors
as a master and two slaves sharing common memory. Communication between
the processors' would then be by the common RAM and the voting would be
mainly performed in sohware. | |

it is likely that 16 bit microprocessors will have a lot of RAM which
will probably be shared as well. The RAM should be protected and it is
suggested that 16 bit SEC/DED Hamming code integrated circuits could be
used to protect the RAM. references [59.79.80]. instead of the circuitry
proposed in chapter eight.

‘Large' software packages will be required for a 16 bit controller which
are better written in a high level language. Assembier sh'ould only be used
as necessary and for critical areas such .as voting andn recovery routines as
discussed in chapter fivé.

in high reliability applications, 16 bit microprocessors should only
be used i an 8 bit device is not powerful enough, or if the addition of a
maths processor to an 8 Dbit syﬁtem is less reliable than a 16 bit system.
The increased complexity of 16 Dbit systems over 8..biti'systems leads to

higher failure rates.

6.2 MAJORITY VOTING

Majority voting in @ TMR system can either be performed in hardware or

software. the choice of which is influenced by many factors.

6.2.1 Hardware

For a small controller using single chip -microprocessors and which
only has a few outputs. it is easier to vote on the outputs in hardware.
Discrete logic can bé used. connected as shown in figure(5) or several
channels of voting and error detection could be coﬁtained in a FPLA as
described in chapter eight. it the failure rate of the system s

approximated 1o that of the voter. then a low fallure rate is predicted.
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typically 0.02 f/yr as compared with 0.5 t/yr for a single microprocessor.
according to MIL-217D.

Voting on inputs is probably better performed in software, althouéh if
the total software package is small. the fault coverage will be reduced if
‘the extra fault-tolerant software becomes 100 large and the system

reliability will be reduced.

6.2.2 Software

Tr;ree systems can be connected together in a rihg.' whether they are
single chip or 16 bit microprocessor based. as shown in figure(6). Each
microprocessor can communicate with its two neighbours. If a processor
gets no response from one neighbour. but can communicate with its other
neighbour, then the .first neighbour must be in errdr. ‘..At any time one
microprocessor must be in charge and act as the master and the other two
microprocAessors act as slaves. The master is however ché‘bked by the slaves
so that if the slaves are not interrogated by the master within a set ti:me.
it is concl_uded_that the master has failed and one of the slaves takes over
aé master. Communicalion.between processors could be either by shared RAM
which is quicker and is recommended for 16 bit devices. or could be by a
parallel or serial link. Since single chip devices contain iheir own RAM.
it wbuld be better to communicate via a parallei link. |

Software communication and voting routines should not use up too much
of the processing power of the devices or fault coverage and system
throughput  will -be'Adecreased. Software voting is prone to transient
errors, but once debugged cannot :fail permanently _as' is the case for
hardgware voters.

6.3 THE USE OF REDUNDANCY AND INCREASED COST

If a FMEA of a system shows that the failure rate of some components
is unacceptably high, some form of -redundancy must be included to mask the

high failure rate of the individual components. To. a first approximation.
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for a éet of components which is complietely protectéd . by fault-tolerant -
circuitry, the failure rate of the protection circuitry.must not exceed
that of the non-redundant components that are to be protected. For example
the faflure rate of the voters in a TMR configuration shouid not exceed
4that of a singlé channel of the triplex arrangement. |

A more accurate method of predicting the benefit I.i'kely to be gained
from redundancy is the analysis of chapter four which includes the .effect
of maintenance. The software coverage is calculated according to the
relative executipn times of the diftferent. s4oftware: routines, whilst. the
hardwaré coverage is calculated according to'th_e‘kat-ié of protected to
unprotected circuitry. The proposed repair or maintenance rate must be
defined. then the MTTFIF can be calculated for the redunAdant configuration.
ii the MTTFIF is greater 'than unity, then the use of redundancy is
justified. in cost sensitive -applications. redundancy should be applied to
those pérts of the system for which the greatest MTTF-IFs ére obtéined.

The increased cost of redundancy should be considered in relation 1o
"the total system coOst. For a small controller it is likely that the
majority of -tﬁe.cost is due to the cabinet, power supply. printed circuit
board and assembly costs. If the equipment is to be used in a hazardous
environment,” the cost of intrinsic safety measures such as barriers is
substantial. lt'is likely that redundancy will double the component cost
of a systemz and will require a larger printed: circuit board and enclosure.
but when the total system cost is examined the increase will be less than
double.  Typical microprocessors cost under £5 nowadays which makes the
component co_st% smaill in comparison with. other costs. |

A fault-tolerant system will greatly increase the 'design costs both of
hardware and software. i complex \)oling and communication routines are

performed in software, this will greatly increase the sofiware design

costs.
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The.design of a general purpose fault-tolerant controller  which
contains the necessary fault recovery software would allow the increased
design costs to be spread over many units. Although'_a_redundam controlier
may initially éost more, it should last  longer and require less
maintenance. The cost of ‘integrated circuits is abp_roximately constant
because of ever increasing advances in° technology. but the cost of

maintenance which is labour intensive is ever increasing.
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CHAPTER 7

BACKGROUND TO DESIGN OF GOVERNOR CONTROLLER

7.1 SPECIFICATION

The governor is of a hybrid nature. consisting ‘of an electronic
‘microprocessor based controller, which in turn controls a mechanical valve
which controls the flow of gas through the governor.: The two main
constraints on ihe design are reliability and cost v(a few hundred pounds).
The governor should cost little more than its pnéumatic equivalent and
shouid be as reliable. Some increase in cost .and apparent degradation of
govemor.reliability can be'compensated for by added features and more
efficient gas network control. The electronics should consume as little
power as possible because of the problem of batte-ry back-up of the mains
supply.  Whilst the electrohics to be described do not" prohibit the use of
battery back-up. a CMOS design would be better .from this point of view and
it should be possible to convert the design of chapter eight 1o CMOS at the
"expense of computational speed of the controller and increased failure
rate. Whilét d_esign considerations may require the use of CMOS, it should
be appreciated that the failure rate of CMOS devices is likely to be
higher, especially unger harsh environmental conditions.

The controller is a single or double loop controller. having a typical
instruction cycle of 2pS. Depending on the software, tﬁe controller will
implement the foliowing controt algorithms :-

) Three term controller of outiet pressure.

(i) Clock control - The outlet pressur.e is var-.ied over a pre-
programmed pressure versus time'pro.file so that the governor is
able to satisfy the changes in demand throughout the day.

Gib Flow control - The flow through the governor is maintained

constant except for high and low pressure overrigdes.
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(iv) | Dérﬁand Activated Governing (DAG) - The outlet pressure of the
governor is varied according to the flow through the governor.
Under. condnio‘ns of low flow the outiet pressure is heid at a
minimum, whilst under conditions of high flow. the outlet
pressure is increased to compensate for resistivé pressure ;jro'ps

in the. downstream pipework..
iThe control algorithm implemented on the Durham- governor is (iv)'~ DAG -

since this is the most efficient and suitable for a distribution governor.

7.2 MECHANICAL VALVE

There are cqnsiderable problems associated with interfacing an
electronicA co>n>tro||er to a méchanical valve. Ideally the valve woulid have
no moving parts .and would control the fiow of gas smoothly and linearly
from OFF to ON by simply applying én analogue voltage ranging from 0OV to a
few  volts. This is obviously not possible. s'o'. some form  of
etectromechanical controt is reduired.

There are two types of mechanical valve :-

)] Direct acting - The position of the valve is controlled solely by
an electrical signal. Failure of the electrical signal causes

the valve to fait fully OPEN or fully SHUT.

(D Pneumatic back-up - A conventional pneumatic valve is modified so
that its set-point is adjusted by an electrical signal. Failure
Siaval

of the electrical , causes the vavlve to fail to its maximum or
minimum pressure and not the catastrophic OPEN or SHUT situation.
The maximum and minimum are chosen so that the governor will
still  operate within safe limits, but under normal operating
conditions the pressure can be varied between the two set-points.
giving efficient control of the network. |

H was decided to opt for a mechanical valve with pneumatic back-up.
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British Gas havé developed two valves of this type which the electronic
controiler is capable of driving. The first‘type uses a stepper motor to
vary the compressibn of the main_VaIve spring and hence the set-point.
This - is - shown in figure(14). The stepper motor dArives a gearbox which
engages with a screwed nylon plug. Hence the plug may be moved up and
down, changing the compression on the main spring. This design has several

disadvantages -

()] Compiex drive circuitry and high power consumpfion of the stepber
motor..
(i "~ The stepper motor must be contained within a large and expensive

flame proot enclosure because of the requirement for intrinsic
' safety.‘ | |

(iii) . i the stepper métor or drive signals to it faii. then the valve
will stick at some intermediate position.

AT‘he second type - of m_echanical valve' used by British Gas is the one
chosen for the experimental governor at Durham.  This consists oOf a
modified pneumatic valve controlled b.y two solenoid valves. By sw‘itch.ing'
the solenoids in the required sequence. it is possiblé to raise the outliet
pressu‘ré. hold it constant, or'lower it.  The valve is s‘hown in figure(]S).
The valve is a modified Donkin 226 'K’ pilot'which has an extended lower
body parAt containing a dual Bellofram sealed pistbn with a spring
positioned between the topside of the piston and the underside df the pilot
valve. The chamber above the upper Bellofram is connected 10 the pilot
outlet pressure. Gas at higher pressure from the inlet to the wvalve is
admitted or exhausted from the lower Bellofram ‘chamber through two solenoid
valves which are controlled by the microprocessor controlier. Thé level of
pressure in thé lower. chamber determines the position of the lower spring
against the pitot valve, 'and therefore the amount that if deloads the pilot
main spring.  The vo_lume between the two Belloframs is vented to atmosphere

and serves as a breathing chamber.



- 81 -

A needle valve is positioned near the inlet/outlet port of the IoWer
chamber to provide a means of adjusting the rate of change of loading
pressure. The rate of change determines both the accuracy of the set-point
and .the stabitity of the pilot valve. The governor is arranged to. fail
" safe so that if the solenoids are de-energised due to a power failure. then
the outlet pressure fails td the maximum pressure controlled by the top
spring 'compression. This ié arranged by having the inlet pressure solenoid
normally closed and the outlet p'reséure solenoid noﬁhally open. The
compression of the lower spring controls the minimum outlet pressure of the
pilot valve. -‘ Thus the valve will fail safe to a rﬁinifnum or maximum
(normally maximum) pressure. should the solenoids fail énd not fﬁlly OPEN
or SHUT. The only dangerous failure mode is it both solenoids faill OPEN.
This provides a bypass round the pilot valve, but flow should be held to a
safe limit . because the saturated flow through two solenoigs is small
compared with the tlow through the pilot vaive.

This design overcomes the problem of the étepper motor system and has
severai advantages - |
4] ~ The solenoids operate at low perr. typically 0.25W each which

would be ideal for a CMQOS controller.

Gi) - The solenoids are small. cheap and intrinsically safe.
(i) Fault-tolerant drive for the solenoids is easier to implement.
{iv) If it is necessary to protect against solengid failure. it is

both cheap and easy 1o repléce each solenoid with four in a
series/parallel configuration.

Tﬁe one disadvantage is that the sblenoids have a typical life of
about five mitllion operations and therefore under typical operating
conditions would need replacing every eighteen months.

The experimental rig at Durham consists of the electronic controller
and he mechanical valve‘]ust described. Whilst thié is sufficient to

“verity techniques of flow/pressure control. the small ‘pilol valve cannot
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pass the volume of gas used by several hundred consumers as a typical
governor station is required to do. To pass a greater volume of gas. the
pilot valve could be used to control a large main valve. This technique is
the pneumatic equivélem of a transistor Darlington pair. where a large
‘current is controlled in the second‘ transistor by a smaller current
injected into the first transistor.

Aﬁ estimate is needed for the failure réte of the mechanical vaive
because'of the regquirement that the mechanical and electrical parts of the
governor have failure rates which are of the same order of magnitude. Such
data is very difficuit to obtain, but British Gas Qiyé two failure rates
for smali valves. Blake and Drew [26] give a failu're rate of 0.185 f{/yr.
either OPEN or CLOSED tfor an “open -at rest® reguiator. whilst Drew [25]
gives a failure rate of 0.19 f/yr for an IGA2000 regﬁlator. although the
‘report suggests 'that this figure is a bit pessimistic. So a failure rate
of 0.2 f/yr seems a good estimate for a small regulator vaive. This
failure rate excludes _the tailure rate of the main governor valve. for
whiéh it is impossible to obfal_n data, but it would be reasonable to assume
an"e.qual failure rate to the pilot valve.

The failure rate of the solenoid valves. is neglected since regular
replacement should reduce their failure rate to a negligible value.  If
this proves to 'be a problem “in the field'.. then a redundant

series/parallel configuration of solenoids should cure the problem.

7.3 NON FAULT-TOLERANT CONTROLLER

The electronic controlier specification has‘ been defined in the
previous vtwo sections. it must have a fanuré rate of‘approximately 0.4
t/yr. . interface to the solenoid controlied valvé., and implement the DAG
control algorithm. A first iterati'on design is .now proposed which is then

analysed by an FMEA (Fault Mode Effect Analysis) which highlights the areas
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of greatest failure rate.
The -block diagram of the proposed controller is given in figure(16).
Using the data of MIL-217D [37] and actual measured device temperatures.

the following failure rates are obtained for the controlier ;-

~

Pressure transducer P1 (manufacturers failure rate) 10.4 f/million hrs.
Pressure transducer P2 (manufacturers failure rate_) 10.4 f/million hrs.
A/D converter , ' 1.93 f/million hrs.
Control circuitry o ' 2.05 f/million hrs.
Microprocessor + addreés latch + buffers - 460 f{/million hrs.
4k static RAM 12.3 {/million hrs.
4k EPROM 3.0 t/million hrs.
vlnput/output cir'cuitry ' | , 0.94 f/million hrs.
Watéhdbg timer + reset circuitry 0.63 f/million hrs.
| TOTAL 502 t/mitlion hrs.
= 4 {/yr

This ‘total failure rate is unacceptabie and is too- high by a factor of
ten. | The microprocessor is clearly the most unreliable part of the system,
followed 4by the pressure transducers and the RAM. llt is therefore
necessary to redesign the controller using fauit-tolerant techniques 10

mask the high failure rate of the components just mentioned.

7.4 METHODS OF INTRODUCING FAULT-TOLERANCE

A further design requirement was that the ~controller could be
programmed by British Gas personnel not having detailed'knowledge of fauit-
Vloleram programming or hardware techniques. and that standard software
should run on the system. For .these reasons many of the fault-tolerant
features. of the com'ro_ller are trénsp.arem to the user and the specialised

fault recovery software is pre-programmed and called as subroutines.
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Alternative  fault-tolerant architectures are discussed in chapters
five and six. It was decided to use three microprocessors in a two out of
x ghree majority voting configuration, sharing common memory. to overcome the
high failure rate of a single microproces§0r. The voting was to be
performed in hardware which has the advantage that. at the output of the
voters, the TMR contiguration just "looks" like a single microprocessor as
long as the three microprocessors run in exact synchronism. This allows
standard software to be run on the system. The voters. also act as. and
replace. the buffers between the microprocessor énAd thé system bus. Three
alternative methods were considered for performing the majority vote -

)] TTL logic - The components needed for a single channel are shown
in figure(d). To decrease the numbér of gates required. wire
ORed outputs are used. The disadvantage with wire ORing is that

" the rise time of the output is siower than a device with “active®
puli-up. Since it is necessary to vote on thirty channels. this
would require one hundred and fifty gQates éontained in  thirty
eight TTL packages. The large number of integrated circuits
_required would be unreliable and bulky.

(i) | EPROM - A four channel voter couid be contained in a 4k EPROM.
The disadvantage is that the EPROM could not drive the system bus
without further buffering and that the 450ns access time of the

. .EPROM would make voting slow and req’uire the microprocessor clock
frequency to be reduced. thus reducing processor throughput.

Gii) FPLA (Field Programmable Logic Array) - The equivalent voting
circuit to figure(S) is programmed into a logic array. A five
channel. voter can be cbntained in a FPLA. offering fast voting
as Qell as three error flags. The system bus can be driven
directly without further buftering.

The FPLA approach was chosen and is described in more detail later.

The three processors share common memory. To improve both the
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permanent and transient tolerance of faults, it was decided to protect the.
memory using a OSEC/DED (8ingle bit error. correction/double bit error
detection) Hamming code. reference (77]. Large scale integrated circuits
are comvmercially available to implement this type of protection on 16 bit
wide data, references [59,79.80]. however two per memory are required. The '
devices are expensive, complex, and of unknown though probably high failure .
rate.  An 8 bit version of these integrated circuits is not available. so
it was Vde'cnded. in the interests of complexity, re!'iability. and cost. to
use a simple encoding/decoding PROM to implement SEC/DEb protection. . This
is described in more detail later.

in order to make the pressure transducers highly. reliable, it was
decided to use three cheap piezo devices in a- majority  voting
configuration. instead of using 6ne expensive transduéer.

As a final protection against transient or software errors. it was
decided to incorporate a system "watchdog"l‘which. sﬁould restore the
controiler to correct operation following a system crash.

The cbmrol “firmware" will be stored in two separate EPROM sets, each
capable -of exécuting the control algorithm. This provides a hardware spare
as weu_ as allowing a software "spare” to be incorpo.rated at a later date.
if the spére EPROM set contains the same aigorithrh, but coded differently.
then if a software error is detected. switching over to the alternative
softwaré coding wﬂl restore correct operation as long as the same software
error does not exist in both copies of “firmware".

The output drivers to the solenoid valves were designed to tolerate
any single component failure because of the unprO\./en_reliability of the

driver integrated circuit and the large currents being repeatedly switched.
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CHAPTER 8

DESCRIPTION OF EXPERIMENTAL CONTROLLER

8.1 CONSTRUCTION

fhe controller consists‘ of -~ three double Eurocard "microbus”
prototyping cards housed in a 6U high 19° Vero rack. The rack also houses
the power suppli.es, twenty column printer. and pulse éénerator used for
testing burposes, A photograph of the controller is given in figure(19).

The boards are wire-wrapped as is the systerﬁ bus to the édge
connectors. Each integrated circuit is decoupled by a. 0.1uF -capacitor.
The top side of the prototyping boards consists of a érqund plane which is
connected 1o OV at several points. This reduces noise on the power supply
and gives a low impedance connection between the bower supply and the
gntegrated circuits.

The power supply. whose circuit diagram is given in appendix(1) has

the following outputs —

o5.v_ & 5A overvoltage and short circuit protected
+12v @ 1A short circuit protected

-1V e 1A short circuit prétected
+28v @ 1A short circuit protected

The mains supply to the power supply is filtered to reduce the etffect of
mainsborne transients.
The signals carried by the backptane bus are defined in table(19).

The layout of the circuit boards is given in appendix(2).

8.2 TMR MICROPROCESSOR BOARD

The block diagram of thé microprocessor board is given in figure(2n.
t-ach  block will be described in detail with reference 10 its circuil

diagram. A two out of. three majority vote is performed on three
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microprocessorsv running in synchronism, the voting being at bus level. The
voters drive the system bus directly. A common self—synchronisi'ng clock is
éo'nnected to the processors as well as synchronisatiqn hardware and reset
circuitry/watchdog timer.  An RS232 interface is provided to communicate

with @ VDU or printer.

8.2.1 Microprocessor block

Three igentical channels consisting of a microprocessAor and associated
buffers are connected as shown in figures(22.23,24). C_qnsidering channél
1. as shown in figure(22), an 8085 microprocessor, UQ. has its eight least
significant address lines AQ0-A7 demultiplexed by U8 which are then
connected to the voters. Address lines A8-A15.are connected directly to
the voters | and several control lines as well ‘as the SOD line.
Bidirectional data bufiers U12. U13. separate data into DATA OUT and DATA
IN. The DATA IN connections to the three channeis are connected in
parallel and to the system bus. DATA OUT is connected to the voters.
Pull~ups are connected to ADO-AD7 and the RD and WR lines. this is because
these lines are tristated during certain instruciions and the pull-ups will
ensure that all three chavnnels are pulIed. ub to +5V .'t.o prevent voting
errors due to the indeterminate nature of a tristated line.  All inputs 10
the microprocessors with the exception of CLK, TEST. and HOLD are connected
in parallel, whilst most outputs, as described. are vqted upon. |

On the circuit diagrams a number in brackets is given after the signal
name. this identifies the channel from one to three _énd is used on both
“inputs and outputs. Where no bracketed number is -given. the signal
referred to is an output from the system vote.rs. or is a signal on the

system bus.

8.2.2 Voters
The .voting on ninety signals (thirty from each- microprocessor) is

performed in six identical FPLAs as shown in figure(25). = Each FPLA votes
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upon fifteen. signals and reduces them to fiv.e signals. - The remaining thrée
outputs from the FPLAs are used as error.fl'ags. all 61 which are active léw
50 .that error Hlags such as 7¥2 and 2+3 can be wire ORed. The error flag
1+2 indicates an err'or is present on channel 1 or 2. whilst 2%3 indicates
an error on channel 2 or 3. Thus by examining both error flags it is
possible to determine which channel does not agree with the other two. The
error flags V1-V6 indicate in which voter there is a voting error. Thus it
is poséible to determiné which channel is in error as well as the nature of
the error. address bus. data bus. or control .bus, |

Due to slight timing differences between the three processors as well
as access lime delay in the voters, the e€rror flag's dq not give a constant
logic ‘1’ tor no error and logic ‘0’ for an error. Instead a ragged signal
is produced which is either predominantly |Qgié ‘1 -or ‘0°. For this
reason the error flags are filtered by a low pass f‘ilter consisting of a 1k
resistor and a 330pF capacitor. The oscilloscope trace §f figure(26) shows
the unfiltered error flag at the top and the filtered -flag below. it can
be -seén from the unfiltered signal that the rise time of the voters ;s
considerably longer than the fall time (approx. 50nS). . This is because
_open collecto_r outputs are used which have active pull down, 'but passive
puil--up via the 1k resistors connected to all of the outputs.

The calqglation of the low pass filter values and the programming

information for the FPLA is given in appendix(3).

8.2.3 _Self synchronising clock

The clock input to the 8085 is divided Dby .two interﬁally before being
used as the internal microprocessor clock. This internal clock signal is
available at the CLK QUT pin. It was found that .on power¥up, the divide by
Mo stage could power up Iin either state. Normally this would not matter.
but for threé broces\sors which are desired t0 run in synchronism, this is

“serious.” It was found. that one processor could power-up half. an internal



- 89 -

clock cycie out of phase with the‘other two. . This situation could only be
remedied Dby switching off the power and trying again. The self
synchAronising :clock circuit of figure(28) was developed to overcome this
problem. The three CLK OUT signals are fed to a three to eight line
gecoder. U22. which controls the three AND gates. U23. The AND gatés'
remove the ciock signal to the errant processor, should it be oﬁt ot
.synchronism with the other two. A conventional 4Mhz quartz controlled
clock is generated by U20 and associated components. The three AND gates,
'U23. provide some degree of isolation between the clock inputs. should any

of them stick at logic ‘1" or ‘0"

| 8.2.4 Synchronisation hardware

Additional circuitry ‘is required to synchronise the three processors
and latch the voter error flags in the event of a voting error. Th'is
circuitry is shown in figure(29). The signais }markeq PORTxx(RD) 6r
PORTxx(WR) refer tol outputs from the port addreés decoders. where
PORTxx(RD) ‘is generated by a INxx instruction and PORTxx(WR) by an OUTxx
instruction. The top haif of the circuit latches the error flags and the
bottom half is used to synchronise the three processors. |

When a voting error occurs either or both error flags 1+2 and 2+3 gb
jow, causing the output of U23d pin iy to go iow. Assuming that a’
PORTOT(WR) has taken place prior to a voting error. the flip/flop U28a.
U28b will have been reset. The flip/flop is set by a low on pinl U28a and
the falling edge on pin 6 of the flip/flop triggers the monostable U186.
After a shortv delay, governed by mbe' 33pF/22k RC network (440ns), the
monostable generates a rising edge which latches the error flags in U3l an
octal laich. The delay is necessary sO that the- filtered error flags havé
time to settie before being lat¢hed. The calculation of the necessary
delay and hence RC network Is given in appendix(4). The latched error

flags are read by a-read to PORTOl. The flip/flop U28 prevenis further
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t’ransAition‘s on U23d pinll1 (further voting errors) from triggering U18b aﬁo
latching new error flags before the old ones have been read. A write to
PORTO1 must be executed to reset the flip/flop which re-arms the error fiag
latching  mechanism. A two Dbit tristate butfeAr'. U30 allows the
instantaneous error flags 7+2 and 2+3 10 be read as PORTO2. |

Synchronisation of the processors is achieved by a combination 6f'
hardwére and software. It is essential to synchronise the three program
counters.. This is hardware controlled and can only be done by executing a
simultaneous RESET or interrupt. A RESET pérforms a cold start and is
therefore undesirable except for initial power-up of the system, when a
RESET causes all three processo'rs to be synchronised, so interrupt drivén
resynchronisation was chosen.. The hardware interrupt prbcess synchronisés
the program counter and the interrupt software completes the rest of the
synchronisaton. it is not sufficiént to simply supply a"common interrubt
to all vmree processors beqause an interrupt is only reiclognised at the end
of the current instruction. Two processors will be executing one
instruction, whilst the third, errant processor. may be executing an
instruction of different length. The processors will»- therefore récognise
an interrupt at agifferent times and synchronisation cannot be achieved. it
several retries are made, then it is possibie to exec_Ute a simunanebou.s
interrupt, but one further problem exists. It was found that one processor
could lock one clock cycle behind the other two. Considering the op-code
fetch timing of figure(17). it is seen that data is valid and read at T3.
but continues to be valid 4at T4. Hence one prgocessor can lock one cloék
period behind and read an instruction at '_r4 which then becomes T3 for that
processor. Hence the errant processor will execute the same op-codes as
the other two'. put one cycle behind and will read/write incorrect data in
three clock cycle read/write operations. it is impossible to cure this
situation . by executing further interrupts and the errant processor will

remain locked one clock cycle behing.
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In. order to overcome these synchronisation prcble'ms~ the RST/HOLD
circuitry was developed. ‘ The RST6.5 interrupt is  used 10 initiaie
prdcessqr resynchronisation, executing in twelve clock cycles. .The RST6.5
interr'upt is generaied and held for ten clock cycles. just less time..ma"n
the interrupt ‘instruction” takes to execute. This gives a. ten clock cyc;e
A"window" during which time any of the three processors may recognise the
interrupt.  Then a HOLD pulse is generated for a further ten clock cyclcs.-
Activatioq of the HOLD pin on the microprocessor suspends' all  external
activity, ‘but allows internal processing to continue. in this way the
three processors are given time to catch up with each other-and removal of
the HOLD pulse should cause them ali to set.oft in synchronism. fﬁe
limirig of the RST/HOLD pulses is shown.in figure(18). One processor méy
juct_ be finishing an instruction and another méy' just be starting an
eignieen clock cycle instruction.- which leads to a wo,rgt case sever;teen
clock cycle difference between the t_v;/o processors which is too wide for the
ten clock cycle "window". In these circumstances it will be necessary to
perform a retry. In practice it has been found that resynchronisation is
achieved after é few retries at worst.

The RST/HOLD .circuitry is shown at the bcttom of figure(29). The clock
is divided by ten in U27a to give a frequency of 200kHz which is also Uscd
by the A/D converter. The divided clock is fed 'to the two bit counter U27b
Which cy'cles l'hrcugh the following stateé. changing every te-n ‘clock cycles.

00 No action | |

01 RST6.5 interrupt

10 "HOLD operation

1 Reset flip/flop U21

The two bit counter U27b is normally held.cleared (output=00)- by a
high on pin 14, When a voting error causes U23d pin ‘1’1 to go low. this
sets flip/flop U21 which s _connecfe_d to the clear inpct of the- two Dit

“counter ‘and the counter advances through the states given above. When the
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count reaches 11 this is detected by U21c which resets the flip/flop U21.
The -flip/flop formed by U28c. U28d is used to enable/disable the RST/HOLD
" circuitry. A fow on U28c pin 11 holds the output of flip/flop U21
pe_rmanently high. disabling the RST/HOLD circuitry. " The fiip/tiop ié
disabled by a write to PORT00 and is enabled by a write to PbRTOQ.

~The PORTO7(WR) select is connected to flip/flop U21 so that it is set
by a write to PORTO7. Thus it is possible to trigger the RST/HQLD
circuitry by a port write instruction as well as Dby detection of a voti;'\g
error. . This is useful for testing purposes and software inftiatéd

resynchronisation. -

The port addresses for the resynchronisation hardware are summarised

below :-

PORT  READ _ . WRITE

0 - ‘ Disable RST/HOLD circuitry
] Read latched error flags Reset flags I';tch flip/fiop

2 | Read instantaneous error flags Enabie RST/HOLD circuitry
7 | - Trigger RST/HOLD circuitry

8.2.5 Reset circuitry and watchdog timers

As well as power-on reset (POR) it 'is necessary to reset the
comfoller it the +5V logic supply dips below acceptabie limits caused b)-l a
-short interruption to the mains supply. It was found that most RC
controlled POR netwofks will not detect a short intérfuption in .the ¥5V
supply. but this interruption was sufficient to cause the microprocessor to
cease reliable operation and crash. Such a short interruption to the mains
supply has peen experienced during electrical storms when there is a Iong'
vdelay pefore auto re-closure of circuit breakers following a lighthing
strike to the supply cables.

Two watchdog timers are included to reset the system in the event of

it crashing.  Both watchdogs are monostables which are triggered Dy a write
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.to PORT06. The instruction to retrigger the watchdogs (OUTO06) occurs onée
bnly in the control software and is located in the main program 10op. T:ne
monostables are retriggered at a rate greater than their pulse width So
-that a .".conr,lam" putse is generated. However if the program crashes tr;is'
will cause the retriggering operation to cease énd the monostable will time
out after a dela'y determined by its pulse width. A TRAP (non maskable;
interrupt is generated when the first watchdog times out which generates; a
warm start. if the warm start fails. then the second watchdog will "time-
out” afterAa turther delay and a' cold system RESET will resun;"

The reset circuitry and watchdogs are shown in figure(30). The level
triggered reset ¢ircuitry uses a ‘"long tailed pair” comained in U29 as a
comparator which compares the reference voltage across two silicon dioges
10 the +5V logic supply. The +5V supply is divided by a potential diviéer
before comparison. By suitable choice o‘f the 'potémial divider, the
circuit is iarranged to give a logic ‘0’ if the power supply falls belbw
4.5V and wilt- give a logic ‘1’ othefwise. Power-on-reset is detected aﬁd
manual reset is provided by é push button switch.

Monostable U18a forms the TRAP watchdog which is triggered by a write
lo. PORT06. The puise width is set by the RC network and in this case is
set to approximately two seconds. When the watchdog times-out, the Q
output goes from a logic ‘0’ to ‘1'. generating a TRAP interrupt.

Monostable U]Qa,"which has a pulse width of four seconds, forms the
REASET watchdog and is retriggered by a write to PORTO06. When the watchdog
times-out it triggers the monostable U19b, generating a RESET pulse of
approximately one millisecond duration. The rising edge of the RESET pufse
is used to retrigger monostable Ul9a in case the reset operation has .not
been successful. In this way the watchdog is retriggered by the RESET
pulse as weli as a write 10 PORTO6. so that if the reset is not successful.
then the watchdog - will continue to generate RESET pulses at an interval

governed by Ul9a. A divide by two flip/flop is connected to the output of
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the RESET watchdog which will "toggle” everytime the watchdog times-out.
The output from this flip/tlop is bsed to-select one of two EPROM sets,
both of which are capable ofAexec_ut_ing the control p;iogram. Thus in tﬁe
event.of 8 system crash a warm start is tried firs-t-, 'then the spare EPROM

set is switched in as well as performing a cold reset.

8.2.6 RS232 interface

The serial input and output lines are connected to RS232 drivers as
shown in figure(28) so that an RS232 device can ¢ommunicate with the

controller for debugging. error logging. or console input/output purposes.

8.3 MEMORY BOARD -

The memory board block diagram is given in figure(31) and contains 4k
" of static. RAM which is Hamming code protected. two sets of 4k EPROM. ék
" “instant ROM" and address decoders for memory and ports. At bus level the
board “looks" like a conventional memory board and many of the fault-
tolerant features are transparent to the user. although error flags and
additional self-test circuitry are included to make full use of the fauit-
toierant features of the board.

The RAM is protected by a SEC/DED Hamming code. The necessary check
bits a;'e.' generated by a look-ub table in the en_codjng 'ROM and stored
alongside data in the RAM. When data is read from the RAM. the data and
check bits are read out and decoded by a ROM. which corrects the data if
necessary as well as flagging errors.

Eight-bit  wide data requires five check bits.  This .would require an
encoding ROM having eight address lines and thirteen data outpuls. The
decoding ROM wouid need thirteen addreés lines and thirteen data outputs it
error flags are included. Both these ROM sizés are very large and not
commercially available. Two 2k EPROMs could be used for encoding and two

8k EPROMs for decoding. which are commercially available. This approach
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would bev no more reliable than the design adopted. but would reduce the
storage required from sixteen bits wide to thirteen bits wide. Tﬁe
disadvantage of using EPROMs instead of ROMs is their slow access time
(450ns) as oppdse,d to 50ns for bipolar ROMs. This wou.lq add to the memaory
read/write access time and would require the microprocessor to be s|owéd
down. thus reducing processor throughput. The 6nly advantage of EPROMé ié
their lower power consumption than bipolar ROMs. which rﬁay be important m
a CMOS design. and their slightly higher reliability.

In. order to use small commercially available ‘bipolar ROMs, it was
decided to split the eight bit wide data into two identical four bit wide
streams which has the added advantage that each stream will correct a
single bit error and detect a double bit error. ‘Thus if simultaneous
errors occur in both streams., the protection circuitry will correct double
bt errors and detect four Dbits iﬁ error. Each stream has its own Hamming
code protection in the form of four check bits. Data is stored as four
data bits and four check bits and is read out as eight bits. which a.re
dec;oded to restore the four data bits as well as generating f_our error
flags. The encoding ROM can be contained in a 32x8 device and the decoding
ROM in a 256x8 device. both of which are small and easily available.

The ROM look-up tables are calculated as féllows. The SEC/DED code
consists of four data bits and four check bits organised as .-

D3 D2 D1 DO C3 C2 C1 CO :where Dx = data bit

Cx = check bit
Data is stored- and read out in this form. On read out the check Dits are
re—-calculated from the data bits and these check oits- are exclusive Ohed
wi'lh the chook bliler. raasd out from thg HAM. Tha result s tour  cortoction
hits G G2 4(:|' GO°

C3' = C3 (recalculated) @ C3 (stored) " etc.

These correction bits identify the position of an error if it is a single

“bit error or indicate a double bit error according to table(20).
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Looking vertically up the columns and writing down a data bit where a ‘1’

ocurrs in table(20), it can be seen that the check bits are calculated by:-

CO=D0 @ DI ® D2
'c1=D0 ® DI ® D3
C2'=D0 @ D2 @ D3
c3=D1 ® D2 ® D3

Appendix(5) shows the 100k-up table contained in the encoding ROM which is

calculated according to the equations above.

8.3.1 Decoding

The decoding ROM is also a look-up table which corrects the data if
necessary and generates four error flags S2 S1 S0 E. where S2 S1 SO
identify which RAM (out of eight) is in error and E signals the occurrence
of a single bit error. If E is not set. but SO is set. then this indicates
a double bit error. This is summarised in table(21). The error flags 52
31 SO E are referred to as the four bit error syndrome. |

‘A program .was written in assembler to calculate the inforrﬁation to be
programmed into the decoding ROM. The decoding ROM look-up table. is given

in appendix(6).

8.3.2 Circuit description

The 'ccrcujt diagram of the board is given'_in figure(é2). The encoding
ROMs U33. U34 convert the eight bit data to eight data bits and eight check
bité which are then stored in the 4k X 16bit memory matrix which is shown
in more detail in figure(33). It is important to use one bit wide RAMs so
that the failure of a Slngle device causes a single bit failure which can
be corrected. | The decoding ROMs U35. U36 regenerate the eight bit data.
corrected if necessary. flagging any errors that éccur. It is possible to
connect a much larger memory matrix between the encoders/decoders which may
be dynamic RAM " if required. In fact commercially available sixteen bit

memory boards would be ideal. The data from the decoding ROMs is connected
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1o the system bus via the tristate buffer U38 which is _enabled by a read
request. to the RAM. The enable is generated by the OR gate U39 which is
connecfed to the RAM T3 and the RD line. thus producing a RAMRD signal.
The error flags are latched into U37 in the event of an error and can E)e
read by a read to PORTOO. Tﬁree OR gates U39. are connected to torm a tour
input OR gate. The four inputs are connected'to the_decoding ROM er'ror
Hags E énd 50. Any one of these flags going high indicates an error hence 'A
the output of U39 pin 6 is ‘0" for no error and ’];‘onr an error.  This
single error flag is sampled and latched in U40a on the rising edge of
every RAMRBD. if a ‘0’ is latched in, it will have no effect. but if a ‘1’
will cause a '1’ to be latched into U40b. causing the Q output to go high.
This generates a RST5.5 interrupt as well as latching the error flags. i
is left up to the software interrupt r0uti.ne to' interrogate the error flags
and determine whether the error is a single or double bit error and which
RAM device is in error. A read to PORTO00 reads the érror flags. as well a's
resetting the flip/flop  U40D. until  the fiip/flop i-s reset. no further

error tlags can be latched into U37.

8.3.3 Address decoding and "spare* EPROMs

Address decoder U4l decodes eight 8k pages which are then furiﬁer
: divided'imo 2k pages by U42. The "instant ROM" and RAM are decoded by
U42a. whilst U42b decodes the EPROM memory. The most significant address
line connected to U42b. Al12. is connected via the exclusive OR gate U43.
This is so that when the ROM SELECT line is at 'OA' the A12 line is ﬁot
inverted and‘ when at ‘1’ the address line is inverted. with A12 not
inverted the address decoding is as shown with the first EPROM set located
from 0000-0FFF and thé second from 1000-1FFF. If the A12 line is inverted.
ihen EPROM set iwo is selected instead of set one and vice-versa. The

"spare” EPROM set located from 1000-1FFF can be- read as normal memaory,

however it is  identical to set one and programmed to run from 0000-OFFF
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s0 will not run in the range 1000-1FFF. If the two sets are swapped by the
ROM SELECT line. then the *spare” will appea.r to occupy memory in the rahée
0000-0FFF and will run and the other set will appear. in the range 1000-
1FFF. Thus it is possible for self-testing purposes to" read the “spare’
EPROM set. and in the event of a failhre. a sepa'ra'te set can be switched in .
whilst allowing interrogation of the old set to de-t‘e_rmine the cause 6t
“faiture. |

The “instant ROM" and EPROM circuitry is shown in figure(34).
"Instant ROM;‘ is essentially battery-backed RAM which can be written 10 and
retains data when power is removed. Its - pin connections rﬁake it bin
compatible with EPROM. Two ‘instant ROMs® are installed U45. U46 located
irom 2000-2FFF. They are write-protected Dby  the sWitch shown and are
buffered by bidirectional buffers US1, US52. Four EPROMs'_are installed U47.
U48. U49, U50, located from 0000-1FFF and are buffered by US53 which is
enabled by the BUFFEN signal from the EPROM decoder U42b.

The input port address decoder is shown at the bottom of figure(34).

8.3.4 Memory matrix

The 4k X 16bit memory matrix is shown in more detail in figure(33).
Memories USS—U_?O are 4k X 1bit staticVRAMs and the CS line to each device
is connecfed via fhe OR gateé U71-U74. This is for testing purposes only
and allbws RAM devices to be switched out by prevent.ing their CS from going
low. Dual-in-line switches S1. S2 are used to switch A'Out RAMs and pulsés
injected into the control inputs of the OR gates enable the RAMs to be

transiently switched out.

8.4 INPUT/QUTPUT BOARD

The "block diagram of the input/output board is given in figure(35).
The board contains-a battery-backed real time ciock (RTC). eight bit input

port. eight bit output port. eight .channel A/D converter, eight Dit
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v

solenoid driver. as well as the necessary power electronics to drive a
stepper motor and solenoid valves. A separate printed circuit board (PCB)
holds the six pressure transducers as well- as their signal conditioning

circuitry.

8.4.1 Real time clock

The real time clock U77 is shown in figure(36). This is ouffe'red by
the bidirectional buffer U78. On failure of the +5V supply. the cloé,k
switches over to standby operation and continues to run. A ni-cad batiery.
which 'is trickle charged under normal operation. provides the necessary
back-up supply. Open collector AND gates U75 are used to buffer the RD and
WR signals so that the RTC read and write inputs are isolated from the
power supply when it is switched off and are pulled up to Vvdd. This is
necessary for coriect standby operation. The write strobe to the RTC is
connected via LK1 which write-protects the RTC when it is‘i removed. This is
so that a system crash will not corrupt the RTC. The RTC is decoded as
sixteen ports from PORT10 to PORTIF and is programmed and read as described

in appendix(7) which is an extract from the Radiospares data sheet.

8.4.2 Multipiexer and A/D_converter

An eight bit analogue muitiplexer. U79 is controlied by three address
lines MUXO. MUX1. MUX2 and is connected to the A/D converter U80. Inputs
to the multiplexer are Ilow pas.s-filtered with é cut-off frequency of about
170Hz. _inputs PO to P6 are trom .the pressure transducers and Sl. S2
monitor the voltage applied to the solenoid valves. The A/D converter is
clocked by a 200kHz signal already available which is obtained by dividing
" the processor clock by ten. The two flip/flops. U81 synchronise the start
conversion signat and the clock. A write 10 PORT03 starts the conversion
and a read to PORT03 enables the tristate output of the converter, allowing
the digital output to be read onto the system bus. The end o‘t conversion

-~

flag is connected to the most significant bit of the eight bit Input porl
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Us2. The other seven inputs to the port are spare and are connected to a
gil switch. The input port is read as PORT04.

The bottom of figure(36) shows the output port address decoder U83.

8.4.3 Stepper motor driver

The eight bit output port, U84 which is written to as PORTO05 performs
wo ﬁmctions. The three least significant bits are used 10 control the
analogue»muniplexer via-the address lines MUX0 to MUX2. whilst the four
most  significant bits  drive  four Darlington  power transistors. ‘i’he
ransistors are sufficient to drive the four phases of‘ a stepper motor wﬁh
\he common stepper motor connection in this caﬁe connected to +5V.
Prgtection diodes are incorporated as shown. The output port is cleéred

when a RESET is executed.

8.4.4 Solenoid drive circuitry

The solenoid valve drive circuitry is shown at the bottom of
figure(37).  An octal latch and driver. U85 is connécted via two resistor
networks to the solenoid valves. The circuit is designed so that solenoids
can still be switched on and off in the event of any.single éomponem
féiling. The aim df the design is to protect against failure either short
circuit or open circuit of the solenoid driver transistors.

The solenoids, aithough rated at 28V, Were found to puli-in at greater
than 8.0V and to drop-out at less than 2.6V. These voltages define the ON~
‘and OFF limits in the event 6f component failure in the driver circuitry.
The drive circuit is pasically a potential divider with switched resistors
forming the lower Ieg of the divider. By switching“ in different resistors
R1 to R4 the voltage acrossARS is varied. This voltage swing is connected
across the solenoid and used to switch it ON and OFF. If all tran.sistors
are off. then the voltage across RS is zero. however it one transistor
fails short circuit, the voitage across RS s equal to the minimum value.

If ail four transistors -are now switched on, the voltage across R5 is
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increaséd. if ‘one transistor fails open circuit. the voltage developed
across RS5 is reduced and equal to the maximum value. The aim of the
potential divider is to ensure that with one transistor failed opeﬁ 6r
short circuit. the swing from maximum to minimurﬁ is sufficient to turn ;he
solenoid ON and OFF. The zener diode is necessary to subtract a bias
voltage from the voitage across R5 so that the swing across the solenoid is
within its ON and OFF limits. ‘Two zener diodes are}used in parallel 10
brmect against the zener failing open circuit. Ahy ‘of the resistors,
ransistors. or zener diodes can fail open or short circuit and the <‘1'river
will continue to switch the solenoid ON and OFF as long as it is a single
component failure. The voitage applied to the bottom end of the solenbid
is monitored by the A/D converter after being attenuated by the potential
divider made up of the 22k/1.2k resistors. which attenuate by a factor of
approximately twenty. By switching the divider transistors and monitoring
the solenoid voltage. it is possible to diagnose componém failure in the
driver stage. The Adetailed calculation of values for ihe Aresistors, zen-er

diodes and supply voitage is given in appendix(8).

8.4.5 Pressure transducers

Six "Foxboro” plezo pressure transducers type 1800 01 C1 00C O are
mounted 'on a separate printed circuit board. Each transducer uses a quad
oberational amplifier connected as an instrumentation .amplifier as well as
providing the constant current excitation to the transducers. The six
transducers and their ampiifiers are identical exceptA that there s oﬁly
one band-gap reference for all six transducers amplifiers. .

The circuit diagram for a typical channel is givén' in figure(38). A
band-gap reference is connected to Ug6a which cdntrols the constant current
ot 1.5mA through the transducer. The voitage produced across the
transducer is amplified by the instrumentation amplifier U86c. UB6d which

has an adjustable gain'» to 300 set by the “span” preset
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polentiometer. . A non-inverting amplifier, U86b. having a gain of teﬁ,
produces a voltage of 0 to 7.$V at its output. This  voltage is derived
from the- band-gap reference and is therefore stable and can be varied by
the “zero" preset potentiometer. This variable voltage is fed via a large
resistance into the inverting input of the final o-perational amplifiér.
U86d and is used to zero the output. Resistor R6 is individually chosen io.
have a voltage drop of about 1.5V across it.  This is so that sligh.t
variations in the 0 to 7.5V supply do not effect the zeroing very much.
Resistors . Rl to R5 are supplied with the transducer and are for temperatu}e
compensation. Resistors Rt to R6 are connected as shown to a header plug.
Each transducer and amplitier is adjusted to givg'a' swing of 1.5V fOr

a 0 to 15"w.g. pressure range. and a "zero" of 0.1V.

8.5 PNEUMATIC TEST RIG

The test governor was built to demonstrate the réli_able. control of gas
flow and pressure, and 1o s_how that the governor will qontinue to function
in the presence of errors. Test circuitry allows transient and permanéht
errors 10 be injected into the controller. A schematip diagram of the
pneumatic"-governor is given in figure(39) as well as .a photograph in
figure(20).

Cohsidering the schematic diagram of figure(39), dry compressed air at
approximately 10psi enters the “J" governor which reduces the pressure 10
20'w.g. which is approximately held constant at a safe inlet pressure for
the main~coﬁtrol valve. Gas now passes through the modified "K" pilot . as
described in Chéprer(?), which s controlied by the two solenoid valves S1.
‘G2 and s slabilised by the nocoedle  valve. it is approciated that il IS
undesirable 0 place bends in the pipework close 10 regu_lators or pressure
tappings. but in order to achieve a compact design. it was necessary 10

bend the rig round on itself. This is unimportant for demonstration



- 103 -

purposes. A needle vaive is used as an adjustablé “orifice plate” whiéh
" has pressure tappings either side of it. Transducers P1, P2, P3 measu;e
the outlet pressure of the "K" pilot ana P4, P5 P6 measure the outlet
pressure ©of the governor. The pressure differentia‘l across the "orifice

plate” is a measure of the fiow through the system according to the

equation o
AP = kQ* where k = orifice plate constant
Q = flow
’ AP = pressure differential

Manometers are connected to the pressure tappings to give a visual
check on the operation of the system as well as being used 10 calibrate the
pressure transducers. A variable downstream load is simulated by another

needle valve and gas is finally exhausted to atmosphere through a silencer.
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8.6 ESTIMATED RELIABILITY

Chapter three concludes that MIL 217D is pessimistic when estimating
the reliabitity of integrated circuits. especially plastic. However so
that the failure rate of the fauit tolerant controller can be compared w;'m
the non tault tolerant controlter of section 7.3. an order of merit
compérison will be performed using MIL 217D data. .It is likely that the
failure rate estimated in this way will be pessimistic. so the failure rate
calculatiqn is repeated using the failure rate data sources recommended in

chapter three.

When analysing the fault tolerant controller several assumptions were

made :

W Failures are instantly repaired. If the MTTR is very much less
than the MTTF. then this assumption will not produce.ioo large an
error.  For systems where the MTTR is not insignificant, the
analysis of chapter four should be used. |

i) . Three pressure transducers per channel are connected in a TMR
configuration with the voting performed in software. For- this
reason the failure rate of the transducers may be neglected.

(iii) The three microprocessors are connected in a TMR configuration
with the voting performed in FPLAs. The failure rate of the
microprocessors is neglected and only the failure rate of the
voters is considered.

(iv) A spare EPROM set is used therefore .the tailure rate of tﬁe
EPROMS may be neglected.

W The RAM is protected against single bit fallures, so the failure

"rate of the RAM chips is neglected and the failure rate of the
RAM is calculated as the failure rate of the extra Hamming code

circuitry.
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(vi) The failure rate of the solenoids is neglected since frequent
replacement should prevent wearout and reduce their failure rate

10 a low value.

(vii) The faiiure rate of the solencid drivers is neglected since any

-

component failure is not fatal and is logged.

wiii) An estimation of the failure rate of the software is not included

in the controller faiiure rate.

Using MIL 217D and measured integrated circuit case temperatures, the
following failure rates are obtained for the controller using plastic

integrated circuits :

A/D convertor . 1.93 f/million hours
control circuitry 2.05 f/million hours
voters 38.5 f{/million hours
watchdogA o 0.63 f/million hours
Hamming code circuitry 14.5 f/million hours
output c;rcuitry - » 0.94 f/million hours

TOTAL ~ 585 {/million hours

= 0.5 f/year

(;‘,omparir;g_these figures'with those of section 7.3. an improvement in
the failure rate by nearly an order of magnitude is ‘observed. it is seen
that the Hamrﬁing' codé circuitry is no more reliable than a 4k block of
unprotected memory. I rriiore‘ reliable encoding/decoding ROMs were useq. or
_if the controller were operaied at a lower temperature. then the Hamming
code circuitry would be more reliable than a 4k block of memory. Although
the use ot Hurnming.(,:ndu prolucl()lﬂ memory gives no decraase in lallure rate
when permanent tailures are considered, tﬁe(e is considerable benetit to be
gained from transient error. protection.  Castillo et al [78] report

wransient faitlure rates  which are up to fifty times greater han permanent
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fauits. The - fault toterant controller offers considerable - protection,

against transient errors which is not possible in the non fault tolerant

design.

8.6.1 Revised failure rate prediction

The failure rate of the fault tolerant controlier is now predicted

usihg the recommended failure rate prediction sources of chapter three.

Circuit block | Data source Failure rate
A/D convertor : MIL 217D 1.93 {/M hrs.
cbmrol circuitry . | CNET 1.83 /M hrs.
voters etc. | CNET 18.0 {/M hrs.
watchdog CNET 0.62 f/M hrs.
Hamming circuitry CNET ‘ 7.27 £/M hrs.
output circuitry CNET 0.78 t/M hrs.
address decoders etc. CNET 5.69 f/M hrs.
resistors (100) NCSR 0.70 t/M hrs.
capacitors (1000 MIL 217D . 0.40 /M nrs.
‘wire wrap'connections . ICL field data i -~ 1.60 /M hrs.
soldered joints (500) MIL 217D 1.30 /M hrs.
edge connectors (200 prs) CNET I 0.60 /M hrs.
TOTAL - 40.7 /M hrs.

= 0.36 f/year

This failure rate does not inc;lude the failure rate of the power
supply. but is 'erly. to be pessimistic for‘thé rest of the controlier
since all failures are_assml;med» to be fatal and do not result in a degraded
performance.

" The failufe rate of 0.36 f/year meets the required value as defined in
se‘ctaoﬁ 7.3. It is therefore proposed that mé controller is suitable for

use in a hybrid pressUre controller as described in chapter seven.
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CHAPTER 9

GOVERNOR CONTROLLER SOFTWARE

‘As a first step towards writiAng reliable software., modular programming
~was used. Tne software consists of nineteen modules written in assembler
which are linked togetner to form the complete software package which is
about 2k bytes in length.  The detailed software listingé are given in
appendix(10) and a detailed description of each modulg follows, togéther

~ with any necessary flow charts.

9.1.1 MAIN

Module. MAIN is iocated at address zero and is executed when a reset is
performed. The module contains the jump vectors for interrupts and
software restart instructions. The flow chart s g?ven in figure(40).
Intérrupts are disabled at the start of the mbdule so0 that the
initialisati'on process is not interrupted. -Before the RAM is used by data
var?ables and the stack it is initialisedvto FF hex. i.e. ali ones. This
is because of the snake which will be described later. . The modute INITL is
then calied which. initialises all data variables and registe.rs. I_t is
important to initialise all registers to the sah_we value. since if this .is
" not d’or'we. they will contain randdm data and PLJSHing such a register _omo
_the stack will result in a voting error if the threle miCcroprocessor
registers’ contain different random data. The system reset is -Iogged as
well as the time énd' EPROM set in use. As described in section 8.3 the
EPROM set in use is either the main or the spare set. Finally the RST/HOLD
circuitry is enabled befofe entering - the maiﬁ comr_o.l ioop. With the
‘imerrupts disabled the RST/HOLD circuitry will :‘have no effect other than
to insert hold pu.lses.v but this slows down the processors, so the RST/HOLD
circuitry is disabled at the start of ‘the module to speed up execulion.

The rest of the module consists of the main control lo0p. _Firstiy a
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“recovery block” is formed and stored in RAM which will be used to perform
vectored recovery if the system crashes. The interrﬁpts are enabled after
the formation of the recovery block. fhis is important on the first pass
through the control loop because some interrupt routines use vectored
recovery, and if én interrupt and subsequent vectored recovery is executed
before the formation and storage of a recovery block. then vectored
recovery will not pe possible and the system will “tock-up”. Each opass
through the loop calls the modules CNTRL. PRBUFF. and SLFTST (td be

described later) and resets the watchdog timers.

9.1.2 RESYNC

A voting error between the three processors Agenerates a RST6.5
interrupt which causes a jump to the RESYNC module. This module. whose
'flow chart is given in figure@1), performs the necessary software
resynchronisation, contréls the resynchronisation hargware. and finally
logs the error. On -entry to the module. the RST/HOLD circuitry is disabled
to speed up execution. if the RST/HOLD circuitry is successful. then the
program counters will be resynchronised.

All registers are first PUSHed onto the stack and then POPed off. In
this way a two out of three majority vote is performed on ali registers and
finally all SOD-outbut pins are i'eset to zero. T'heAretr.y counter is now
decremented and tested for zero. If the count is- not.zero, the current
state of the error ﬂégs is read. If the error flags show no error. then a
transient error is logged. but if the error still exists, thén hardware is
used to generate a RST6.5 interrupt signal and the processors enter a hal
state whilst waiting for the interrupt to' be recognised. I the retry
counter rcaches a count of zero. then all retries have been exhausted and a
GPU failure s logged as well as swilching out the RST6.5 interrupt and
CRST/HOLD (:ircuitry;" As well as logging the transient or permanent error.

the channel in error. syndrome (voter flags V1-v6) and number of retries
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executed is logged. Finally the retry coﬁmer which is stored in RAM s
reset as well as the syndrome latch flip/flop.> Vectored recovery is used
t0 return to the main control loop and is initiated by calling module
BLOCK.

The program counters are resynchronised by the RST/HOLD circuitry and
by executing a simultaneous interrupt. ft is for this reason that retries
are performed by re-enabling the interrupts and then generating a hardware
imerrubt puise. Thus the -retry mechanism is a mixture of hardware and
software techniques and each retry will attempt to resynchronise the

program counters which could not be achieved by software alone.

9.1.3  MERROR

A memory error generates a RST5.5 interrupt which causes a jump to the
MERROR module. whose flow chart is given in figures(42,43). The module
first of all saves the error syndrome for future logging Kand tests if it is
possible to read and write to the RAM. if it is not possible, then
subroutines can no longer be used because they use the stack which is
contained in RAM. After a number of retries controlled by the retry
counter a jump is made to SFAIL which logs the failure of the RAM and
executes a soft failure which puts the system in a fail safe condition. If
it is possible to read/write 00 to the RA.M, then the ability to read/write
FF s tested. Testing using both. 00 and FF will reveal stuck-at faults.
The corresponding syndromes for a’ 00 and a FF réad/write are both saved and
are now compared. If both syndromes are zero and the retry .coumer has not
been e*hausted. then unless the RST5.5 pin is stuck at '1’. the error is
togged as a transient. " If the RST5.5 ‘pin is stuck at ‘1’, then a hardware .
taiture is- logged. and the RSTS5.5 interrupt ils switched out. If the 'retry
count has been exhausted, then it is assumed that the error is permanent.
The two syndromes are now examined for a double bit error. If a. DBE dées

not exist, then if either syndrome is zero or if they are both equal. .the
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error is a single bit failure which is logged. If thislis not the case.
then the extra hardware is in error and this is logged. All  permanent
errors are logged and then the RSTS5.5 interrupt is switched out. If either
syndrome shows a DBE. then either there is a stuck-at DBE in the-check Dits
or the hardware has failed. The DBE must be in the éheck bits and not the
data bits since the ability to read/write to the RAM has already been
confirmed. To test for a stuck-at fault in the check bits, a table of test
data is written to the RAM and then read back. If there is no DBE in the
data or check bits. then the hardware must be faulty.

Aftef the type of error has been logged. the syndrqme and time are
logged and. in the .caserf a single bit error. a normal return from
interrupt is executed. If the error was a DBE, then the return address

held in RAM may have been corrupted and vectored recovery is executed

instead.

9.1.4 CNTRL

This module contains the software which controls the process. The
flow chart is given in figure(44). The pressures either side of the
orifice plate are read. Pgov being upstream of Pout The pressure
differentiai across the orifice plate is calculated and the outlet pressure

of the regulator vaive. Pgov. is controlled according to the equation:
Pgov = Pset + 2Pdelta. :where Pset is an arbitary set point

The desired pressure Pgov and the r.nevasure‘d value are then compared.
if they are eduél the solenoids are controlled to hold the pressure.
otﬁerwise it is determined whether the pressure 'is too high or too low. If
the pressure error is greater than the déﬁned deadband. the solenoids are
controlted 10 either lower or ralse (he p;'essure as appropriate.  Finally a

delay is executed to prevent Instability.
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9.1.5 PRESSR

This’ module combines time redundancy with_ component redundancy and the

v

flow chart is gwen in tlgure(45) Two pressure readmgs are: requnred

Pgov ‘and , Pout. which are the pressures etther sude ot the orlttce plate

Pgov is upstream of Pout. . A total of six pressure..transducers;are read.,

L= - e e

arranged as two groups of three. Firstly all ‘six- pressure transducers ar‘ev';.;

e P , - P

read eight times and the average calculated and stored m a taole Timé_;:._,:

redundancy such as this will lessen the effect of an erroneous read or

noise .on the ‘input. Then a ‘majority vote ts pertormed on each group ot
three trans ducers The. transducers are taken in palrs ‘and the three,

different averages are calculated. Then each transducer. readl_ng_ is, L

kT S .
N BT

compared with the average of the other two in order- to determine if -one

channel dlsagrees with lts related pair. If a channel is found' _to bet' in. .

A

error, the error and ttme is logged. as Iong as the retry count has not been

exhausted and;;A the pressu_r.e reading returned by the modulewls equal to the
average of ',f.he_ two :"good” channels it all three - tchannels' “are- in o

agreement. then the average of . the three readings_ is .calcfulated.- and -

returned by the module.  Finally the’pressure' d_iffe_rential. Pdelta, - ‘across” "

the orifice plate is calculated.

9.1.6 RBKGEN

A ‘"recovery block" is generated. The conients .of all registers are.

saved in a biock of memory for later use.

9.1.7 BLOCK

This module is complementary to. RBKGEN and ls used to execute vectored
recovery.' “The block of memory which Con_tains the ‘contents Qt.i.all“reglstersv
at some time in ‘the past is reloaded into the l' regtsters _'and‘:executi.on is

B

restarted at the pesition the last recovery block was gen_erat_'ed.i L E e '.,, B
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9.1.8 SLFTST

This module is used to test the solenoids and driver circuitry and
c'ould be expandéd to self-test the~whote of the system. The self-test
routine is executed every ten minutes under control of the ciock and any
error in the solenoid circuitry is logged. together  with the time. A
solenoid error is defined as any single component failure which is not
fatal because of the redundancy already described. The solenoids are only
tes}ed every ten minutes, since in the event of a permanent failure. this
will cause the failure 10 be logged every ten minutes until- repaired.  Any
more frequently would be a nuisance. This is an alternative technique to

decrementing a retry counter every time an error is detected and ceasing 10

log the error once the retry count has been exhausted.

9.1.9 SFAIL

No RAM is used by this module since some soft failures are caused by
total failure of the RAM. For this reason no subroutines are used. The
module logs the type of soft. failure and the.n puts the system into a fail-
safe condition, which for the experimental controller means failing to the
maiimum pressure.  After the' féil—safe shut down, the processor is halted.
The processor will be interrupted from its hait state by the watchdog timer
and a systém reéet will be executed if'p.os.sible. if not. the shut down

procedure wili be repeated.

9.1.10 WTRAP

A non-maskable TRAP interrupt causes a jump to this module. ‘A TRAP

interrupt Is generated when the first watchdog times-out and vectored -

recovery bis 'attempted. This module reseté the ‘printer. clears the output
bufter in case it has been corrupted and then logs the error and’ time as
well as the :address at which the TRAP interrupt wés palled.' A retry
counter is decreme}nvtedA each time the module is called énd on every fifth

call, a full system reset is initiated.
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This ana the following modules log the address at which the error
ocurred. This may be very useful in detecting software errors. if the
error ailways occurs at the same address. then further debugging at that

address is probably required to solve the problem.

9.1.11 SNAKE

- This module is called by a soﬂwaré RST7 instruction which s
conveniently FF..' Data lines are pulled high and unused memory is filied
with FF so that an erroneous jump ‘to non - existent memory Of memory
initialised to FF will cause a RST7 to be executed. In this way erroneous
jumps are detected and execution may be safely vectored back. The module
clears the output buffer in case it has been corrupted and then logs the
error. time, and address at which the RST7 was called. Finally vectored

recovery is used to return to the main program.

9.1.12 DFAULT

This module may be called to log software errors and Ais called by a
RSTS instru,ct‘ion. it self- checking of software is incorporated at a later
date. then a RST5 instruction will log the error and execute vectored
recovery.. i’his module is .not called by any others at present. and is used

for demonstration purposes only.

9.1.13 INITL

This is called during a system reset and initialises all registers and

variabies which are used later.

9'.1.147COL_J_I
A character is converted to serial format and sent to the printer at

1200 baud.
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9.1.15 COUTBF

This module puts a character in the output buffer. Output is buffered
so that the control proceés is not halted whilst printing messages and

logging errors.

9.1.16 PRBUFF

Uniess the output buffer is empty. a character is fetched and sent to

the printer.

9.1.17 MSGE
A message whose address is pointed to by the HL register pair is put

into the output buffer.

9.1.18 NMOUT

s

The contents of the A register is converted to two ASCIl hexadecimal

characters which are put in the output buffer.

9.1.19 TIMLOG

The date and time is read from-the real time clock and put into the

output buffer.
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CHAPTER 10

TESTING OF FAULT-TOLERANT SYSTEMS

10.1 _SYSTEM DEBUGGING

Two techniques are available for debugging microprocessor systems :

10.1.1 In—circuit emulation

~ The micrdprocessor is removed and replaced with the emulation pod.
fhe emulator usually runs in real time and will therefore simulate any
timing problems. The emulation is controlled by the host microcomputer
development system. Software is developed on the development system,.
stored on disk. and then executed on the test system by means of the
emulator. Breakpoints may be inserted into the program. the program flow
traced. ‘and the contenfs of registers examined. Emulétion is probably
easier than logic analysis. but does suffer from some diéadvamages when
testing multlp'roc.essor and fault-tolerant systems. In—-circuit emulators
are available for rﬁultlpro,cessor systems., but are very expensive and are
usually dedicated to only one processor. -They_ cannot. be used to inject
'fgult,s into the system. other than RAM and register corruption, and
'.intérférencé testing and the mo'nitorlng of reéovery may éause the emulator
to cfash. since this fprms an important part of the system under test. In
fact ah‘emulatlon podr cannot simulate a microprocessor for the purposes of

interference testing.

10.1.2 Logic anainIs'

A loglé analyser is really é very fast data logger which will record.
in. memoky,"thé' binary'.'states of many parallel signals in real time. «The
information captured ‘I.n this way may be displayed at leisure on a CRT
screeﬁ in a wuser friendly format such as a pseudo timing display.

hexadecimal or binary list, or a disassembled listing of the code executed
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by the microprocessor. Typically such a Ioéic analyser will capture 48
channels of information at rates up to 25MHz and will store 1k samples.
information Is clocked into the logic analyser by an internal or external
ciock., The 'logic analyser must be triggered and the triggering position
may- be varied within the block ofr daté captured. The triggering sequence
can be either the single oc:ﬁrrence of a trigger word or a complex sequence
of trigger words. Trigger words correspond to thg 48 channels of input
© data as weH‘as extra clock qualifiers.

The logic analyser is a purely passive monitoring device and does not
inter.fere. with the operatibn of the system under test. A logic analyser
was uéed to debug the controller described in chaApter eight.  Since the
voting i; performed at bus level, the replacement of one microprocéssor by
an emulation pod would cause the pod to be out-voted by the other two
microprocessors. For this reason logic analysis must be used. but also has
several advantages. It does not interfere with the system under test and
can monitor all types of fault recovery. including the effects of
interférence testing. | |

Since the logic analyser is purely passive. some method of loading
software into the test system must be provided. In the -system of chapter
eight, a "monitor" was written to run on the test system which would
control the down-line Iéadlng of code into the teét system. display memory
dumpshéuow'm.emory locations t0 be modified etc. Test software was stored
" in battery backed RAM which coQId be write protected.

The logic analyser timing display was found to be very useful when
debugglng hardware errors and testing the resynChrbnisation hardware.

Software can also be tested. with ihe._logiC'analyser. if the inputs to
the sy'stem under test. are varied over their cdm'plete range, it is possible
to force the system to execute all possible paths via conditional jump
lnstchtions. The complex- triggering capability of the logic analyser can

be used to verify that all posslblé,]ump permutations have been executed.

¥ f
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10.2 FAULT INJECTION AND RECOVERY

In order to test the recovery from faults, it is necessary to provide
the means for injecting faults into the system. Test connectors should be
provided that allow faults to be injected into the microprocessors. RAM,
and recovery hardware. Faults are injected by a pulse generator. a short
pulse correponds té a transient. fault whilst a long puise corresponds to a
‘bermanent fault. The pulse generator may be triggered manually or by the
logic analyser.

The exact poSition in software of fault injection may- be controlled
us_ing the logic ‘analyser. The logic analyser Is programmed to trigger .on a
combination of address. data, and control signals corresponding to a unique
position in the software. The trigger dutput from the logic analyser is
used to trigger the pulse generator. and the logic analyser can then
mbnitor the action of the recovery routine. in this way. the logic
analyser will capture normal operation followed by fauit injection and
recovery. Thus the effectiveness of recovery routines can be tested for
téults fnjected anywhere in the software.

Random faults caused by power supply transients may be simulated by
interference testing. The interference simulator i§ connected in series
witﬁ the mains connection to the power supply. Voltage dips and transient
overvdltagé spikes’ can be simulated. and recovery'observedA using the logic
analyser. = Care must be taken that the transients do not affect the correct

operation of the logic analyser.

-10.3 OPERATIONAL TESTING

Once the system has been debugged. it should be tested for all input
conditions over its complete operating temperature range.

The system should then be burnt-in at elevated temperature for several

hundred hours and then released for use. - .
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All permanent and transient faults should be Iogg\ec\‘ by the system.,
preferably by a pfinter or some other no'n-volatile means, which will be
useful when diagnosing and repairing permanent faults. The logging of
transient faults .will provide a useful history of the incidence of
transient  faults in  that particular environment. and may require
preventative action to b-e taken such as additional screening or filtering

of the power supply.

10.4 TESTING OF THE GOVERNOR CONTROLLER

"10.4.1 Pressure control

The correct control of pressure was first of all tested according to

the relation :

-Pgov = Pset + 2Pdeita

where Pdelta = Pgov - Pout
Pgov = outlet pressure of regulator
Pout = pressure downstream of orifice plate

The system was found to be stable with the solenoid needle valve fully

open. The needle valve which simulates the orifice plate was set to a

suitable value and then the downstream load was varied by means of the

second needle valve. A graph is piotted in figure(46) of the regulator

-outlet pressure against the pressure differential across the ‘“orifice

plate”, Pdelta. The obserQed vajues of Pgov are compared with the
theoretical  result shown by the straight line. Agreement between
theoretical and measured values is very close and since the system was also
found to be stable. it s con‘clu_ded that pressure is correctly and

accurately controlled.
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10.4.2 Fault injection

Faults were injected into the controller by a pulse generator which
was either triggered manually by a push button. or by the fogic analyser.
The pulse generator had two open collector outputs which produced negative
and positive pulses. Fault recovery was traced. using the logic analyser as
well as observing that pressure control was correct and that the correct
error message was printed out. The complete set of error messages as

produced by the printer is given in figure(47).

10.4.3 Voting errors

A long and a short pulse was injected Into the RDY line of channel one
microprocessor as shown in 'figure(28). This caused that channel to lcse
synchronisation and message 1 was printed. This message reports a
tran;sient error in channel 1 and one attempt (retry) was found 10
resynchronlsé the three processors. The logic analyser timing trace of
fig'ure(27) shows the timing of the resynchronisation hérdware. Haliway
through the fault injection pulse, the-i+_2 error flag goes low and -at the
sahie time microprocessor 1 is seen to be out of synchronism with the other
two as shown by the ALE pulses. The positive edge of the latch pulse,
latches the er}or syndrome which shows that the error Is in channel 1. The
system clock at 2MHz is shown in the centre for compérison. A short time
after flagging the .error, the‘ RST{HOLD sequence is generated. Firstly a
h RST6.5 pulse is held for_ ten .clock cycles and then the HOLD pulse for ten
clo>ckA cycles, after which ‘the RST/HOLD circdi’t resets. The RST/HOLD
sequence is seeh to be successful since all ALE pulses are in synchronism
afterwards. A long pulse caused error message 2 to 6e printed. Attempts
1o resynchro_nise after 255 retrles were abandoned and a CPU failure of
- channel 1 Is logged. In both cases vectored recovery restored correct

operation of the system.
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10.4.4 BAM errors

The pulse gene.rato.r ‘was connected to the RAM test circuitry of
tigure(33). A short pulse injected into a single RAM chip caused error
message 3 to be printed. .The pulse was short so a transient error was:
iogged and the syndrome S=10 correctly identified the RAM chip into which
the error had been injected.

A long pulse injected as-above caused message 4 to be printed. The
pulse was long which caused the retry count to be exhausted. The system
therefore assumed that the RAM chip had failed permanently.

A long pulse was injected into thé preset pin of U40b as shown in
ﬁgure_(32). 'This caused a‘ RST5.5 memory error interrupt to be generated
without an errbr actually existing. The error was co’rrectly logged as a
hardware error as shown by message 5.

A long 'pulse was injected into two RAM chips which stored check bits.
Meésage 6 was printed which shows iﬁat there is a stuck—at double bit error
in:th'e check bits. |

A IongA pulse was injected into two RAM chips which stored data bits.
It w'as found that it was not possible to read and write té RAM so message 7
was printed as wellfas executing a soft failure. .The régulator ‘'was found

_to fail safe to its maximum value.

10.4.5 Watchdogs

The contfoiler was deliberately crashed and the fl‘rst watchdog. the
TRAP 'watchd'og, was found to restore correct operation via vectored
recovery. This error causgd message 8 té be printed. The controller was
de'ﬁbera‘tgly crashed  five tlmés.'and on the fifth occasion a full system
reset was executed as logged by message 9. initiated byvthe second
watchdog timer. The trap watchdog routine is. programmed to give & full
system reset after fo:.ur attempts. A full system reset was also observed to

occur at power-on-reset and after a short power supply Interruption which
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was correctly detected by the undervoitage detéctor.

The sysiem was crashed until a second full system reset was performed,.
but this time message 10 was printed. This differs from message 9 in that
EPROM set 01 is logged instead of EPROM set 00. This confirms that the

spare EPROM set was correctly switched in by the RESET watchdog.

1‘0.4,6 Snake

A hardware RST7.5 was generated. This caused a jump to 003C which
contains FF which is the codé for a RST7 instruction. A RST7 was executed
and message 11 fecords operation of the snake and vectored recovery. The
address is given as 003D and not 003C because the program counter is

incremented before being pushed onto the stack.

10.4.7 Solenoid_ failure

A solenoid driver 1transistor was shorted - out. simulating a short
circﬁit failure. The solenoid failure was correctiy Ioggéd as shown Dby
message 12. The fallure was logged once only and was at 30 minutes past
the hour which corresponds to a call of the seif-test routine at ten minute

intervais.

10.4.8 Pressure transducers
The plastic pipe feeding pressure transducer 3 was bent double.
‘ cu'tting off the transducer. Message 13 shows that the error was correctly

logged as channel 3.

10.4.9 Interference testing

The switching on and off of equipment near the controller caused
several transient errors to be logged. lnterruptions to the power supply
were detected by the undervoltage. detector and caused a full system reset.

Transient spike testing was not performed since this was felt to be
mére a test of 'the power supply than the controller. The power supply is

fitted with "crowbar" overvoltage protection which - prevents spike testing
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since the crowbar Qould be triggered. Also any failure of the power supply
could destroy many integrated circuits which would be time consuming and
expensive to replace in the experimental controller. if it is required to
perform spike. testing on' the controller, it is suggestéd that a duplicate
controller is built which uses a proféssional grade power supply.

It is proposed that interruption testing is a more useful test since
short interruptions 'to the mains supply have been observed during an
electrical storm., caused by ~auto-reclosure of circuit Dbreakers. Some
microprocessor equipment has been found to fail interruption testing when

the interruptions are very short (a few mains cycles).
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DISCUSSION

‘i’he review of fauit-tolerant controliers in chapter two'has shown that
most of the work elsewhere has been concerned with large computers and that
mubh of the fauit-tolerance is implemented in softwaré. aithough many of
the techhiques used on large computers are applicabie to small controllers.
The low- cost of small digital controliers makes the design of a reliable
controller using redundancy techniqgues much more cost sensitive. it has
been shown that built in testability can be included at little extra cost.
The use 6f redundancy will increase hardware costs as well as significantly
increasing design costs, but these costs should be offset by increased
reliability and availability.

in order to compare designs, or to meet certain design criteria. it is
necessary to predict the failure rate of components. . The failure of,
cdmponents is assumed to fit the constant portion of the “"bath-tub” curve.
This assumes completion of the initial burn-in phase and that components do
nqt wear. out. = The wearout of integrated circuits is rarely experienced and
is normally caused by moisture corrosion when the device is operated in a
humid .environment. In" order to accelerate the failure of integrated
circuits for life-testing purposes or to extrapolaté failure rate data 0
different temperatures. the Arrhenius acceleration equation_ is used. The
failure réte‘_ of devices is shown to incre-asé exponentially  with
temperature. Life~-test data is ahalysed using the Chi-squared
distribution, how’ev'e'r care must be exercised when extrapolating life-test
data. ?or random failures it is permissible to multiply the number of
devices under test by the test duration. This ‘shoulq not be done tor non-
random.fqilures and especiélly when failures -are due to wearout The
fallure rate of integrated circuits is shown to dominate the overall
failture rate of digital controllers and a huge variation is observed in

failure rate predictions for integrated circuits. This variation is partly
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‘due to the use of different activation energies ‘and junction temperatures
when caiéulating the increase in failure rate due to temperature. it is
important to use a realistic activation energy and to use thé typical power
dissipation when calculating the junction temperature. The predictions of
MIL-217C are shown to be much too high by about tw6 orders of magnitude.
The predictions of MIL-217D and the NCSR data bank arev mpré reasonable. but
it is proposed here that the CNET data is best when predicting the failure
rates of industrial ground based equipment.

Research eisewhere{43.48] has demonstrated that CMOS is less reliable
than TTL ahd 'should only be used when it is essential to use devices with
‘Iow power consumption. |

There is much published information suggesting that  plastic
encapsulated devices should be used with caution since they have a higher
failure - rate than ceramic devices. New blastics have improved their
reliability.i but ceramic encapsulation is still better ‘under conditions  of
high humidity, since moisture ingression is prevented which can cause
corrosion and wearout of the integrated circuit. There is considerable
evidence from one manufacturer[39] that under favourable conditions of low
temperature and humidity, there is no difference between the failure rates
of plastic and ceramic devices. Since the gas governor controlier will be
used in an unprotec_ted and possibly humid environmeht,’ it is recommended
that ceramic devices are used throughout.

All equipment should undergo burn-in prior to release in}order to
.expose weak componenﬁé.. It is 're‘commended‘ that integrated circuits are
purchased according to BS9400 grade C and are burnt-iri. after installation
in the edulpfnent. After successful burn-in, the grade C devices may be
‘considered equivalent to the higher grade B devices which are predicted to
have a failure ’réte one tenth that of plastic devices.

All components should be derated as recommended here and the use Of

forced cooling should be considered because of the exponential increase in
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failure rate with temperature.

Transient error rates fifty times those of permanent failures have
been reported due to environrhenta_l, pattern sensitivity. and aipha
radiation. effects. It is Important to protect equipment against transient
errors for: which software fault-tolerance is ideal The gas governor
-controiler will tolerate most classes of transient fault.

The effect of maintenanco and repair on the reliability of redundant
systems has been shown to achieve Iarg-e improvements in the reliability of
equipment, but is dependent on having a high fault coverage.

When designing fault-tolerant systems, it is wuseful to adopt a
structured approach with defined levels of fault recovery. In this way
protection will be -afforded against most classes of fault and the higher
levels of fault-tolerance should trap errors which are not corrected at the
lower levels. The use of FMECA and FMEA is useful for identifying the most
unreliable parts of a system which require further design effort.

The choice of microprocessor is important when designing a controlier
and the size of-.the control task should be matched to the power of the
microprooéssor. since the failure ratés of microprocessors increase with-
‘complexit’y.' ~ The choice of microprooessor may influence whether fault-
tolerance is implemented in hardware or software. Most of the fauit-
tolerance in the governor controller Is transparent.a_r"ld impleroented in
hardware, since this allows standard software to be run on the controller.

The eleotromeohan.ic'al gas gerrnor is aAn example of a highly reliable
digital controller. The mechanical part of the governor is a standard
piece of equipment developed by British- Gas and has the a.dvantage of being
simple to control, cheap,A intrinsically safe, and will fail safe 1o
pneumatic control in the event of controller failure. The controlier uses
many - of the. techniques discussed in this Thesis.. Ditficuity was
experienced in synchronising the three processors which was cured by the

development of speolal circuitry. In order for the TMR system to be more
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reliable than a simplex system, the‘ voters must be more reliable than a
single microprocessor. This could not have been achieved if the voters
were constructed from TTL. but was achieved by voting in FPLAs which are
more reliable and compact than TTL voters. The voters were found to be
fast enough to permit operation of the microprocessors at an internal speed
of 3MHz. The voters were chosen to have open coliector outputs since this
allowed wire ORing of the outputs and gave greater flexibility during
development. it would be better to use voters with "totem pole* outputs
and to perform the required ORing of the outputs using external TTL gates.
Pull-up resistors would no longer be required on the dutputs and the r;se
time of the outpﬁts would be Improved due to the active pull-up. This
should enable the voters to work with faster processors. The reliability
of the TMR configuration could be further improved if lower power votérs
were made available. The currently used FPLAs are cdnstructed in bipolar
logic which dissipates considerable power., resulting in a high failure
rate. The Hamming code protected memory offers no improvement in the
failure rate for permanent failures. This is because the failure rate of
the protection circuitry is equal to that of an unprotected 4k block of
memory. An Improvement in the failure rate could be achieved if lower
power encoding and decoding ROMs were available. having lower failure
rates. If the memory size were increased above 4k, then the permanent
failure rate woul.d be improved. The main benefit to be gained from
protectiné the memory Is the tolerance of transient errors which have been
shown to occur up to fifty times more frequently than permanent fallures.
The watchdog reset clrcuitr’y was found to be very effective in resetting
the controller after it had - crashed. and could be included at little extra
cost on even the most cost-sensitive non-redundant controliers. The piezo
pressure transducer amplifiers were. found to drift and the printed circuit
board was found to be very sensitive to surfacev moisture. The problem ot

.moisture was cured by coating the underside of the board with varnish. The

1
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voting on the pressure transducers made this drift less critical. but it
would be advisable ‘to replace the amplitiers with purpose built transducer
~amplifiers. The writing and debug'ging of the controller software was made
much easier by making most of the fault-tolerance transparent and
implemented in hardware. The logic analyser was found to be a powerful
tool when debugging and testing the controller. The logic analyser timing
display was invaluable when debugging the hardware, as was the logic
analyser disassembler when tracing software execution. lf would have been
impossible to develop this controller without the use of a powerful logic
analyser.

The use of ICE and logic analysis in the testing of redundant systems
is discussed and it is concluded that logic analysis is more suitabie for
the testihg of TMR systems. Since the logic analyser does not interfere
with the system under test, it is suitable for interference testing and the
monitoring 6f certain classes of transient fault it was necessary to
include test circuitry in the controlier so that the different types of
fault recovery could be tested. A short pulse injected into the system was
us.ed to simulate a transient fault, whiist a long pulse was used to
simuléte a permanent failure. A useful test facility was constructed by
using the logic analyser to trigger the pulse generator used for fault
injection. In  this way the logic analyser will monitor the operation of
the controller before the fault. during the fault. and during fault
recovery. )

The logging of transient errors by t_he4 controller, during normal
operation, will provide much useful information about the nature and
frequency of transient errors as they affect the controller.

Further work is suggested in the followi‘ng areas. The controller
should be .rebuilt on printed circuit boards and ‘use professional grade
‘power supplies of proven reliability. The controlier should then undergo

interference and environmental testing. Whilst the recovery software has
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6een extensively developed and tested. the complete software package could
be expanded to include more self-checking and exception handling. There is
a requirement within British Gas for a similar fault-tolerant controller.
having a much lower power consumption. If the increased failure rate of
CMOS were acceptable. then it should be possible to convert the controlier

design presented here to CMOS.
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| l |
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[

25°C de electricals
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[
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25°C dc electricals

FIGURE 9

testing

Group ABCand D

BS9400 Screening Procedure — see reference (58)
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FIGURE 12 Fault tree analysis for pressure trip
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ROUTINE 1

A

ROUTINE 2

A

ROUTINE 3

ROUTINE &
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SOFTWARE RECOVERY USING ''RECOVERY BLOCKS"

Figure 13

GENERATE
RECOVERY
BLOCK
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FIGURE :16 Block diagram of non fault-tolerant controller
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SYSTEM BUS - All FPLA outputs pulled-up to +5V by 1k resistors
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disable interrupts and
RST/HOLD .

initialise all RAM to FF

CALL INITL - initialise all
registers and variables

log reset and EPROM set
in use

enable RST/HOLD

generate recovery block

enable internupts

reset watchdogs

CALL CNIRL - pressure
control algorithm

CALL PRBUFF - print a
character from buffer

CALL SLFTST — self test of
system and solenoids

Flow chart of module MAIN
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RESYNC disable RST/HOLD and
'reset stack pointer

PUSH all registers onto
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POP all registers off
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| reset SOD pin ]

[ decrement retry counter J

NO YES
count =
[ DG —
enable interrupts and switch out RST6.5 and
RST/HOLD disable RST/HOLD
[ read current error flags I Hog CPRU failure
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[ log transient error 1
generate RST 6.5 I '
interrupt
I log : chamel in error
halt and wait for i s £ retri
interrupt : _ - number c[ retries
reset retry counter in
. | RAM

reset syndrore latch

flip/flop
l

execute vectored
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FIGURE 41 Flow chart of module RESYNC
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save registers
read and save syndrome
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@ ]

[read/urite 00 to RAM |
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[ test RST 5.5 pin ]
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t ?
read syndrome for 00
read/write
I B

|
save syndrome and read/write
FF to RAM

read syndrome for FF
read/write

[Tiecrement retry counter J

r

[ read/urite test data to RAM |

log DBE in check bits

—{ log hardware failure

®

‘FIGURE 42 Flow chart of module MERROR
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I&xnmentremjrcaxﬁer ]

JVMP SFAIL
soft failure without RAM
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log transient error
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log saved syndrame, time
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JMP BLOCK
vectored recovery

YES No restore registers and
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FIGURE 43 Flow chart of module MERROR
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CALL PRESSR
read Pgov, Pout, Pdelta

I

calculate desired pressure
P = Pset + 2Pdelta

Pgov=P?

calculate error
P - Pgov

calculate error

Pgov - P

error >
deadband

[h«x%zse pressure

] Ihold;xesaxe

AAJ [dajea§5m1ssxe

L delay

FIGURE 44 Flow chart of module CNTRL
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For each of 6 chamnels

store average of 8 readings
in table

For both groups of 3
chamnels : calculate 3
different aversgges

A+B B« AC and store in
2 2 2 ° table

Compare each channel with
the average of the other 2
|a- (B +C)/2 etc.

danfmentrebsloaxﬁef

@?

log channel in error

l

log time and date

l

.| retum average of 3
channels (A+B+C)/3

FIGURE 45

Flow chart of module PRESSR

reﬁmrlawerage of 2
channels excluding charmel
in error
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Theoretical result
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FIGURE 46 Graph of governor outlet pressure versus orifice plate differential
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SYND=DE RETRIES=FF
CPU FAIL CHANNEL 01

DATE 15:07 HR 13:17
TRANS RAM ERR S=10

DATE 15:07 HR 13:26
RAM FAILURE =10

DATE 15:07 HR 13:18
RAM HHARE FAIL S5=00

DATE 15:07 HR 13:17/
CBIT STUCK DBE S=20

TOTAL RAM FAILURE

DATE 15:07 HR 13:22
VECTORED RECOYERY
TRAP HDOG ADR=0632

DATE 15:07 HR 13:26
EPROM SET 00
FULL SYSTEH RESET

DATE 15:07 HR 13:24
EPROHM SET 01
FULL SYSTEM RESET

DATE 13:07 HR 13:19
YECTORED RECOYERY
SNAKE RSTZ ADR=003D

pATE 15:07 HR 13:30
SOLENOID FAILURE
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PRESSR ERROR CH 03
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TABLE 1 Failure mechanisms and activation energies in MOS semiconductors
Failure Type Activation | Detection Preventive
mechanism energy eV measures
slow trapping wearout 1.0 high temp. bias ultra clean processing
contamination wearout/infant | 1.4 high temp. bias ultra clean processing
surface charge wearout 0.5 - 1.0 high temp. bias ultra clean processing
polarisation wearout 1.0 high temp. bias eliminate phosphorus
in gate oxide

electromigration | wearout 1.0 high temp. operating J<10° a/cmt

life
microcracks random - temperature cycling contoured oxide steps
contacts wearout/infant | - high temp. :operating ultra clean processing

oxide defects

aluminium
corrosion

galvanic bond
pad corrosion in
plastic encaps.

charge loss from
N charnel EPROM

infant/random | 0.3

wearcut

wearocut

wearout

0.8

0.6

0.8

high voltage operating
life and cell stress

leak detection/
moisture tests

leak detection/
moisture tests

high temp. tests

ultra clean processing

improve packaging

improve packaging

improved design

TABLE 2 A comparison of resistor failure rates
Source Failure rate £/10° hrs.
.ICL data reference(68) 0.004

Dummer  reference(69) 0.015

NCSR reference(34) - 0.007

CNET reference(38) 0.0035

MIL 217D reference(37) 0.0035

MIL 217C reference(36) 0.0035

Failure modes :

9% open circuit
10% short circuit

Failure rates calculated for an oxide film resistor in a computer envircnment with R< 100k
Temperature = 25°C and stress = 0.1 (operating wattage/rated wattage)
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A comparison of capacitor failure rates

TABLE 3
Source Failure rate f/lO6 hrs.

ICL data reference(68) 0.003

Dummer reference(69) 0.08

NCSR reference(34) 0.021

CNET reference(38) 0.0035

MIL 217D reference(37) 0.004

MIL 217C reference(36) 0.004

Failure modes

50% open circuit
50% short circuit

Failure rates calculated for a 0.1uF polycarbonate capacitor in a computer

environment.

TABLE 4 A comparison of soldered joints failure rates
Source Failure rate f/lO‘ hrs.

ICL data reference(68) 0.002

Dummer refererice(69) 0.008

CNET reference(38) 0.0005

MIL 217D reference(37) 0.0026

MIL 217C reference(36) 0.0026

TABLE 5 A comparison of wire-wrap joint failure rates
Source Failure rate f/106 hrs.

ICL data reference(68) 0.0008

Dummer reference(69) 0.0007

CNET reference(38) 0.00001

MIL 217D reference(37) 0.0000025

MIL 217C reference(36) 0.0000025

With Tamb.= 25°C and stress = 0.1 (operating voltage/rated)
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TABLE 6 A comparison of edge connector failure ratés

Source Failure rate f/lO6 hrs.
ICL data reference(68) 0.0030
Dummer reference(69) 0.14
CNET reference (38) 0.0030
MIL 217D reference(37) 0.0001
MIL 217C reference(36) 0.0001

Failure rates calculated for a mating pair of contacts connected once only
without repetitive mating/un-mating.

MIL 217 and CNET failure rates calculated for a mating pair of contacts
within a 64 way connector of material type B.

TABLE 7 Activation energies used in failure rate prediction

Technology Package type Activation energy eV
MIL 217D | MIL 217C NCSR
TTL HTTL Hermetic 0.40 0.40 0.40
DTL ECL ‘ .non hermetic 0.45 0.40 0.40
LTTL STTL hermetic 0.45 0.40 0.40
non hermetic 0.50 0.40 0.40
LSTTL hermetic 0.50 0.40 0.50
non hermetic 0.55 0.40 0.50

I*L MNOS hermetic 0.60 . 0.40 -

non hermetic 0.80 0.40 , -
PMOS hermetic 0.50 0.70 0.55
non hermetic 0.70 0.70 0.55
NMOS CCD hermetic 0.55 0.70 0.55
. non hermetic 0.80 0.70 0.55
CMOS,CMOS/S0S| hermetic 0.65 0.70 0.55
and linear . non hermetic 0.90 0.70 0.55
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TABLE 8 A comparison of TTL integrated circuit failure rates

Source Failure rate f/lO6 hrs. Ea eV
ICL data reference(68) 0.014 . -
NCSR reference(34) 0.031 0.4
CNET reference(38) 0.050 0.3 & 1.0
MIL 217D reference(37) 0.084 ' 0.45
MIL 217C reference(36) 0.533 0.40

Failure rates calculated for a plastic package containing 4 gates and in a
computer environment with Tamb.= 25°C and Tjunct.= 33°C

TABLE 9 A comparison of the failure rates for a 6800 Microprocessor

Source Failure rate f/lO‘ hrs. Ea eV Tj °C
Motorola reference(39) 0.30 1.0 105
MIL 2i7D reference(37) 7.80 0.55 120
MIL 217C reference(36) 1380 0.70 120
CNET reference (38) 6.60 0.3 & | 120
1.0
NCSR reference(34) 6.40 0.55 130

Failure rates calculated for a hermetic package containing 1367 gates in a
"ground fixed" environment at Tamb.=70°C

@ja specified by reliability data source

Pdiss = worst case = 1W (except for Motorola = 0.5W typical)

Quality level = Cl1 (approximately computer grade)
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TABLE 10 A comparison of 6800 Microprocessor adjusted failure rates
Source Failure rate f£/10% hrs.

Motorola reference(39) 0.013

MIL 217D refererice(37) 6.60

MIL 217¢ reference(36) 280

CNET reference(38) 1.3 **

NCSR reference(34) 4.01

Failure rates converted to a common base of :

Tamb.
Bja
Pdiss
T

Ea =
Quality

##* Since
possible

45°C

50°C/wW

0.5W (typical)
70°C

1.0eV

level = C1

CNET data uses both 0.3 and 1.0eV activation energies,
to convert to a single activation energy of 1.0eV, however the
junction temperature is adjusted from 120°C to 70°C.

it is not

TABLE 11 A comparison of the failure rates for a 8080 Microprocessor
Source Failure rate f/lO6 hrs. Ea eV Tj °C

Intel reference(32) 0.12 0.50 89 typ.?
MIL 217D reference(37) 4.2 0.55 106

MIL 217C reference(36) 510 0.70 106
CNET reference(38) 3.8 0.3 & 106

1.0
NCSR reference(34) 10.8 0.55 145
RRE 36.2 - -

Failure rates calculated for a hermetic package contalnlng 1100 gates in a
"ground fixed" environment at Tamb.= 55°C

Pja specified by reliability data source

Pdiss =
Quality

worst case

level = C1 (approximately_éomputer grade)
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TABLE 12 A comparison of 8080 Microprocessor adjusted failure rates

Source ‘ Failure rate f/10° hrs.
Intel reference(32) 0.01
MIL 217D reference(37) 23.3
MIL 217C reference(36) 833
CNET reference(38) 2.0 ==
NCSR reference(34) 13.9

Failure rates converted to a common base of :

Tamb. = 45°C

@ja = 50°C/W

Pdiss = 0.78W (typical)
Tj = 84°C

Ea = 1.0eV

Quality level = C1

#* Since CNET data uses both 0.3 and 1.0eV activation energies, it is not
possible to convert to a single activation energy of 1.0eV, however the
junction temperature is adjusted from 106°C to 84°C.

TABLE 13 A comparison of the failure rates of a 2716 EPROM

Source Failure rate f/lO‘ hrs. | Ea eV

Intel reference(29) 0.45 @ 60% C.L. 0.30
MIL 217D reference(37) 3.5 0.55
MIL 217vareference(36) 34.5 0.70

CNET "~ reference(38) 0.64 0.3 &
- 1.0

NCéR ) reference(34) 1.09 . 0.55

Failure rates calculated with :

Tamb. = 55°C
9ja = 25°C/W
Pdiss = 0.525W
“TJ = 68°C

Quality level C1
"ground fixed'"environment
hermetic encapsulation
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TABLE 14 A comparison of the failure rates of a 1k Bipolar ROM
Source Failure rate f/lO‘ hrs.. Ea eV
Intel reference(30) 0.5 @ 90% C.L. 1 0.40
MIL 217D reference(37) 0.85 0.45
MIL 217C reference(36) 4.90 0.40
CNET reference(38) 0.31 0.3 &
1.0
NCSR . reference(34) 0.34 0.40

Failure rates calculated with :

Tamb. = 85°C
8ja = 30°C/W
Pdiss = 0.5W
Tj = 100°C

Quality level = C1
"ground fixed'" environment
hermetic encapsulation

TABLE 15 A comparison of the failure rates of a 16k Dynamic RAM

Source Failure rate f/lO6 hrs. Ea eV
Intel reférence(28) 0.27 @ 60% C.L. 0.30
MIL 217D reference(37) 8.0 0.55
MIL 217C reference(36) 261 0.70
CNET reference(38) 0.84 0.30 &

1.0

NCSR reference(34) 4.9 0.55
Motorola reference(40) 0.083 @ 60% C.L. 1.0
Motorola reference(40) 1.5 @ 60% C.L. 0.3
converted to Ea = 0.3eV

Failure rates calculated with :

Tamb. = 70°C
9ja = 30°C/W
Pdiss = 0.4W
Tj = 82°C

nrground fixed'"environment

hermetic enqapsulation
Quality level = C1
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 TABLE 16 A comparison of the failure rates of a 1k Static RAM

Source Failure rate f/lO6 hrs. Ea eV
Intel reference(31) 0.4 @ 90% C.L. 0.30
MIL 217D reference(37) 0.68 0.55
MIL 217C reference(36) 13.2° 0.70
CNET reference(38) 0.22 0.3 &
' 1.0
NCSR reference(34) 0.57 0.55

. Failure rates calculated with :

Tamb. = §5°C
fja = 30°C/W
Pdiss = 0.2W
Tj = 61°C

Quality level = C1
nground fixed" environment
hermetic encapsulation

TABLE 17 The relation between cost, screening level and Quality factor

Typical relative
cost

MIL 217 Screening method
screen level

A

MIL-M-38510 Class S

BS3400 Class A **

MIL-M-38510 Class B

BS9400 Class B '
MIL-STD-883 method 5004 Class B

|
(AT o

Vendor equivalent of B-1
MIL-M-38510 Class C
BS9400 Class C

BS9400 Class D

OOCUIIIJU?UJU)U)
® O O W+ = O O
O O u O O O u O

-
o
o
[AV]
|
5

C-1 Vendor equivalent of C 13.0
C-1 BS9400 Full Assessment level 13.0
D Commercial Hermetic 17.5 1.0

D-1 Commercial plastic 35.0 0.5

** Considerable differences exist in screening specification between
© MIL-M-38510 Class S and BS9400 Class A.

BS9400 Quality factors are those suggested in reference(70)
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TABLE 18 Recommended maximum junction temperatures for Semiconductors

Semiconductor device Maximum junction temperature
Transistors (Si) Hermetic 100°C
general purpose Plastic 80°C
Transistors (Si) “Hermetic 110°C
power plastic 90°C
Diodes ' 100°C
Linear I.C.s Hermetic 90°C

Plastic 70°C
Digital I.C.s Hermetic 100°C
TTL Plastic 70°C
Digital I.C.s Hermetic 90°C
CMOS Plastic 70°C
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_TABLE 19 Signals carried by back-plane Bus
Bottom connector Top connector
Pin No. A C A C
1 ov ov -12v -12V
2 D7 (out) D7(in)
3 D6 (out) D6(in) +5V ov
4 D5(out) - D5(in) +5V ov
5 D4 (out) D4(in) +5V oV
6 D3(out) D3(in) +5V ov
7 D2(out) D2(in) +28V
8 D1 (out) D1(in) +28V
9 DO(out) DO(in)
10 SOoD RESET
11 CLK OUT CLK 0UT+10
12 ALE SID
13 10/M
14 WR
15 RD
16 Al5 INTR
17 Al4 RST 5.5
18 - Al3 RST 6.5
19 Al12 RST 7.5
20 All TRAP
21 A10 ROM SELECT PORT 7(WR) PORT 7(RD)
22 A9 PORT 6{WR) PORT 6(RD)
23 A8 PORT 5(WR) PORT 5(RD)
24 A7 PORT 4(WR) PORT 4(RD)
25 A6 PORT 3(WR) PORT 3(RD)
26 A5 PORT 2(WR) PORT 2(RD)
27 A4 PORT 1(WR) PORT 1(RD)
28 A3 PORT O(WR) PORT O(RD)
29 A2
30 Al SERIAL IN
31 AO SERIAL OUT
32 +5V +5V +12V +12V
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TABLE 20 Correction bits for SEC/DED Hamming code

c3 C2 Ci1 CO Bit in error
0 0 0 0 No error
O o 0 1 (o{0]

o o 1 © Ci

0 0 1 1 DBE

0O 1 0 © c2

0 1 0 1 DEE

0 1 1 0] DBE

0 1 1 1 DO

1 0 0 0 C3

i1 0 0 1 DBE

1 o] 1 0 DBE

1 0 1 1 D1

1 1 0 0 DBE

1 1 0 1 D2

1 1 . 1 0 D3

1 1 1 1 DBE

Horizontal parity =
ODD for single bit error (SBE)
EVEN for double bit error (DBE)

TABLE 21 Error position as indicated by error flags

Error position

S2 S1 SO E

0 0 0 0 No error
0 0 0 1 RAM O
0 o] 1 1 RAM 1
O 1 0 1 RAM 2
o 1 1 1 RAM 3
1 0 o -1 RAM 4
1 0 1 1 RAM 5
1 1 0 1 RAM 6
1 1 1 1 RAM 7
0 0 1 0

Double bit error
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Circuit diagram of power supply

The circuit diagram of the controller power supply is given in figure(Al)

below.

240V A.C.

FIGURE Al

78HO5 +5V @ 5A_

4 700uF CTJ

) LE 3.9k
Q. o1
Z—-wv! & = =
? 2.2k
10 OOQF uI- o5
2824 +28V @ 0.5A
70
’ =
===2.aﬂ? CLJ
4 TO00UF 'r' 200 CTB 2.20F
7812 _ +12v @ 1A
% 52 g}“ 0-22F o-4—'r‘fL
F ﬂ 4.7k
ca
-12vV @ 1A
7912 :
g EE E}ﬁ [SuF O'”Fl; .
= = 4.7k
] CIJ .
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APPENDIX 2 Circuit board layout

The layout of the three governor controller circuit boards is given in

the following figures A2-A4.
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FIGURE A2 Microprocessor board layout
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FIGURE A3

Memory board layout
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APPENDIX 3.1

ERROR FLAGS LOW PASS FILTER CALCULATION

Although the three processors are fed by a common clock. they will not
run in exact synchronism because of different internal delays:
Consideration of the 8085 timing given in reference(33) shows that a
maximum difference of 140ns is possible between processors on the address
bus. Any difference between the three channels will caQse transient dips
in the error flags which must be smoothed out by the low pass filters. The
50ns rise time of the error flags must be added to the 140ns giving a 190ns
maximum dip in the error flags. The voter flags must not be allowed to dip
below the logic ‘1’ level of 2.0V for a 250ns interruption which includes a
saféty margin added to the 190ns.

Hence the time constant of the LPF is calculated by :

(4]
<

v

Vo exp -(t/CR) where :

< <
([T
N
<

= 2 =5 exp —(250ns/CR)

=> CR = 270ns

Using R=1k #5% this gives C=285pF for Rmin.=0.95k. Since the capacitor
tolerance is +10%. a 330pF capacitor is used.

The low pass filter therefore consists of :

FPLA output 1k Filtered error flags
VAVAVA,

% 330pF
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APPENDIX 3.2 FPLA Programming Table

The following table will implemént a 5 channel TMR voter including error

flags when programmed into the FPLA.

- BIPOLAR FIELD PROGRAMMABLE
‘10GIC-ARRAY.(16X48X8) -

"825100.(1.5.)/825101.(0.C.)=

82S100-1.N » 825101-I.N

16X48X8 FPLA PROGRAM TABLE
PROGRAM TABLE ENTRIES
INPUT VARIABLE OUTPUT FUNCTION OUTPUT ACTIVE LEVEL

™ Don't C Prod. Term Prod. Term Not Active Active
tm m ont Care Present in Fp Present in Fp High Low

H L — (dash) A + (period) TH L
NOTE NOTES NOTES

Enter (—) lor unused inputs of used 1. Entries independent of output polarty. 1 Polarity programmad once only
P-terms. 2. Enter tA) for unused outBuls of used P-terms. 2 Enter (4 for alt unused outpuls
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Appendix 4

CALCULATION OF DELAY BEFORE LATCHING ERROR FLAGS

Component tolerances in the error flag low pass filters will cause
their outputs to change state at different times. therefore the error flags
should not be latched until they have all had time to settie to their final
value. The outputs of the filters will decay exponentially and.
considering the extremes of component tolerances. will have time constants

between the limits :

tmin.= 0.95k x 297pF = 282ns

tmax.= 1.05k x 363pF = 381ns

The graph below shows the exponential decay of the outputs plotted for

the two extremes of time constant.

’C’: 282.5

'
:
4
1

t'; t2 +ime

The TTL logic thresholds of '1'= > 2.0V _and ‘0'= < 0.8V leave an
indeterminate range of 0.8 - 2.0V. Taking the worst case. the voting error
is detected at time t1 when the output, having a time constant of 282ns.
drops below 2Vv. However the other error flags must be allowed time to
settle to the 0.8V level at a rate governed by the 381ns time constant
This level is reached at time t2. The difference t2 - t1 is the maximum
possible. delay between detecting an error and allowing the error flagé to

settle.
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n

t1 = 282 in 2.5 = 258ns

t2 = 381 In 6.25 = 698ns

Hence : t2 - t1 = 440ns

Hence the monostable U18b is designed to give a delay of 440ns between

detecting a voting error and latching the error flags.
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APPENDIX 5 Encoding ROM data

0000 00 17 2B 3C 4D 5A 66 71 8E 99 A5 B2
2

3 D4 E8 FF
0010 00 17 2B 3C 4D 5A 66 71 8E 99 A5 B 3

C
C3 D4 E8 FF

The above table is programmed into a 32 x 8 PROM and is used to encode
data into the SEC/DED Hamming code. Four-bit wide data is encoded as

four data bits and four check bits.
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APPENDIX 6 Decoding ROM data

0000 00 01 03 02 05 02 02 19 07 02 02 2B 02 4D 8F 02
0010 09 12 12 15 12 13 11 10 12 9F 5D 12 3B 12 12 17
0020 OB 22 22 27 22 AF 6D 22 22 23 21 20 39 22 22 25
0030 32 7D BF 32 37 32 32 1B 35 32 32 29 30 31 33 32
0040 OD 42 42 CF 42 47 6B 42 42 45 59 42 41 40 42 43
0050 52 7B 57 52 DF 52 52 1D 53 52 50 51 52 49 55 52
0060 62 79 65 62- 63 62 60 61 EF 62 62 2D 62 4B 67 62
0070 71 70 72 73 72 75 69 72 72 77 5B 72 3D 72 72 FF
0080 OF 82 82 CD 82 AB 87 82 82 99 85 82 83 82 80 81
0090 92 97 BB 92 DD 92 92 1F 91 90 92 93 92 95 89 92
00AO A2 A5 B9 A2 Al AO A2 A3 ED A2 A2 2F A2 A7 8B A2
00BO B3 B2 BO Bl B2 A9 B5 B2 B2 9B B7 B2 3F B2 B2 FD
00CO C2 C3 C1 COD9 C2 C2 C5 EB C2 C2 C7 C2 4F 8D C2
00DO D5 D2 D2 C9 DO D1 D3 D2 D2 9D 5F D2 D7 D2 D2 FB
OOEO E7 E2 E2 CB E2 AD 6F E2 EO E1 E3 E2 E5 E2 E2 F9
OOFOC F2 7F BD F2 DB F2 F2 F7 E9 F2 F2 F5 F2 F3 F1 FO

The above table is programmed into a 256 x 8 PROM and is used to decode
data from the SEC/DED Hamming code. Eight-bit wide data, consisting of
four data bits and four check bits, is decoded as four data bits and
four error flags. Single bit errors in the data are corrected and the

error flags signal the occurrence and position of single and double bit

errors.
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APPENDIX 7 Operation of the Real Time Clock (Extract from the Radiospares data sheet)

The RS 58174 is a metal gate CMOS circuit that
functions as a real time clock and calendar in bus-
orientated microprocessor systems. An interrupt
timer is included, which can be programmed to
have one of three times. The time base is obtained
from a RS 32.768 kHz crystal with time keeping

down to 2.2V for low power standby operation from

batteries. 3

Application

When the system is powered up it is necessary to
enter the correct data into the device registers and
start the clock running. The seconds, minutes,
hours, days and months counters are all parallel
loaded with data from the 4 bit data bus when
correctly addressed, CS is low and a write data
strobe pulse is given. Data to be entered is set up on
the 4 bit data bus; the address from Table§ for the
required register is set on the 4 bit address busand a
write data strobe pulse is sent. Chip select must be
low during write and read operations. All
information is entered in the same way with the
relevant address. To start the clock running at the
required instant a logic 1 is written to DBO at address
14, likewise writing a 0 stops the clock. Data can be
read from a register by using the required address
as in Tableg and applying a read strobe pulse. The
data becomes available on the 4 bit data bus: chip
select must be low for this read operation.

The internal counters are arranged as bytes of four
bits each. When a byte is addressed it will appear on
the data I/0 bus enabling independent access. For
bytes which do notcontain 4 bits (e.g. week days use
only 3 bits) the unused bits are not recognised
during a write operation and tied to Vsg during a
read operation. The addressable reset latch holds
tenths, units and tens of seconds in a reset
condition. If a register is updated during a read
operation the |/O data is prevented from updating
and a subsequent read will return the illegal b.c.d.
code 1111. This allows detection that the previous
data had changed and is now incorrect. The
interrupt timer can be programmed for 0.5,5 or 60
second intervals and may be coded for single or
repeated operation. The open drain interrupt output
is pulled to Vsg when the timer times out and
reading the interrupt register provides the status
and internal selected information.

Standby mode
This is automatically selected when the supply

voltage falls to the standby level. (2.2V minimum)
with no read or write strobes. :

Jest mode

This mode is used in production testing of the
circuit. For normal operation the circuit must be in
non-test mode and set as part of the system
initialisation. Non test mode is set by writing a logic
0to DB3 at ADO.

Years Status Register

This is a 4 bit shift register which is
shifted each year on the 31st December.
The status register must be set in

accordance with the table below and no

readout capability is available.

DB3 | DB2 | DB1 | DBO

Leap year 1 0] 0 0]

leap year + 1| O 1 0] 0

leap year + 2| O 0 1 0

Leap year + 3| O 0 0 1

TABLE 1
Selected counter Address bits Mode

AD3| AD2| ADt} ADO |

0 Test only 0 [} 0 0 Write only
1 Tenths of sec. 4] 0 0 1 Read only
2 Units of secs. o] 0 1 0 Read only
3 Tens of secs. 0 0 1 1 Readonly -
4 Units of mins. 0 1 0 0 Read or Wr-te
5 Tens of mins. 0 1 0 1 Read or Wr te
6 Units of hours 0 1 1 0 Read or Write
7 Tens of hours 0 1 1 1 Read or Write
8 Units of days 1 0 0 0 Read or Write:
9 Tens of days 1 0 0 1 Read or Write
10 Day of week 1 (o] 1 0 Read or Write
11 Units of months 1 0 1 1 Read or Write
12 Tens of months 1 1 0 0 Read or Write
13 Years 1 1 0 1 Write only
14 Stop/Start 1 1 1 0 Write only
15 Interrupt and statusl 1 1 1 1 Read or Write
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Appendix 8

DESIGN OF REDUNDANT SOLENOID DRIVER CIRCUITRY
The solenoid is rated as follows :

Vnormal = 24V
Vhotd = 2.6V
Vpull-in = 8.0V

Resistance = 287n

An octal driver is used to control two solenoids and the circuit diagram

for one solenoid using half of the driver is shown below :

VCC

R, Solewnoid

Ry R Ra. 2;5

Va

The aim of the design is that any of the components excluding the solenoid
can ’fail. whilst still being able to switch the solenoid ON and OFF. The
resistor values R2 - R5 must be chosen to give the maximum possible voltage
. swing at their junction with R1.

The potential divider is simplified to :

vVce

—t
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With three transistors off and one failed short circuit. the voltage V1 is

given by :

Vi vce

1]
>

Conversely, with three transistors ON and one failed open circuit. the

voltage V2 is given by :

1+ x/3 3 +x
’
Hence : ' Av =vi-v2=«x - X =y
vce vce 1+ x 3+ x

1
For maximum Av av=20
dx

Hence : x =3 =173
Vmax. = 0.268 Vcc
Vce was chosen to be 28V which gives Vmax.= 7.5V

A sufficient swing to turn the solenoids ON and OFF is thus ensured by
choosing Vcc= 28V. but this voltage is sufficiently low so as not to damage
the solenoid due to overvoltage. should R1 fail.

The minimum acceptable V is given by :

Vmin.= Vpuli-in - Vhold

=80-26=54V

Therefore the voltage swing of 7.5V is 2V greater than necessary and the
excess can be used to provide a safety margin. The safety margin will be

reduced by the loading effect of the solenoid on the potential divider.

b
i
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The zener diode is used to subtract a bias from the voltage swirig in
order to satisfy the solenoid ON and OFF limits. Considering the diagram

below for three transistors OFF and one failed short circuit :

+28V

\'Z4
1.73R

The voltage at the potential divider junction is given by :

v=_173R x 28 =17.7V
R+ 1.73R
To ensure that the solenoid is OFF. and including a safety margin of 0.5V,

it is required that Vs= 2.1V.
Hence : Vz= (28 - 17.1) - 2.1 = 8.2V

So an 8.2V zener diode is used.

The equivalent series resistance of the solenoid and zener diode is
approximately 600 . so R1 was chosen to be about a tenth of this value so
that the potential divider Is not shﬁnted too heavily by the load it is
driving. The value chosen was R1= 68.n and R2 - R5 are given by the
relation.‘ :

R2 = 1.73x R1 = 1.73 x 68 & 120

S0 R2 - R5 were chosen to be 1201 .
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The compilete circuit design is now given by :

+28V

| R= 287

8.2v

-120. 120

Using the above circuit, the voltages across the sb.l.e,nb.i(; 'a;';eﬁ checl(:ed. .:'
- With three transistors . ON the solenoid voltage = 8.7V aéd with 4_‘5thre'¢_a'-‘

transistors ‘OFF the solenoid voitage = 1.9V. Tr'-v.is. gives a- 0.7V sa’fet)';:
marglnl oﬁ both' solenoid limits.  The circuit should be:-se.t :up- as follow-si:'_;'
because of tolerance variatlons in the resistors and zener ‘diéde The —7':'
power supply is reduced from 28V until the solenoid ceases t0 swnch ON and 7.
OFF usmg three of .‘.the transistors. The voltage lsArecorded and is equal‘_j'?"'
10 Vmin. | The pow‘fe'r. sprly is then increas_ed. above 28V'umll ~4=ghe solen_o(i.d'

again ceases to function correctly. This voltage is' equal to "Vmax. .

Finally the power supply is set mid-way between Vmin. and Vrﬁax.g‘f

To protect against failure open circuit of the - zener diode. two diodes

are used in parallel.  Failure short circuit o_f the g.:'zener diode “is: not -

fatal as long as no other components fail. -

e

Consideration of the above: circulitry: show"s Eh‘at, -any - component

t s

excluding the solenoid can fail. whilst still bemg able to - switch the -

solenoid ON and OFF.

v
v
4
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APPENDIX 9

List of Integrated Circuits

Ul - 825101 Us4 - 74L5138
U2 - 825101 Us5 - 2141
U3 - 825101 - Us6 - 2141
U4 - 82101 Us7 - 2141
U5 - 825101 Us8 - 2141
U6 - 825101 Us9 - 2141
U7 - 1489 U60 - 2141
Us - 8212 (1) U6l - 2141
U9 - 8085 (1) Ue2 - 2141
Ul0 - 8085 (2) - U3 - 2141
Ull - 8085 (3) U64 - 2141
U12 - 8216 (1) Ues - 2141
U13 - 8216 (1) U66 - 2141
Ul4 - 8216 (2) Ue7 - 2141
U1l5 - 8216 (2) U8 - 2141
U16 - 8216 (3) U69 - 2141
U17 - 8216 (3) Uu70 - 2141
U18 - 74LS123 U71 - 74LS32
" U19 - 74LS123 U72 - 74LS32
U20 -~ 74LS04 U73 - 74LS32
U21 - 74LS10 U74 - 74LS32
U22 - 74L5138 U75 - 74LS09
U23 - 74LS08 U76 - 74LS00
U24 - 8212 (2) U77 - 58174
U25 - 8212 (3) U78 - 8216
U26 - 1488 U79 - DG508
U27 - 74L5390 " UBO - ZN427
U28 - 74LS00 U8l - 74LS74
U29 - CA3046 ‘ U82 - 74LS244
U30 - 74LS367 U83 - 74LS138
U31 - 74LS374 Usa - 74LS273
U32 - 74LS74 U85 - 8232
U33 - 745188 Us6 - LM324
U34 - 745188 Us7 - LM324
U35 - 74S371 , Uss - LM324
U36 - 748371 U89 - LM324
U37 - 74LS374 : U90 - LM324
U38 - 81LS97 U91 - LM324

U39 -~ 74LS832

U40 - 74L574

U4l - 7415138

U42 - 7415139

U43 - 74LS86

U44 - 74LS08

U45 - Instant ROM
U46 - Instant ROM

u47 - 2516
U48 - 2516
U49 - 2516
Us0 - 2516
Usl - 8216
Us2 - 8216

U53 - 81LS97
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APPENDIX 10 Governor Controller Software Listings

The controller software is written as nineteen modules which are linked
together to form the complete software package. The module listings are

as follows
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H FREEFEFE B EE R RS E R REE SRR AR R F SN R RN SRR R R R R R E RS R H R EEEE

sHAIN CALLING PROGRAM
D R R R R R R

NAIN:

-

MAINI:

FILL:

HAINZ:

CLOMS6:

1
ROMNSE:

STACK

NAME ("MAIN')

CSEd

EXT WTRAF,DFAULT,MERROR ,RESYNC,SNAKE, INITL ,MSBE
EXT TIMLDG,RBKGEN,CNTRL ,PREUFF ,SLFTST NNOUT

FUBLIC MAIN,STACK

ORE 0000H
DI
0uT 00H

JHP MAINI

ORG 0024H
JMF WIRAF

ORG 0028H
JMF DFAULT

OR6 002CH
JMP WERROR

ORG 0034H
JHP RESYNC

ORG 0038H
JHP SNAKE

MVl C,0FFH
LKI H,3000K
MOV MO
INY H

MOV A ,H

CP1 40H

INI FILL

LXI SP,STACK
CALL INITL
LI H,CLDKSG
CALL MSGE
LXI H,ROMNSG

" CALL WSBE

LDA 0007H
CALL NMOUT
CALL TINLOB
OUT O2H

~ CALL RBKGEN

138

OUT O6H
CALL CNTRL
CALL PRBUFF
CALL SLFTST
JHF MATNZ

;DISABLE INTERRUPTS
+DISABLE RST/HOLD

;TRAP WATCHDOG VECTOR

sRSTD SOFTHARE ERROR VECTOR
sRST5.5 MEMORY ERROR VECTOR
;RST6.5 VQTING ERROR VECTOR

sRST7 SNAKE VECTOR

s INITIALISE ALL RAM TO FF FOR SNAKE
;START OF RAM

;END OF RaN?

sLODP UNTIL ALL RAM FILLED

s INITIALISE STACK

s INITIALISE REGISTERS AND VARIABLES
;L06 COLD RESET

;LOG EPROM SET IN USE
;READ NUMBER FROH EPROM

sPRINT 1T
sAND TIME

. $ENRBLE RST/HOLD

;GENERATE RECOVERY BLOCK

;ENABLE INTERRUPTS AFTER RBKBEN!
sRESET WATCHDOGS '
;CONTROL ALGORITHM

{PRINT A CHARACTER FROM BUFFER

;SELF TEST - SOLENOIDS EVERY 10 NINS.
sREPEAT CALLING LOOP

DB OAH, "FULL SYSTEM RESET",00H

DB OAH, 'EPROM SET ',00H

EQU 3IFGOH
END
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;{iilf};ii}i{f{il&}f}f}iifiii{i!f{}}iflfli!f}(i{ii!&}i;fi&i};
;RESYNCHRONISATION ROUTINE - RST6.5 INTERRUPT

;DESTROYS ALL REGS. AND EXECUTES RECOVERY BLOCK
JHEHH B

RESYNC:

ERRLOG:

i
DISABL:

i
NOCHAN:

NAME ('RESYNC')

CSEG

EXT MSGE,NMDUT,BLOCK,STACK,COUTBF
PUBLIC RESYNC,SRETRY

0UT 0OH
LXI SP,STACK
PUSH PSH
PUSH H

LXI H,0000H
DAD SP

PUSH H

PUSH B

PUSH D

POP D

POP B

POP H

SPHL

POP H

POP PSH

VI A,40H
SIN

LXI K,SRETRY
DCR M

J1 DISABL

El

0UT 02H

IN 02H

AN 03K

CPI 03H

J1 ERRLOG
ouT O7H

HLT

LXI H,EMSSE
JHP NOCHAN

RIN

ANI O7H

ORI OAH

SIH

OUT 00H

LXI H,DMSBE

CALL HSGE
IN O1H
ANI O3H

LXI H,TABLE .

ADD L
MOV L,A

HOV AN
CALL NMOUT
MVI C,0AH
CALL COUTBF

sDISABLE RST/HOLD - QUICKER EXECUTION
sRESET STACK POINTER
RESYNCHRONISATION ROUTINE

;PUSH STACK POINTER

;REVERSE THE PROCESS

${RESTORE STACK PDINTER

;RESET SOD LINE

s DECREMENT RETRY COUNTER HELD IN RAM
+DISABLE RST 6.5 IF RETRY EXHAUSTED.
tENABLE INTERRUPT FOR HARDWARE RETRY
$ENABLE RST/HOLD

;B6ET CURRENT SYNDROME

~ $NASK OFF ERROR FLAGS

s TEST FOR BOTH FLAGS HIGH
sNO ERROR SO LDE TRANSIENT
;GENERATE HARDNARE RS5T6.5 INTERRUPT

_3WAIT FOR INTERRUPT

;LO6 TRANSIENT ERROR

$SWITCH OUT RST 6.5

+DISABLE RST/HOLD
+L06 CPU FAILURE

;6ET LATCHED ERROR SYNDROME
;STRIP OFF STATUS BITS
;LOOK UP TABLE FOR CHANNEL IN ERROR

{PRINT IT
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LXI H,5YNNS6  ;LDE SYNDROME

CALL MSGE

IN OtH ;6ET LATCHED SYNDROME
CALL NWOUT +PRINT IT

LI H,RETMS6  ;LOG NUMBER OF RETRIES
CALL WSGE

LXI H,SRETRY

NVI A,OFFH

SUB H

CALL NMOUT

END: MVI &, OFFH +RESET RETRY COUNTER
STA SRETRY +STORE IN RAM
QuT OIH sRESET SYNDROME LATCH FLIP/FLOP
. JHP BLOCK ;JUMP TO RECOVERY BLOCK

14

ENSGE: DB OAH, 'SYNC ERR CHANNEL °,00H
H

DHSGE: DB OAH, ‘CPU FAIL CHANNEL °,00H

i
SYNMSG: DB "SYND=",00H

)
RETHSE: DB RETRIES=",00H

)
TABLE!: DB O2H,03H,01H,00H
; .
DSES
SRETRY: DS 1
END
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JEEHEHHEE I I
sMEMORY ERROR ROUTINE - RST 5.3 INTERRUPT

;SAVES ALL REGS. UNLESS DBE - RECOVERY BLOCK IF DBE
JHHEHH T B T

MERROR:

WREAD:
RWLOOP:

RWO1:

ABAIN:

UPDATE:

NANE ('MERROR')

CSEd

EXT MSGE,NMOUT,BLOCK,COUTBF,SFAIL, TIMLOB

PUBLIC HERROR

PUSH PSH
PUSH H
PUSH B
PUSH D

IN OOH

MOV C,A
MV1 B,MRETRY
LXI H,TSTLOC
XRA A

MOV 1,4
HOV A,
ORA A

INI ABAIN
RIN

ANI 10K

J1 RMO!

IN 00K

HOV E,A
MVI A,OFFH
MOV #,A
MOV A,N
INR A

31 UPDATE
DCR B

JNI RMLDOP
LXI H,SFHSE
JNP SFAIL
CALL SYNRD
MOV D,A
ORA E

J1 ERRLOG
IN 00H
DCR B

INI WREAD
HOV C,E
CALL DBE
J1 DBETST
NOV C,D
CALL DBE
31 DBETST
HOV A,E
ORA A

1 RFAILL
MOV C,E
NV A,D
ORA A

J1 RFAIL

s SAVE REGISTERS

sSAVE LATCHED SYNDROWE & RESET LATCH
sGAVE SYNDROME IN C REG.

s INITIALISE RETRY COUNTER

+15 WRITE/READ TO TESTLOC OK

sCLEAR A

sWRITE T0 TESTLOC

sREAD BACK

sSET FLAGS

sTRY AGAIN IF READ ERROR

+15 RSTS.5 INTERRUPT PENDING

;JUMP IF NO RSTS.S WITH IERC IN A REG
s OTHERWISE READ SYNDROME

;SAVE SYNDROME IN E REG.

+READ/WRITE FF

sWRITE TO TESTLOC

;READ BACK

sFF BECONES 00

+0.K. SO CHECK SYNDROME

s DECREMENT RETRY COUNTER

s TRY AGAIN IF NDT EXHAUSTED

;L06 TOTAL RAM FAILURE

;PRINT MESSAGE AND SOFT FAILURE

$READ CURRENT SYNDROME

35AVE FF.W/R SYNDROME

10R IN 00 W/R SYNDROME

;LOG TRANS ERROR IF BOTH SYNDROMES=00
sCLEAR SYNDROME LATCH

s DECREMENT RETRY COUNTER

sRETRY IF NOT EXHAUSTED

100 SYNDROWE = DBE ?

sR/# 0.K, - EITHER HARDWARE OR DBE IN CHECK BITS
;FF  SYNDROME = DBE ?

sDBE IN CHECK BITS OR HARDEARE

sNOT DBE SO ARE 00 ,FF SYNDROME EQUAL OR IS ONE
;/EQUAL TO ZERO :

;JUMP FOR STUCK AT SINGLE BIT ERROR

;E SYNDROME NOT ZERO OR HARDWARE FAULT SO LOAD
s/C REG WITH SYNDROME TO BE LOGBED

;JUMP FOR STUCK AT SBE



RFAIL:

" DBETST:
NXTDTA:

ERRLOG:

- HWFLTY:

DISABL:

TRANS:
SNDH56:

CHF €
JINT HWFLTY

- LX1 H,FHSBE

JNP DISABL
LXI H,TSTDTA
OV AN

ORA A

J1 HWFLTY
STA TSTLOC
INOOH

-LDA TSTLOC

CALL SYNRD
0RA A
INX H
INL NXTDTA

LXI H,DBFNSG

NP DISABL
RIN

ANI 10H

11 TRANS
OCR B

NI WREAD
LXI H,HHMSBE
RIN

ANI O7H

ORI O9H
(I
JNP SNDMSE
LXI H,EMSGE
CALL MSGE
MOV A,C
CALL NMOUT
CALL TINLOB
CALL DBE

J1 MBLOCK
POP D

POP B

POP_H
POP PSH
El

O ORET

MBLOCK:

oL
* GYNRD:

'
DBE:

B
WP BLOCK

RIN
ANI 10H
Ri
IN OOH
RET

MOV A,C
ANT OFH
CP1 O2H

RI

HOV A,C
AN OFOH

CPI 20H
RET

- 3TEST FOR SYNDROME EQUALITY
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sNUST BE HARDNARE FAULT 2
sLOB STUCK AT SBE ‘ N

sTABLE OF TEST DATA TO READ/WRITE
$6ET BYTE OF TEST DATA ‘
$SET FLABS

sEND OF TABLE - MUST BE HARDWARE FAULT
sWRITE TEST DATA TO TESTLOC

;CLEAR SYNDROME LATCH

sREAD BACK TEST DATA

;READ SYNDROME

$SET FLABS

s INCREMENT TEST DATA TABLE POINTER
;JUMP IF SYNDRONE IN A REG NOT ZERD
sOTHERWISE LOAD DBE MESSAGE

;LO6 MESSAGE AND DISABLE RSTS.3

+R5T 5.5 PENDING ?
s INTERRUPT NOT STUCK SO MUST BE TRANSIENT,

;PERFORN RETRY
{MEHORY HARDWARE FAILED
sSWITCH OUT RST 5.5

sLO6 FAILURE
;L0O6 TRANSIENT. ERROR

s6ET SYNDRONE

sPRINT SYNDRONE

sL0G TINE :

+1F ERROR=DBE THEN RETURN VIA RECOVERY BLOCK

+RESTORE REGS. AND RETURN

;JUNP TO RECOVERY BLOCK SINCE DBE

;TEST FOR PENDING RST3.3
;OTHERKISE RETURN A=00
;READ SYNDROME LATCH

+ROUTINE RETURNS WITH ZERQ FLAG SET IF DBE
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j
SFMSE: DB OAH,TOTAL RAM FAILURE',0AH,00H

’
FMSGE: DB OAH, ‘RAM FAILURE S=",00H

3
EMSGE: DB OAH, TRANS RAM ERR 5=',00H

1]
HWNSGE: DB OAH,'RAM HWARE FAIL S=",00H
i
DBFNS6: DB OAH,'CBIT STUCK DBE §=",00H

;
TSTOTA: DB 33H,55H,64H, 99K, 0ARH ,0CCH, 00H

1
HRETRY  EQU &4H

H

DSES :
TSTLOC: DS 1 sRESERVE 1 BYTE FOR TESTLOC

H

END
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'!!i{illiii!l{iii{l{iililI{lll}!{{f{l{iiii}ilililiiili{ll*l{l{{llliill
-HAIN CONTROL ALGORITHM - DAG PRESSURE CONTROL

sDESTROYS BC,HL,A,D :
;ii{iii;ii;&{i4*45{&{{4{1&{{ii*i&{{{;{{iii{iifiiii&ii{i&fi}{}{ii&ii&ii

CNTRL:

DOHN:

up:

BWIDTH:

HOLD:

S0LOUT:

DELAY:

MAY
PSET

NAME ('CNTRL")

CSEG

EXT PGOV,POUT,PDELTA,PRESSR
PUBLIC CNTRL

CALL PRESSR sREAD PRESSURE TRANSDUCERS

XRA A {CLEAR CARRY -

LDA PDELTA \GET PRESSURE DIFFERENTIAL ACROSS PLATE
RAL \MULTIPLY BY 2

AD] PSET  CALCULATE PSET+ZPDELTA

MOV C,A :SAVE IN C RES.

LDA PEOV :GET GOVERNOR PRESSURE READING

cHP L :CONPARE WITH PSET+2PDELTA

J1 HOLD - 'HULD PRESSURE IF EQUAL

IC UP :PGOY LOW S0 INCREASE PRESSURE .
SUB C  LDECREASE PRESSURE AND CALC. PRESSURE ERROR
W1 D,0FFH :SOLENOTD DOWN CONTROL WORD

JHP BNIDTH {NO ACTION IF PRESSURE ERROR WITHIN LINITS
MOV B,A ; INCREASE PRESSURE - REVERSE SUBTRACTION
MoV A,C

SUB B sCALCULATE PRESSURE ERROR

Hv1 D,00H ~ 1SOLENOID UP CONTROL WORD

CPI MAX ;15 PRESSURE ERROR LESS THAN WAI.

IC HOLD 'HOLD PRESSURE IF S0

MOV A,D \OTHERWISE ADJUST PRESSURE UP OR DOWN
JNP SOLOUT LOUTPUT TO SOLENOID DRIVERS

NVI A,OFH sSOLENOID HOLD CONTROL WORD

0UT 08K +0UTPUT TO SOLENDID PORT

LXT H,1000H DELAY

DCR L

INT DELAY

OCR K

INT DELAY

RET

EQU OSH :0.5 INCHES W.B.

EQU 90 39

INCHES W.6.
END '
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P H R
sTAKE TINE AVERABE OF EACH PRESSURE TRANSDUCER, THEN PERFORN
sMRJORITY VOTE AND RETURN VALUES - P6OV, POUT, PDELTA

;DESTROYS ALL REBISTERS

JEHEHH T H PR HH Y

NARE ('PRESSR")

CSES

EXT MSGE,NMOUT, TINLOG
PUBLIC PRESSR,PRETRY,P60V,POUT,PDELTA

PRESSR:  LXI H,PTABLE s INITIALISE PRESSURE READINGS TABLE PNTR.
VI B,05H sCHANNEL COUNTER
SCAN:  CALL PAVE sTINE AVERAGE FOR 8 READINGS OF CHANNEL
MOV M, A sGAVE IN TABLE
INK H \ : INCREMENT TABLE POINTER
DCR B sDECREMENT CHANNEL COUNT
JP SCAN sLOOP UNTIL FINISHED
VOTE:  LXI H,PTABLE+2 sSTART AT END OF TABLE - WORK BACKWARDS
LXI D,PTABLE+6 sGTORE AVERAGES IN TABLE
CALL AVRGEZ sCALCULATE 3 DIFFERENT AVES. - CHANNELS 3-5
LXI H,PTABLE+S sREPEAT FOR CHANNELS 0-2
LXI D,PTABLE+Y
CALL AVRBE?
LXI H,PTABLE+3 sTABLE FOR CHANNELS 0-2
LXI D,PTABLE+9 s CORRESPONDING AVERAGES
MVI C,00H s CHANNELS OFFSET ,
CALL CHECK sCOMPARE CHANNELS AND AVERAGES AND LOG
STA PEOV s /ERRORS - STORE BEST PRESSURE IN PGOV
LXI H,PTABLE :REPEAT SAME FOR CHANNELS 3-5
LXI D,PTABLE+A
MVI C,03H
CALL CHECK |
STA POUT sGTORE BEST PRESSURE IN POUT
MOV C,A
LDA PEOV sCALCULATE PRESSURE DIFFERENTIAL ACROSS
5UB € + JORIFICE PLATE
STA PDELTA
RET
y
PAVE:  PUSH K sSAVE HL
LXI H,0000H s TERD HL
LXI D,0000H s 7ERD HL
WV1 C,08H sREAD CHANNEL B TIMES
PAVEI:  CALL ADREAD sREAD CHANNEL
MOV E,A |
DAD D sADD VALUE TO PREVIOUS SUM
DCR C s DECRENENT LOOP COUNTER
INI PAVEL :LOOP UNTIL DONE 8 TIMES
WVI C,03H sCOUNT 3 SHIFTS RIGHT HL - DIVIDE BY 8
PAVEZ: MOV A,H
RAR
MOV H,A
MOV AL
RAR
v L,A
BCR €
IND FRVEZ JKEPEAT UNTIL 3 SHIFT OPERATIONS




;
ADREAD:

NEOC:

i
AVRBEZ:

H
AVRGES:

SKIP:

DIV3:

POP H
RET

MOV A,B
0UT OSH
0UT 03K

IN 04K

RLL

INC NEOC
IN 03K

SUI OFFSET
RET

XRA A
MOV AN
KOV C,A
DCX H
ADD M
RAR
STAX D
XRA A
KOV A,C
DCX H
INN D
ADD ¥
RAR
STAX D
XRA A
MOV A,H
INY H
INK D
ADD M
RAR
STAX D
RET

PUSH B
PUSH H
PUSH D

LXI D,0000H

XRA A
MOV A,M
INY H
ADD M
MOV E,A
INC SKIP
INR D
IRA A
INY H
MOV A,
ADD E

 NOV E,A

INC DIV3
INR D

LXI H,0000H

M1 C,04H
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sRESTORE HL

+GET CHANNEL ND. 0-5

sQUTPUT TO KUX

;START CONVERSION A/D CONVERTOR
3 TEST EOC FLAG

;LOOP TILL CONVERSIGN COMPLETE
tREAD A/D CORVERTOR
;SUBTRACT CALIBRATION OFFSET

sCLEAR CARRY
sGET CHANNEL C

1GAVE IN C RES.

sPOINT TO CHANNEL B

sADD CHANNELS B+C
sDIVIDE BY 2

sSTORE (B+C) /2

sCLEAR CARRY

sGET CHANNEL C

sPOINT TO CHANNEL A

s INCRENENT TABLE POINTER
sADD CHANNELS A+C
sDIVIDE BY 2

sSTORE (A+C)/2

sCLEAR CARRY

sGET CHANNEL A

sPOINT TO CHANNEL B

s INCRENENT TABLE POINTER
sADD CHANNELS A+B
sDIVIDE BY 2

sGTORE (A+B1/2

$SAVE REBISTERS

s INITIALISE SUM
sCLEAR CARRY
s6ET 15T VALUE

+ADD 2ND VALUE
:SAVE IN E RES.
s INCREMENT D IF CARRY

\

;CLEAR CARRY

saDD IN 3RD VALUE
sGAVE IN E REG.
+ INCRENENT D IF CARRY ELSE SKIF

+ INITIALISE RESULT

;SHIFT AND ADD 4 TIMES EQUALS DIVIDE BY 3




DIV3A:

i
SHIFT:

-
CHECK:

CHECK3:

CHECK2:

CHECK1:

3
K0D:

CALL SHIFT
CALL SHIFT
DAD D

DCR C

INT DIV3A
MOV A,L
POP D

POP H

POP B

RET

HOV A,D
RAR
MOV D,A
MOV A,E
RAR
MOV E,A
RET

W1 B,O3H
CALL AVRGES
STA PTEHP
CALL NOD

JC CHECKI
LDAX D

STA PTENP
PUSH H

PUSH B

- LXI H,PRETRY

DCR M
J1 CHECK?
LXI H,CHNSE
CALL NSGE
MOV A,B

ADD €

CALL NMOUT
CALL TIMLOS
VI A,0tH
STA PRETRY
POP B

POP H

INK H

INK D

DCR B

INI CHECK3
LDA PTEMP
RET

PUSH B
LDAX D
SUB M
INC HODI
LDAX D
MOV C,A
MOV AN
SUB €
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sSHIFT DE RIGHT ONE PLACE
:AND ABAIN

;ADD TO PARTIAL RESULT

s DECRENENT SHIFT COUNTER

;PUT RESULT IN A RES.

sSHIFT D RIGHT THRD CARRY

sSHIFT E RIGHT LINKING DE SHIFT VIA CARRY

;CHANNEL COUNTER - 3 CHANNELS
sCALCULATE AVERAGE OF 3 CHANNELS

sSAVE RESULT IN CASE IT IS USED

s1S NOD(A-(B+C)/2) ETC. ETR. THAN ALLONED
sJUNP IF NOT

s IF SO OVERWRITE -PRESSURE

s /NITH AVERABE OF OTHER 2

sSAVE REGS

s DECREMENT RETRY COUNTER
;D0 NOT LO6 ERROR IF RETRY EXHAUSTED
;L06 ERROR

s6ET CHANNEL COUNT
;ADD OFFSET

1LOG CHANNEL IN ERROR
sAND TINE

;SET RETRY COUNTER T0 1
RESTORE RE6S.

s INCREMENT TABLE COUNTERS
$/T0 NEXT CHANNEL

;DECREMENT LOOP COUNTER

sLOOP UNTIL ALL 3 CHANNELS DONE
sRETURN WITH RESULT IN & REE.

1SAVE B

+ (AVERAGE OF OTHER 2) MINUS (OTHER VALUE)
sE.6. (B4C)/2 - A

+JUNP IF RESULT POSITIVE
sOTHERWISE REVERSE SUBTRACTION ORDER
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NODI:  CPI DELTA sCOMPARE -WITH PERISSABLE DIFFERENCE
POP B
RET

H .
CHHSE: . DB OAH, "PRESSR ERROR CH *,00H

'
OFFSET QU 10 :1 INCH W.6.
DELTA  EQU 10 i1 INCK W..
Y
DSEG
PTABLE: DS 12
PTENP: DS 1
PEOV: DS !
POUT: DS 1
PDELTA: DS 1

PRETRY: DS 1
END
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;HHH'l'!ilﬂ'iM"Hlililiillililii!‘"‘"f!llN“H‘H'f'lliﬂ'lf!ifli{liiil

;SAVES CURRENT PROGRAM STATUS OF ALL REGISTERS
L i a L]

.
H

RBKGEN: -

RETURN:

[ ;
! \

* RBLOCK:

NAME ('RBKGEN’)

CSE6

PUBLIC RBKGEN,RBLOCK

DI sHUST NOT INTERRUPT RECOVERY BLOCK -
0uT O00H sDISABLE RST/HOLD - QUICKER EXECUTION
SHLD RBLOCK+4 5SAVE HL

XTHL

SHLD RBLOCK+8 ;SAVE PC RETURN ADDRESS

ITHL ;RESTORE STACK TOP

LXI H,0000H

DAD SP

SHLD RBLOCK+10 ;SAVE 5P
LXI SP,RBLOCK+é ;CHANBE 5P TO RECOVERY BLOCK ADDRESS

PUSH D $SAVE DE
PUSH B 1SAVE BC

PUSH PSW $SAVE PSH

RIH sIF RSTH.5 DISABLED LEAVE RST/HOLD DISABLED
ANT 02K

NI RETURN

0UT 02H sENABLE RST/HOLD

POP PSH sRESTORE PSN

LHLD RBLOCK+10

SPHL * 3RESTORE 5P

LHLD RBLOCK+6 sRESTORE HL

£l

RET

" DSER

DS 12 sRESERVE 12 BYTES

END
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;###:::::::::::::::{:::::#:::::::::::#::::::::::::#i::%###:{%%::}liiiii
sRESTORES ALL REGISTERS AND PROGRAM STATUS - COMPLEMENTARY TO RBKGEN
;i*liiliiii*}l}{{{!§!i}!li!fl*ill{liiiii*iiliiiii&iiiiiili{il!iil*!i!ll
b

NANE ('BLOCK')

CSE6

EXT RBLOCK,TIHLOG,NS6E

PUBLIC BLOCK

BLOCK:  LXI H,VNSB ;L06 VECTORED RECOVERY
CALL HSGE
CALL TIWLOG
LX1 SP,RBLOCK sLOAD SP WITH RECOVERY BLOCK START ADDRESS
POP PSH sRESTORE PSW
POP B - sRESTORE BC
POP D sRESTORE DE
LHLD RBLOCK+10
SPHL sRESTORE SP
LHLD RBLOCK+8 sSAVE RETURN ADDRESS ON STACK TOP
ITHL
LHLD RBLOCK+6 ;RESTORE HL
RET ' s JUNP TO RETURN ADDRESS

3
VHS6: DB OAH,'VECTORED RECOVERY ' ,00H

ERD



;iii!iillli*li!!**

+SELF TEST OF SOLENOID DRIVE
JHEHEHTHIH T
NAME ('SLFTST")

SLFTST:

SLF1:

i
ERROR:

1
ATOD:

NEGC:

CSEE

EXT MSGE,TINLDG
PUBLIC SLFTST,TFLAB

IN 144

_ ANI OFR

CP1 OFH

J1 SLFTST
CP1 00H

11 SLF1
IRA A

5T TFLAG -
RET

LDA TFLAG
INR A

R1

nvI A,0FFH
STA TFLAB
XRA A

OUT O4H
CALL DELAY
VI A,06H
CALL ATOD
CPI HIGH
JC ERROR
MV A,07H
CALL ATOD
CP1 HIGH
JC ERROR
WV A,OFFH
0UT 04K
CALL DELAY
VT A,06H
CALL ATOD
CP1 LOM
JNC ERROR
NV A,07H
CALL ATOD
CP1 LOW
INC ERROR
HV1 A,OFH
0UT OAH
RET

LX1 H,SOLHSE
CALL MSEE
CALL TIMLOB
RET

putT OSH

ouT O3H
IN O4H

RLE
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{{iil{liliii*liii!il{ii{}ii{lfliliiilll!!i&&!i!i!ll{ii
RS - CAN BE EXPANDED TO TEST ENTIRE SYSTEM
rrTTrrerTITTIT IR e ST I AL L LA LAt b

sREAD MINUTES FROM CLOCK
1SELECT LOWER BITS

s ILLEGAL READ?

;IF SO TRY ABAIH

sMINS = 0 7

sCLEAR SELF TEST FLAG AND RETURN

sTEST FLAG FOR FFH

;FF BECOMES 00

sRETURN IF FLAB SET

sOTHERWISE SET FLAG AND DO SELF TEST

sTURN BOTH SOLENOIDS OFF
sALLOW VOLTASE TD SETTLE ‘
sREAD SOLENOID VOLTAGE - CHANNEL &

s COMPARE WITH SATISFACTORY VALUE
sERROR IF 70O LOW

sCHECK OTHER SOLENOID

sERROR IF TOD LOW

sTURN BOTH SOLENOIDS ON

sALLOW VOLTAGE TO SETTLE

sREAD SOLENDID VOLTAGE - CHANNEL 6
sCONPARE NITH SATISFACTORY VALUE
sERROR IF 700 HIGH

sCHECK OTHER SOLENOID

sERROR IF TOO HIGH

sHOLD PRESSURE VIA SOLENOIDS

;L06 FAILURE
1AND TINME
sDUTPUT CHANNEL TO MUX

sSTART CONVERSION
sREAD END OF CONVERSION FLAG



DELAY:
DELAYL:

)
SOLNSE:

§
HIGH
LOW

TFLAG:
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JINC NEOC ;LOOF UNTIL EOC
IN O3H sREAD A TO D CONVERTER

RET

LX1 H,0700H ;APPROY 10MS DELAY
DCR L

NI DELAY1

DCR H

INI DELAY1

RET

DB OAH, SOLENOID FAILURE’,00H

EQU BCH
QU 61H

DSEB
ps !
END
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;l"l'll'{'H"ll'l"H'l""l'l'l‘ﬁfllll‘!“’liiiii{f‘“’iﬂlllllfil*{ii}{l{ii#{ilﬂ'{i{llﬂ'l

;USES NO RAM AND THEREFORE NO SUBROUTINES
sPRINTS MESSASE THEN EXECUTES A SOFTWARE FAILURE - FAIL SAFE
;{l§iiiii{ii{l}{i{!iﬂllil!lfiilil{ii*i!*ll}{ilii{i{l{li{i}}!llilii!i!!il
NAME ('SFAIL')
CSEb
PUBLIC SFAIL : :
SFAIL: MOV C,M sPRINT APPROPRIATE SOFT FAIL MESSAGE
IRA A ;CLEAR A
0RA C sTEST FOR NULL - END OF MESSAGE
1 SAFE sMAKE PLANT SAFE/SHUT DON
SFCOUT:  RIM sTEST FOR PRINTER BUSY
ANT BOH
INI SFCOUT sLOOP IF PRINTER BUSY
NI B,0BH sPRINT CHARACTER IN C REG. - THIS ROUTINE
MV A,0COH +/15 A DIRECT COPY OF cout
SFCo1:  SIN
LXI D,0172H ;1200 BAUD DELAY
§FC02:  DCRE :
NI SFCO2
DCR D
INT SFCO2
51C
nav 4,C
RAR
MoV C,A
V1 A,B0H
RAR
XR1 BOH
DCR B
JINI SFCO1 -
INX H s6ET NEXT CHARACTER IN NESSABE
JHP SFAIL
SAFE: XRA A
DUT 04H s TURN BOTH SOLENOIDS OFF - FAILS SAFE

ADD EXTRA SHUT DOWN -ROUTINES HERE

-s wa e

HLT sHALT CONTROLLER
END
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11111111

'TIHE AND ADDRESS

sDESTROYS ALL REGS.
'!!!i{i*i**il{ii!ii{iii{i{{ll{liifiiiiiilli!iil*i!*iliiiiliilii!{ff&if

WTRAP:

WTRAP1:

. WDHSG:

WRETRY:

NAHE ('HTRAP')

CSEG
EXT MSGE,NMOUT,BLOCK,BUFFST, BUFFRD, BUFF®R, COUT

PUBLIC WTRAP,WRETRY

POP D s6ET CRASH ADDRESS OFF STACK

LXI H,MRETRY '

DCR A s DECREMENT RETRY COUNTER

JINI HTRAPL 'EXECUTE SOFT RECOVERY

HLT sWAIT FOR SYSTEM RESET IF COUNT EXHAUSTED
LXI H,BUFFST sCLEAR QUTPUT BUFFER IN CASE CORRUPTED

SHLD BUFFRD
SHLD BUFFR

HVI C,00H sSEND NULL 7O CLEAR PRINTER
CALL Cout
LXI H,MDHSE ;L06 CRASH
- CALL WSGE
- MOV A,D :L0G HIGH ORDER ADDRESS
CALL RWOUT
MOV A,E sL06 LOW ORDER ADDRESS
CALL NHOUT ‘
3 sENABLE INTERRUPTS AFTER cout
JHP BLOCK sVECTORED RECOVERY

DB 0AH, TRAP WDOG ADR=",00H

DSEG
05 1 sRETRY COUNTER

END
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'iiiliiiIilllllliiii*ii*!#l!*l!!*ilil!}liili!l}ilil{}{l&liiliilfliilifil
sSNAKE - INVALID ADDRESS RANGE CAUSES EXECUTION OF RST7 - LOB ADDRESS,
sTINE AND EXECUTE VECTORED RECOVERY
+DESTROYS ALL REGISTERS
'liii*iifif}{i{ill}ii!l{l{lllililli*ifliiiiii{*il{{iiiiililill!illli!iii
NAME ('SNAKE ')
CSEG
EXT NMOUT,BLOCK,MSSE ,BUFFST,BUFFRD,BUFFAR
PUBLIC SNAKE
SNAKE:  POP D ;6ET ERROR ADDRESS FROM STACK
LXI H,BUFFST sCLEAR OUTPUT BUFFER IN CASE CORRUPTED
SHLD BUFFRD
SHLD BUFFWR

LXI H,SNMS6 sL0G ERROR NESSAGE

CALL MSGE

MOV A,D

CALL NNOUT sHIGH ORDER ADDRESS

MOV A,E

CALL NMOUT sLON ORDER ADDRESS

IMP BLOCK sVECTORED RECOVERY AND LOG TIME

3
SNMS6: DB OAH,'SNAKE RST7 ADR=",00H

END
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;ii{l*i{i#lllil{iil{l!ilil!iiili!ii*lil!lililiiililliflilililiillil!!ll
:SOFTWARE ERROR - LO6 ADDRESS AND TIME AND EXECUTE VECTORED RECOVERY
sDESTROYS ALL REGS
;!liiiiii{{ll}iii{}{lil!lii{!{!iI{il{{{l{ll!iilil{{l*i}l}l{il{i{l{lllil

NAME ('DFAULT")

CSE6 :

EXT NNOUT,BLOCK,HSGE

PUBLIC DFAULT

DFAULT:  POP D \GET ERROR ADDRESS OFF STACK
LXI H,5OFNSE sL0G ERROR
CALL MSBE -
MOV A,D :L06 HIGH ORDER ADDRESS
CALL NMOUT
MOV A,E
CALL NMOUT
WP BLOCK \VECTORED RECOVERY AND LOG TIME

i
GOFMSE: DB OAM,"SOFT ERROR ADR=" ,00H

END
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;!’!l’il‘l{ii{l!il'!l{'iii!l’ili!!lii&!illi‘lf‘"{lil{'M'l'}{ii{}}!{i*l‘liilll“’iil

s INITIALISE REGISTERS AND VARIABLES
;l*iii{lliiil{I!{l*{}f&i*!i#liii!ifil#!i!i!ili{##{lf!ilf}{i{l{lllii}{lll

INITL:

L)
BUFEND:
BUFFST

BUFFRD:

BUFFWR:

NAME ('INITL)

CSEB

EXT WRETRY,SRETRY,PRETRY,TFLAG,COUT

PUBLIC INITL,BUFFST,BUFFRD,BUFFWR,BUFEND

LXI H,0000H sSYNCHRONISE ALL REGISTERS
LXI B,0000H

LXI D,0000H

PUSH PSH

POP PSW

AVl A,08H sENABLE ALL INTERRUPTS

SIN

IN O0H sRESET MEMORY FLAGS LATCH

QuT 01 ;CLEAR CPU ERROR LATCH

LXI H,BUFFST s INITIALISE OUTPUT BUFFER PGINTERS

SHLD BUFFRD

SHLD BUFFWR

HVI A,0FFH s INITIALISE RESYNC RETRY COUNTER
STA SRETRY

MVI A,08H s INITIALISE PRESSURE RETRY COUNTER
STA PRETRY

KVI A,05H s INITIALISE TRAP WATCHDO6 RETRY COUNTER
STA WRETRY

IRA A ;CLEAR SELF TEST FLAE

STA TFLAG

MVI C,00H sSEND NULL TD CLEAR PRINTER

CALL couT

RET

" DN 4000H

EQU 3FOOH

DSEG
DS 2
DS 2

END



SR R R F R R
$0UTPUTS CHARACTER IN C REG. TG SERIAL DEVICE

;DESTROYS BL,A

PRI IR I R R R R R

CouT:

RETURN:

NANE ("COUT)

CSEG
PUBLIC COUT
PUSH D

DI

0UT 00K

MVI B,OBH
VI A,0COH
SIN

LXI D,0172H
DCR €

INI C0Z

OCR D

INI £02

STC

MOV A.C

RAR

MOV C.A

MV1 A,B0H
RAR

XRI BOH

DCR B

INZ Ot

RIN

ANT 02H

INI RETURN
0UT 02H
POP D

RET

END

1SAVE DE
sDISABLE INTERRUPTS AND RST/HOLD
s /COUT - SPEED SENSITIVE

sND. BITS TO SEND

sSET START BIT AND SOD ENABLE
s0UTPUT CARRY TO SOD PIN

51200 BAUD DELAY

{5SET EVENTUAL STOP BITS
;ROTATE CHAR, RIGHT PUTTING NEXT
;DATA BIT INTO CARRY

$SET EVENTUAL 50D ENABLE BIT

$SHIFT DATA BIT IN CARRY T0 SOD BIT
; INVERT SOD DATA BIT

; CHARACTER SENT ?

+NO, THEN SEND NEXT BIT.

s IF RST 6.5 DISABLED THEN LEAVE -

;s /RST/HOLD DISABLED

{RESTORE DE - CALLING ROUTINE
; /HUST ENABLE INTERRUPTS IF REQUIRED
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i T e
$PUTS CHARACTER IN € REG. INTO OUTPUT BUFFER

;DESTROYS A
PHEH S R R R L R

COuTBF:

FULTST:

NRITE:

RETURN:

NAME ("COUTBF’)

CSE6

PUBLIC COUTBF

EXT BUFFST,BUFEND,BUFFRD,BUFFWR

PUSH H ;SAVE HL RES.
LHLD BUFFBR $GET BUFFER WRITE POINTER
INX H s INCREMENT POINTER
LDA BUFEND ; TEST FOR END OF BUFFER
5uB L
JINI FULTST
LDA BUFEND+!
SBB H
INI FULTST
LXI H,BUFFST sRESET POINTER TO START OF BUFFER
LDA BUFFRD { TEST FOR BUFFER FULL
SuB L :
JINT WRITE
LDA BUFFRD+L
- SBB H
J2 RETURN
SHLD BUFFWR ;SAVE BUFFER POINTER
HOv K,C ;SAVE CHARACTER -IN BUFFER
POP H $RESTORE HL REG.
RET

" END
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;i*l‘”ii!iiiﬂ'I"l'Mfil{iii'ﬂfﬂ'iif{!i#f%i!iiiiii‘llﬂ"i*i"'H'!"Hlﬂ'filil{

;PRINT A CHARACTER FROM BUFFER UNLESS EMPTY
P H O R Y

PRBUFF:

READ:

READ1:

NAME ('PRBUFF’)

CSEG

EXT BUFFRD,BUFFWR,BUFEND,BUFFST,COUT
PUBLIC PRBUFF

RIN $READ 50D LINE

ANI BOH s TEST HSB - PRINTER BUSY LINE
RNL $RETURN IF BUSY

LKLD BUFFRD $TEST IF BUFFER EMPTY

LDA BUFFYR

SuB L

JHT READ

LDA BUFFUR+!
58B H

;JUMP IF NOT ENPTY

R1 sRETURN IF BUFFER ENPTY
IHX H s INCREMENT BUFFER POINTER
LDA BUFEND sTEST FOR END OF BUFFER
5UB L

JINZ READL $JUNP IF RNOT

LDA BUFEND+1

SBB H

JNI READ! ;JUMP IF NOT

LXI H,BUFFST
SHLD BUFFRD

;OTHERWISE SKIP TO BEGINNING OF BUFFER
sSTORE NEW BUFFER POINTER

MOV C,H ;READ A CHARACTER FROM BUFFER

CALL CouT sPRINT IT

El sENABLE INTERRUPTS DISABLED BY COUT
RET

END
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;{'Hili!i‘“ll{#{i{il"l*I'H'{{ill{iiilifll'i'"iiliil"ﬂiiill!illl{lli'"
sPUTS A NESSAGE POINTED TO BY WL REG. INTO OUTPUT BUFFER

s DESTROYS HL A

H FEERE RS RS EEEERLE ARSI R FRER R AR LRI RHH SR AR IR REREREETEEEE

NAME ¢'MSBE")

CSE6

PUBLIC MSGE
' EXT COUTBF

HSBE: PUSH B 1SAVE BC

CHAR: HOV C, 16ET A CHARACTER
XRA A
ORA C
31 RETURN sRETURN IF NULL
CALL COUTBF sGEND CHARACTER
INX H _
JHP CHAR s6ET NEXT CHARACTER

RETURN: POP B sRESTORE BC
RET

END
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T L L
;SENDS NUMBER IN A REG. TO OUTPUT BUFFER AS 2 HEX DIBITS

;DESTROYS A
JHHHHH R R

.
H

NAME ('NMOUT')

CSE6
PUBLIC AMOUT
EXT COUTBF
NNOUT: PUSH B s SAVE BC
PUSH PSH sGAVE ARGUMENT
RRC sGET UPPER 4 BITS TO LOWER
RRC
RRC
RRC :
ANI OFH sSELECT LOB
CALL CNVRT  ;CONVERT TO ASCII
HOV C,A
CALL COUTBF  ;SEND IT
POP PSH sRESTORE ARGUMENT
ANT OFH s6ET LOWER BITS
CALL CNVRT  ;CONVERT TO ASCII
MOV C,A
CALL COUTBF  ;SEND IT
POP B sRESTORE BC
RET
s .
CNVRT: ORI 30K sADD OFFSET FOR 0-9
' CPI 3AH sTEST IF A-F
RC . sRETURN IF NOT
ADI O7H +OTHERWISE ADD FURTHER OFFSET OF 7
RET

END
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;HﬂlHlHNMHH{HHHHlill'HMl!HMfHlHNMMMMHMIHHH
sL06S DATE AND TINE

s DESTROYS A,HL,C
;lHill"""ﬂﬁ“l"HHﬂMHHl!HHMHHHHHHHHHHMH!H

 TIMLOG:

TSAVE:

ABAIN:

DBLOUT:

MS61:
5562:

TABLE:

NAME ('TIMLDE')

CSE6
EXT MSGE,COUTBF
PUBLIC TINLOG

LXI H,TABLE sSTORE DATE AND TIME IN TABLE
IN ICH $10°S MONTHS
CALL TSAVE
IN 1BH ; HONTHS
CALL TSAVE .
IN 194 ;10°S DAYS
CALL TSAVE ~
IN 18H ; DAYS
CALL TSAVE
IN 17H 110'S HOURS
CALL TSAVE
IN 16H : s HOURS
CALL TSAVE
IN 15H 110°S MINS.
CALL TSAVE
IN 144 sHINS.
CALL TSAVE
LXI H,MS61 :
CALL NSBE s DATE
LXI H,TABLE+2 ; DAY
CALL DBLOUT
mwic,:
CALL COUTBF ,
LYI H,TABLE s MONTH
CALL DBLOUT
- LX1 H,MS62 s TINE
CALL MSGE

LXI H,TABLE+4

CALL DBLOUT

I,

CALL COUTBF

CALL DBLOUT

VI C,0RH

CALL COUTBF

RET

ANT OFH sNASK OFF 4 L3B
CPI OFH . ;HAS REBISTER BEEN UPDATED?
31 AGAIN sRETRY

ORI S0H sCONVERT T0 ASCII
OV M,A +STORE IN TABLE

“INK H + INCREMENT TABLE POINTER

RET

POP H s DUMNY TO RESTORE STACK

JHP TINLOG tREAD ALL REGISTERS

Hov C,M ;SEND 2 CHARACTERS TO BUFFER
CALL COUTBF '

INX H

MOV C M

CALL COUTBF

INX H

RET-

DB OAH, ‘DATE *,00H
DB ' HR *,00H

DSEg

D5 8

END




