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Abstract

Anvint(uductiun to the more general aspects of thermal models is followed
by a briefrautline pf the construction and range of possible applications of
the computer nmodels-.developed at the University of Durham. The physical basis
Behind one of these modele, which predicts temperatures bdth at the surface
and-within a ope-dimensional non-vegetated object,' is cunsidefed -in  come
detail, and the construction of the madel is outlined. The sensitivity af the
tamﬁéféture predictions to chahqes in the values of the input parameters
‘required by thé model are also discussed.

‘ Equipment was designed specifically to collect sufficient ground truth
data to énabie thealvalidation of \the model, and there 15 a complete
dgscriptiqn of the conétruction and opergtion af the appafatus. The subsequent
iﬁterpfetatioﬁ of thg»data using the computer is alsao described.’

The wvalidation rof:the model was carried out for two roads with concrete
and aépﬁgli' surfaces, and consisted of a comparison between surface
femperagﬁié; predicfed by the model.and those measured by .a radiometer. fhe
é;ésulés:of the compat;snn are discussed in same detail. The suitability of the

"mude; to predict temﬁéfature contrasts between two different surfaces was also

WinVeétigé&ed using t=”]validatinn data, The model was next applied to the more

i

"{Védhﬁ;enfpﬁub}em of s-mplating the thermal behaviour of a south facing vertical

sand;féhgrwall. A cdmp;rison between the predictions of the model and data
measukéd ~by a radiamgter is given; "and the opraoblems that this type of
:éfmulaficn entails afe;discussed., |

A summary is given of the work carried out ﬁith the model, and

suggestions are made for improvements to the model. Finally, the development

of future types of model is considered.



Preface

This thesis describes the work carried out by the author at Durhanm,
betﬁeen October 1982 and October 1985. The work falls into two main areas; the
first inVulving the thermal data acquisition equipment described in Chapter 4,
and the second involving the use of a computer mcdel for the simulation of the
thermal behaviour of one-dimensional, nun-yegatated'dbjectE,

The equipment was commicioned at Durham Dbservatﬁry by the authar, uho
Was algo-reéﬁonsible for the collection of thermaf and meteorologicél data
‘vhile the equipment was operating over the period {from February 1983 to Hay
-1984. The computer programe described in the Appendix for the interpretatién'
Huf fhé aata recorded by the equipment were written by the author.

The computer médel that was used byvthe author had heen developed by
Dr. A, B. Rimmer at'the University of Durham, and the three main areas of work
involving the model ;ré described in Chapters %, 3, and 4., Firstly, the author
investigated -the sensiﬁivity of the surfaCE‘-température predictions of the
‘mndel fdfﬁﬁénges in fhe values of certain parameters required as input by the
qudei;:Tﬁis was in nrder to obtain an understanding of the relative importance
'of‘each of the paraméters, and hence to determine which would need to be
meaéuréd{yﬁth the grg;ﬁest care. Secondly; the author carried out a validation

u’exer;ise on the mddél, and exgmined its ability to predict temperature

contfasts'bgtweenvdifferent surfaces. Thirdly, the autheor wused the data
cqliéﬁféd, at Durham-vﬂbservatnry in’ an attempt to simulate the thermal

behayibur at the surface of -a south facing vertical sandstone wall.
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Chapter 't Introduction.

2

1.1 Geperal aspectéunflthe thermal behaviour of terrgstri;l objects.

All Tm{éf@aﬁ; and natural wterfestrial ijec£5 are suuéces of long-wave
infra~red radiation. This results from interactions with their surroundings
and the re-radiation of energy gained by aﬁsorbing éhbrt-wave radiation fram
the Sun. The long-wave radiation is mainly emitted in tﬁe range from 4 tpo
50.Pp, wjthra maximum at about 10 Jo Terrestrial'ﬁbiects are usually agsumed
’§D Behave-a5 grey hody emitters and receivers of long-wave radiation, and
”their behaviour 1ig characterized by the Stefan-Bolfzmann law, This law gives

the radiative flux emitted or received by a surface, and is expressed as,
Radiative Flux = e & T4 | (1.1)

where e is-thg infra-red emissivity of the surfacé,
G,iggthé Stefan-Boltzmann constant,
and T-1s the temperature of the object.
The. value of the emissivity of a surface will be in the range from 0 to I,
with - the upper limit corresponding to & black body. Typically, the
epissivities of most néfural surfaces are in the range from ¢.90 to 0.93.
>ﬁué¥:ofb£he 10n§4w§v§ 7fadiationﬁ.that is emitted +From a surface is
épsprb;d:'by- atmosphér;c constituenté,* which include water vapour, carbaon
diaaid; and.uénne. Thégef:mﬁlecules have strong absorption bands - in the
infra-red reqion, andjabsprb about 90% of the long-wave flux. Thisﬂénergy is
subsequently emitted by the atmosphere as long-wave countér,radiatiun, and a
proportion uf‘this is raﬂiated back to the Earth's surface. However, there is
a régiop ;n the infra-red sbectrum between the wavelength limits of B8 and
14‘Fm where little abéorption takes place. This is known as the atmospheric
window and is generally chosen as being the most suitable for the operation of

remote sensing infra-red detectors. The two main factors which infiluence this




choice are pbglloyga}fgnuatibn of the émit§€§ kadigﬁinn flux from terrestrial
surfaces, and-@ﬁe;f%@t that the shprt—wﬂvev€;;w Ee;ejyed from the Sun does not
e%ténd intn thig éegion. fiost  work cbncéfned- with +the measurement and
sinulatian .D{-fhe thermal behaviour of terrgstrial cbjects has therefore been
concentrated on the B to 14 Fm band. The measurement of the flux emitted By a
—surface within this range 1s most conveniently expressed in the form of a
radiation temperature. This 14 defined as the Efféctive éemperature of a black
body, with an emissivity of unity, that would enit the same flux of radiation
in théra to 14 ym band. The actual temperature of the surface can be obtained

by using the Stefan-Boltzmann law, provided the emissivity is known.

1;2 Constru;tioh angd application of thermal model;.

The aim of thermal models is to pred;ct the thermal behaviour at the
surface and within a particular object of interest over a specified period of
time. Host Wodels are based on the solution-of a differential equation which
descfibésffhe transfer of heat within the mediua of interest. The construction
of a typical model can be conveniently 5p1i£'into four main sections;

1. The béundary conditions required to produce a unique seolution of the
di#fetgntial equatién are defined,

.;Z.prg.iéitial distriﬁhtion of heat within the medium is specified.

nst_Téé;de¥erantial édUEEidh is solved using an ,appfoximaté analytic or
nh@éfi@ﬁl hethod.

4T_ThE$¢56lQﬁion is Qsed to generate the particular témperature predictiaons
specified by the application of the model.

The main difference between models is usually in the method chosen to
solve the differentialvquatinn representing heat conduction, and these have
in;luded tﬁe use of Fourierlseries, finite difference, .and tinite element
‘methqqsq‘ The latter two methods have been included in the computer models

developed at Durham, which are described in Section 1.3.

The temperature predictions generated by computer models are frequently
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used to intﬁrﬁféﬁ :ﬁghuteiy sensed thermgl_data, which may‘be ghtained for a
wide Mahigty af”k§a;9ne, One af the laréést areas pf application is in
genggjipai réégér;ﬁg where the predictions of tﬁe'mgdel may be compared with
recorded ﬁhebm%i data in order to deduce the types of materials comprising the
area under iﬁzéstigatinn. Typical examples of this type of wo}k are described
by l'»J__.':\,tE-»cm.i i975, for the anaiysis of satellite recqrdéd‘thermal images of the
Earth's.surface, and Khale, 1577, for an investigation of the surface thermal
jﬁértia values of a region of the MHojave Deseft. Alternative épplications
incLude the’use of ground based imaging systems for the defectfuﬁ of personnel
_and,eqq{pment in military operations. In this case, the model may be wused to
iﬁvestigate the contrasts between different Surfaces and hénce to evaluate the
Aéfféctivéness of camouflage techniques under different meteorological
cnndigfons. |

The initial work.carried out with the general purpose model developed at
Durham cénsiéted of a validation exercisé, which cempared the predicted and
measufed fémperatures %or two flat roadways ﬁith concrete and-asphalt surfaces
over a ﬁeriod of six ;pnsecutive days. Previous work of a similar nature has
been _done by Jacubs;'i§76, and Link et ai., 1981, although neither study was
is in aséhuch detail ;r covered as wide a range of weather conditions “as the

'1wnrk»;arried out at quggm. Jacohs attempted to simulate the thermal behaviour

N

ot a }ayer of asphalt on seoil, while Link et al. investigated concrete and

s0il éur?acés. However, in both cases only single modelling periods of 24

hoﬁrs, Were tonsidered, and the. weather. conditions were either ideél ar
approximated by analytical functions. A more detailedA comparison of the
results ostained using the ﬁodel at Durham and those of other authors is given
in Chapter 7. The data used for the validation of the Durham model were also
uséﬁﬁ£bvéﬁamine the ability of the model to predict temperature contrasts
>bétween ‘concrete and asphalt surfaces. Link et al., 1981, conducted a similar
iﬁvestigation for temperature contrasts between soil and <concrete surfaces,

and these results are also discussed in Chapter 7.



The second application of the general purpose nodel was in the more
difficult problem of simulating the thermal behaviour of a vertical sandstone

wall, which comprised part of the Observatory at Durhan.

1.3 The compdter models developed at Durham.

The models developed at Durbam were designed for'three different types of
applicatiaon, altheugh their  construction and methud‘ of use are generally
similar. All of the madels have been designed ta bredict the variation of
'temhefatﬁres at the surface and within one-dimensional structures, where it
can be assumed that heat transfer 1is restricted ﬁo one direction. These
stru;tqres may consigt of several planar layers of materials with different
fhermal properties, provided their extent in tﬁe plane perpendicular to the
direction of heat transfer is large compéréd to that in the plané parallel to
the heat transter. The models generate the required temperature predictions by
sulving_'g differential equation describing heat conduction within the
structure;zsubject to the apprnpriate houndary caonditions,

fhé’general purpose model for objects w;th nun;vegetated surfaces was the
tirst to be developéd. The earlieét versions were written in the BAS}C
'programhing language fgnd run using a Tektronix 4032 computer, but the

"limiﬁations of the av;;lable pgmory'space_and processing speed of the computer
*"“maahf‘”thég’ if waéinﬁgly possible fo simulate the therﬁal behaviour of very

-

simpLeistructures. This problen was overcome when the model was later
rewritéén in FORTRAN IV and transferred to a mainframe IBM 4341 computer. The
investigation of the simulations produced by this version of the model is
described in Chapters 3, 5 and 6, which includes the validation of the model
for two different surfaces over a period of fine weather in April 1982.

The second model was déveloped Wwith the aim of simuiating the temperature
profile in a layer of snow. This is a very complex problem due to the Ehanges

in structure and other physical properties of the snew which occur with time

and if melting takes place. It was therefore necessary to restrict the use of
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the mudal to iﬁe si@pler case of a dry, homogenous snow layer of uniform
density. It is ;ssumed fhat the dominant meﬁhgnism for heat transfer consists
of cqndugiioﬁ -befﬁéen spow grains, but the smaller contribution from vapour
diffusion isvaisn included. Unfartunately, the restrictions on the use of the
model meant that the only suitable data available for validation of the model
were recorded at Durham Bbservatory over a very chort period in February 1983.
The predictions of the mudel did not follow the rapiﬁ variations of the
‘meagpﬁed syrfaﬁe temperature particularly well;' and it would therefore be
worthwhile to repeat the validation exercise if data recorded under more
suitable conditions were available. | |

ATpe V;hind model simulates thg thermal behaviour of a layer of verticélly
,gfnﬁihg,vegatation, such as grass. It is assuméd that the vegetation acts as a
single, one-dimensional layer parallel tn‘a spil surface, and thét all heat
flures act perpendicularly to the vegetated layer. The model was validated for
a &FESSf'léﬂﬂ at Durham Observatory uéing data recorded under conditions of
fine wéatﬁér in August 1983. In the future, a further model could be developed
to cover the mpre complex problem of simula{ing the thermal behaviour of trees

and bushes,

1.4 Heasuremenﬁs af qata required as input for the model.

ét>the sahe time as the models were being developed at Durham, a
compre&ensive program of data acqqisifion was commenced with the intention of
.Dbfaiﬁ;ng sufficient daﬁé to enable the validation aof the three models. The
effective. radiatioan temperatures of a wide wvariety of both natural and
man-made surfaces were measured under different weather conditions, with
‘values for the important meteorological parameters being recorded at 13 minute
intervals, The equipment that was wused consisted of an automatic weather
station and a system designed and constructed at Durham scpecifically to

measure and record surface radiation temperatures. The latter operated by

pointing a radiometer at the surfaces of interest and recording the thermal



emission in the 8 to.lﬂbym 5and¢ The mﬁyement of the radiometer was under -the
control of a computer, éhd the frecquency with, which measurements were made
could bhe spetified hy the upenﬁtpr; There was-also a set of 32 temperature
sensors available for static measurements of contact temperatures. This set of
equipment and the automatic weather station are described in “more detail in
Chapter 4.

Heasurements of metedrolegical and surface témpErature data  were
initialiy”made for a shert pericd at Ouston, Northuhberland during ﬁpriy 1982,
-and then almost coptinuously between Febrgary 1983 and HMay 1984 at Durhan
Observatory. This resulted in a the production of a.lafge database,,ﬁontaining
measuréﬁénts made on a variety of both vegetated and non-vegetated surfaces
QP@?F a;wide range of weather conditions, including a .pefiud of snow in
February 1983. The database 1is now stgred on a standard 9—traﬁk tape, in a

format suitable to be read by most mainframe computers.

1.5 Hethﬁﬂfof use af the computer models developed at Durham.

Although the models described in the previous section aré suitable Tor
application to widely different types of bbjects, the method of operation for

all three models is vefy similar. The first stage in the process is to set up

e ;faﬁjdatafifrle””tdﬁtafniﬁﬁnfhe values for the parameters required by the model.

The ekéct nature of tﬁése parameters and their significance is described in
thaﬁﬁg;gﬁ,,,ﬁut they can be roughly 'split into five main groups. Site
chafacieristic parameters give the'geoéraphical location of the objeét and the
angles of azimuth and inclination of its surface, and the surface paféméters
consist of the long-wave emissivity and. short-wave albedo. The material
‘parameters contain information about the composition of the object, and the
initial - temperature profiie specifies the distribution of heat through the
object at the start of the modelling period. Lastly, the nmeteorological
parameters represent the variation of the weather conditions at the surféce of

the object during the modelling periad. The values for these parameters may
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either WE{me;?urEdﬁagvtﬁé 1qt§f§§h~nf the obiject of interg;t or derived from
measuremehté'lgiven'in Eeferenéeﬁfé&fesu Alternatively, i%ia hypothetical case
is beihg_éoqsideﬁEd then any suitaﬁie values may be used. This may occur if a
senéitivify A%ﬁalysis ie being carried out to investigate how sensitive the
predictions of the model are to changes in the value of the ihput parameters,
The next stage in the process is to select the length of the modelling
pefiud and the tinme intérvél between wupdating theipredicted temperature
pyo#iie within the structure. A 24 hour modelling périod was . used fnr' most
'épﬁlitatians at Durham, and the interval between updating the temperétﬁre
prdfiie wgs normally 15 minutes. These values are aléo entered .in the input
data file, and the model may then he run to generate the required temperature
preﬁiciinns.
| fhe general purpose model has been u;éd_in—this manner to .produce the
results described in later chapters. In musf of these applicafions, tﬁe
surface't?mpgrature pfedicti0n5 are compared either with measurements made by
a ,rédiom;iér, or with other setsrof temperature predictions. However, the
“model may a1;D be used- to predict the di;rnal variatian of the surface
tempgratpre contrast ;bgﬁween two different surfaces, provideéd they both
sati$¥Y‘phé relevant cébditiuns governing the use of the model. The method

- g;USeﬂ 'is[ firstly tofébtainvthe surface temperature.predictions for .the oebject

.

input - data file for . the nodel suitably nodified to describe the

»;héféﬁté?iétits of the Bﬁckgrnynd material surrounding the object. The abiility
4 to predict the temperatures of the object and its surroundings is particularly
important if the model is to be used for purposes such as the evaluation of

camouflage, where effectiveness may be measured by the magnitude of the

tghpérature‘contrast,



1.6 Scope of. the wdrk..

'Tﬁe f@lluwiﬁé* chapters describe the work carried out with the general
pqrpoSe comﬁdter maodel for objects with nan-vegefateﬁ surfaces, and the
methods used to obtain  the data required as input for the model. The
theoretical basis for the model is cutlined in Chapter 2,' which begins by
considering the one-dimensional equation of heat conduction and how it may be
solved to provide the required temperature predictinns! The formation of the
boundary conditions for the solution of thé- equation is then described,

fulinwed by a discussion of how the model is used and the input data that are

-

: rquiﬁgﬁ, Chapter 3 contains the results of a sensitivity analysis which shows

hnwbhuntértainties in the values of the input parameters for the model might
affect the temperature predictions.

| The equipment used to acquire the dgta required as input fﬁr the model is
ﬂéScribéd in Chapter 4, along with the.mEthods of storage used for the data.
The gpQQrgms which were developed to operate the'equipment under the control
of a coééﬁter, and those for fhe subséquent off-line analysis of the data, are
outlined in the Rppend@x. ’

Vphapter 5 contaias the results of thé validation of the general purpose
tDmpgtgr; model , 'Qﬁjch verified that the maodel could produce: a;curate
simgla&ions,nf the kauwn thermal behaviour of a réal object under specified

“ngthef w;pnditippEijThg,_yatidatibn exercise was carried out for two simple
»sthuﬁgur&s c0mpfi5iﬁg;cnntrete anﬁ aéphalt surfaces, and the method wused
gﬁnéi;t;d?_of ,cdﬁﬁ;ring the .diurnal variation of the surface tempefatures
ﬁrgaicteﬁ‘by the'ﬁuQei wi§h~fhnse measured by a raﬂiomefer. The results of
this chapter are also used to evaluafe the ability of the model to predict
tegperatUrE cdntrasﬁs Between the two gurfaces. |

-Chabter 6 contains the results of an attempt to simulate the behaviour of
'thg'éuf{ate~température of a vertical south facing sandstone wall, which was a
mﬁfp-hofe di%frcult—mndellrng problem than was encountered in the validation

exercise. It was found that the agreement between the predictions of the model



anq :mg%éunéﬁéqf§fm;déia}réi%ﬁ:id@étér was not ég,gééd~as for the concrete gﬁdj
aaphait sufiééeg; éﬁﬁvthé_pqgaiffebnqasans for ﬁﬁiﬁ are.discussed.

Lg'fﬁg ;q&clus{on, theisigﬁi?ie;ﬁce of rthE :resulfs from the previéﬁs
chépteré fs"ﬂiéEUQSEd, and the current improved»deéiqﬁ of the equipment used
to meéqgke’aﬁfface temperatures is described. This is ¥£linwép;by suggestions
for. imﬁEUVEménts to the present version of the general purpose model, and
fiﬁérly tﬁeré is an analysis of the likely directions £ér the dévelopment of
fufﬁfe ‘quéls, taking into account the experieﬁce gained in the use of the

ccurrent model.
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Chapter 2 Theory -and construction of the general purpose model to simulate

the thermal behaviour of non-vegetated objects.

2.1 Introduction.

The temperatures both at and below the surface of a simple structure will
vaFry throughout the day due to the magnitude of the net heat flux and whether
it is directed into or out of the structure. This is known as the diurnal
temperature wave, and typically extends to a depth of around 1 m for soil. It
is caused by variations in fhé heat fluxes incident on the -surface of the
etructure, which in turn leads to heat being conducted through the structure
from warmer to cooler regions. The type of fluxes which are acting on nmost
non-vegetated surfaces are shown in Fig. E;i, and the typical diurnal
variation in these fluxes for a spil surface is shown in Fig. 2.2. The
recsulting change in the temperature profile with time of day for a homogenous
soil column is shown in Fig. 2.3.

The general purpose model was developed with the aim of simulating the
temperature variations both at the surface and within a one dimensional
non-vegetated medium wunder a wide variety of weather conditions. The
temperature profile within tﬁe medium is derived from the solution of the
differential egquation of heat conduction, subjecf to boundary conditions at

“the surface and a specified depth representing the lower boundary. The
restriction on the use of the model is that it must be possible to assume that
heat transfer only occurs in one direction within the medium, which restricfs
the application of the mndél to certain types of simple one-dimensional
targets. Dbjects suitable for simulation are basically composed of materials
which are homogenous and have a thermal conductivity which is independent of
position. The model can alse be applied to composite structures concisting of
several uniform Jlayers of materials with different thermal properties.
Considering the most common case where the heat fluxAis vertical, the layers

must. have horizontal upper and lower boundaries, with the width in the



horizontal plane being large‘Cohpéredeifﬁ.the dépth in the material which ‘ig
influenced by thé diurnal teﬁperatdfe"aave, In addition, it must also be
possible to assume that there are,nd:ihternél heat sources in the structure,
and that heat traﬁsfar does nﬁt Uecur due to water.

In the next section of this Chapter, the heat conduction equation is
explained along with a brief description of the types of numerical methods
which have been wucsed to solve it., The wupper boundary condition 4or the
splution of the eguation is obtained from the equation of balance of the heat
fluxes acting at the surfage,iand Section 2.3 contains a description of the
parameterisations used to estimate the magnitudes of these fluxéé.” This is
followed Sy a brief description of +the definition of the*lﬁwer boundary
condition. Finally, in Sectiuh 2.5, a flowchart {for the model is given and the

use of the model on a mainframe computer is outlined.

2,2 The heat conductian equa@inn.

let us consider the structure illustrated in Fig 2.4, which saticfies the
conditions for the use of the one-dimensional ﬁodel outlined 1in Section 2.1,
The one—dimensional' equation of heat conduction may be used to represent the

heat transfer within the structure, and can be written as followsy

K 3k (2.1)

Where & is the thermal diffusivity of the material, and is defined by,

where; k = Thermal conductivity of the material,
R = Density,
an&:t = Specific heat,



Equation 2.1 is a linear homogenous <cecond order partial differential
eguation, and consists of a first order derivative in time and a seconﬁ order
derivative in.distance. The unigue éolutinn ot the eguation for 0§ z £ h in
the one-dimensional structure and‘ for t » 0 is obtained by specifying the
initial temperature profile in the structure at time t=0, along with the
boundary conditions at the two outer surfacez of the structure with z=0 and

z=h. The boundary condition at the lowest point, =z=0, is specified by a

constant temperature, and can be written as;
T(z=0,t) = To (2.3)

where To is a constant temperature,.
The second boundary condition is obtained by specifying the net heat flux

at the surface, and is written as,

kT - G

oz 1y,

(2.4)

where G is the net heat flux,
and }:I is the tempera{ure gradient at the surface.
Vg,
The value of the net flux is calculated from the equation of energy balance,

which equatés the fluxes acting at the surface. This equation can be written

as}
S+R+H+L+6=20 » (2.3)
wherey § = Total absorbed short-wave solar flux,
R = Net absorbed long-wave flux,
“H = Sensible heat flux,

and L

Latent heat flux.



The #luxes are concidered to be positive if they are directed towards the
boundary between the surface and the atmusphere. Substituting for 6 in

Equation 2.4 lesds to the boundary condition taking the foram;

KYT! o S+R+H+L

N (Z.6)
z 1=k

These fluxes are represented in the wmodel by the wmathematical
parameterisations which are functions of the surface temperature, with the
exception of the eguations wused to calculate the incident short-wave colar
flux. When these parameterisations are substituted into Eguation 2.4, the
result is that, the boundary condition becomes a non-linear functicn of the
surface temperature. It is then not possible to SGJQE the theat conduction
equation by analytic methods, and it is therefore necessary to use a suitable
approximate numerical method to solve it.

The first version of the general purpose model was developed for use on a
Tektronix 4052 computer, and used an explicit finite difference method to
solve the equation. This had the advantage of simplicity, but the disadvantage
that a stability criterion had to be met. This 1is é function of the vertical
step size in the structure between points at which predicted temperatures are
required,. .and the time steps between updating the temperature profile within
the structure. It is also a function of the diffusivity of the material from
which the structure is composed. For a typical example, assuming a diffusivity
betwegn 0.601 and 0.03 cm2s-*, and a vertical step size of | cm, then this
imposes the condition .that the time step must be less than 60 seconds. As - a
result of this, a large amount of processing time is required, andbcnmbined
with the small memory space available in the micro-computer meant that the
applicatinnf qf the model wWwere rather limited. Two other versions of the model
we;e developed in an attempt to overcome this problém, and the;e used implicit

finite difference and finite element methods to solve the heat conduction




equation. These were not restricted in the choice of time step through a
stability criterion, but the limitatiuns of the computer still meant that only
simple targets could be modelled. Thie lead to the development of the
currently used version of the model, which is désigned for use on larger
mainframe computers and 1ie written in standard FDRTRAN‘IV. This model was
developed from the micro-computer model which used the finite element solution
method, and also has improved parameterisstions for some of the heat fluxes at
the upper boundary.

In terms of the accuracy of the predicted temperatures, there 1is little
to‘ distinguish between any of the solution methods mentioned. A comparison of
the temperature predictians'nf these mpdels for the same surface and under
identical weather canditiuné showed that the predicted temperatures were in

agreement to within abput 0.1 °C.

2.3 The Upper Boundary Condition.

As mentioned in the previous section, the upper boundary condition 1is
ocbtained from the energy balance eguation at the surface, Egquation 2.5. In the
following sections, brief descriptions are given of the metheods by which the

values for these fluxes are obtained in the genefal purpose model.

2.3.1 The solar flux.

2.3.1.1 The solar flux incident on the surface of the Earth.

The solar flux is the only term in the equation of eneragy balancek.which
is gqenerated by a source independent of the surface on which it is incideht,
and while it is acting during the daylight hours has @& agreat ambunt of
influence on the tedperatures both at the surface and within the material.

The magnitude of the solar flux incident at the top of the atmosphere
varies slightly through the vear with changes in thé Earth’'s orbit. Virtually

sll of the radiation is composed of'wavlengths in the range from 1500 nm to




& pm, and %“ of this is in the U.V., region, 45% is visible light, and 4&% is
infra—réd radiation. The magnitude of the 4lux reaching the surface is
determined by absorption and cgcattering interactions with the gasec and
particles present in the atmuspheré. The eccattered radiation is ogenerally
known a5 the diffuse 4lux, -while the radiation which passes through the
atmosphere without interacting is referred to as the direct fluxt.

Scattering of the solar flux is caused mainly by dust particles and air
molecules. If the diameter of the scattering centre is lese than one tenth of
the wavelength of the incident radiation, then wavelength dependent Rayleigh
scattering will occur. However, if the particles are larger, then the
scattering becomes independent of wavelength. About &% of the flux incident at
the top of the atmosphere is scattered back into space, while about 20}
reaches the surface as diffuse solar flux, |

The absorption of selar flwi by atmospheric constituents occurs in two
main wavelength bands. Almost all of the incident radiation with wavelengths
below 3000 nm is absorbed by ozone and oxygen {02! molecules, while the
primary causes of absorption of wavelengths abﬁve 7000 nm are water vapour and
carbon dioxide molecules. The Enerﬁy absorﬁed in this way is re-eaitted as
longer wavelength infra-red radiation, and the resulting flux reaching the
surface of the earth is dealt with in Section 2.3.2.

So far, it has been assumed that'the atmosphere is free {from clouds.
However, «clouds are usually present to some degree and affect the solar flux
in three ways. They refect a proportion of the flux back into space, and
increase the diffuse flux component through scattering within the cloud. The
water vapour in the clouds alse absorbs solar energy. The amount of influence
that they have on the magnitude of the solar flux reaching the éurfaﬁé'depéhds
on the type of cloud and such factors as their height and thickness. A wide
range_of types of cloud are commonly observed, and vrange frem thin, high
altitude clouds to thick, low level stratus typeg. The former has the least

effect on the solar flux, while the latter interacts very strongly, and does




not allow any direct solar radiatieon to reach the surface.

It is clear that the interaction between the solar flux and the
atmosphere is very cnmpleg, and it is therefore difficult to simulate this
behaviour accurately. The general purpose model includes a separate
mathematical model as a basis for the calculation of the sa}ar flux., This was
created by Lacis and Hansen in 1974, and uées enpirical relationships to take
into account the effects of scatterinn and absorption by water vapbur and
ozone. Absorption due to carbon dioxide and molécular oxygen is not included
as their combined effect iz assumed to be negligible. There are two main
advantages to _recummend the use of this wmodel. Firstly, because it is
relatively simple, it does not require a large amount of computer memcry space
or a long processing time. Secondly, the empirical relationships are in  terms
of meteorplogical parameters whith are commonly recorded at mﬁst weather
stations, such as the wet and dry bulb depression and the-air pressure,

The end result of the model is.a prediction of the seclar flux which sould
arrive at the specified plane under a cloudless sky. As discussed previously,
the effects éf clouds can not be ignored,.so the predicted flux therefore
needs to be modified to take their effects into accuunt; This is not a simple
task, as «cloud d{ormations wmay change rapidly and accurate observations are
diffj;u}t and generally infrequent. A simple approach was chosen in  the
general purpose model, where the predicted +lux wae multiplied by a:Shart-wave
cloud cover factor. The value of this {actﬁr can be obtained from data
provided by Kondratyev, 1969, and depends on the solar elevation and the type
of cloud obscuring the sun. A more detailed description of the significance
and effects of this parameter on the temperature predictions of the model is
given in Section 3.3.6.3 of Chapter 3, which is concerned with the sensitivity
analysis carried out on the general purpose model.

The simple model described in the previous paragraphs Qill give &
reasngable estimate of the solar flux, but if greatér accuracy is required, it

is necessary to make direct measurements of the flux with a solarimeter.




However, ‘the letter ié 0nJy'pnésihlg§for certain applications of the model,.
which include, for exdmnple, the validatiOH of the model described in

Chapter 5,

2.3.1.2 Abeorptian.of thersolar flux.

The <solar flux incident on a surface consists of the direct and diffuse
components described in the previous sectien, and has to be split into these
cnmpqnehts in order to calculate the net absorbed flux. This is necessary {for
two main reasons. Firstly, the effEttive albedo of the surface is different
for the +two components, and secondly, if the surface of interest is not
horizontal, the incident direcﬁ flux component will depend on the angle of
inclination of the surface.

In general, the albédp {s a function 0¥-thg angle that the sun makes with
the ‘ﬁéfmal to the surface, 1, and typical éﬁampies of this variation for
different surfaces are shown in Fig._§,51 This behaviour is represented in the

model by the Fresnel reflection characteristic,
o (z) =g+ (1 -og) x exp (0.1 x (90-2)) (2.7)

where o o is the albedo of the surface as z-apprdaches e,
The value of the solar zenith angle is calculated through an equation which
depend; <oﬁ sdfh factors as the>;nclination and azimuth angles of the surface
which may be easily measured., The derivation of the relevant equation by a
GEUHéterical method is explained in éﬁme detail by Bellers, 1945,

THe diffuse 4lux 1is considered to be isotropic, and is calculated from

the equatien given by Kahle, 1977,
8p = (0,15 - 0.1 cos(z)) % S+ (7.8)

where By is the total short-wave'fihx incident on a horizantal surface.




The albedé bt the surface for the incident diffuce flux is given by
6zisik, 1973, and is obtained from summing the ratio of the incident to the
reflected fluxes Dvér the 180° possible range of angles of incidence.

uD:O.S:‘f {1 +°<Q) (2.9)
Hence the diffuse flux absorbed by the surface iz,

Ap = S (1 - ) f (2.10)

where f is the fraction of the éky that 1is unobscured as viewed from the
surface.
In the ctase of the direct fiux, the cumpnhént absorbed by a surfazce with

eplar zenith angle i is simply,

(1 - = {i})) {2.11)

>
e
i}
(4}
=
e

where Sy is the incident direct flux component normal to the surface.
The value of &; is assumed to be zero if the sun is obscured by clouds, or 1is

otherwise calculated in the general purpose model by subtracting the value of

the diffuse flux component calculated in Egquation (2.8) from the total flux
incident on the surface. 1f necessary this may then be multiplied by the

appropriate factor to transfer from a horizontal to an inclined surface, i.e.

€y = (5¢+ - Sp) % cos{i) {2,12)
tos(z)
where 1 1s the solar zenith angle for an inclined surface, and z is the angle
for a horizontal surface.

The third source of _short-wave flux incident on a surface consists of

radiation which has been reflécfed from the surroundings. This can bhe




considered as diffuse flux, is assumed to be appronimately given by,
Ar = Sy x o x (1 - 5) x (1 - §) {(2.13)

where © ig the average albedo of the material surrounding the surface.
In summary, the total flux absorbed by the surface consists of the thres

components described above, and is therefore given by,
8 = fA; + Ap + fAg (2.14}

2.3.2 The lona-wave flux.

2.3, 2.1 Radiation emitted ftnmvthe surfa;e.

The surface of thelearth has an average temperature of sbout 285 K due to
the heating effect of short-wave radiation, which results in it acting as a
source of long-wave radiation., It i¢ assumed to behave as a grey body, and
most of the radiation is emitted in the range from 4 te 50 Jo, with a maximum
at  about” 10 pum. The magnitude of the emitted flux is aqiven by the

Stefan-Boltzmann law,
Radiative Flux = e @ T* (2.15)

Hhére T is the temperature of the surface,
6 is fhe Stefan-Eoltzmann constant,
and e is the infra-red emissivity.
The value of the 1infra-red emissivity depends on the type of sﬁr$ace from
which the radiation is being emitted., It is in the range from 0O tu.lynwith the
upper limit corresponding to a black body -emitter. The value of the emissivity

also varies with angle in a similar manner to that shown by the chort-wave

albedo, and this is expressed by Paltridge and Platt} 1274, as,



elz) = g0 % (1 ~ exp (-0.1 x (90¢-2))) (2.18)

where eo is the emissivity when the viewing angle with the normal, z, is 0°.
The net long-wave flux at the surface of the earth is the result of three

components. This can be expressed in the following eguation;

Net Radiation = Terrestrial Radiation - Counter Radiation

-~ Radiation from Surroundings (2.17)

The first component is simply given by the Etefan-EBoltzmann law
(Equation 2.1&8), while the other two are more difficult to calculate, and are

explained in more detail in Sectione 2.3.2.2 and 2.3.

-~
[CRENNY

2.3.2.2 Counter radiation.

The counter radiation is the downward flux of long-wave radiation which
is emitted by atmospheric constituents and clouds. The atmosphere absorbs
about 91% of the terrestrial radiation emitfed by the surface of the earth,
while fhé remainder is lost to space through the atmospheric window between
8.5 and 11 Pm.’The main absorbers of the radiation are water vapour, and to a
lescer extent ozone and carbeon dioxide., They re-radiate a proportion of the
absorbed energy back towards the surface of the earth also as infra-red
radiation, 90% of which originates in the lowest 800 to 1600 m of the
atmosphere, This {lux 1is wusually expressed as a function of the air

temperature st screen height, 1.e.,
Radiative Flux = e, 6 T7.:% {2.18)
where T, ig the air temperature,

and e, is the effective emissivity of the atmosphere.

Ac the atmospheric constituents are selective absorbers and emitters of
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radiation, their emissivity is dependent on the wavelcongth of the radiation.
The effective emissivity of the atmosphere is therefore used to represent the
average emissiviiy over the entire range of wavlengths 1in the long-uwave
spectrum considered, and will depend on the relative concentrations of the
absorbing gases. The value of this parameter is evaluated from an empirical
gxpression in terms of more vreadily measureable guantities. Many such
expressions have been proposed, and in the general purpose madel an equation
suggested by ldso, 1981, is used. This is written as,

Br = 0.70 + 5.95 % 1079 w p x exp(1500/7,) (2.19)
where T, is the air temperature at screen height,

and p is the vapour pressure in millibars,

When there are clouds in the sky, there will be a further contribution to
the downward flux., This flux is calculated using the method suggested by
Kimbal et al., 1982, where the cloud radiation is assumed to be transmitted
only through the 8 to 14 Jm atmospheric window., The atmospheric component of
the flux is assumed to be unaffected by the presence of clouds, as most of the
flux emitted by the atmosphere originates at levels below normal cloud base
heights, The flux <calculated by wusing empirical equations in terms of
parameters such as the cloud base height and degree of cloud cover. The latter
paramefer is represented in the general purpose model by the long-wave cloud
cover factor, the value of which ranges from zero for a clear sky to one for
complete, dense cloud cover. The value of this factor is derived from
radiometer measurements of the sky as described in Section A.3.1.2. The value
of the flux is finally multiplied by the fraction of the sky which is visible
from the surface of interest.

-

2.3.2.7 Radiation from surrounding objects.

The sources of this radiation flux are the objects which may obscure the
field of view of the sky from the surface of interest, and typically include

trees, bushes, and buildings. Two m®main assumptions are made in order to
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simplify the -calculation of the value of this flux. Firstly, it is assumed
that the radiation is contained entirely within the 8 to 14 pm band. Secondly,
that the radiation hehaves as if it was generated by a single black body, with
the surface temperature equal to the average of the surface radiation
temperatures of the csurrounding objects. The eguation usgd to determine the

flux i1s written;

Radiation from Surroundings = 0.3 x @ % T2% % fg x (1-4) (2,20}

where Tz is the average surface temperature,
fe is the fraction of radiation emitted in the 8§ to 14 pm band,
and (1-f) is the fraction of sky cobscured.
The factor of 0.5 arises from integrating the fluxes arriving +rom elements
over the curface of =& hemisphere, and the value of fg is obtained from an
equation used by Kimbal et al,, 1982, in their analysis of the +{lux arriving

from clouds.

2.3.3 The sensible heat flux.

The sensible heat flux consists of the flow of heat between the ground or
the surface of interect and the atmosphere., The diurnal variation of this flux
is shown in Fig. 2.2. It is usually directed away from the surface during the
day, and in the opposite direction at night when the air temperature is warmer
than the surface temperature.

There are two mechanisms by which heat 1is transferred between the
atmoephere and the. surtface. A thin laminar boundary layer extends for a few
nillimetres from the surface, and within this region, energy transfer takes
place by molecular‘ conduction wunder the influence of high temperature
pradients, ﬁs the distance from the laver is increased, energy transfer by

turbulent eddies rapidly becomes the dominant perEgS for energy transfer. The

nagnitude of the flux is calculated from an equation used by Khale, 1977,



H = g ¥ Cp Co x #W 84 (Ty-T2) {(2.21)

where Ty is the air temperature at a height of 1.5 m,
Tz is the surface temperature,
W is the windspeed corrected for gustiness, sgual to the measured
windspeed with 2 m/sec added, |
Cp 15 the drag coefficient,
€p 15 the specific heat capacity of dry air at constant pressure,
and ¢ is the density of air at the surface.

The drag coefficient, Cp is evaluated from;

| 0]
ra
b

Cp = 0.002 4 0.006 x (2/5000) {

where 7 is the altitude of the surface above sea level.

2.3.4 The latent heat flusx.

The latent heat flux is normally directed towards the atmosphere, and is
due to water evaporating from & wet surface. Alternatively, when water vapour
tondenses from the atmosphere onto the surface to form dew, the flux will then
act in the opposite direction. |

The mechanisms by which water vapour 1s transferred between the
atmosphere and the surface are similar to that described for the sensible heat
flux. In this case, the water vapour molecules move across the boundary laver
under the influence of a vertical humidity gradient. As the dicstance from the
layer is increased, the dominant process then becomes turbulent transfer.

The parameterisation used for this flux was obtzined +from FKhale, 1977,

and is expressed as,

L=9 x Cpx Wixl x (gz - gy (2.23)



where 1 is the latent heat of evaporation,
gy 1s the mixing ratic of the air at a height of 1.5 m,
g= 15 the mixing ratio of the air at the ground,

and W, Q¢ and Cp are as defined in Section 2.3.3.

The mixing ratic of the &air at the ground ics evaluated {rom;

where M is the meisture factor,
and g’ is the saturation mixing ratio of the air at the temperature of
the surface.
The moisture factor, M, represents the state of saturation of the surface with
values ranging 4from zero {for a dry surface to one if the surface ig totally

saturated. The value of the mixing ratio is obtained from;

where v 1s the vapour pressure at 1.5 m,

and p is the atmospheric pressure.

2.3.5 The net heat flux into the structure.

Heat is tranferred by conduction through the material of the structure
under investigatien, and assuming the effects of heat transport due to
meisture can be ignored: then Egquation 2.4 may be used to describe this +{flux
in terms of the conductivity of the material and the temperature gradient at
the surface. In the general purpose model, the magnitude of the {flux is
talculated by solving the heat balance -equation, Equation 2.3, with the net
flux as the unknown quantity. The values for tﬁe other fluxes in this equation

sre obtained by using the parameterisations described previously,



2.4 The lower houndary conditinn,

As stated in Section 2.2, the lower bdhndary candition ig specified by a
constant temperature at a fixed depth beneath the surface of the stfucture,
and it is assumed that there are no heat 4luxes passing through this level in
either direction. If sources of heat within the structure can be ignored, then
the lower boundary will be located &t a depth greater than or egual to the
lowest point influenced by the diurnal temperature wave. The minimum depth for
the lower boundary depends on the materials of construction involved, but it
is typically about | m for seil. This is illustrated in Fig. 2.3, which shows

the typical behaviour of the diurnal temperature wave in a spil column,

2.9 Construction and application of the model.

Apart from the cholice of the numerical method used to solve the
differential eﬁuatinn of heat conduction, all of the versions of the model
mentioned in Section 2.2 are basically constructed in the same Way. A
flowchart showing the general method by which the model predicts temperatures
at the surface and within the material is given in Fig. 2.6.

The use of the mainframe ceneral purpose computer model 1is extremely
simple, and only requirés the creation of a data file containing the values
for parameters used by the model. The nature of fhese parameters are briefly
cutlined in Table 2.1, and <consist of either time independent oar tiame
dependent values. The latter are cpecified in the data +file along with the
time at which they were recorded. The first part of thé program reads in the
parameter values from the data file, and assigns these values tao the
appropriate variables. The next section of the program 1s only important if an
explicit {finite difference method is being used to solve the equation of heat
conduction, and checke that the stability criterion 1is satisfied. The
tollowing section uses linear interpelation between the time dependent data
points to estimate the values of the parameters. at the specified time

intervals from the beginninag to end of the modelling period. For all of the



opplications of the model described in:la{er thapters, the 24 hour wodelling
period ran from noon to noon, and the time interval was 15 minutes. This wé§
chosen to coincide with the {requency at whichA weather measurements were
recorded, and it was also rnuqﬁly the same as the freguency with which
measurements of the cloud cover factor and representative temperature of the
currocundinos were made. If the incident solar flux is not input as data, then
this it calculated at the reguired time intervals using the nethod described
in Section 2.3.1.

The next part of the program is concerned with the prediction of the
surface temperatures and the temperature profile within the stﬁucture, which
ig pbtained by solving the heat conduétiﬂn equation ag described in
Section 2.2. The procedure is illustrated iﬁ Fig. 2.6, and is repeated fo
talculate the updated wvalues at +the specified time interval, Finally, a
summary of the predicted temperatures is printed, and if applicable these «can

be compared with temperatures measured by a radiometer.



Tecble 2.1 Data reguired as input for the model.

Time independent parampters.

—

Fhysical properties of the target,

Haterial and surface properties.
Beographical location and inclination of the surface.
Initial temperature profile within the structure.

Temperature at the lower boundary point.

Farameters determining the output of the model.

l ()

Starting time and duration of the modelling period.

Time interval between predicting updated temperatures.

Time dependent parameters,

Fecorded at fixed intervalc by weather ctation.

|~

Weather conditions at the cite.
Short-wave cloud cover factory

(estimated from solarimeter measurements,)

3

. Derived {from measurements made by the radiometer.

Representative temperature of the surroundings.
Long-wave cloud cover factor.
Heasured surface temperature;

(for comparison with the predictions of the model.)
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Chapter 3 gensitivity analysisvuf the general purpose model.

3.1 Introduction.

A sensitivity analysis wasg carried out on the general purpose model which
is used on a mainframe TEM 434! computer. The reason for this erercise was to
evaluate the effects produced in the temperature predictions of the model by
changes in both the surface and material properties of the target of interest,
and changes in the local weather conditions. The results.can then be used to
determine which of the parameters need to. be measured most accurately. In
cases where the parameter can only be estipated with 2 IDQ degree of accturacy,
tor example the cloud cover factors or the amount of surface meoisture on the
targé{, fhe results of the analysis will'Asth the wuncertainty in the
temperature predictions of the model introduced by errors in the estimation of
these parameters.

The first stage in the =censitivity analysis was to set up & file
containing data for a suitable target over a 24 hour period. The parameters
used {for this standard.day are described in moré detail in the next section,
but generally fall into two main categories. Firstly those which are basically
constant, such as the parameters which describe the characteristics of the
§ite and the materials of composition of the térget, and secondly parameters
which exhibit a variation in magnitude ovef the 24 hour peripnd, such as the
incident short-wave solar flux.

The sensitivity analysis was carried out by varying Dné 0f the parameters
in the data file at a time through the range of values likely to be normally
encountered, while keeping the other parameters fiied at the values used to
ohtain the standard prediction, The restriction of altering only one parameter
st a time was <chosen to simplify the analysis., This was necessary as the
number of ppssible combinations of different parameter values ‘would be very
la}gé; There is aleo the added advantage that the va}iation of only one of the

parameters means that its influence on the model temperature prediction can be
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ceen  very easily. The results of the analysis are discussed in Section 3.3,
and graphs are included to show the variation of the predicted diurnal surface

temperature wave with changes in certain parameter values,

3.2 Values of paremeters used in the standard prediction.
In this section, the valuesz of the parameters used as input for the model
will be given., These values were used to set up the standard prediction of the

diurnal surface temperature wave for the target.

3.2.1 Froperties of the concrete taroet and its surroundinags,

The target used for this analysis was constructed as shown in Fig. 3.1,
and consisted ot a concrete surface with layers of oravel and soil beneath.
Each of the layers was assumed to be hamagenoﬁs ‘and to be of uniform
thickness. The thermal properties of these materials were obtained from the
results of measurements made by FBEalick et al., 1981, and are listed 1in
Table 3.}. Table 3.2 gives the relevant surface properties for concrete. The
albedo and emissivity are typical values for concrete, and as the surfate was
acssumed to be dry, the moisture factor was set to zero.

The concrete target was assumed to be-lacéted in an exposed site, &t an
altitude of 133 m above sea level. The surface of the target was horizontal
with azimuth and inclination angles of 0°, and not shaded {from the sun by
obstructions., The geographic locatién was taken to be Duston, Nnrthumberland,v
which is at a latitude of 53° N. The 24 hour period for the standarﬂ
temperature prediction was taken to be from 12:00 21et April to 12:00 22nd
April 1982,

The initial temperature prefile was obtained by the following procedure.
Firstl& the temperature profile throughout the composite structure was set to
a-unigorm value. This was arbitrarily chosen to be the same as the temperature

at the lower boundary, which was derived from the soil temperature measured at



a depth of 1 m &t Durham Obcervatory vnver the 24 hour periocd. The other
parameters in the input Hata filE'fDr the nodel were set to the values chozen
for the standard prediction, which are giQen in this section and in
Section 2.2.2, After running the model with this initial profile, the finpal
predicted profile at the end of the 24 hour pericd was qsed to replace the
original and the model run again with the same meteorolgical conditions and
values for the other parameters, This was repeated until a stable predicted
temperature profile in the material was obtained, such that running the model
with these values generated a final profile at the end of the 24 hour period
which agreed with the initial case to within around 0.1 ©°C, The resulting
predicted diurnal surface temperature wave for the target was then taken as a
standard for comparison with the results obtained when parameters in the data
file were wvaried. However, if there was a change in the construction of the
target, for example when the thickness of the lavers of material were varied,
then a new profile was formed by the method described abovel The initial

temperature profile which was used for the standard prediction 15 cshown in

Tablg 3.1 Material properties of the constituents of the taroet.
Material Conductivity Diffusivity
Concrete ...... 1.58 W m=' K=* .,.... 7.2 x 10-7 p2 -t
Gravel ........ J.00 W om?t K-t ... 8.0 x 107 p= s

Soil ..... cenas 0070 W Rt K- L., 407 x 1077 @2 s

Table 3.2 Surface properties of concrete,

Farameter Value

Vertical albedo ........ oo 030

Vertical emissivity ...... 0.%97

Moisture factor ...... vee. 0,00



3.2.2 Meteorological conditicons,

THe weather conditions were specified every 15 minutes in the data file,
and, apart from the incident solar flux, were assumed to have constant values
during the 24  hour period of interest. These values are given in Tabkle 3.3,
along with the other meteorological data reguired by the model. The sky was
assumed to be clear, so both the long-wave and short-wave cloud cover factors
are zero. The incident solar {lux on the concrete was predicted by fhe model
using the parametericsation of Lacis and Hansen, 1974, as described in

Cection 2.3.1.

Table 3.3 Heteorplpoical conditions used for the standard prediction.

Parameter Value
Air temperature .....v.viennn e vae 100 °C,
Wet and dry buib depression s.assvsneene 2 9L,
Bind cpeed vovuvnnan Crer e e o 3 om st
Long-wave cloud cover factor ....evveevs O
Short-wave cloud cover factor ...o0vevnne O
Clnuq base height ..... .o, 300 m,
Density of air ........ Crraaaaas Caaen 1.254kg m-=,
Atmospheric Pressureé ..o evearoraas oo 1000 mb.

%
il

FReegults of the sensitivity analysis,
The results of the analysis are summarised in Table 3.4, and discussed in

the following sectians.
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4 Helative sensitivities of surface temperature predictions

to changes in parameter val

Hes.

Most sensi

tive,

Air temperature

Vertical emicsivity

Vertical

Hindspeed

albedo

Moderately sensitive,

Cenductivity of the top layer

Thickness of the top laver

Density of air

Surface altitude

to insensitive,

Squhtyy sensitive
Wet and dry bulb dgpreésion
Cenductivity of second laver
Conductivity of third layer

Initial temperature profile

.31
v

Site characteristic parameter.

Surface atmospheric prescure
Thickness of second laver
Diffusivity of all lavers

Lower boundary condition

+a.1.1 Surface altitude.

The results &f the sensitivity analysis for altitudes
level to 1500 m are plotted in Figure 3.3, and it can be seen that

differences between the predicted tempercatures

larger during the day than at night.
dependence of the censible and latent
the empirical drag coefficient, Cp.

the drag coefficient as chown in

sections of the model concerned with
latent heat {fluxes. An explanation of
is in Section 3.

temperatures given

ranging from sea

the

for different altitudes are

This behaviour occurs as a result of the
heat fluxes on the surface altitude, via
The surface altitude is used to evaluate

Equation 2.22, which is then used in the

the - ralculation of the +sensible and

how these {fluxes influence the predicted

3.5.2, with reference to the sensitivity

analysis carried out on the value of the windspeed.
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Surface parameters.
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2.1 Vertical emissivity.

The model predictieons were found to be very sencitive to this parameter,
and the results of the sensitivity analysic are plotted in Fig. 2.4. The araph
shows that a chamge in the emissivity of the surface prnducgs a uniform change
in the predicted temperature over the 24 hour pericd. It can alsc be seen that
as the emissivity 1ie¢ increased or decreased from the value used ih the
standard prediction, then the predicted temperature will show a corresponding
increase or decrease.

T T
(LI

3.2.2 Vertical albedo,

The model predictions are also very sencitive to this paraméter, and the
results of the sensitivity aﬁalysis are plotted in Fig. 3.5. It can be seen
from the graph that the variation of this parameter has greatest effect during
daylight hours, when decreasing the albedo causes the predicted temperatures
to rise as additional short-wave radiatieon is absorbed. At night, the incident
short-wave solar flux is zerp, so the predictions are independent of the

albedo.

. 3 Material parameters.

D

e

3.

.1 Conductivity of the top layer.

fhe effects of altering the cénductivity of the top layer of the three
layer composite structure are shown in Fig, 3.6. It can be seen that &
variatian of 30% {from the value used for the standard prediction is reﬁuired
te produce a maximum change in predicted temperatures of 1 °C. Other
predictione plotted on this graph show the effects of larger changes in the
conductivity, and correspond to the results which would be cobtained if a

material other than concrete was used for the top laver of the structure.
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3.3.3.2 Condurtivity of the second layer,

The wmodel was found to be wmuch less sensitive to changes in this
parameter. 1t was {found that an increace of 100% or decrease of GS50% in  the
value wused for the standard prediction was required to produce a mawimum
change in predicted temperatures of 1 °f. Eoth of these extre%e CAcES
cerrespond to & change in the material of construction of the layer, and
therefore it can be assumed that the model is insensitive to changes vin the
value of this parameter within the range of likely values for the given
material of construction.

R
o

.2.3 Conductivity of the third layer.

The model was found toc be insensitive to even large variations of this

parameter.

.4 Diffusivity of the top layer.

T 7
Jad

The predictions from the model were found to be relatively incensitive to
increases of wup to 1004 in this parameter. However, when & lower value was
used, the predictions started to show a distinct difference from the standard
rase after the parameter was decreased by over 50%. However, as mentioned
previously in Section 3.3.3,2, variations of thisvmagnitude would correcspond

to a change in the material of construction.

3.3.3.5 Diffusivity of the second and third layers.

The model predictions were found to be insensitive to variations in the

values of both of these parameters.

3,3.3.6 Thickness of the top layer.

Variation of this parameter requires a change in the structure of the
target. When the thickness of the top layer 15 changed, the thickness of the

third layer is adiusted to keep the total depth of the structdre being
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nodelled to the Dfigidal {igureinf 1 m; The thickness of the middle layer ic
not changed.

The method used té carry out the sénsitivity analysis was to {first define
the new structure, and set the initial temperature profile to a constant value
ot 10 °C throughout, The method described in Section 3.2.1 was used to obtain
a stable profile in the structure, and the temperature predictions for the 24
hour period could then be compared with those of the standard prediction.

The results obtained are sheown in Fig. 3,7. It can be seen that the model
is not very sensitive to_increaéeé in the thickness of the layery a 1004
ircrease produces a maximum change iB thé prediction of | °C. However, the
model is more sensitive to decreases in the layer thickness, with the same
change in the temperature predictions being preoduced by a decrease in
thickness of &0%. This is not surprisipg as the material properties of the

second layer are significantly different from those of the top.

3.3.3.7 Thickness of the second laver.

The sersitivity analysis {for this paraméter was carried out in the sanme
way as described in the previous section. In this case however, the thickness
of the middle layer of the composite medium was varied, while the thickness of
the top laver was kept constant, and the thickness of the third layer adjusted

to keep the total thickness of the structure being considered to a value of

-The results of the analysis chowed that the temperatures predicted by the
model were insensitive to variations of this parameter, provided that the
thickness of the layer was not reduced by much more than 50% of the value used

in the standard predictien,

31,304 Initial'temperature profile and leower boundary conditian.

r
T

«4.1 Initial temperature profile.

This consists of a series of temperatures at given depths in the



structure, at the time‘cérre:ponding to the start of the modelling perinod. The
lowest point for which é"température is specified is chosen to coincide with
the Jlower boundary, and therefore is reprezented by a constant temperature.
The profile is updated hy,ﬁhe model at & specified time interval during the
modelling period. The time interval was chosen to be 13 minutes for most
applications of the model, as thi; produced & good idea of the thermal
hehay?our of the structure without requiring a large amount of computer time,

The depth of the peints for which the temperature datz are given in the
initial profile are determined by firstly splitting the structure into =
series of planar layers, or elements, of a given thickness. The number of
points in the element for which tgmperaturez are to be qiven initially, and
later updated by the model, ic then specified. These pointes, or nodes, are
spaced with equal separatioﬁs through the element, and include the teop and
bottem surfaces. The restriction on the choice of the thickness of the
elements is that they must contain homeogenous material, and they are genmerally
chosen to coincide with lavers of particular interest 1n a nmultilavered
structure. Most materials with low heat canductivities exhibit the greatect
variation of temperature close to the surface, so small element lengths of
about 0.5 cm are chosen. #As the depth increases, so the influence of the
energy balance at the surface decreases, and larger element lenoths are
chosen. Typically this may be up to 40 cm for the élement with the lower
boundary at its lower surface.

The temperature profile &t the start of the modelling periocd was
calculated by using the method deccribed in Section 3.2.1. In the case of the
standard prediction, it was assumed that there was 1nitially & constant
temperature of 7.7 °C throughout the structure, and six repetitions of the
sethod were required to produce the <ctable profile which was subseguently
used. For the purposes of the sensitivity analysis, it was decided to repeat
the procees described above wusing two different Avalues fpr the initial

censtant  temperature throughout the structure. When & value of ¢ °C was




assumed, & ztable temperature profile was obtained after nine repetitions of
the method, whﬁle only three repetitions were ‘required when the initial
temperature was &hangéd to 15 °C., The resulting three stable profiles had
surface temperatures which agreed to within about 0.3 °C, and the surface
diurnal temperature waves predicted by the model over the 24 hour period were
found to be very similar, with a maximum difference of about 0.3 °C. However,
the differences became larpger as the depth below the surface increased, until
at the lower boundary the temperatures were fixed at the values of 0 °C,
7.7 °0, end 15 °C as specified originally.

These results suggest that as long as a reasonable idea of the
temperature 1&g known at sowme point in the structure under investigation, and
provided there are no restrictions on the number of times that the model wmay
be run ip oarder to opbtain & ctable initial temperature profile, then the
surface diurnal temperature wave predicted by the model 1is reasonably
independent of the,inifial temperature profile. However, if it is reqguired to
predict the temperature at a particular depth in the structure, then clearly
the iﬁitial temperature profile will have prapurtinnately more influence on

the resultine temperature predictions as the depth increases.

3.3.4.2 Lower boundary condition.

The solution of the one dimensional equatinh ot heat conduction requires
two boundary conditions to be specified. The lower boundary condition is
defined by a2 constant temperature at the lower boundary point, which 1is
located at the greatest subsurface depth in the structure to which predicted
temperatures are required. This is usually chosen to be 1 m, which 1is the
typical limit of the depth to which the diurnal temperature wave penetrates
natural materials sqch as soil.llt ie therefore possible to assume a constant
temperature at this depth over the 24 hour period to be modelled.

The lower bauﬁdary temperature is speci{ieﬂ as the last value in the

initial temperature profile for the structure to be modelled. The Eensitivity

37



enalysis was carried out by changing this temperature, and then running the
model using the modified profile. Values of 1 ¢C and 10 ©°C were chaosen {or
comparison with the standard prediction, which used a temperature of 7.7 ©C
obtained from measurements at a depth cof ! m made at Durham Observatory over
the 24 hour period of interest.

The results of the analysis showed that the surface temperature
predictions of the model were incensitive to variatione of this parameter, and
that the final temperature profile in the structure was only affected at

depths greater than &0 cm.

1
4
"

3.3.5 Meteorological parameters.

-

i,3.59.1 Air temperature.

As shown in Fig. 3.8, the model predictions are very sensitive {op air
temperature, The sensitivity is such that a change in the air temperature of
5 °C gives rise to a change in the same direction of about 4 °C in the
predicted temperatures. This high sensitivity arises because the air
temperature is wused in many calculations in the program. For example, it
attects the calculated value of the incident splar flux through the dependence
of the amount of water vapour in the air on the air temperature. Dther fluxes
which are calculated using the air temperature are the sensible heat fluw, the

latent heat {flux, and the net long-wave flui.

5,3.9.2 Windepeed.

This parameter is used in the calculations to determine the sensible heat
flux and the latent heat flux, although the latter can be igrored as it is
zero over the 24 hour period considered. The results of the sensitivity

iysis arg chown in Fie. 3.%. It can be seen from the graph that tﬁe model

i N

s3]

is very sensitive to changes at low windspeeds, but becomes l&éss sensitive as
the windspeed is increaced. The reduction in sensitivity arises because of the

dependence of the censible heat flux on the windspeed and the difference in
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femperature between that of the surface and free air, as showun in
Equation 2.21. As the windspeed increases, the temperature difference between
the zurface and free air will decrease as the surface contact temperature
spproaches the constant air temperature of 10 °C. This results in & reduction
in the variation between the maximum and minimum predicted temperatures as the
windspeed is increzsed, as shown on the graph.

The other feature shown by the graph is that changes 1in windspeed have
the greatest effect on the predicted temperatures during the day. This is when
the sensible heat flux has a maximum value due to the surface temperature
being much higher than the air temperature. The heat {flux is directed upwards,
and heat is transferred by warm air ricsing from the hot surface to the coopler
surrounding &ir. After sunset, the surface starts to cocol, and the sensible
heat flux decreaces until the temperature of the surface falle below the air
temperature. The heat {lux then acts in the opposite direction, although with
a magnitude much smaller than the daytime wvalues. This 1is because of the
reduced temperature difference between the surface and air &t night, and the
fact that heat trancfer from the air to the surface is reduced because warm
air tends to rise- rather than {fall. It is therfore apparent that as the
magnitude of the cencsible heat flux is lower at night, then the importance of
the windspeed in determining the predicted ‘curface temperature will be

correspondingly reduced.

3,3.5.3 Wet and dry bulb depressian.

This parameter is used in the model to determipe the vapour pressure of
the air and the saturated vapour pressure at the given air temperature. These
two quantities can be used to ralculate the relative humidity of the air. This

is obtained from Egquation 3.1, and is usually expressed as a percentage.

Actuzl water vapour pressure
Relative Humidity = — - (
Sat. vap. press. at given temp.

f4

1
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The ¢ensitivity analysis for this parameter was carried out over & range

of relatiQe humidity values from 254 to 1006%, and the maximum difference

between the predictions corresponding to these values was of the order of

9,5 °C. It was therefore decided that the model was insensitive to variations
in the wet and dry bulb depression.

T =

2.3.9.4 Density of air.

The predictions of the model were found to be moderately sensitive to the
density of air, and the results of the analysis are plotted in Fig. 3.10. The

maximum difference between the sctandard prediction and the predictisne at

n

either the upper or lower limit to the density occurs during the day, anrd i
equal  to about 1 ©°C. However, the upper and lower limits plotted on the araph
represent rather extreme values, and under normal weather conditions it  would
be reasonable to euxpect tﬁat the density would stay fairlyv constant between
limits of 1.1 and 1.3 gm/cc.

In the evening, the differesnce between the predictions decreases,
becoming =zeroc at night., This behaviour occurs because the denéity of air is
uséd in the ctalculation to evaluate the sensitle heét flux, and as explained
in Section 3.3.5.%, the magnitude of this flux ics lower at night then during
the day, so the effects of varying the density of air on the predicted eur%afe

temperature are reduced.

3.3.5.5 Surface atmospheric pressure.

This parameter is used in the calculations to determine the water vapour
pressure and the <caturation mixing ratio. The results chtained with
atmospheric pressures varving from 950 millibars to 1050 millibars showed that

the model predictions were insensitive to this parameter.
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3.3.6 Farameters which influence the temperature predictieons of the model

under cloudy conditions.

The sensitivity analveis for the effects of clouvds on the temperature
predictions of the model was restricted to & few very simple ceses, where it
was assumed that one of the three pafameters, consisting uf.the short-wave and
long-wave cloud cover factors, and the cloud base height, may be varied while
the opther two remained at constant values, This was mainly becauvse a thorough
investigation would require the production of many sets of results due te the
large number of possible combinations of values for the three parameters.
Also, under Hnrmal weather conditions the type and number of clouds present
cen change very rapidly, and conseguently it would be difficult to apply the
results generated by & sensitivity analyszis to real modelling problems.

g
o

. 34,1 Long-wave cloud cover factor.

The long-wave cloud cover factor has & range of values from 0 to 1, with
the lower limit representing & clear sky. It is derived from measurements made
by the rzdiometer, and because of this it is not possible to estimate the
value of this parameter by direct cbservation of the +type of «cloud or the
tloud base height. The facter is used to obtain a value for the downward
long-wave radiation flux due to the clouds, as described in Section 7.3.%Z.2.

The results pof the semsitivity analysis on the long-wave cloud cover
factor are shown in Fig. 3.1!, which were produced with the cloud base height
fixed at 300m and the short-wave cloud cover factor set to :zero. It can be
seen from the graph that the change in the surface temperature prediction is
oroportional to the change in the long-wave cloud cover factor. This can  be
gexplained by the fact that as the cloud cover factor increases, so doec the
cownward long-wave radiation flux from the clouds, and hence the surface

temperatures rise.
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J.3.6.2 Cloud base height.

This parameter 1i& used to calculate the temperature of clouds at the
specified base height. The cloud temperature is then ucsed in the calculatioen
to determine the downward lono-wave radiation flux due te the clouds.

A different standard prediction had to be defined for gomparison purpoces
in the =seneitivity analycis on the cloud base height. This was because the
previous standard prediction was based on an artificial day with the long-wave
cloud cover factor set to zero, which resulted in the model predicticns being
independent of the value of the cloud base height. The new standard day was
defined with the long-wave cloud cover factor (CLFAC) set to a constant wvalue
of 1.0, so that the variations af the cloud base height would have the maximum
influence on the resulting temperature predictions of the model., The cloud
base heicht for the standard day was set to a typical value for low altitude
cloud of S00m.

The predictions of the model for cloud base heiohts ranging from S00m to
{10km are shown in Fig. 3.12, and the typec of cloud typically found at these

altitudes are given in Table 3.5. It can be seen from the graph that the model

predictions are not very sensitive to variatione in this parameter.

Table 3.5 Typical hase heights of various typesADf cloud.

Law level Base height (m) Hidh level Base height (m)
Etratus Surface to 600 Cirrus

Stratocumulus 300 to 1350 Cirrostratus £000 to 12,000
Cumulus 00 to 1500 Cirrocumulus

Cumulonimbus &00 tp 1300

Fedium level BEase height (m)

Kimbostratus Surface to 3000

Altostratus 2000 to 6000

Altocumulus 2000 to 6000
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%.3.6.3 Short-wave cloud cover factor.,

The short-wave cloud cover {actar is used in the calculation to determine
the solar flux in the 250 to 2000 nm band incident on the surface of the
earth. The factor may have a value in the range from 0 to 1, the lower limit
being applicable when the sky 1& completely free from.clnud. I+ cloud is
present, the non-zero value of the cloud cover factor causes the calculated
direct component of the shert-wave solar flux to be set to zero, and the
diffuse component to be multiplied by (1,0 - cloud cover factor). The value of
the factor may be obtained from data provided by Kondratyev, 1969, which gives
the ratio of the magnitude of the incident short-wave solar flux on  the
‘surface of the earth when the cun is obscured by a cloud to that which would
be received 1f there were no clouds present, The values for the ratios depend
oen the tyvpe of cloud present and the solar elevation. For example, a medium
level cloud =uch as one of the altorumulus type was obscuring the sun, then
the short-wave cloud cover factor would be between 0.90 and 0.65,
terresponding to seolar elevations ranging from 5° to 45°, If the cloud was of
the low level stratus type, the cloud cover factor may reach the maximum value
of 1.0, as this type of <cleoud causes a3 great deal of attenuation in the
incident solar flux.

The standard day {for comparison purposes was chosen to be the same &

1w

that described in Section 3.3.6.2. The sensitivity analysis was carried ocut by
running the model with different values of the cloud cover factor,>which ﬁere
assumed to correspond to the presence of different types of cloud. In order to
eimplify the analysis as much as possible, the <changes 1n the «cloud cover
factor which would arise due to the variation of the solar elevation were
ignored, and it was kept constant at the =elected value over the 24 hour
period.

The results of the analysis are plotted in Fig. 3,13, and it can clearly
be seen that as soon as the short-wave cloud cover factor is greater than

zero, the loss of the direct solar flux causes a rapid and significant grop 1in
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the predicted surface temperature. As the cloud ceover increases, then the
predicted temperatures {fall as the incident diffuse splar fluy is
corresponcdingly reduced. _When the «cloud cover factor is set to the maximum
valuge of 1,0, the incident solar flux is reduced to zero, and the predicted
temperatures exhibit slow cocling over the 24 hour period.

The sensitivity analysis on the short-wave cloud cover factor was carried
out mainly for interest, as in the majority of applications of the model, the
solar flux would be obtained from direct wmeasurements made by the weather
station rather than by calculation, There are two main reasone for measuring
the fluw rather than calculatineg it. Firstly, the data given by Kondratyev for
the short-wave ctloud cover factor are based on & limited number of
measurements, and are therefore not likely to be very accurate. Secondly, the
values of several parameters reguired for the calculation of the flux,
including the variation with time of the cloud type and proportion of sky
coevered by cloud, have to be estimated by en obeerver. This will alsg
contribute te errors in the calculation of the flux, as it is impractical both
to estimate values for these parameters with & high degree of accuracy and to

repeat the meacurements more than a few times a day.

Vo

L3407 Farameters not included in the sensitivity analysis.

-
<

2.3.7.1 Moisture factor.

This parameter indicates the moisture content of the =csurface being
mcdelled, with allowed values from 0.0 to 1.0 corresponding to surface
conditions ranging fran completely.-dry to teotally saturated. The moicture
factor is wused in the calculation to determine the latent heat fluw, as
described in Section 2.3.4 of Chapter 2. The value of the moisture‘{aétor Qsed
as input {for the meodel is normally restricted to zero for two reacons. Firstly
due to the difficulty in measuring the moisture content of the surface, and
secondly bhecause changes in the state of saturation will affect the values of

other parameters, such as the thermal conductivity and diffusivity of the



material, and the emiscivity and albedo of the surface. The concrete surface
used in the sencitivity analysis was concidered to be dry for the standard
prediction, and as there is no facility in the program to compencate for the
effects of moisture on the values b% the guantities listed above, it wes not

possible to carry out a sensitivity analysis for the moisture factor.

3.3.7.2 The average temperature of obiects surrounding the surface.

This is wused im the calculation of the net long-wave radiative flux.
However, as the concrete surface wused in the sensitivity analysis was
horizontal and had & completely unobscured view of the sky, the value of this
parameter had no effect on the value of the flux.

P -

3.3.7.% Average ground, albedo.

This parameter determines the magnitude of the reflected short-wave solar
flux from objects which surround the surface being modelled and obscure its
field of view of the =sky. However, as mentioned in Section 3.3.7.2, the
concrete surface used for this sensitivity anélysis ie assumed te have a

comp]étely urnobscured 180° {field of view of the sky, and will therefore not

receive any reflected short-wave solar flux.

3.3.7.4 Other parameters used to calculate the incident solar {lux.

These include parameters such as the geographical locaticon of the site
and the time of vyear. It was felt that they was 1likely toc be little
uncertainty involved in specifying the values of these parameters when the

model was in use.
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Fig. 3.1 Diagram of the concrete surface and the

underlying layers comprising the structure

used in the sensitivity analysis.
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Chepter 4. Equipment used {@r the collection of ground truth data far

validation of the model .

4.1 Intrpdu;tiun

The aim of this chapter is to give a detailed account of the eguipment
developed at the University of Durhbam fer automated radiant and contact
temperature‘measufements. The equipment was conctructed to provide temperature
data for a wide range of natural and man-made targets, which, when combined
with data from an automatic weather station, could be compared with
mathematical model predictione, The results of these compariscones may then be
used to validate the model. With these objectives in mind, a system capable of
continuoﬁsly measuring and recording radiation temperatures of a set sequence
of targets was constructed.

A block diagram of the eguipment is shown in Fig. 4.1. The éystem uses a
Tektronix 4052 computer teo control a pan and tilt unit carrying a Barnes PFRTS
precision radiometer and a CCTV camera. These instruments are mounted on the
moveable platform such that their viewing axes are parallel. The vradiometer
uperates in the B-tc 14 micruh band, and is normaelly used on & scale which
cuveré from -20 to +3% °C, The CCTV camera allows the accurate pointing of the

radiometer when_the eystem is operating under manual” control to cspecity a
cequence of targets; it also provides a check on whether or not the target is
still in the field of view of the radiometer when the system 1is under
aufumatic computer control. A further feature of the equipment is a set of 32
contact temperature sensors. The weather cstation runs independently of the
main apparatus, and uses a logger to record data on magnetic tape. The data
are then periodically transferred +from the weather data looger to the
Tektronix 4052 system, via its RSZ32C interface.

The equipment was in almost continuous operation at Durham Observatory
from February 19B3 to May 1984, and data have been récurded for a wide range

of targets. Theée include trees,.bushes, various parts of a large lawn, the



dirt road leaﬂing up to the Observatpry, and the <candstone walls of the
building itself. Measurements have also been made of theAsky temperature at
several angles of elevation, which are used to estimate the long wavelength
radiation flux from the sky. Until April 1984 the data were stored on an
extensive library of DC3I00 mapnetic tape cartridges. A database of all the
measurements has been set up, and thie can be reduced to an easily readable
graphic form with the software currently available.

In the next sections of this chapter, the construction, resclution, and
gccuracy of the equipment will be discussed in more detail. Reference will be
made to the main components of the system asz outlined in the blo;k diagram.
This will inglude, for example, the autoguidance system used to control the
pan and tilt head,'and the Eiettrmnica necessary te convert the radibmetér and
temperature SENSOr outpute te & form readable by the computer. The location,
cperation, and type of information available from the automatic weather

station is also described.

4,2 Dutline of the data acquisition system.

4,2.1 Introduction.

The main components of the system have been shown in Fig. 4.1 and are

discussed in greater detail in the following sections.

4,2.2 Operator’'s console.

The operator’'s console 1s a ‘metal structure designed to house the
Tektronix 4052 computer and the electronics needed to interface it to the pan
and tilt head, the radiometer, and the ccntact temperature sensors. The unit
iz intended for uce indocrs and can easily be dismantled into 3 pieces for
trancportation between operating sites. The layout of -the console is shown in
Fig. 4.2, in which the main components are indicatedl These are described in

the following paragraphs.



4.2.2.1 Tektronis 4032 computer.

This is a desktop computer which uses the BASIC programming languagé, and
has a memory workspace of &4 k bytes. It has a built-in tape drive, which uses
ctandard DC300 magretic tape cartridges {for storage of data or programs. These
tape cartridges are available with two storage capacities; the normal length
tape will hold 300 k bytes and the extended version up to 400 k bytes. The
computer is also equipped with a real time clock ROM pack,

Communication with external devices can take place throuoh either the
General Purpose Interface Bus (GFIB) interface, which conforms to IEEE
standard 4BE (19758), or the data communications inter%ace, which conforms to
RE-232C standards. A block diagram Qutlining the connections between the
computer and the external devices which are used with these interfaces is
given in Fig. 4.3. The GFIBR interface uses byte serial data transmiscsion and
is accessed by BASIC language commands. The GFIE is used during on-line data
acquisitien for communication with the 11-bit bus contreoller and the motor
controller. The former gives the readings from the 4 ADC units on the 11-bit
bus, which provides the current position of the pan aﬁd tilt head and the
readings from the -temperature <sensors and radiometer. The motor contraller
operates a DAC unit, which generates the veoltages necessary to move the pan
~and tilt head when under computer control. When the computer is carrving out
off-line data analyesis, this interface is Eommonly used to send data teo
devices such as a graph plotter, second tape drive, or line printer (via a
Centronics printer interface on the IEEE hbus),

| The data communications interface allows bit serial data transmission
with heost computers and other R5-232C compatible devices, at rates of up to
@¢00 baud, The computer can be used simply &as a ferminal, where data are sent
from the Fkeyboard and received on the screen, or in an alternative operating
mode, ABCII data can be sent from or received by the internal tape drive. When
the computer is in normal EASIC Gperating.made, the ES-ESEC interface can be

accessed for data transfer by ﬁsing RASIC input or output commands with a
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primary addrese of 40. The computer is used in this mode for the transfer of
weather data from the Microdata looger.

A compréhenéive écftware library has been developed to use with the
computer, This covers data acquisition and analysis, with the latter making
uce of the storage tube screen on the computer for graphical presentation of

data. The software library is described in more detail in the Appendix.

4,2,2,2 Servo controller.

The servo controller is a type 485 model manufactured by Dennard Ltd.,
and its purpose is to control the position of the pean and tilt head..Dperaticn
under manual or cumputér control is selected by two switches located on the
panel above the unit. If the system is under manual control, as for example
when specifying a new seguence of tarocets for later measurement, movement of
the pan and tilt head is achieved by using a joystick potenticmeter to adjust
the voltage supplied to the pan and tilt motors. When the system is carrying
put routine data logging under computer control, veoltages generated by a DAC
unit unﬁer instructions +{rom the computer a%e used instead of the joystick.
The process of sutomatic guidance by the computer is discussed in more detail

in Section 4.5.

4,2,2.3 CCTY Monitor.

This is uced to display the picture from CCTV camera, which is lpcated in
the instrument package on the pan and tilt head platform. A circle ie drawn on
the screen to correspond with the field of.view of the radiometer. This allows
targets in the sequence to be accurately specified, and when the system is in
the routine data logging mode, the TV camera can be used to «check that the

radiometer ie still on target.

4,2.2.4 Frinter.

A standard B0 column dot matrix printer is normally used for purposes



zuch as producing hard copy of data from the computer. It is connected te the

computer via a.Centronics interface unit on the IEEE bus.

4.2.2.5 fnalooue meter,
This is calibrated to display the radiation temperature in °C of the

target currently being measured by the radiation thermometer.

4,2.2.6 Switched mains supply to the mother box.

These switches contrel the mains supply to the radiation thermometer, the
CCTV camera, the flocdlight attached to the instrument package on the pan and
tilt head platform, and the power supply for the communications systenm between

the operation console and the field station.

4.2.2.7 Telephone,

This is connected to a similar handset in the field station, and allows
communication between the two units. The power supply for the telephone system

iz located in the field station.

4.2.2.8 Connectors.

These are used for two purposes. Firstly, to connect with the 50 m cable
harness carrving power and signals to and from the field station, pan and tilt
head, and instrument package. The other connectors are used siamplyvy to link the

upper and lower halves of the console, enabling the wunit to be easily

dismantled for shipping.

4,2.2.9 Electronics crate.

This tontains the circuits needed to interface the computer with the pan
and tilt head, radiometer, and contact temperature sensors. An electronic
block diagram for the system is illustrated in Fig. 4.4, which shows the GFPIEB

connection with the computer. In éll, there are 12 modules in the crate, and



it is alsu-equipped with the neceéssary power supplies ( +5 V  and +12 V) tor
the circuits. The function of each of the circuits is briefly described befbw,

and later in more detail in the relevant section of this chapter.

. DAC & mbtor controller.

The motor controller cbﬁtains a Mostek FE single chip microprocessor,
which is programmed to contrel a DAC unit under instructions received from the
cofputer via the IEEE bus. ThevDﬁC csupplies analooue voltages to the servo
control unit, <o determining the movement of the pan and tilt head. The FE
program 15 contained in an- EFROM, which mounte directly onto the

microprocesseor chip.

2. 11-bit bus controller.
This 'upnit alsd contains a Mostek FB microprocessor. It is programmed to
read the contents of the four ADC units on the 11-bhit bue on command, and

transmit the results to the computer over the GFIE.

Z. 11-bit ADC unit.

This two channel wupit converts the analogue voltages d{rom the two
position sensing potentiometers in the pan and tilt head. The digital results
are put on the 1i-bit data bus when requested by the 1i-bit bus controller.

The National Semiconductor ADC1211 i,c. is used, which has a conversion time

of 100¢ microseconds.

4, B-bit ADC units.

There are three 16 channel units, using an B-bit National Semiconducter
ADCOE16. Two are used to digitize the output from the temperature amplifier
units, Dnem ADCA is dedicated to each of the two pairs of octal temperature

amplifiers, which are connected to a set of 16 cnntaft temperature sensors. In

the third unit, one channel is used to convert the putput voltage from the
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radiometer, while the other 15 are turrent]y not in use and have their inpute
grounded. The digital readings from each of the 14 channels of\{he three ADCs

ctan be put on the 1i-bit data bus on request from the 11-bit bus controller.

3. Temperature amplifier units.

There are four, 8 channel units, and two are dedicated to each set of té
temperature sencors. The circuit is bhased on the 747 dual operational
amplifier i.c., and converts the current passed by the sensor to a voltage

from 0 to § V. This is then suitable for conversion by the B-bit ADC units,

6. Frinter interface unit.
This unit contains an F8 microprotessor programmed to receive data from
the computer on the GPIE, and convert it to an output cuitable for printers

with a CEntrﬁﬁits tvpe parallel interface.

4.2.3 Field cstation.

This is a weatherproof, heated box, on top of which is mounted the pan
ant tilt head carrying the instrument package. It 1is used to house the
hardware associated with the instrument package, which includes the control
unit for the radinmefer and a transformer to suﬁply power for the fleoodlight.

There is also a telephone connection to the operation console.

4.2.4 Pan and tilt head.

The pan and tilt head is a type 485 model, manufactured by Dennard Ltd.
It is a weatherproof unit, and is capéble of carrying loads of up te % ko. The
poWer’ supply' for the d.c. pan and tilt motors is derived from the servo
controller in the main conscle. The unit pans throuch an angle of 3460°, and
the aneablg ~platform will tilt throuph an angle of + 180°, at speeds
continﬂuusly variable from 0° to 12° per second on pén and 0° to 9° on tilt,

Inside the wunit, two linear pnfentiometers are used to obtain the current



azimuth and zenith positions nf the moveable platform. The operation of the

pan and tilt head under computer ,contraol 1is described in more detail in

!

Section 4.6,

4.2.5 The instrument package.

The instrument package is a weatherproof, aluminium box which is fixed to
the moveable platform of the pan and tilt head, and is connected to the field
station by a short cable harness, Located inside the package are the optical
unit of the PRTS radiometer and a paraxially mounted CCTY camera, as
illustrated in Fig. 4.5, A floodlight is fixed to the side of the box, which
can be used to illuminate targets in the §ield\of view of the CCTV‘camera. The
CCTV camera lens is protected from rain by a perspey window, and a thin sheet
of polyethylene is used to cover the radiometer aperture. It was necessary to
carry out calibration work on the radiometer so that the effects of this
window could be taken into account during subsequent data analysis. These
results also showed that the output reading of the radiometer was sensftive to
changes in the ambient temperature. In order to allow for thie, a «contact
temperature sensor was attached to the optical unit of the radiométer, and for
subsequent data acgquisition the ambient temperature of thg radiometer was
recorded along with the radiation teéperature af the target. The <calibration
procedure, and method of interprefation of the data from the radiometer, is

described in more detail in Section 4.3

4,3 The radiation thermometer.

4.3.1 General description.

The instrument used for remote temperature measurements is a model PRT3
precision radiation thermometer, manufactured by the Barnes Engineering
Company. The radiometer consists of an optical unit and a control unit, which
are connected by a single wmulticore cable. The optical unit contains the

detector, which compares the amount of energy received from an object with an



internal reference source. The vreésulting <cignal 4rom this unit is then
processed by the control unit, which\broduces an output voltage proportional
to the energy difference between the target and the reference. The optical
head is located in the instrument package on the pan and tilt head platform,
and the control unit is located inside,tﬁe weatherproof box. Fower to operate
the radiometer can be obtained either from a 240V mains supply, or the
rechargeable batteries in the control umit.

The radiometer covers the B to 14 micren band, and has a field of view of
2° FWHH. The absolute accuracy of the radiometer is + 0.5 °C, and the
temperature sensitivity is better than 0.1 °C. The response time of the
detector ic vakiable between 5 and 500 milliseconds, and is normally set to 50
milliseconds. An analogue scale on the control unit displays the measured
temperature, and & corresponding output of 0 to 1 V is carried by a co-axial
teble to the main console for digitizing and subseguent recording by the
computer.

" The radiometer can operate on either of two partially overlapping
measurement scales, covering radiation temperatures frém -20 to +3% °C and +20
to +75 °C., However, as it was impractical to switch between scales while the
data acquisition system was in use, all data recorded at UDurham Observatory
have been on the lower temperature scale. This-scale was chosen for two main
reasons., Firstly, it was necessary to measure the temperature of sky in
several directions, and it was foqnd that thece temperatures typically ranged
from 10 °C for thick cloud to less than -20 °C for thin, high altitude cloud
or clear sky. Secondly, it was felt reasonable to essume that measured
temperatures of most terrestrial objects would normally be somewhere between
the limits of the scale, and not exceed the upper limit except possibly under
conditions of high incident solar flux on talm, cloudless days. This 1s shoun
by the data obtained under such conditions in August 1983, in which only the
sandstone wall of the Observatory building was measu}ed to have temperatures

exceeding the quoted upper limit to the scale. However, this was at most only
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by 5 °C, and a later calibration of the radiometer showed that these off-scale

values may be reliahly used,

4,3.2 Principles of operation.

A block diagram outlining the operation of the radiometer 1is agiven 1in
Fig. 4.4, Radiation from a surface arrives at the optical head and iz chopped
at a rate of 100 Hz before reaching the objective lens. This is a 10 mm f/2.8
lene made from Irtran-2, which has a spectral pass band from around 0.6 to 14
micron, Behind the lens is an interference filter, which restricts the
radiation entering the detector to the 8 to !4 micron band. The normaliced
spectral characteristic of the. radiometer, which takes into account the
effects of the lens and the filfer, is shown in Fig. 4.7. After passing
through the lens and filter, the radiation enters the tempe%ature controlled
cavity. Thie is well insulated, and kept at a stahle temperature of 45 ¢C., A
thermistor ic used to measure its temperature, and 1f any deviation +rom the
nnrhal- pperating temperature is detected, the control unit can compen;ate by
adjusting the current supply to the heater blanket surrounding the cavify. The
radiation finally fails on the thermistor bolometer detecter located af the
rear of the cavity, This consistes of a 50 micron sguare thermistor elerent,
which is mounted on thé back of a germaniunm lens.

The effect of the chopper is {0 -cause ‘the detector to be exposed
alternately to the incident radiation from the surface and radiation from
inside the cavity, which is reflected from the back face of the chopper blade.
The resultino cutput from the detec£or is proportional to the difference in
radiant power received froan thertwn spurces, This a.c. signal is sent to the
control unit, where it is amplified and converted to d.c. outputs of 0 to 1V
at a source impedance of 10 K and O to S0 mV at 500 R. The signal is also
displéyed as a radiation temperature in °C on an analogue meter, which has a

non-linear scale conforming to the response of the detector.



4.3.3 Conversion of the output voltege to a camputer resdable form.

The 0 to ! Vnit putput {from the control unit is transmitted via\é 75 {hm
impedance to-axial cable to the operation ceonzcle, where 1t is directed to one
cf the B-bit ADC units. Inside the ADC unit, the cignal enters a circuit based
on a 747 i.c., which containe two operational amplifiers..  Thie «circuit 1is
shown in Fig. 4.B, and it produces two buffered output voltages from the 0 to
i Volt input.

One of tﬁe operational amplifiers ic used as a voltage follower with a
gain of unity. This is to provide a signal to be used with the.analqgue meter
on the front panel of the operation cnnsuie. The meter is used to display the
equivalent’ biahk body temperature of the target, and has a nnn—liggér scale
corresponding with that on the radiometer control unit inside the weathe%pronf
bux.~CalibrétiBn is échieved by adjusting a 0 to 10 K vafiable resistor,.which
iz in series with the output from the veltage ful]awgr and the 1input to the
meter on the operation console.

The other operational amplifier in the 747 i.c¢c. is used to provide a ¢ to
S Volt sigqal suitable as input for the ADLC. Thie is acﬁieved by a siample
amplifying circuit with a gain DfVS, and by adjusting the variable resistor,
it was possible to obtain a mawvimum difference between-measuked and expected

output voltages of 1.54 aover the -full range. After éhpfi{icatidh, the =signal

by

i fed to channel | of the ARC unit with board address &. On this particular
unit the other 15 channels are net used, so they are grounded to avoid stray
voltages being set up which may corrupt the channel in use.

The ADC wunit is based on the B8-bit National Semiconductor ADCOB17 i.c.,
which can convert a voltage in 100 microseconds with an accuracy of + 1 LBE. A
block diegram outlining the circuit is given in Fig. 4.9. The unit is designed
cpo that the readout can be transmitted to the computer via the 11-kit bus
contrqller ~and the GFIB. The seguence of operation is initiated when the

conputer executes a BASIC statement of the form "READ@?,;:X$“. The primary

address of 7 selects the 11-bit bus controller, and the secondary address




specifies that the B-bit ADC boards are to be interrogated. The microprocessor
inside the bus cantroller then activates the 11-hit address bus to control the
operation of the three ADC boards. As can be seen in Fig. 4.9, lines 4 to & of
the address bus are used to select one of the ADC boarde for data transfer.
The bpard address 1i: chosen from one of the 8 outputs from the 3I-to-B line
decoder, and the bopard is selected when the corresponding line makes a high to
low transition, The three ADC boards in use have addresses 4 to &, and the
data transfer process proceeds in order from lowest to highest address,
Address lines 0 to 3 are used to control the multiplexer, which =c=elects the
analogue channel {for conversien in the order from channel | to 1é. The
rezulting digital reading for the channel appears on the tristate dsta cutputs
of the i.c., ﬁhich are connected to lines 0 to 7 of the 11-bit data bus, and
is received by the bus controller. After the multiplexer has converted all 1é
input channels, the 7th address line 1is wucsed to reset the triztate data
gutpute to the Hhigh impedance state, and the data trans{er is complete from
that particular bdard. Address lines 4 to 6 are then used to select the Loard
with the next highest address, and the process repeated until déta have been
read from all three boards.

The 1i-bit PUS controller transmits the data te the computer over the
GFI? in the form of an ASCII strino, which is built up from three sete of 16
characters, The =ets correspond to the data from the three ADC boards, taken
in the order from lowest to highest board address, with each character in the
cet representing a channel on the board in the order from | to (6. This_ can
converted back to the digital reading for a particular channel by finding the
relevant ASCII character and taking its decimal value. This will be from 0 to
23%, torresponding to analogue inputs to the ARL from 0 te S V.

The digital equivalent of the temperature measured by the radiometer is
determined Mhy taking the appropriate part of the ASCII data string. As the
radioneter uses channel 1 on the ADC with board addréss b, this correcponds to

the 33rd character in the string. On conversion to a decimal, the ADC reading



from O to 255 will therefore correcspond to radiation temperatures from -20to
+35 °C, and consequently temperatures may be measured with a resclution of

about 0.2 ©C.

4,3.4 Data interpretatipn.

Calibration data are supplied with the instrumént to relate the ocutput
valtage from the readiometer to the equivalent black body temperature of the
térget. The relationship between these two parameters is nen linear, angd is
illustrated in Fig. 4.10. However, thiz is unsuitable for analysis of the data
recorded at Durham as the calibration data does not take into account the
plastic window over the viewing apertgfe of the radiometer. It was therefore
necessary to calibrate the radicmeter while in operation at Durham, and a
black body source capable of generating radiation temperatures in the range
from 16 ©°C to greater than 40 ©°C, was obtained for this purpose. The method
used was to place the black body as close as possible to the viewing aperture
in the instrument package, so that the source completely filled the +field of
view of the detector. The desired black body temperature was then set on the
control unit, and "time allowed for the source to reach the correct
temperature. When the source had stahilized, the computer was used to obtain
 the digital reading:frnm the B-bit ﬁDC‘fErﬁESpdﬂding to the ‘uutput vul£age
from the radiometer. Several readings were taken both with and without the
plastic window in place, and the two averages were calculated. This oprocedure
was then repeated for a different black body temperature. The maximum black
body temperatures which could be used was limited to about 40 °C, at which
peint the 'reading from the ADC reached the maximum value of Z35. The minimum
temperature which could be used was limited by the cooling fan on the black
body source, as 1t was not found to be very effective in reducing the source
temperatureiwhen it was close to the ambient air temperature.

The results from the first calibration both with and without the plastic

window over the radiometer viewing aperture are given. in Fig. 4.11. This shous



a linear corfalatian between the digital vreading from the ADC and the
ragiation tempenatu}e a} the black body source in both cases, although the
effect of the window is to siprificantly change the clope of the line. These
results were taken with the instrument package removed from the pdan  and tilt
head and placed indoors. This was to ensure that the temperature of the black
body source wasﬂkept as ctable &s possible, by reducing the fluctuations which
may arise {from the effecis of direct selar heating or cooling by wind. The air
temperature during the calibration was fairly constant at 24 °C, and it was
decided to repeat the calibration procedure at other ambient temperatures to
cee if this had any effect on the results.

Tte second calibration was carried out on a wmuch cooler day, when the air
temperature was 10 ©C. This had the advantage that the black body source could
initially be ueed at its lowest temperature setting of 16 “C. The results with
the viewing aperture of the radiometer uncbscured by the window were
appreximately the <came as before. However, a significant difference was
obeerved between the results of the twe «calibrations carried out with the
window in place, and on plptting'th; data it was {found that while the two
lines had similar slopes, the cecond set of data were ciearly' dicplaced fram
the first.

These results -suggested the output from tﬁe radig@gﬁe; wacs dependent on
twq parameterSJ Firstly, the’fémpé%afd%e of thetwindﬁw, and secondly, although
to a much lesser extent, the results without the window in place suggested =&
dependence on the ambient temperature of the radiometer optical unit
centaining the detector. It was therefore decided to measure and record the
temperature of the wiﬁdow and radinmetér while the system was in operation,
and the cimplest way of achievipg this was to wuse a contact temperature
sensor. As it was impractical to fix the sensor to the window itseld, it was
decided to attach it te the optical unit of the radiometer. It was therefore
ascumed that any -variations in the ftemperature recnfded hy the sensor would be

equally experienced by both the pptical unit and the inner surface of the
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window. The sensor used was one of a standard set of &, and it was +fixed in
place to th?_bﬁter surface of the optical wunit. The calibration procedure with
the b{adg.abddy wag then repeated several times {for different ambient
temﬁeréfﬂf&sg and thé reagding from the temperature sensor kept as stable as
possible du%ing the calibration,

A multiple regrescsion analysie was wused with the results cobtained to
determine the calibratipn tfunction. This function was assumed to take the

form;
T =a+bTy + cTa (4. 1)

Radiation temperature of the <csurface being viewed by the

where; T

radiometer, in °C.

T,= Digital readino from the radiometer when viewing the surface at
temperature T,
T>= Digital reading frem contact temperature seneor attached to the

optical head of the radioreter.

a,b,c = Redrescion coefficients determined from the caelibration results,

with a = -15.3
b = (0,244
¢ = -0.042

The results show that the effect of the window is to cause the radiometer to
give & higher reading than the actual surface temperature, and that the
difference between two will increase with & rise in the anmbient temperature,
as measured by the contact sensor. To cobtain an order of magnitude for this
effect, it can be assumed that an increase of about 0.2 °C in the temperature
measured by the senscor will produce an increase in the ADC reading of + 1 bit.
The calibrgtjon equation therefore suggests that the difference between the
actﬁal surface temperature and thatﬂﬁéasuréd by the }adiometer_ will increase

by 1 °C for a rise in the ambient témperatufe of 5 °C.



The temperature sensor was left in position after the calibration of the
radiometer was completed, and for csubsequent automated acguisition of
radiation temperatures, the digital readings from both the sensor and the

radiometer were recorded on tape. Analysis of the data retorded in thi

m
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was carried cut usino the above calibration function.

4.4 Contact temperature sencors.

4.4.1 Hardware.

The equipment includes two sets of 16 temperature sensors, which allow
the measurement of contact temperatures at distances of up to 100 m from the
central console. The wiring lavout for one set of sensors is illustrated in
Fig. 4.12, and & bleock diagram cutlining the electronice interface between the
sensors and the computer is shown in Fig. 4,13,

The sensor in use is an RES90 type, which is a two terminal integrated

circuit temperature transducer. It i1s housed in a cylindrical 70 52 package,

wn

of diameter 5 mm and length 4 mm. The maximum operating temperature range i
from -33 to +130 °C, and it produces an output current proporticnal to the
absplute temperature. The device has a ndminal linear temperature coefficient
of 1 FQ/K, and is Vsﬁpplieﬁvca{ibrated to pro@ide 298.27+ 2.5 Fﬁ at 298.2 K
The dL;vi:a.tion of the output current from a best straight line +it is
illustrated in Fig. 4.14, which <shows that the nonlinesrity of the sensor
gives rise to s maximum error of 0.8 °C over the entire cperating temperature
range. However, as only 25 % of this temperature range is normally used and
the sencors are individually calibrated befnrevuse in the field, the effect of
this source of error is greatly reduced.

The main agvantage in using this particular type of sensor is that it
acte as a high impedance, constant current regulator when supplied with a
suitable veltage. The output can therefore be transm&tted over leng distances

by twicted pair cable without significant losses due to line resistance. The




temperature amplifier circuit is used te supply a voltage te the sensor and to
convert the regulated curreﬁ{ to an ocutput wvoltage. The <choice of circuit
components determine the turrent, and hence temperature, range coerresponding
to the 0 to +5 V output from the unit. Fig. 4.15 shows the circuit diagram of
2 temperature amplifier for a single sensor, which is based on the 747 dual
pperaticonal amplifier. Eight of these «circulits are combkined on & pch in a
single module, with 2 modulec dedicated to each set of 16 sensors.

The output from each pair of B channel temperature amplifier modules 1is
cenverted by the 16 channel ADC unit to a reading in the rance 0 to 255 bits,
which correceponds to the input voltage range of 0 to +5 V., The 1é channél ADC
unit, and the way in which data are transferred from the ADC to the computer,
ie =zimilar te that dezcribed in Section 4.3 with reference to the cutput Jfrom
the radiometer.

Calibration of the <cencsors was carried out by placing the 32 sensors
close together inside a draught free room, and allowing them to stabilize 1in
free air., The reallings from 211 32 ADLC channels were recorded, along with the
air temperature meacured by a wmercury in giass thermometer near to the
SEN50re. ASevéral sets of ADC readings were taken at the same temperature to

table.
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chtain an average, and to check that the output from the sencsors Hag
Grce céjibratiﬁn had been completed, the énﬁbinati?ns ot sensors  and
temperature amplifiers were not changed, as the response of each pair of
SEnsor and '-aésnciated amplifier circui£ will be slightly .dif{erent.
Calibration agraphs of ADC reading against temperature recorded by the
thermometer show good straight line fite, with correlation coefficients better
than ©0.99 for most of the sensors. An example of a typical calibration graph
it shown in Fig. 4.14, This shows that the wuseful operating range +for an
average censor is from -9 to 44 ©C, ‘and that contact temperatures may be

measured with a resolution of about 0.2 ©C.




4.4.2 Installation in the field.

The dieadvaﬁtage in using contact temperature sensors is that they will
always disturb the surface to be measured, so the true contact temperature can
never be measured to a high degree of accuracy. One of the major problems is
in fixing the sensor to the surface so that there 1is gonq thermal contact
between. them. The two wusual methods are to tape or glue the sensor in
position, although both hsve the disadvantage of «causing &n unnecessarily
large part of the surface to be disfurbed. It ic also possible to use a high
thermal conductivity paste to improve thermal contact. This was investigated
by Hibner and Gladen, 1981, who carried out field trfals on &n asphalt target
under conditions of high incident solar flux, The résuits shpwsd that when 2
thermally conducting paste was used, sensor rgéﬁingé were 1 to 2 ©C higher due
to the improved thermal contact. However, ore problem which may arise from the
use of paste ‘is” that =cme compounds of this type are hygroscopic. This can
cause the surface around the senser to become moist and affect the temperature
recorded.

The effect of chielding the sensors from ‘direct solar radiat{on under
clesr ckies was alsoc investigated in theée trials, In the case of the shaded

sensor, the tempersture reading was found to be 1 to 2 °C higher at night, as

the shield reduced the fate of heat loss. TheAtéﬁperatgrg reading also rose

more slowly in the morning and Feached a peak later than the unshielded
sensor, In general, it wasz found that unshielded <censors followed the
variation of the incident direct colar flux fairly closely, but gave a

reasonable 1ides of the behaviour of the temperature of the object. However,

in the ambient air

n

the chielded sensors were more affected by change
temperatufe than the solar flux, and did not show the more rapid fluctuations
in temperature which were detected by the wunshielded sensor. Under cloudy
conditions, the difference in behavicur between the two types of sensor ig
such gmaller, but even so, it would appear to be bet{er not to use sun shields

with the sensors.
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Thecse rEéults were eonsidered when it was decided to deploy eensors at
the Ubsékvatbry. However, unless thé sensore were to be located in positipns
that were not affected Ey moisture or rain, then protection against possible
short btifcuiting between the two terminale was required. This was achieved by
covering the sensor with a thin layer of black self-amalgamating tape, which
has good insulating and waterproofing properties. However there are two main
disadvantages with this nethod, Firetly, even &2 thin covering of = sinéie
layer of tape will result in poor contact betwgen the sensor and the chject.
Secondly, the addition of the tape covering will increase the thermal inertia
of the =sensor, and hence affect the responcse time to changes in the

temperature of the cbiect. The first problem can be reduced by removing the

layer of tape from thé censitive zrea of the sensor, and by using & small
ampunt. of high therwal conductivity pasté between the sensor and the surface
whose temperature waes to be measured. The cecond problem can be overcome to a
certain extent by using as thin a laver of tape as pﬁESiblE, and by only
thocsing objects * which are unlikely to underoo rapid changes in temperature;
an example of this would bé a thick stone wallvwhich‘was in the shade.

A set of eight sencors H&srdeployed 6n the balcony of the GObservatary
from Znd April 1984 wuntil G&th Nay 1984, The locaticons of six sensors were
chosen {0 coincide with objects whose radiatidn femgergiuﬁe was being measured
by the radiomgter. These intluﬁeﬁwfhe sénésiune wall of the building and the
plastic netting which was fixed to it. A complete description of the location

of the sensoers is given in Table 4.1.

Tabhle 4.1 Locations of contact temperature sensors &t Durham Observatory.

Sensor Location

_—

Taped to the asphalt fleor of the balcony.

"3

At & depth of about 8 mm in the west {facing sandstone wall.

o1

At depth of dbout 3 cm in south facing sandstone wall, with

the amalgamating téﬁe removed from-the sensar.




Table 4.1 (Continued)

Sensaor E Location
1 At depth of about 1.5 cm in south facing sandstone wall.
) Tied to the green mesh on the side next to the scuth facing

sandstone wall.
6 Tied to the opposite side of the mesh to 5, and in roughly the

same place.

7 Tied te & nail holding the mesh in place, in contact with the
outer surface of the sandstone wall,
(5 Shaded, and in free air.

4,4.3 Comparisan 6f target temperatures measured By the contact témperature

cencors and the radiaometer.

Ac several of the sensor locations were chosen to coincide with targets
measured. by the radiometer, it is useful to see how the results obtained from
the two sources differ. Analysis of the data rg;prded after {he Senéors had
been deployed showsithat the most suitable wéather conditions for comparison
purposes éere from the a%ternogh of April'éhd to the ~morning of April 7th.
Thie cnnsiaiedv of a period of dry weather, when the eky varied between being
clear and completely .overcast. For thE purp0se5"ﬁf thie comparisan, it is
sufficient to consider just the 48 hour period from ncon on April 4th te ncoon
on April 6th. The first 24 hours of this pericd consists of cenerally d{ine
weather, altheugh with =some cloud forming on three main occasione. The ehky
stéys clear from the start of the second 23 ﬁnurs period until about 21:00 on
April Sth, and then changes to being completely overcast. This is reflected in
the behaviour of the incident short-wave solar flux, -as measured by the
weather statien, and the long-wave cloud cover facter, which is derived f{from
sky temperatures measured by the radiometer. The variation of these parameters
over the 4B hour pericd is shdwn in Figures'4.17 ku 4,20, In the next three

sections, the temperatures measur=d by the contact sensors and the radiometer

ET
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will be compared in detail for three different objects.

4.4.3,1 Comparison of receorded temperatures for a south facing sandstone wall.

This is one of the exterior walls of the Observatory building, and is
constructed from massive sandstone blocks about | @ thick., The part of the
wall under investigation was on the first floor, and was contained in a region
from about 1.0 m to 2.5 m above the level of the asphalt covered floor of t%e
balcony, The wall is partially shaded by a west facing zangstone wall, which
projects out {rom the south facing wall by'about ! m. This shades the region
of interest early in the morning, and so the wall first receives dirsect solar
radiation at a later time than for an unobscured south facihg wall,

Two contact sensors were buried 'at different depthe in the wall. The
‘sencor at a depth of 3 cm, (reference number 3}, d¢id not have a ‘protective
covering of amalgamating tape, while the other, (reference numbe} 4), was at a
depth of 1.3 cm and had the normal thin covering of tape ih:place, The
teaperature of the wall was alcso measured by the radiometer in two areas near
to the location of the sensors. Due to thé massive nature of the wall, an
exact correspondence - between the radiometer targets and the «sensor lecations
is not too important for the.purpose of thie comparison. Heowever, the geomeiry
of the site means that if the twe Héfé separafed by a significant distance,
the shading ef?gg;s of the west“fAcinngaleneénby would have to be taken into
account.

The temperature measurements made on the wall over the 4B hour period of
interest are shown in Fig. 4.21 and Fig. 4.22. These two disorams show the
contact temperature measured by sensor number 3, and the temperature of one of
the two areaz on the wall measured by the radiometer. The température recorded
by the radiometer 15 eupressed as a radiation temperature; that 1is the
effective temperature of a black body, (with emissivity = 1), which would
rad{éte the same flux as the surface of the wall. Th;s can be converted to the

corresponding surface contact tempe}ature using the following equation, which



assunes that the flux measured by the radiometer 15 entirely composed of
radiatien emitted by the wall. The radiation emitted by surrounding objects
which is reflected off the surface of the wall is excluded in order to
simplify the calculation. The eqguation is derived from the Stefan-Boltzmann

law and the definition of emissivity.

Te = (Tg + 273.15) % e~°-2%5 - 273,135 (4.2)

where; Tc = Contact temperature in °C,
Te = Radiation temperature in °C,
e = Emissivity of the surface over the operating range of the

radiometer.

The emissivity of the wall was not measured at the Observatory, and it is
also uncertain whéther the wall behavess as a simple grey body, with the
emissivity independent of the wavelength of the emitted radiation, or as
selective emitter, where the emissivity is a function of emission wavelength.
However, measurements on similar sandstone surfaces, (Balick et al., 1981),
suggest that the emissivity is likely to be about 0.94 assuming the simpler
case of a grey body eamitter.

The first graph, Fig. 4.21, shows that the temperature measured by the -
radiometer follows small, rapid fluctuations in the temperature of the wall.
However, because the contact temperature sensor is located below the surface
of the wall, its response is much smoother and only shows when largé changes
in the temperature of the wall occur. The sensor also shows that the
temperature inside the wall reaches a peak value later in the afternoon than
the surface radiative temperature, and cools more slowly in the late afternoon
and in the evening. Overnight, the surface temperature stays relatively
constant, while the interior of the wall looses heat by conduction to the
surface and becomes cooler. In the morning, the surface radiative temperature

rises sharply when the wall beqins to receive direct solar radiation, while



the sensor reading risés more slowly as heat from the csurface is conducted

into the wall material.

The second graph, Fig. 4.22, covers the period from 12:00 on April Sth to
12:00 on April &th 1984, This is & particularly interesting period to consider
as the first 9 hours are totally cloud free, and are followed by coaplete
cloud cover d{or the remaining time. This is clearly shown in the plots of
incident short-wave solar flux'and long-wave cloud cover factor in Fig. 4.19
apd Fig. 4.20. The behaviour of the measured temperatures of the wall on the
atternoon pf April Sth ie similar to that under similar wéather conditions on
the previous afternoon. However, when the clnud begine to form, the radiation
temperature of the surface of the wall can be seen to stay fairly constant,
but the interior temperature of the wall cantinﬁéa to fall as heat ice lost by
conduction tp the surface. This process continues in the morning of April é&th,
when the thick cloud cover doés not allow sufficient soclar fluw to reach the
wall and start heating the surface up again.

It is also interesting to compare these results with other radiation and
contact témpérature data available. Radiometer measuréments Wwere made on a
part of the wall close to the Gné.prevgbuély described; and it was found that
the variation of radiatién temperatures frnmbthe two arpas over the 48 hoeur
period of interest were virtually .idénticalg A second contact teémperature
EENSOF (refg;engg,number 4), ﬁééﬂfdtaged tiosé to the 4irst, but at a depth of
1.5 tm below the surface of the sandstone wall gnd covered by a thin layer of
amalgamating tape. The responses of the two sensors were virtually identical,
sugoesting that the presence of amalgamating tape had little effect in this
case, This 'is perhaps not surprising, as the results for the {grst SENEOF,
which did not have a covering of tape &and woﬁld he expected to have a higher
sensjtiyjﬁy'fg varjiations in the temperature of the sandstone, showed a smooth

resporse on both graphs,
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4.4.3.2 Comparison of recorded temperatures for a couth faring sandstone wall

c’c{‘v;f'ei-,ed;by plastic netting.

The neftﬁng was located on the same- south facing sandstone wall as
described in the previous section, and directly below the area where the
exposed wall temperature was measured. There were three contact temperature
sensors used in connection with the netting, all of which were covered by a
thin layer of amalgamating tape. Two sensors were tied to the netting; one on
the side facing the wall, (reference number 35), and the other, (reference
number &), +tied on the opposite side and in roughly the same location. The
third censor, (reference number 7), was fixed to one of the nails holding the
netting in place, and in contact with the éurface of the sandstone wall.

Fig., 4.23 and Fig. 4.24 chow the radiation temperstgre cf the>netting
which covers the,wall; and the tontact temperature of the wall surface beneath
the netting measured by sensor number 7. In thie caze, the radiation
temperatures are similar to those measured for the exposed wall at night, but
are lower during the dsy. The peak contact and radiation temperatures occur at
about the same time, znd any tise lag QEtween the +two pesaks which mavy be
'Expected due to the thermad inertia of thé éensor is teoo small to be apparent
on the araph. *

1t can be seen in Fig. 4,23_ that the. variatisns in the contact
{ehpe}&ture ‘afe larger than those exhibited by the measured radiation
temperature. This is probably a result of two factors., Firstly, direct =olar
heating o0f the sensar, and secondly because the radiometer is measuring the
temperature of the netting <covering the wall, rather than the surface
temperature of the wall as measured by the centact sensor. Therefore, it is
likely that while direct solar heating may cause large fluctuations in the
surface temperature of the wall, as -shown in the response of the contact
sensor, the effect of the netting is to significantly reduce the magnitude ‘of
theee fluctuations as seen by the radiometer. ‘Evidence 'for this may bhe

pbtained from a comparisen of the "measured radiation temperatures of the
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sandstone wall covered by netting, and those 4or the exposed wall described in
the previous sectinﬁ. Fig., #.21 and Fig. 4.23 show cleafﬁy that the measured
radiation temperatures are almost identical at‘night, and exhibit the same
conling effect ac heat is last‘{}om the surface of the wall. However, after
sunrise, the radiation temperature of the-nettiﬁg increases more slowly than
the temperature of the exposed wall surface, and reaches a lower peak
temperature in the early afternocon.

| It is intefesting to compare the results obtained d{rom sensor 7 with
those from the cther two sensers fixed to the netting. The zensor fixed to the
side of the netting next'_tn the wall shows the same type of response as
sensor 7, although the magnitude of the variations in temperature during the
day are a few degrees larger, and at night the measured temperature is about
3 °C cooler. Sensor &, on the oppesite side of the netting, behaves similarly,
but the measured tempersture at night is_a couple of degrees cowler than that
recorded by sensor 5. However, due to the nature of the netting, these large
temperature fluctuetions are almost certainly due to the efiect.on the sensors
of direct solar heating, tooling by the wind; and wvariatiocns in the air

temperature,

4.4.3.3 Comparison of recorged temperatures for a west facing sandstone wall,

. Temperature measurements on the west {aciﬁg'éands{unevwall wére made at
the same height above the balceny as for the south facing wall., The senscr was
located at a depth of azbout 8 mm beneath the surface of the wsll, and ctovered
by a thin layer of amalgamating tape. The radiation temperature was measured
for an area of the wall close to the sensor, &and Fig. 4.25 and Fig. 4.26 show
the results obtained. The araphs show that the contact and radiation

temperastures are fairly similar in behaviour, reaching a peak +temperature at

0
-

roughly the szame time and exhibiting the same type of cocling behaviour
nioht.

It is interesting to note that although there is good agreement in the
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variation of contact and radiatien temperatures, the contact temperatures are
tonsistently about 1 °C lnwér than the radiation temperatures both at night
and during most of the afternoon. However, assuming & more realistic value of
0.%4 for the emissivity of the wall, the difference between the wmeasured
contact temperzture, and that derived from the radiation temperature using
Equation 4.2, would increase to about & ©°C. It is not apparent what is
responsible for this difference, but it may be due to poor contact betuween the

sensor and the wall.

4,4.3.4 Summary.

The results of the last three sections give & gooed idea of the
differentes hetween surface temperatures measured by the radiometer, and
temperatures measured by contact sensors both at and below the surface of an
object.

In Section 4.4.3.1, the radiation femperature.nf the surface of a south
facing sandstone wall Was compared with & sub-surface temperature sensor
réading. The radiatien temperature fluctuated Eapidly under the influence of
the <curfare weather conditions, while the response of the contact temperature
sensor was much smeother. |
- -Sections 4+-453:2 -and 4.4.3.3 compare radiafinn temperatureé Wwith surface
centact temperatures. ‘In the first section, the results shown in Fig. 4.23 and
Fig. 4.24 for the south facing sandstone wall and netting, éuggest that the
contact temperature sensors are capable of detecting fairly rapid variations
in temperature,

In the second section, the contact teﬁperature sensar and the radihmeter
were used to measure thé surface temperature of the west facing sandstone
wall. ARs befere, the beﬁavibur of the contact and_radiation _temperatures Wes
similér, a}ﬁhuugh after assuming a realistic value for the emissivity of the
wall there was & significant disagreement betwéen the _two sets of

measurements.



1n~gﬁhé%al, the results sﬁggest that cdntact tempenatufe_sénsars are most
suitéﬁye tor measuring variaticns in temperature over a period of time, and
that absoiute values may be more accuratg!y determined with a radiometer. The
reacagns fér this are outlined 1in Secticn 4.4.2, which are that it is very
difficult to ensure gopd contact between the sensor an@ the surface of
interest, and that fixing the sensor to an object will cause a change in its

thermal properties.

4.4,4 Cormparison of air temperatures measured by a contact temperatuie sensor
B - - — - p

in free air and the weather station.

One of the set of eight senspors was used to measure the a&ir temperature
on the balcony of the Observateory., The sensor was covered with a thin layer of
amalgamating tape, shaded, and suspended in free air. Iﬁ this section, the
results from this Senstdr are compared with the data from the automatic weather
station locatedyon the Observatory lauwn. The weather étation measures the air
temperature with & platinum resistance thermometer, which is located inside a
screen a5 described in Sectien 4.5}2.5. It was not anticipated that the tuweo
measurements would .be in exact agreement‘for Sevérai reasons. Firetly, the
weather étatiqn was located abnut 20 m away from the éensa?, and measured the
air temperature at a different height abuve‘gruund. Secéndiy, although the
SENSOr Was shaded and in a.relatively sheltered lncéfion, it was still subject
to the coeling ef%eﬁtS'n$“windl'Fiﬁalry, the senstr wat not .protected by a
radiation screen, so the temperature recorded ‘would be influenced by
convective and radiative heat exchanges with the surroundings. These consisted
of the asphalt covered floor of the balcony and the s&andstone walls of the
Observatory huilding.

It was decided that it was most suitable to compare the data from the
weather station and the rontact temperature sensor over a similar .period to
that considered in the previous section. The period from 12:00 on April Z2Znd to

12:00 on April &th was chosen, as this contains & varied selection of weather




conditions. Up to about 21:00 on April Sth there was generally +{ine weather
with <come schort cloudy periods, but afterwards conditions changed to being
completely overcast. The short-wave solar flux  and long-wave cloud cover
tactors for part of the periecd ef interest have already been shown in
Figures 4.17 to 4.20. The first two graphs cover from 1Z2:00 April 4th to 12:00
April Sth, but are also representative of the conditions on the two previous
days, The other twe graphs cover from 12:00 April S5th to {(Z2:00 April &th, and
show clearly when the sky became overcast. The weather stayed dry over the
four days, and the wind <cpeed was in the range from 1| to 4 metres/sec.
Heasurements of the air temperature were made by both sensors at rouchly the
sape time interval of 15 minutes.

The +two sets of temperature reasdings are shown in Figures 4.27 to 4.30.
In the first of these, the sensor reading is initially higher than the
temperature recorded by the weather statipn. Agreement 13 then quite goed {or
the periocd from wmidnicht on fpril 2Znd until noon on April 4th, with a maximum
difference between the two rezdings of about 1 °C., On the afterncon of April
4th, Fig. 4.29 chows that the contact temperature sensor readings are about
2 °L higher than those from the weather station. The reason {for this 1¢
unclear, although it may be due to radiation from surrounding cbiects causing
the rcontact sensor to heat up. This is suggestéd by the disagreement betwesn
the readings being greatest in the early afternoon, whgn the direct sclar flux
incident on the surrounding walls and balcony roof is hiohest. Then, in the
later afternocon, the difference between the readings is slowly reduced as the
solar flux decreases, and better agreement is restored in the evening.

The fourth graph covers from noon on April 5th to noon the next day.
Again, disagreement between the two <cets of readings can be phserved,
presumably due to the reasone outlined in the previcus paragraph., This might
not be expected for the second half of the oraph as this period was completely
overcast, resulting in there being little direct énlar radiation to heat the

surroundings of the sensor. However, the difference between the two sets of
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temperature data is only about { ©¢C at the most.

In summary, it appears that contacf temperature sensors may be useful to
obtain an idea of how the temperature of 4free air varies. However, it is
possible that radiative and convective heat exchanges with the surrocundings
may give rise to errors as the sensor heats up, and therefcre the readings

from the weather station will be more accurate.

4.5 Weather station.

4,5.1 Introduction.

A Didcot auvtomatic weather Statién and a Microdata M1600L data logger
were used to obtain the weather data necessary as inputs for computer
andelling. The weather station is illustrated in Figure 4.31, and ic designed
to record data for seven different weather parameters. The sensors are also
shown on the djagram; six are mounted on the mast structure, which consizts of
two horizontal «crossarms attached to a wvertical aluminium mast, with the
seventh being a freestanding rain-gauge. The mast has a circular alloy base,
which is’  buried in the ground and additional support {for the structure is
provided by stainless steel guy wires. The senscrs are connected via plugs and
sockets to a waterproof junction bow firxed to the mast. £ single aulticore
cable connects the junction box to the data logoer, which is sealed in a
wéatger resistant case. The outputs from the sensors are recerded on magnetic
tape, and most of the data have been recorded with an interval of 15 minutes
between successive measurements of weather conditions., Values of the following
parameters were recorded; solar radiation, net earth/sky radiation balance,
wind speed and direction, air temperature, wet and dry bulb depression, and
rainfall. The leooger is designed so that différent interface «cards may be
used, which enables the sensor output to be looged either instantaneously at
the end of the scan, or alternatively an average value over the interval
betﬁeén scans may be {feound. In the next seven sec{ione, the weather sensors

and the data logging system will be discussed in more detail.
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§,9.2 Weather sencsors.
4,.5.2.1 Fyranpmeter.

Thiec sensor is used to meacuire the short-wave solar radiation received by
a horizontal surface over a fieid of view of 1809, The instrument in use is
illustrated in Fig. 4.32. It is the CHE version of the Kipp solarimeter, which
measures radiation over a wavelength range from 0.3 to 2.5 microns. It is a
Moll-Gorczynski type of instrument, in which a thermopile is used as & sensor.
The thermopile consists of alternate thin strips of constantin and manganin,
arranged as illustrated in Fig. 4.33 to form two sets of Jjunctions; one cset
along the centre of the thermeopile and the other set along the edgez on either
cside. The &ends of the strips rest on posts which are fived to a copper plate
of hioh thermal capacity, such that the posts are in good thermal contact with
the plate but electrically insulated from it. Gaps hetween adiacent strips are
{filled with & varnish of low thermal conductivity to form a flat surface. The
thermopile 1is blackened and protected by two optically polished concentric
glass hemispheres, which are fixed to a heavy metal case. The cuter hemisphere
ic used to protect the thermopile from the effects of wind and rain. The inner
hemicphere ic used to reduce the radiative and convertive heat exchances
between the thermopile and the outer hemizphere, which is affected by the
ambient air temperature. All exposed areas of thé instrument case are highly
pelished to reduce abseorpticn of radiation, aﬁd a silica gel drier is used to
keep the intericr of the detector free from moisture, The «case 1is oprotected
from sclar heating by a white, circular radiation =creen, which also prevents
radiation incident from anéles cutside the 1B80° dfield of view from bkeing
reflected onto the thermopile wvia the glass hemispheres. The instrument is
sounted at the top of the vertical mast of the weather station, such that the
thermopile and screen lie in the same horizontal plane.

When the thermopile is exposed to solar radiation, heat is conducted from
the Jjunctiens in contact with the supporting posté to the copper plate. The

junctions at the centre are theré{ore hotter than those at the edges,
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resulting in the thermopile producing an ocutput voltasge propertional to the
téhperature difference between the two cets of junctions. The instrument was
calibrated by the manufacturer and the sensitivity is quoted as

0,117 mY a¥~* cm®, with an accuracy of + 1%,

4,5.2.2 Net radicmeter.

This instrument measures the difference between upward and cownward cshort
and long-wave radiation in the range {rom 0.3 tc B0 wmicrons, The sensor
consists of & multiple element copper-constantan thermopile with oppeosite sets
of junctions in contact with two parallel, circular black radiation receivers.
The receivers are protected by polyethylene hemispheres, and kept free fronm
moisture by a silica pel drier. The radiometer is located at the end of the
lower crossarm of the weather statien, and adiusted so that the two receivers
are horizontal, with one {facing the ground and the other pointing towards the
sky. The lower receiver faced a reaconably flat area of grass on the lawn in
frent of the Observatory. This was chosen as it is 4ree from any strong
reflectors of radiétinn and 1ic representative of the grass surfaces on the
lawn which have been simulated with the vegetation model.

In cperation, any difference between the upward and downward fluses will
result in a corresponding temperature difference between the two réceivers.
The thermopile will therefore produce an output voltaoe, the polarity of which
Is determined by whether thé girection of the net flux ie into or away from
the ground. The instrument was «calibrated by the manufacturer and its

cepnsitivity top differential radiation fluxes is guoted as O.08Z mV ml-?* cm®.

4,5.2.3 Wind speed.

The anemometer i1s of a standard cesign, ano is capable of measuring wind
epeeds in the range 2 teo Z50 km/hr. 1t is mounted on one end of the upper
crossarm of the weather ctation, at & keight of around 2.3 m above ground

level. The instrument uses three cups of approximate diameter 12 cm, and
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coptains a magnetically operated reed switch designed to produce one contact
tlosure per revolution. A pulse cnﬁhter interface tard is used in the data
logger to record the total number of complete revolutions made in the interval
between succecsive measurements. The average wind speed over the interval can

be found using calibration data supplied with the instrument.

4,5.2.4 Wind direction.

This instrument 1is also of a standard design, and 15 located at the
opposite end of the upper crossarm to the anemometer. The direction in which
the wvane 1is5 pointing is represented by & voltage produced by a potentionster
inside the sensor. This consists of a chaip of 15 resistors of value 68 ohms,
tombined with 16 magnetically operated reed switches. The =suitches are
connected at one end between adjacent resistors, and at the other toc & cosmon
cutput line, In operation, the reed, or pair of adjzcent reeds, nearest the
grientation of the vane will close, hence producing an output voltage from the
sensor., This can be converted to a wind direction provided the instrument is

aligned with a known compase direction when the weather station is set up.

4,5,2,5 Thermal radiation SCreen.

This is used in place of a cnnventiénal Stevenson screen, and is
illustrated in Fig. 4.34. It is mounted on the iower crossarm of the weather
station at the qppﬁsite end to the net radinmeter. Located inside the screen
are two sencsors which are uced to measure air_tempera{ure and wet and dry bulb
depression. Roth sensors consist of platinum resistance thermometers housed in
a protective, thin walled, stainless cteel tube. The air temperature sensor
tontaine one element, and is located in dfree air. The HEt and dry bulb
depression sensor coneists of two sensitive elements, spaced longitudinally
abgut‘ 10 cn apart. One of the elements is co?ered by a witk, the opposite end
of which dips into & water reserveir, while the che} element acts as a dry

bulb and is located in free air. The thermoneters are mounted on top of the
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cylindrical aluminium water reservoir, and are protected from direct sunlight

by an aluminium radiation shield.

4,5.2.b Raingauge.

This wae Jocated on an exposed part of the lawn a few metres away from
the weather station. It is a standard 8" tipping bucket raingauge, with a
bucket capacity correponding to 0.5 mm of rain. A magnetically operated reed
switch detects when the bucket tips, and the number of contact closures

pccuring are counted by the interface card in the data logger.

4.5.3 Data logging system.

A Microdata MI&00L datas logger was used to record the information
provided by the instruments on the weather station. The logger is housed in &
weather resistant case, and can either be powered by a Z40 Volt mains supply
or its own internal rechargeable batteriec. A sincgle multicore cable runs from
a ctonnector at the rear of the logger to a Junction box, attached to the
vertical mast of the weather station, from which connections are made to the
seven weather sensors previously des;ribed;

The logger can record data from up to 20 input channels, and nine of
these were in use when the equipment was at Dﬁrham {ibeervatory. Each of the
thannels used a eignal conditioning card to eithef prnvide.data or convert the
input signal tp the form regquired by the logger. The first two channels were
dedicated to a day counter and a real time clock, and the other seven used for
ther output from the weather sensors. The third channel contained a signal
average card, which was used toe obtain a value for the average solar {luy
received by the solarimeter over the logger scan period. Tﬁis was achieved by
using & voltage to frequency conversion process with the amplified output
voltage frgm_ the splarimeter, followed by a pulse counting stage., The logged
reading allowed the average sclar flux to be deducéd with & vresclution of

about 2 W m-=. Qut of the remaining six cards, two were four decade pulse
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counters dedicated to the anenometer gnd "ainéauge. The other four were used
to convert anslogue information from the <censors to the + 1 Volt Fange
compatible with the input range of the analogue to digital converter used in
the logger. The way in which this was accompliched depended on the type of
signal ipput to the card.

The cards used for the two channels measuring air temperature and wet and
dry bulbk depression were both similar in decign. The thermcometer replaced one
arm of a resicstance bridge circuit for the former, while’{or the latter, the
temperature difference was measured by replacing two arms of the bridge with
the wet and dry thermometers. The output voltage of the bridge was then

amplified to the + | Volt level, and after digitization, a reading 1in the

~range of -1000 to +1000 wae recorded, This corresponds to & maximum
theoretical range of -190 to +100 °C, which allows the temperature to be
determined with a resolution of 0.1 ©C.

The other two interface cards were used with the wind direction sensor
and the net radiometer, The first «card provided a supply voltage to the
pntentiométer in the c=ensor and measured the output veltage from the wiper.
The logger reading was proportional to the ratioc of the voltages, and the wind
direction could be deduced frem a calibration graph supplied with the
instrument. In the case of the net radiometer, tﬁe card simply consisted of an
amplifier to raise the cutput voltage of the net radiometer to the + 1 Volt
level used in the logoer.

All nine channels were recorded at 15 wminute intervals 1in Durham,
although the interval may be set to any value within a range from 20 ms to 99
minutes. When the logger is in operation, the reading from any particular
channel «cen be wmonitored on & liguid crystal display, and is updated either
continuously or every time the channel is scanned. Data are recorded on a
stand§rd DC300 magnetic tape cartridge, and’ the tape is divided into 4
separate tracks. When the logger has filled one trac#, it will automatically

rewind the tape and start recording on the next track.



After the measurement period has been conpleted, data may be analysed
using the replay facility on the logger, in which the LGD iz used to mqnitor
the recorded data. However {for long term storage of the data recorded at
Durham, the data were transferred to the Tektronix 4032 computer via the
k5232C interface, and stored on standard computer compatible DC300 data

cartridges.

4.4 Operation of the data ecquisition system under computer control.

4.6.1 General description of the method of computer control.

The autoguidance of the pan and tilt head and the acguisition of
temperature data is controlled by the Tektroniy 4052 computer, operating under
a PBASIC program. The program is described in detail in the Appendix, and this
section will only be concerned with a description of the autcguidance and data
acquisition procecs.

Initially, the prooram allows the operator to specify 2 <cequence of
cbjecte for which radiation temperatures are to be measured. This is achieved
by using the joystick on the servp control unit te move the pan and tilt head,
while observing the CCTV monitor showing the region incide the field of view
of the radiometer. When the decired object 1is ip the field of view, the
pociticn of the pan and tilt head is recorded byypresssing agne ot the wuser
definalle keys on the computer. The position of the pan and ti11t head is
obtained from two sensors, which provide a digitsl azimuth and zenith reading
by the method described in the next section. These readinos can be stored on
tape for subsepuent use by the computer.,

When the system is cperating in the automatic dats logging mode, the
cperation of the system can be divided into a sequence of four main functiaonal
steps. This data acquisition seauence is explained briefly below and uﬁt]ined
in Fig. 4.35,

{1) The current azimuth and zenith positions ot the -pan and tilt head are

cbtained.
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(2} This positionsl information is converted to a digital dJorm suitable faor
transfer to the computer.
(3} The computer reads 1in the digital position of the pan and tilt head and
compares it with the specified value {for the object ctored in its memory. It
then calculates how the pan and tilt head should move sc that the radiometer
will be pointing at an area closer to the cbiect, and converts thie to the
sppropriate digital code.
{4) The digital output {rom the computer is converted to an enalooue foram.
This ;s cent to the cervo controller which drives the motors in the pan  and
tilt head.
At the end of step 4, the sequence repeats itself. This continues until the
current positicn of the pan and tilt head ceincides with the stored value in
the computer, at which point the desired objiect will be in the field of view
of the radiometer. The computer can then read out the contents of the &-bit
ADC 'unité to {ind the current readings from the contact temperature sencors
and the radiometer.

In the next section, the main steps in the autocuidance and data
acquisition procedure are explained in @more detail. Fig. 4.4 is a block

diagram showing the relevant electronics.

4,4.2 Detailed description of the autoguidance and data acquisitiun method,

4.6.2.1 Determining the position of the pan and tilt head.

This is achieved bv the use of twe potentiometers inside the pan  and
tilt head. These are 10 turn, 1K linear potentiometers which have a small
cogwheel attached to the end of the wiper <spindle. In boeth cases, the
potentiometer i1s securely {fixed to the same plate as the drive motor, such
that both the cogwheels on the potentiometer cspindle and the motor drive‘shaft
are in gear with a larger cogwheel. One large cuéwheel isA fived to the

baseplate wmounted on the top of the field station, so the entire head rotates
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about it. The other cagwheel has the tilting piatfurm attached to it, so when
it rotates wunder power {rom the tilt motor, theremwill be a cerresponding
change in tilf of the platform. This means that whenever the pan and tilt head
~moves under power from the two wmotors, a corresponding rotation in  the
potentiameter spindles will be produced. Therefare, if the potentiometers are
used with a suitable supply voltazoe across them, the output wveoltage for the

wiper can be used to sense the positicon of the platform.

4.6.2.2 Convercion of the analogue positicn of the pan and tilt head to a

digital form.

The wvoltage across the potentiometers is derived from the +3 V supply in
the electronics crate located in the cperation console. The outputr frem the
potentiometer wipers goes to the 13-bit ADC unit in the electronics crate, via
the G0 m cable harnecss. The ADC unit has cne convercion channel dedicated to
the output from each potentiometer. As both channels use the +5 V supply as a
reference voltage, then the unit produces two readings from O to 2047 for the
wiper voltage., It is baced on the National Semiconductor ADCIZID i.2., >which
can wmake a 1Z-bit-convercsion in 109 microseconds. A block diagram outlining
the circuit is piven in Fig. #,3¢.

The operation of this wunit under camputér control 1is similar that
described for the &-bit ADC, and the readout is also transmitted to the
computer via the 11-bit bus controller and the GFIE. The readout process is
initiated when the computer acte on the BASIC command: "READE7,2:X$". The
primary address specifies the 1i-bit bus centroller, which is device number 7
on  the GFIB, while the secondary zddress selects the 11-bit ADC unit for data
transfer. The microprocesser in the bus contreller then activates the lines on
the 11-bit address bus which specify the ADL board. As shown in Fiao. 4.38&,
line 7 is used for two purposes. Firstly to cause a pulse to be applied to the
start chvérsion input of the ADRC, whith resets thé device and initiates the

cenversion of both channele. The di§1t31 putput from each ADC goes to a pair



of tri-state hex buffers, which are used to interface the ADC to the 1i-bit
data bus. The connections between the buffers and the data bus are such that
data lines d to 10 correspond to the digital outputs from LEE+! to MSE. The
LB output is not used as the data bus is not capable of {2-bit resolution.
The output from the buffers is kept in the high impedance state until the bus
controller is ready tec receive the data.

Secondly, line 7 is used in combination with lines 0,1 and 4 to &, to
select which one of the two channels is to put data out on the 11-bit data
bus. Line 7 enables the 3-tp-8 line decoder, the inputs for which are lines 4%
te 6 of the address bus. These cause one of the 8 cutputs from the decoder to
make & hich to low transition, which 1is wused +to enable the 2Z-to-4 Lline
decoder. Address lines O and | are used as inpute for this decoder, with the
cutputs allowing any cne of four channels on the board toc be selected. In this
tase, only two channels are in use, sc two outputse from the decoder azre
connected to the tri-state disable ingut on the two pairs of hex buffers.
Selection of one of theee putput lines causes the digital data frea the
relevant channel to bke put on the 1i-bit data bus, and sent to the bus
controller. The dats.are transferred as an ASCI! string over the GFIE to the
computer, with twec characters being used to represent the reading from each
channel. This can be converted by the computer to give the digital reading

from 0 te 2047,

4.6.2.3 Generation of digital data by the computer to move the pan and tilt

When the computer has read in the current position of the pan and tilt
head, it compares the azimuth and zenith readings with those for the object
which are stored in its memory, If either or both of the readings are not
equal, the Fomputer wnrké out the dif{erenc; and-initiates the process to move
the pan and tilt head sc that it is pointing nearer fo the objgct. The dirst

stage in this sequence is to calculate how far the pan and tilt head is fram



the object and the direction in which it should move. Thic is reprecsented by a
decimal number, which is sent ‘out over the BFIE when the conputer executes an
I/0 cstatement of the form "WBYTEE37,13:X". The primary address specif;ee that
device number 5 on the GFIB, which 18 the motor controller, has been =selected
to act as a listener in the data transfer. The decimal number containing the
information regarding the movement of the pan and tilt head ie represented in
the above statement as "X", and i1s transferred over the GFIB data lines as an

8-bit code.

4,6.2.4 Conversion of digital data from the computer to &n analoque form.

The motor centreoller unit contains a micreprocessor which is  proorammed

n

to act =& an interface for an B-bit DAC unit. This unit has two conversion

channels which are used te provide contrel wvoltages {or the pan and tilt
metors, The circuit ig baszed on the Analeog Gevices AD7S25, and a block diagram
iz given in Fig. 4.37. The two units are linked by an B line data bus and 4

addrese linez, The digital data from the motor ceontreller enters an B-bit

bistable latch, which stores the data on the ihputs to the DAC for as long as

-+
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it is enabled. The motor centroller usés the address lines to oap
4-tp-16 line decoder on the DA&C board, which selects the channel to praovide
the analeogue output. Twe of the ocutput lines from the decoder aré used, and
these are connected to the chip szelect pins on the two DAC’'s. When one of the
channels is selected, the chip select input makes a high to low ‘transition,
angd the DAC 'enters write mode, converting the digital input to an analogue
voltage in the range {from -12 to +12 V. When the chip select input returns to
the high state, the DAC goes intec hold mode, wheré the analogue output remains
at the value corresponding to the last digital data input before the chip
select line went hich. The computer can then send data to the second DRAC

channel while the first ic still generating & control veltage.



4.6.2.5 Use of the analooue voltages te drive the pan and tilt motors.

" The two valtaoes {from the DAC unit are routed to the serve contreller via
two switches on the wmain console front panel. These switches are used to
select the velocity input to the fervo amplidfier as the voltages from the DAL
when the éygtem is under computer centrol, or the voltages generated by the
joystick potentiometer on the servo controller for manual operation of the pan
and tilt head. The cervo amplifier uses the voltages to control the wvelocity
of the wmoters in the pan and.tilt head, and the resulting signal is sent out
via the 50 m fable harnese.

The data acquisition process then returns to the first step in the
sequence, where the computer reads the current position of the ﬁan and tilt
head, The computer then works out how much the pan and tilt head has w®cved,
and sends out new instructions te the DAC which alter the velocity of the pan
and tilt motors.

This continues until the positicn of the pan and tilt hesd corresponds
with the stored co-ordinates in the computer wmemory, at which point the
rediometer will be pointing at the desired nbjéct. The computer then sends
data to the DAE =o that the anslogue ocutput goes to O V, and stops the

movement of the pan and tilt hes

4,6.2.6 Acouisition of temperature cata.

——d

When the radiometer is correctly positioned with the object in its field

of view, the computer then executes the part of the program determining the

type of data to be recorded. The data format used in Durham is descrited in
Section 4.7, but basicallyvccnsists of the date and fi@e, the reference number
of the object in the specified sequence, and the readinge from thé contact
temperature sensors and the rediometer. The aﬁtoguidance process then restarts
using_the hgxt pair of co—crdinates‘in the seguence.

After time and temperature readings have been logged for all of the

objects in the  seguence, the data stnréd in the memory of the computer are

o



86

nritten on tape, fhe pan and tilt heed is then moved so that the radiometer is

pointing at the first object in the sequence again, and the computer sends

m

signals to the DAC to stop the pan end tilt head in this position. The systen
walts at this point for the time interval specified by the operator when
starting the autoguidance and data acquisition program. At the end of this

time interval, the real time clock ROM pack signals the computer to start the

vata acguisition process again.

4,6.% Operating capabilities of the autoguidance system.

Thé cperating performance of the hardware and software described in the
previous section determines two important properties for the data acquisition
system: the accuracy with which the radiometer may be pazitianed.to point at a
specified obiect, and the rate at which temperature data for different chiects
can be acguired,

The wmethod wused to determine the position of the pan and tilt head was
putlined in Section 4.46.2., Assuming that backlash can be ignored and that the
potentiometers are not a source of error, the accuracy with which the positioen
may be determined .will depend on the resclution of the ARC. For movement in
the pan direction, it is found that a change 1in the azimuth angle of 3Jé&0°
cerresponds to & <change in the output from the ADC of abeut 1600 bits, and
cimilarly & thange in the zenith angle of the platform of 180° leads to 3

change in the ADC reading of arcund 800 bits. This suggests that for both

2]

tases, the position ©f the pan and tilt head can be determined with
resclution of about 0.2°. This could bhe improved if the gearing on the

potentiometers was changed such that the movement through the maximum pan

ns

ngle of 340° and tilt angle of 1BG°, corresponded to the mawimum possible
change in ADC readings, which for an 11-bit device would be 2047, However,
this i1s not necessary as the currently cbtainable resolutien is well within
the 2° field of view of the radiometer.

The ultimate factor which determines the data acquisition rate 1is the
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speed with which the computer can read the position of the pan and tilt head
andvgenerate the appropriate control sidha]s fer the ©DAC., The caomputer can
carry out the process described in Section 4.6.2 at a rate of about 1C times
per second, which allowed & typics sequence of 30 obiects at Durbanm
ODheervatory to be covered in 4 to ©© minutes, However, the rate at which
temperature daté may be acguired for different obiects depencds mainly on their
locations relative to each other; it will obvicusly take longer to complete &
data acguisition sequence where the objecits are widely separated than ons
where they are closer together. The other facter which wmust be taken into
account is that the maximum angular velecity of the tilting platform is Z5%
slower than that for moticn in the pan direction of the pan and tilt head.
Therefore the order of the different objiects in the seguence needs to be

chocen carefully in order to minimize the time taken.

4,7 Methods of data storage.

4,7.1 Ehort term ctorage of radiometer and tontact temperature sensor datsa.

As outlined in Section 4.6, data are recorded on & standard DC300
magnetic tape cartridge in the internal tape drive of the computer {for each
object in a {fixed sequence. The format of the stéred data 18 zpecified inv the
autcguidance and data acquisition program, and is chosen so thet tape usage is
minimized while all the necessary data are reccrdéd, enabling the csystem to be
left unattended for suitably long periods before the tape needs to be chanoed.

When the eguipment wacs in use at Durham, the storage format was altered
three times during the initial few months of operation before s final versien
wee decided on. This consists of a single str;ng centaining the data for each
object in the seguence, which is _wfitten te tape after the temperature
measurementhfur the last nb@ect in the seguence has been made., The oata string
starts with the date and time at which the tempekéture measurement for the

first object in the sequence is made. This is read by the computer {rom the
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real time clock ROWM pachk, which is sef toAvGﬂf by the Gpérator ﬂhen the
autopuidance and data acguisiticn progrem is started. This is followed by the
reference number of the object and the readings from the 33 channels in use aon
the B-bit ﬂDvaoardg. The method of obtaining the ADC readings is described in
Section 4.3.3, and these readings correspond in order to contact temperature
sepnsors | to 31, the contact temperature sensor inside the instrument packace
(sensor 32), &nd the temperature recorded by the radiometer. The other 15
channels of the third ADC unit are not used, and are therefore not recorded.
The reading for each of the channels in use ie represented in the data string
by an ASCI! character, which has & decimal wvalue in the ranoe ¢ to 2535
corresponding to the digital output from the 8-bit QDC; The advantage of using
ASCII characters is that only 33 characters are reguired to repeaeﬁt the
data, compared to &% if the eguivalent decimal numbers were used. For
subecequent objects in the sequence, 1t was decided to restrict ths recorded
data to the time, reference number of the obiect, and reazdings from the sensor
inside the instrument package and the rediometer. The reason for omitting the
date was that it could be eacily deduced from the data for the {first object.
The other 31 contact temperature sensor readings were zlso not recorded again
guring the scan of the sequence of oblects as they were either not in use, or
fixed tg surfasces thast were not expected to chow very rapid cheanges in
temperature.

The resulting data string is written to & +file on & standard -DC30O
magnetic tape cartridoe ‘after the temsperature of the final ocbiect in the
csequence has been measured. The data are stored as a binary string, which has
the advantade of requiring less storage space than the corresponding ASCII
{nrm; Tvpically, scanning & seguence of 30 obiects with a waiting timé of 14
minutes between starting successive scans, the system can record data for a

week before the tape needs to be changed.
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4,7.2 Long term cstorage of radioreter and contact temperature sensor data,

The disadvantage of permanently ctoring data on DC300 cartridges is their
high cost and the large number being required 14 the data acguisition systen
is to be used over an extended period. The other fact to be considered is that
only a small fraction of the data obtained over the period of operation at
Durham were recorded under weather conditions suitable for use with the
models, so the bulk of the data ic not required for routine analysis. It wes
decided to vse a standard 9-track magnetic tape for long term dete =storage,
which has several advantages over the use of DC300 cartridges apart {rom being
more economic., Firetly, there is a significant reduction in the size of the
medium required toc stere the data: one standard length tape can Eaéiiy contain
all the data reccrded at Durham, which is the eguivalent of about 45 DEI0D
cartridges. This valso means the data can be easily transported and used at
other computer installationz, provided é suitable storage format is celected.

The method of data transfer consists of three stages. Firstly, the binary
data strings need to be converted to an ASCII format. This is easily achieved
by wusing & EASIC program in which the computer reads frnm<a binary data tape
in the internal tape drive, and then writes the ABCII data in & f{ile on
another DC30C tape cartridge located in an external tape drive, which is
connected to the computer via the GFIE. The ASCII data format differs from the
binéry data in two respects, Firstly, the binary date string representing the
results from one complete scan of the sequence of objects is split up intc
ceveral shorter data strings. The first two stripge consist of the date and
the datas for the fircst object in the seguence, including &all the tempercature
sensor readings. These are fpllowed by one short string {for each of the other
obiects, gqiving time, reference number, and readings from the sensor inside
the instrument packgge and the radiometer. Secondly, the ASCII characters
fepresenting the readings from the contact temperature sensors and the
radinﬁeter were converted to their decimal Equiva}ehts, as certain control

tharacters which may be present in the data would corrupt the next stage in
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the process.

The ASCLI data is then transferred to a host VAX 750 computer which has a
9-track tape drive available., Thie is achieved by using & EASIC oprogrem to
read data from the internal tapé drive and send it to the host computer
through the data cummunicatinqs interface. The data can be stored temporarily
85 & disc file in the host cesputer until & suitable amount of data have been
transferred. It can then be written on the 9~track tape.

Hhen any of the data which have been stored in this way are required for
later analysis, it can easily Ee brought back to the Tektronix computer via

the data communications interface, and stored on DC300 tape cartridoes again.

4,7.3 Storage of weather data.

The data available from the weather =taticn legger have already been
described in Section 4.5.3. The datae were recorded every 15 minutes at Durhanm,
and consisted of a set of ¢ readings which gave the date, time and the values
of 7 different weather parameters. Using the appropriate EASIC program, the
data were transferred from the looger to the Tektronix computer via the data
communications interface; and converted so that the results for 24 hours were
combined in one lang ASCII data string. This was then stored in & file on a
standard DC3Q0 tape cartridge in the internal taﬁe drive of the computer., A
standard lenagth pC300 tape cartridoge will contain aii the weather data
recnraéd over a period of about Z months, so anly & cartridges were needed to
store @&ll the dats recorded in observations at Durham. It was thersfore
acceptable to keep the weather data on DC3I00 tape cartridges as & long terwm

meEasure.

. B Summary of available datsa.

N

4.8.,1 Radiometer data.

The data acquisition system which has been described in the previous

chapters was in almoest continucus operation at Durham from February 1983 to
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May 19E4, This has provided temperature data for a wide range of cbliects, with
measurements generally being made every 15 minutes, Objects which have been
gbserved include trees, bushes, ograss, an unmade road, and the sandstone walls
of the Bhservatory building. Heacurem=nts have also been made o©f targets on
the horizon and the sky temperature at several zenith angles. The {former
values are used invthe model to provide an idea of the . temperature af the
curroundings for & particular object, and the latter to give a measure of the
long-wave flux from the shy.

The data are now stored on 9-track tspe, as described in the oprevious
section. However, data {for periods of particular interest are kept on DC3I0C
tape cartridges for use with the analysis programs ouwtlined in the Appendix.
In thie way, the data can be reduced to esither a numerical or araphical form

suitable for use with the modelling programs,

4,.8.2 Contact temperature sensor data.

For most of the operating period of the data acguisition system, the
majority of the temperature sensors were located inside the Observatory
buildinq.'ﬂne Exceﬁtinn was the sensor which was fixed to the optical unit of
the radiometer in order tc measure the temperature inside the instrument
package. It was decided later in the pericd of 6peration of the csystem to
attach =ome sensors to obiects cutside the building, and a set of eight
sensors wefe deployed on the balcony of the. Observatory {rom April to May
1984, Theee were finxed to surfaces including the sandstone walls pf the
building and the plastic netting attached to it. The locations are descibed in

more detail in Table 4.1, and were chosen as far as possible to ceincide with

1]

objects being measured by the radiometer. The sencor readings were logged at
the came time as the radicmeter measured the temperature of the +{irst object
in the <cequence, which was roughly every 13 minutes. fAs the sensors were
calibrated before deployment, the centact temperaturés recordeq can bhe easily

deduced.
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It is opossible to compare the 'measured temperature for a particular
object with the predictions from thé modely but as discussed in Section 4.4.2,
the main problem which arises when using sensors for validation purposes is
finding the most satisfactory method of attaching the sensor to the surface.
It was therefore decided to use the radiometer measurements for validating the
model, which are likely to more be accurate as they do not involve contact

With the object.

§.8.3 Weather data.

| ‘The _Qeathef data were recorded kindependenﬁly of the temperature
‘measurément épparatus, and were derived from .the automatic weather station
dEEEribéd in Section 4.5, The data recorded at Durham Observatory cover the
period from Februafy 1983 to Hay 19B4, and are cantinuous apart for a gap of
three weéks in July when.the equipment‘was unserviceable. The logger was set
to re;or& the weather conditions every 15 minutes, and the parameters recorded
includééﬁfhéﬂdate, time, average solar flux; net earth/sky radiation balance,
wind speed aﬁﬁ direction, air temperature, wet and dry bulb depression, and
- depth qf_rﬁiﬁfall.'The data are now stored on DC300 tape cartridges, and can
he ahalYéed using fhe rg?ults of'calibrations_carried gut either at Durham, Df-
byd.u§iﬁg iﬁformafion‘supplied by the manufacturer. The data can be reduced to

é‘numeri;él or graphical farm using the software described in the Appendix.

'4;8L4»Sdmﬁary.

The dafé whicﬁ have been fecorded at Durham cover a wide rangé of objects
‘énd weéfher conditiaons. Nith careful analysis, suitable periods of stable
weather conditions can be identified. The weather and.temperature data can

then be used for applications such as model validation exercises.
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Fig. 4.8
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Fig. %011

Results of the First Calibration of the

Radiometer Using the Black Body Source.
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Fig. 4.14
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4,17 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
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Fig. 4.23 MEASURED CONTACT AND RADIATION TEMPERATURE DATA
FOR THE SOUTH FACING SANDSTONE WALL AND NET,
FROM 12:98 B4--APR -84 TO 12:88 B5-APR-84.
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Fig. 4.2723 MEASURED CONTACT AND RADIATION TEMPERATURE DATA
: FOR THE WEST FACING SANDSTONE WALL,

FROM 12:99 84—-APR-84 70 12:8@ @5-APR--84.
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Fig. 4.26 MEASURED CONTACT AND RADIATION TEMPERATURE DATA
FOR THE WEST FACING SANDSTONE WALL,

3 FROM 12:808 B85-APR-84 TO 12:28 B6-APR-84.
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Fig. 4.27 DATA FROM CONTACT TEMPERATURE SENSOR 8, IN FREE AIR,
COMPARED WITH AIR TEMPERATURE AT DURHAM OBSERVATORY
FROM 12:28 82-APR-84 TO 12:08 @3—-APR-84.
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Fig. 4.28 DATA FROM CONTACT TEMPERATURE SENSOR 8, IN FREE AIR,
COMPARED WITH AIR TEMPERATURE AT DURHAM OBSERVATORY
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DATA FROM CONTACT TEMPERATURE SENSOR 8, IN FREE AIR,
COMPARED WITH AIR TEMPERATURE AT DURHAM OBSERVATORY
FROM 12:80 04-APR-84 TO 12:80 95-APR-84.
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Fig. 4.31

Avtaomatic KWeather Station.
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Fig. 4.32

Fyvranometer.
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Fig. 4,33

Thermopile of a Moll-Gorczynski Fyranometer.




Fig. 4.34

Temperature Screen.
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Fig. 4.35

Flaowchart for the Operation of tha Data

Acguisition System under Computer Control.
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Chapter & Validation of the general purpose model.

3.1 Intrqduction;

The method wused {or the validation of the mainframe computer general
purpose model consisted of & direct comparicson between the..surface radiation
temperatures measured by a radiometer and the temperatures predicted by the
model for the same object under the same weather conditions. The experimental
data required for the validation were obtained using the eguipment described
in Chapter 4 while it was in operation at Ousten, Northumberland over the
period frem 19th April to 2Z5th April 1982, It was decided to use the
radiometer measurements in preference to contact temperatures {for reasons
outlined in Section 4.4.3, which compares the two types of data,

The period .qver which the data were recorded consisted of a mixture of
fine weather with clear skies and cloudy, overcast days. The former 1is most
suitable for modelling applications as the presence of clouds is difficult to
cimulate accurately, although the cloudy periods are useful to obtain an idea
of how weli the model is predicting temperatures under such conditiuns..

The datapase consists of radiation temperature measurements of a wide
range of surfaces, including concrete, asphalt and grass, and weather data
which_include the incident short-wave solar flux, air temperature, wet and dry
bulb depression, and average wiqqspeed. Both the weather data and the
radiometér.méasurementé for each surface were recorded at intervals of roughly
15 minutes. The two most suitable non-vegetated surfaces {for validation
purposes consisted of the concrete and asphalt covered roads apd taviways.
These satisfied the two requirementé needgd to enable their temperatures to be
predicted by the one-dimensional mpodel. Firstly it could be reascrably assumed
that the composition of the surface layer and the underlying structure Were
homogenous and of wuniform thickness. Secondly, the transverse. extent of the
material»was large compared to fhe vertical depth Qf.the material influenced

by the diurnal temperature wave,



In the newt cgction the methods used for determining the input data for
the model are described. This is followed by a comp;}isnn between the surface
temperature gredictions of the model and the radiometer measurements of the
concreté and asphalt surfaces. Finally, the wvalidation data are used to
investigate the a2bility of the model to predict temperatufe contrasts between

the two different surfaces.

9.2 Input data required for the validation of the model.

9.2.1 8ite characteristic parameters.
The relevant parameters for the site at fuston, Northumberland where
temperature data were recnrded are given in Table 5.1. Both the concrete and

asphalt surfaces were located in exposed positions and were not shaded from

direct solar radiation at any time during the dav.

Table 3.1 Gite characteristics.

Location ..osv004... Duston, Northumberland.
Latitude ...vvuuenn. 559 17 N,
Longitude ,.....c...0 19 33" W,

Altitude .....v.. .. 133 .

5.2.2 Surfacé parameters.

The initial values of these parameters are given in Table 3.2. The albedo
and emissivity are from measurements made on similar types of surfaces by
Balick et al., 1981.

The average ground albedo was set to a typical value of 0.2. However, as
the results of the &sensitivity analysis showed, this parameter is not
important for the prediction of temperatures for horizontal surfaces.

As there was no rainfall during the period aver which data were recorded,
the surfaces were assumed to remain dry. Thefefnke the moisture factor,

representing the state of saturation of the surface, was set to zero.



Tahle 5.2 Surface parameters.

Material Vertical Emissivity Vertical Albedo
Concrete 0.97 0.30
Asphalt 0.96 0.20

9.2.3 Materiqr.parameters.

The layered structures with concrete and asphalt surfaces assumed for use
with the model are shown in Figures 5.1 and S5.2. The exact thickness of the
different layers of material could not be determined at the site, so the
values shown on the diagrams are estimates of what might be reasonably
expected. These estimates were arrived at after considering the results of the
sensitivity analysis carried out on this model. The sensitivity of the nmodel
to layer thickness depends to a large extent on the thermal conductivity of
the layer, with highér conductivities causing the model to be less sensitive
to changes in thickness. However, as the sensitivity analysic was carried put
on a structure identical to that with the concrete surface in Fig. 5.1, and
very s&imilar to that with the asphalt surface in Fig. 5.2, the results of the
analysis may be directly applied to this validatiog of the model, The
sensitivity analysis sheowed that the model predictions were only sensitive to
changes in thickness of thE.tDp layer, provided fhe thickness nf_ the second
layer was not oreatly reduced. The resulés also showed that the predictions
WEr e much-maré sensitive to a decreése rather than an increase in the
thitknessv éf the top layer. It was therefore clear that provided reasonable
valuesrﬁere assumed for the thickness of the layers, then these input data
should not constitute a maijor source of error.

The values wused for the thermal conductivities and diffusivities of the
layers cémprising the two composite structures are shown in Table 5.3, These
are also obtained from measurements made on similar-types of materials by
Balick et al., 1981. The valﬁe$ for soil represent a-mixtufe containing equal

proportions of s=sand and'gQay soil types.
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The use of the values obtained by Balick et al. can be justified when the
results of the sensitivity -analysis for the material parameters are
considered. In the case of thermal di{fusiyity, it was {found that the
temperature predictions of the model were only sensitive to large changes in
the diffusivity of the top layer. Variations in the thermal conductivity of
the top layer were found to have more effect on the temperature predictions,
with changes of + 30% leading to a maximum change of 1 ©C. However, variations
as large as these would only be achieved in practice by a chamge in the type
of material from which the layer was composed. The model was found to he much
less sensitive to changes in the conductivity of the secoﬁd_ layer and
insensitive to «changes in the value for the third layer. It is therefore
possible to assume that a reacbonable estimate VDf the  conductivities and
diffusivities 1is acceptéble. This is particularly useful in the case of the
concrete layer for two reasons. Firstly, because it is not possible to
deterﬁine the type or proportions of the materials from which the concrete was
made, and secondly, because the thermal characteristics at di%ferent positions
in the layer of the concrete arellikely to show variations depending on the

composition and uniformity of the minture.

Table 5.3 Material parameters,

Material Thermal Conductivity Thermal Diffusivity
Concrete 1.54 Wm—1K—? 7.20 % 1077 m=g—?
Asphalt 0.70 Wn-*K-1 3.67 x 10-7 g2g-
Gravel 2.90 Wm-tk=? 8,00 x 10-7 mp=s-?
Soil 0.70 Wp-tk-? 4,70 % 10-7 p=g-!

J.2.4 Initial .temperature profile and lower boundary condition.

The total depth below the surface to which temperatures were predicted by
the model was 1 m. This was chosen as it represents the extent of the depth of

subsurface material whose temperatu}e is influenced by the diurnal temperature
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wave, so0 allowing the approximation of a censtant temperature to be wused f{or
the lower boundary condition: As subsurface temperatures were not measured at
Quston, the initial temperature profile and temperature at the lower boundary
had to be ectimated.

The temperature at the lower boundary was obtained from measurements made
at a depth of | m at the Observatory, Durham, over the period in April when
the validation data were being recorded. The use of data recorded at a site
several miles +from Ouston wmay be justified by consideration of the results
described in Section 3.3.4.2 of the sensitivity analysis. These imply that the
predictions of the model are insensitive to large variatione of the
temperature at the lower boundary, provided the depth of material being
modelled is suitably large and the thermal conductivity of the material is not
excessively high., The ather reason why 1t was felt acceptable to use these
data was that as the lower boundary was at sufficient depth to be unaffected
by the diurnal temperature wave, then the variation 1in soil temperature
between different sites was unlikely to be very great.

The initial temperature profile was obtained by the procedure which was
outlined in Section 3.2.1. Firstly the temperature profile throughout the
composite structure was set at a constant value, arbitrarily chosen to be the
same as the temperature at the lower boundary., The stable profile within the
structure was then obtained by rﬁnning the modelling program, using the data
recorded during the period of generally cloud free weather from 12:00 1%9th
fipril to 12:00 20th April. The resulting temperature prnfiies for the two
composité structures at the start of the validation peried at 12:00 1%th April

are shown in Figures 5.3 and 3.4.

5.2.5 Meteorological parameters,

The weather data required as input for the model were recorded by the
weather station, the operation of which ie described in Section 4.3. The data

were recorded at 15 minute intervals slmost continuously over the period fronm
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19th  to 25th April, However, there are seome short gaps correcponding to when
the Microdata logger was transferring data to the Tektronix computer. The data
required as input for the model consisted of the average windspeed and the
average incident cshort-wave splar flux over the 15 minute interval, and the
values of the air temperature and wet and dry bulb depression as measured
instantaneously &t the end of the 15 minute interval. These data are plotted

in Figures 5.9 to 5.Z28.

5.2.6 Radiumeter data.

While the data logging eguipment was in operation at OQOuston, the
temperatures of many objects were measured at roughly 15 minufe intervals., The
temperature data are nearly continuous over the validation period, with gaps
pccuring where the equipment was unserviceable. There are three potential uses
for the temperatures measured by the radiometer. Firstly, the radiation
temperatures of the concrete and asphalt surfaces are used for comparison with
the predictions of the model to determine how well the model is simulating the
behaviour of the measured temperature.

The second use of the data is to calculate the value of the function
“TREF", which is the average temperature of distant objects which may obscure
part of the sky as viewed from the surface undér investigation. The function
is used in the model in the calculatinn of the net long-wave radiative flux
incident on the surface. However, in this case the surfaces are horizontal and
have a completely unimpeded view of the sky. Therefore the value of the
function was set te an arbitrary value of 0 °C and the relevant parameters 1in
the data file were set to indicate that the surfaces were uncbscﬁrediand the
value of "TREP" was to be ignored in the calculation of the net long-wave
rediative flux

The other use of the radiometer data is in the calculation of the
long—wavé cloud cover factor, "CLFAC", which.is used‘to cbtain a measure of

the downward long-wave radiation flux due to the tlouds. This factor is



derived from the temperatures wmeasured by the radiometér while pointing
vertically upwards at \%he sky. These measuremente were made several times
during the routine scan of the surfaces under investigation. Calculation of
the value of this factor was carried out by an off-line dats analysis program,
which 1is described in Section R.3.1.2 of the fAppendix. This program starts by
tinding thé maximum and minimum sky temperatures over the 24 hour period to be
modelled. These are then chosen to represent cenditions of total «cloud cover
and clear sky respectively, with cloud cover factors of { and 0. Intermediate
values are then calculated by assuming a linear correspondence of cloud cover
factor against recorded cky temperature, between the upper and lawer limits of
the factor as evaluated 'ahqve. The cloud cover factors Caltu}ated from the

data recorded over the validation period are plotted in Figures 5,29 to 5.34.

9,3 Method of validation of the model.

The model was run using the data file for the first 24 hour period fronm
12:00 19th April to 12:00 Z0th April, using the input data described in the
previocus paragraphs, The final temperatureAprofi]e predicted at the end of the
period waé then used as the starting profile in the data'fiLE for the next 24
hour period. This was repeated until temperatures had been predicted up to the
eénd of the validation period at 12:00 25th April.

The negt stage of the procedure was to compare fhe'temperafures predicted
by the model with those measured by the radiaometer. This was most easily
accomplished by a comparison of plots of nmeasured and predicted surface
radiation temperatures over the period being modelled. Initially there was
found to be fairly good agreement between the two plots {for the concrete
surface, although for the asphalt surface thé measured and preditted
téMperatures showed the same type of bekaviour but were net in as good
agreement. The results +for the asphalt could be explained by two possible
reasons. Firstly, the model was not suitable ¥or simulating surface

temperatures aof asphalt, or secondly, there had been an ipcorrect choice of
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ore or more of the values of the parameters used in the input data fiie for
the model. The results for the concrete surface suggested that gﬁe model was
capable of producing satisfactory simulations of temperatures of non-vegetated
surfaces, so the latter possibility was investigated. The resulte of the
sensitivity analysis were used to decide which parameters cshould be varied to
bring the predicted and measured temperatures into better agreement. As the
weather data were measured by the weather station, it was not possible to
alter their values. Therefore, the parameters to which the wmodel was most
sensitive, and whose values it was acceptable to vary, were the vertical
emissivity and albedo of the surface. It was also acceptable to vary the
propgrties of the materials comprising the composite structure, including
thermal conductivities and diffusivities and the thicknesses of the layers.
Feasonable bounds on the magnitude of the variétions that were allowable were
provided by the results of the sensitivity analysis,‘and also obhtained bearing
in mind the ranges of possible values guoted by Balick et al., 1981.

The period from 12:00 19th April to 12:00 20th April was chosen to
observe fhe effects of variation of these parameters, as this represented a
fine weather period with the advantage that it was generally cloud +{ree. The
method used was to firstly vary the emiscsivity of the surface slightly in
order to cause the predicted and measured Gverniéht temperatures to coincide.
Becondly, the albedo of the surface cauld-be.changed if necessary to account
for any disagreement {ﬁat might still exist between predicted and measured
temperatures during the hours of daylight. Thirdly, the emissivity could be
varied again if it was thought that it would lead to an improvement. If these
alterations were insufficient, then the material paramefers tould be varied,
although their effect on the predictions would be much smaller.

Once the best agreement between the predicted and nmeasured temperatures
had been found, the parameters were then kept fixed at their optimal values. A
new stable temperature profile {for the first éd hour - period was then

determined by the method described previously, and_ the model run {for the
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remainder of the »Qaiiaatjon period after the data fileg‘ha& been suitably
‘mndifjed, 4} comparisqn'qf the megsured and predicted temperatures over  the
eﬁtire validation perinod was then made for both surfaces. It was found that
fhe aQreement'between measurements and predictions was equally good for
subsequent periodé where the weather conditions were similar te theose in
existence over the initial Z4 hours, which suggested that the variation of the
parameter values as described above had been justified.

When the model was used to simulate the behaviour of the composite
structure with the concrete surface, it was found that it was only necessary
to alter the value for the emissivity of the surface slightly to obfain the
best agreement hetween meagﬂred and predicted temperatures. In the case of the
structure with the asphalt surface, it was found that the value of the
enissivity of the surface needed ta be incressed, while the woriginal choice of
the value for the albedo from the range of values suggested by Ealick et al.,
1981, «could not be improved. Tahble 5.4 gives the values of emissivity and

albedo for the two surfaces, which were finally used for the validation.

Table 5.4 Optimal values for surface.pgrameters.

Haterial Vertical Emissivity Vertical Albedo
Concrete 0.98 0.30
Asphalt 0.985 0,20

5.4 Results of the validation of the nodel .

The results of the validation over the six 24 hour pericds from 12:00
19th  April to 2:00 25th April are displayed in Figures 5.35 to 5.46. These
graphs compare the temperature measured by the radiometer with that predicted
by the model for the asphalt and concrete surtaces. The results are discussed

in more detail in the following paragraphs.
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9.4.1 Results from 12:00 19th April to 12:00 20th April. 1982,

This was the first 24 hour period for which validation data were
available, As described previgusly, this period was used to determine the
optimal values {for certain parameters in the input data files for the model,
which resulted in the best agreement between the predicted and measured
temperatures,

Weather data acquisition began on the morning of the 19th, and conditions
were initially cloudy. By 1Z2:00 it was clear and sunny, and the cky stayed
clear for the rest of the afternoon. This behaviour can be seen in- the plots
of incident solar radiation and long-wave cloud cover factor (Figures 5.5 and
5.29 respectively). The radiometer was switched on at 13:00¢ on the 192th, and
after a warming up period data were collected over the remainder of the 24
hour period.

The'plots 0f measured and predicted radiation temperatures against time
are given in Figures 5.35 and 5.36 for the concrete and asphalt surfaces. The
temperature profiles shown in Figures 5.3 and 5.4 were wused as the -initial
prefiles in the Qata file for the model. In the clear and sunny weather of the
afternoon of the 19th, the measured and predicted temperatures are in good
agreement, as is also the «case overnight. The merning of the 20th was
initially bright and clear, although some thin cloud appeared as the'murning
prcgressed. This is reflected in the plot of incident solar flux, and in the

slightly uneven behaviour of the nmeasured and predicted temperatures in

Figures S5.35 and 5.3é.

9.4.2 Results from 12:00 20th April to 12:00 21st April 19E2.

This pericd is not very useful {for validation purposes as the radiometer
was out of service for a large proportion of the day. There is also a gap in
the weather data from 16:30 to 17:15 on the 20th. The cnmparisons'betwéen the
predicted temperatures and the available meésurements are shown 1in

Figures 5.37 and 3.38.
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fver the period from 12:00 to 16:15 on the 20th, agreement bétweéﬁ
measured and predicted temperatures is not very good. This is possibly due to
poor simulation of the cloudy conditiopns on the afternoon of the 20th. The
presence of cloud is ciearly reflected on the plot of the long-wave cloud
cover factor in Fig. 3.30, and the plot of the incident solar f{flux for this
period, which is shown in Fig. 5.%. If the graph showing the soelar flux is
compared with the temperatures for the asphalt and concrete surfaces, it s
possible to see the correspondence between peaks in éhe flux where the sky
cleared, and peaks in the. measured temperature of the target. This behaviour
can be easily ceen at around 14:30 and 16;00 on the 20th.

The loss of weather data from 16:15 to 17:15 results in the pred}ctinns
starting to diverge from the measured temperatures. The values for the weather
parameters missing from the data file are calculated by the model, using
linear interpolation between the last data at 16:15, and the next data at
17:15. The divergence of the measured and predicted temperatures is mainly due
to the interpolated values of the incident solar flux readings being
incorrect. It is possible to estimate the {flux by cnnsidering the geoographical
tharacteristics of the site, fhe orientation of_the surfaces, and the time of
year at which the measurements were wmade. However, this calculation is
unlikely to produce very accurate resultg, ecspecially if the_sky is not clear
and there are insuffic{ent data available to estimate the type and amount of
tloud cover,

No radiometer data ére available from 18:30 on the 20th until eatly the
next day. The merning of the 21st was sunny, with only a few traces of high
altitude cloUd. in the =sky. This is confirmed by the plot of incident solar
flux shown on Fig. 5.9. On the basis of the results for the preyious 24  hour
period, ogood agreement would be expected between the measured and predicted
surface températures under these weather conditions. As can be seen in Figures
5.37 and 5.38, for the short period from 09:30 to 11;00 on the 21§t where the

radiometer data were available. again, the agreement between the two
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temperatures is as good as that on the previous day.

5.4.3 Results from 12:00 21st April to 12:00 22nd April 1982,

The first 12 hours of this periecd represent clear and sunny weather
tonditions, which were very similar to those on the afternoon of the 19th. As
might therefore be expected, there is good agreement between the measured and
predicted temperatures; as shown in Figures 5.3% and 5.40. The sky remained
clear until around 04:30 on the 22nd, and the formation of cloud at this time
can be seen in the behéviour of the long-wave cloud cover factar, as shown in
Figure 5.31. In Figures 5.39 and 5.40, the appearance of cloud can clearly be
seen where the measured temperatures of the two surfaces rise by a few degrees
above the almost constant overnight vaiue. As expected, the peak temperature
pccurs at about 04:30, and afterwards the temperatures gradually +211 until
sunrise. Thic is also reflected in the predictions of the model, although the
agréement with the measured temperatures is slightly better for the asphalt
surface than for the concrete.

The available solarimeter data plotted in Figure 5.13 suggests that the
morning of the 22nd is mainly sunny, but with a short cloudy period at about
06:00. However, the long-wave «cloud cover factor shows a clear sky at this
time, which is possibly due to the radiometer being pointed at a c]éar patch
in an otherwise overcast sky. This may explain why the predicted temperatures
for the gnntréte surface at thic time are lower than those measured, although
there is still good agreement between measurements and predictions for the
asphalt surface. The remainder of the morning was generally clear, but with a
gradual increase in the amount of cloud cover, consisting of fair weather
cumulus. There were no further weather data recoerded after 0B:345, and as
mentioned pfeviously,» the» loss of the solarimeter data in particular means

that the predicted temperatures will be much less accurate,



5L4,4iResult5 frem 12300 22nd ééril tn712:00 23rd'ﬁpri171982f

The afternoon of the 22nd became progressively more cloudy, and was
Dvercést with thick grey cloud by 17:30, However, there were a few brief
bright pericds, as shown by the plots of incident solar flux in Figure 5.17
anﬁ long-wave cloud cover factor in Figure 5.32.

The measured and predictéd temperatures for the two surfaces are Shown’in'
Figures 5,41 and 5.42, It is immediately apparent that although the behaviour
of the predicted and measured temperatures are similar, they are separated by
a roughly constant amount. This bpccurs over the period from 14:00 on the 22nd,
when the weather data started to be available again, until 0%9:30 on the 23rd.
The effect is due to a thin plastic cover being placed over the viewing
aperture of the radiometer in order to prevent rain from entering the
detector. Unfortunately, the radiometer was not calibrated against & blackbody
with the plastic cover in place, so it is not possible to allow for the‘effect
of the cover in the analysis of the radiometer data. However, a qgualitative
comparisen of the imeasured and predicted temperatures for the concrete and
asphalt surfaces can be used to obtain a general idea of how the radiometer
measurements afe affected by the presence of the cover. Firstly, it appears
that the cover causes the measured temperature to be higher than would be
prqduced by the radiometer if it was uncovered, by an amount which stays
roughly constant. Secondly, while the behaviour of the measuréd and predicted
temperatures are basically the samé, the measured temperatures show a larger
variation between maxima and minima, suggesting that the cover does ndt affect
the capability of the radiometer to detett small changes in the temperature of
the surface un@er investigation. This can be seen in Figures 5.41 and 5.42,
where there are clear wminima and maxima at 14:45 and 16:00 respectively.
Howeyér, as this period consists of cloudy weather, this effect may alsoc be
partially due to inaccuracies in the type and amount pf cloud cover in the
input data file for the model.

The sky cleared around 24:00 an the 22nd, and this was accompanied by a

105 -



106

fall in the measured and predicted temperatures. The morning of the Z3rd was
generally sunny, ac indicated by the graph of incident solar flux, although
the plot of the long-wave cloud cover factor chows the presence of small
amounts of cloud. This was observed to consist of high altitude cirrus clouds.
There was also a strong westerly wind, reaching a maxinum average speed of
19 ms—t* by 09:00. The cover over the radiometer viewing aperture was removed
at 09:15, and it can be seen on both Figures 5.41 and 5.42 that the measured

and predicted temperatures are then in good agreement once again.

5.4.5 Results from 12:00 Z3rd April to 12:00 24th April 1982,

The afterncon of the Z3rd was cloudy, but with some brief sunny periods.
The plot of solar flux in Figure 5.21 and the plot ot the long-wave cloud
cover factor in Figure 5.33 show three short periods with high incident solar
flux, which occur at 13:15, 14:15, and 15:30, These three peaks can also be
seen in the measured and predicted temperatures for the two surfaces, whith
are shown in Figures 5.43 and 5.44, and up to 17:45 on the 23rd, nmeasurements
and predictions are in good agreement. The cover was then replaced over the
viewing aperture of the radiometer, which caused the radiometer reading to
behave in a similar manner to that observed in the previous 24 hour period,

It was cloudy overnight, but there were tND‘shnrt, clear periods at 01:00
and 04:00, which can be seen on the’gfaph showing the long-wave cloud cover
factor. erexﬁecéed, the fall in temperature of the surfaces when the sky
clears 1is shown by both the measured and predicted temperatures. The morning
of the 24th was cloudy and no radiometer déta are available between 04:45 and

11:00.

5.4.6 Results from 12:00 24th April to 12:00 25th April 1982,

This was the final period over which data were recorded. The recorded
weather data end at 06:43 on the 25th, and the radiometer data end shortly

afterwards.
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The aftternoon of the 24th wés itaitially cloudy, but cleared by I4:30 when
tge sky was blue with a lou propuftion of «cirrus cloud cover. This is
reflected in the plots of temperétures in Figures 5.45 and 5.46, which start
unevenly with distinct peaks and then become smoother as the sky clears.
Overnight, there was no cloud and there is good agreement hetween the measured
and predicted temperatures. On the graph showing the long-wave cloud cover
factor it can be seen that cloud started to form at around 04:00, and after
this time the measured and predicted temperatures appear to start diverging.
This 1s probably due to an inaccurate representation of the amount of cloud
present. The divergence between the tempera{ures becomes larger after sunrise,
althoupgh this due to inaccuracies in the predictions resulting from the loss

of weather data after 06:30.

5.5 Results of a comparisen of predicted and measured température contract

hetween the acsphalt and concrete surfaces.

The temperatufe data discussed in the previous section were aslso used to
invecstigate the ability of the wmodel to predict the difference in the
radiation . temperatures of two different surfaces at a given tinme, The
predicted and measured temperature contrasts het@een the asphalt and concrete
surfaces were calculated by subtracting the surface radiation temperature for
the asphalt from that of the concrete. The results are shown 1in Figures 5.47
toe 5.52, and cover the validation period from the 19th te the 25th April 1982.

On the first graph, it can be seen that for the clear, sunny weather on
the afternoon of the 19th, there is very close agreement between measurements
and predictions. The vresults for the next morning do not show guite as good
agreement, although the temperatures are still within about 1 °C of each
other. The two peaks in the measured data at 08:30 and 10:30 can also be seen
to correspond fairly well with the predictions.

There is only a limited amount of data available for comparisons to be
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made over the next 24 hour pericd, and this is plotted in Figure 5.48. This
shows that the medsured and predicted temperatures are in agreement to within
the same limits as before and show a similar type of variation.

The interesting feature on Figure 5.49 is the poor correspondence between
the predicted and measured temperature contrasts from about 21:00 on the 21st
until the end of the 24 hour period. Figures 5.39 and 5.40 compare the
predicted and measured temperatures for each of the surfaces and it is evident
that the poor agreement in the contrast after 21:00 results from the failure
of the model temperature predictions to closely follow the uneven behaviour of
the measured temperature of the concrete surface. fs mentioned in the analysis
of these results, this is possibly due to a poor simulation of the cloud cover
which was present. Howévef, the good agreement between the smoother predicted
and measured temperature curves for the asphalt surface over the same period,
and the plot of the long-wave cloud cover factor in Figure .31, would rather
tend to suggest that the sky was reascnably clear. There were no weather data
available after 0(B8B:45, and as discussed in Section 5.4.2, predicted
temperatufes are therefore likely to be much less accurate. This explains the
poor correspondence 5etween the predicted and measured temperature contrast
after 0B:45, as shown in Figure 5.4%.

The results for the 22nd to the 23rd April are shown in Figure 5.30. This
period consisted of a mixture of clear and cloudy weather which is ref;ected
in the behaviour of the temperature curves. In general, the predicted and
measured contrast agree to within 1.5 °C, It is also interesting to note that
the cover was placed over the viewing aperture of the radiometer wuntil 09.30
on the 23rd. This may be the reason for the measured and predicted contrast
being separated by a small, Eut roughly constant, amount until the two curves
converge at ‘the time corresponding tnl when the cover was removed. This
assumptjnn can be justified if the results of Figures 5.41 and 35.42 are
considered. Here it can be seen that for the measured temperatures of both the

asphalt and concrete surfaces, the effect of . the cover was to cause the



109

temperature recorded by the radiometér to be higher than would be expected if
it was pncoyered, and by an amount which stays roughly tonstant, The curves
diverge again after {0:30 although this could be due to errors in the
predicted temperatures, perhaps caused by an incorrect representation of the
cloud cover being used in the input data file for the model.

The results for the next 24 hour period are shown in Figure 5.51. The
afternoon of the 23rd was cloudy and up to around 1B:00 there is good
agreement between measurements and predictions. The cover was then feplaced
over the viewing aperture of the radiometef and, as seen in the previous 24
hour period, this is probably the cause of the fairly constant difference
between the measured and predicted tempgratures.

Figure 5.52 schows the remaining data wup to the end of the validation
period, which was early on the morning of the 25th. Agreement between
measurements and predictions is very close on the afternocn of the Z4th and to

within about 1 °C until the recorded data end.

5.6 Conclusion,

The validation results discussed in BSectien 5.4 were based on a
comparison between the temperatures of the concrete and asphalt surfaces
peasured by the radiometer and those predicted by the model. It was found that
there was generally good agreement between predicted énd measured
temperatures, and that the agreement was best when the sky was clear. When
clouds appearéd the difficulty of defermining the cloud type and amount of the
sky which was covered resulted in the predictions becoming less accurate,
although in general it was found that the predictions for cloﬁdy weather still
followed the behaviour of the measured temperatures quite well.

It is important to note that these results do not imply that all of the
parameterisations ueed in the model are producing accurate values of the

quantities which they are supposed to simulate. These quantities, which
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include the heat fluxes at the surface for example, were not directly measured
at Ouston, and soAit is not possible to compare predictions with measurements.
However, in many cases the most important result Jrom the mpodel is the
prediction of the surface temperature of the object of interest and this
relies on the model as a whole producing accurate predictions rather than
individual parameterisaticns. 0f course, if some of these parameterisations
are inaccurate, then it is likely that the wmodel will fail to produce
realistic curface temperature predictions under certain weather conditions or
if materials with certain physical properties are studied. Therefore, the main
conclusion which can be drawn from the validation is that the model is able‘to
realistically simulate the behaviour of the surface radiation temperature of
the two composite structures considered, over the range of weather conditiong
in existence while the validation data were being recorded.

The wvalidation data were aiso used to investigate the ability of the
model to simulate the temperature contrast between two different surfaces. The
resulte are described in Section S,S, and in general it was found that the
predicted and measured temperature contrasts between the asphalt and concrete
csurfacee were in agreement to within {.5 °C. This is perhaps not =surprising,
as provided the calibration of the instrument does not vary while measurements
are being made, then the measurement of a temperature difference means thaf
the radiometer does not have to he accurately calibrated against a reference
spurce. Therefore the measurement of the important guantity, temperature
contrast, will be less subject to error than the measurement of an absclute
surface temperature wusing the radicmeter. One of the main pfoblems of using
the data recorded from the 19th to the 25th April 1982 for the wvalidation is
that part of the radiometer measurements were made with a plastic cover over
the viewing aperture, and it was not poesible to calibrate the radiometer
apainst a c=uitable reference source while the cover was in place. It would
~therefore be reascnable to expect that the temperature difference measured by

the radiometer with the cover in place would be approximately the same as that
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which would be measured if the cover was removed. However, difficulties arice
as the cover will emﬂt radiation at its own temperature, and if the effect of
the cover is to be ignored, then the temperature of the cover has to stay
constant. Fortunately, the tuo surfaces were located close together and there
was a minimal time delay between taking the two temperature measurcements, seo
there are unlikely to be radical changes in the radiation emitted by the cover
under most conditions. This means that the contrasts measured with the cover
in place can be compared with the temperature predictions of the model,
although the accuracy of the measurements may be wmuch lower than those
obtained with the cover removed. The results discussed in Section 5.5 show
that there ic agreement to within about 1.5 °C, so the above assumptions are
justified,

In summary, the mainframe general purpose model is capable of producing a
good simulation of the surface radiation temperatures of the asphalt and

concrete surfaces, and also the temperature contrast between the two surfaces,

under the weather conditions experienced during the validation period.
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Fig. 8.13 YEATHER DATA RECORDED AT GUSTOW, N@RTHQ%@E@LAN@ :
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Fig. G.17 PEATHER DATA RECORDED AY QUSTON, NORTHUMBERLAND
- AV. SOLAR RADIATION FROM 12:69 22-APR-82 TO 12:00 28-APR--62.
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Fig. 5.25  UEATHER DATA RECORDED AT OUSTCN, NORTHUMBERLAND
— AY. SOLAR RADXATION FROM 12100 24-APR-82 TO 12100 28=/APR-02.
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Fig. S.31
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Fig. 5.35 PREDICTED & MEASURED RADXANT TEMPS. FOR THE CONCRETE SURFAGE
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G, 37 PREDICTED & HEASURE@ RADIANT TEMPS. FOR THE CONCRETE SURFACE
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Chapter & Use of the general purpose model to simulate the temperature

profile in a sputh facing vertical sandctone wail.

6.1 Introduction.

Temperature measurements of a south facing sandstopne wall at the
Observatory in Durham were routinely made by the equipment describad 1in
Chapter 4., It was decided to attempt to simulate the observed surface
radiation temperatures over a period of fine weather in August 19B3 by wusing
the general purpose model. In the next section, the conrstruction and location
of the wall and the determination of the values of the parameters required to
run the mndgl are discussed ip more detail. This is followed by the results
obtained by running the model, and a discussion of how the correcspondence

between the measured and predicted temperatures may be improved.

6.2 Input data required for the model,

6.2.1 Site characterisitic parameters.

Thé felevant parameters which specify the lecation of the Observatory and
the orientation of the wall are given in Table 6.1. The wall forms one of the
guter walls of the Observatory building, and is approximately 50 cm thick, The
area observed by the radiometer was located at arheight of about 4.75 m above
ground level, and it was estimated that 60% of the field of view of the sky
from this point was obscured by other terrestrial objects. Figure 6.1 shpws
the location of the south facing wall with respect to the rest of the
building. The west ;acing wall which projects out 1 m from the south facing
wall causes the area observed by the radiometer te remain in shadaow for a
short period after sunrise, although the time that the south facing wéll last
receives direct solar radiation is npot affected by its surroundings. It was
therefore necessary to develop a modified version of the general purpose model
‘to take this shading effect into éccount. The first stage in the procedure was

to find out how long the area of interest on the wall remained in shadow after



sunrise. It was assumed that the point of temperature measurement on the scouth
facing wall would first receive direct solar radiation at the same time an
imaginary wall shown by the dotted line in Fig. 6.1, and the standard version
of the general purpose model was then run for the period from 12:00 Sth August
to 12:00 6th August to determine the time of sunrise on this imaginary wall.
The incident direct solar flux was calculated within the program assuming a
cloud-free day, and the diffuse solar flux was permanently set to zero to show
the sunricse time more clearly. The other meteoroclogical parameters were set to
typical constant values. The surface and material parameters were set to the
values qgiven in Sections 6.2.2 and 6.2.3, and the values for the azimuth and
inclination of the imaginary wall were calculated from Fig. 6.1. The resulting
temperature prediction showed that the imaginary wall, and hence the point of
temperature measurement on the sputh facing wall, would first receive direct
solar flux at 07:45. A comparison with the results obtained frem running the
model with the azimuth angle set to the correct value for the south facing
wall, but assuming an unobstructed view of the sun, showed that the effect of
the projecting west facing wall would therefore be to shield the point of
temperature measurement on the south facing wall from direct solar radiation
between 06:00 and 07:45. The section of the model where the measured solar
flux was split up into direct and diffuse components was then modified so that

no direct solar flux could bte received by the wall between 06:00 and (7:45.

Table &.1 Site characteristics of the sgndstone wall,
Location veiievniioessnsnsnnsssascannssasaasasarsnsasses Durham Observatory.
Latitude ..............;............................... 54° 46 N.
Longitude cvvevenianenrnrsssnanorrnosasssnsansnssasosss 19 357 W,
ALEIEUBE v ovvrvrvnnenennannns T T L
Angle of-inclination of wall ...vevieviiennineieoness 702007,
Angle of azimuth of wall N R R R PR PR 348° 20",

Fraction of field of view of the sky unebscured ,...... 40%,
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6.2.2 Surface parameters,

A summary of the initial values used f{or thé parameters 1s given 1in
Table 6.2, and these were obtained from Balick et al., 198!, The average
ground albedo represents the surroundings of the wall, which caonsist of the
asphalt {floor of the balcony, the projecting west facing sandstone wall, and
various trees and bushes. The moisture factor is zero as the wall was dry over

the modelling period.

Table 6.2 Surface parameters.

Vertical emissivity .voveennnesse 0.94
Vertical albedo ...... veresesesas 035
Average ground albedo ...svioases ©,20

Surface moicture factor ....ovvee. Q.00

6.2.3 Material parameters.

The initial values for these parameters were also derived from the
results of Balick et al., 1%B!, and are given in Tahle &.3. The wall was
constructed from large sandstone blocks, so the material properties were

assumed to be independ&nt of depth or location.

Table 6.3 Material parameters.

Thermal conductivity ........0vv. 3.78 W m—? K2

Thermal diffusivity «..vvoveneenes 1.30 % 10-% B2 g2

6.2.4 Initial temperature profile and luwér beundary condition.

The thickness of the wall was measured to be 50 cm, and it was decided to
predict temperatures to this depth by using the model. The lower boundary was

therefore located on the interface between the sandstone wall and the interior
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room in the Observatory building. This was the room used to house the
Tektronix computer which controlled the pan and tilt head carrying the
radiometer. The contact temperature sensors which had not been deployed were
also stored in this room, so it was possible to determine how the temperature
inside the room varied by using the data recorded {from these sensors. It was
found that the difference between maximum and minimum temperatures over a 24
hour period was typically less than 1.5 °C. This 1is probably due to the
relatively thick walls insulating the interior of the building from the more
extreme variations of the outside air temperature. [Qther factors which
contribute to the stable interier temperature of the room are the lack of
artificial heat sources and the small window area, After considering the
reculte of the sensitivity analysis, which suggested that the temperature
predictione of the model were not very sensitive to changes i1in the lower
boundary temperature, it wasifelt reasonable to assume that the temperature at
the lower boundary was constant, and so the one-dimensional general purpose
model could be applied.

The initial temperature profile was obtained by the same pfncedure ac
described in Section 3.2.1. In this case the temperature throughout the wall
was Initially set to the temperature at the lower boundary, and the data
recorded over the fine weather period from 12:00 Sth August to 12:00 é&th
August were used to obtain a stable initial temperature profile. The +final
version of this profile, which was obtained by using the nptimal values for

the surface and material parameters given in Section 6.3 is shown in Fig. 6.2,

5.2.5 Hetecorological parameters,

The automatic weather station was lofated on the lawn in front of the
Cbeervatory and weather data were recorded at 13 minute intervals. The data

required for modelling purposes are plotted in Fiéures 6.3 to 6.34.
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6.2.6 Radiometer data.

Radiation temperature data were recorded every 15 minutes, and a; stated
in Section 9.2.6, are used in three ways.

Firstly, the temperature measurements of the sandstone wall are used for
comparicon with the predictions of the model.

Secondly, the data are used to calculate the value of the function
"TREP", which 1s used in the calculation of the net long-wave radiative flux
incident on the wall. The function represents the average temperature of the
objects which obscure the field of view of the sky +from the area of
temperature measurement on the surface of the wall. These objects include the
asphalt floor opf the balcony, the west faring sandstone wall which prejects
out {rom the south facing wall, and various trees and bushes. Their
temperatures were routinely measured bv the radiometer, énd the importance of
their individual contribution to the average temperature was obtained by
estimating the relative proportion of the sky obscured by each type of object.
A program was developed for the Tektronix computer to calculate the average
temperature, and this is described in the Appendix,

The third use of the radiometer data is to calculate the long-wave cloud
tover factor. The oprocedure is exactly the same as previously described for
the data recorded at Ouston, and the cloud cover factors calculated from the

data are pletted in Figures &.35 to 6.42.

6.3 Optimization of parameters.

Initially the model was run for the period from 12:00 Sth August to 12:00
tth August 1983 wusing the values for the parameters given-in the previous
sections. As described for the validation of the model in Section 5.3, the
optimum values for the surface and material parameters were obtained by
comparing the predicted and measured radiation temperatures for the wall over
the first 24 hour period, and adjusting the values 0; the parameters to obtain

the best agreement. These values are shown in Table 6.4.



Table 6.4 Optimal values {or curface parameters.

Vertical emissivity co.vovinrones. 0.99
Vertical albedp ..vivevensocaress 0,20
Thermal conductivity ....oeivecnnn 3.82 Wt K-t

Thermal diffusivity coovvanrnsnse 130 % 10-% p® -1

6.4 Results of the simulation of the temperature profile in a sputh facing

vertical sandstone wall.

fAfter the stable temperature profile had heen set up for the first 24
hour period using the optimal values for the material and surface parameters,
the model was run using the data. recorded at the Observatory over the
correcponding pericd. This mainly consisted of fine weather with long. sunny
pericds and no recorded rainfall, The recsults obtained are presented as a
comparison between the surface radiation temperaturecs of the wall predicted by

the model and those measured by the radiometer.

6.4.1 Recults from 12:00 5th August to 12:00 6th Augqust 1983,

This was the first 24 hour period considered, and was used to obtain the
optimum values for the c=urface and wmaterial parameters for the wall. The
predictions of the model are compared with measufed temperatures in Fig. 4.43,
which shows that there is initially pocr . agreement between the temperature
data., This is due to the use Df.an unrepresentative temperature profile within
the wall at 12:00 on August 5th, which resulted from the effects of the
weather conditions over the 24 hour period on the method used to calculate the
profile. The method is described in Section 3.2.1, and calculates a stable
temperature profile within the material such that when the model is run using
this value at 12:00 Sth August, the resulting predicted temperature profile at
12:00‘6th August will be in agreement with the first to within about 0.1 °C,
This ie acceptable provided that certain important wéather conditions, such as

the air température and the level of cloud cover, have similar values at the
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beginning and end of the 24 hour period. However, Figures 4.3 and 6.35 shaow
that the ;weather was cloudy from 12:00 Sth August up to when the sky cleared
at 06:00 on the morning of the 6th, giving warmer, sunny weather. Consequently
the stable temperature profile calculated using the method described above 1is
more representative of the sunny conditions on the morning of the &6th than the
cooler weather on the afternoon of the 5th. It is therefore reasonable to
assume that the surface temperatures predicted by the wmodel will bhe higher
than the measurements when this temperature profile is used at the start of
the modelling period, and that the predictions would slowly converge with the
measurements as the temperature profile within the wall is updated by the
model using the data recorded under the cloudy conditions., This is «clearly
shown in Fig. 6.43, and it can alsp be seen that the predicted and measured
temperatures are in good agreement later in the evening and overnight.

On the morning of the 6th, the predicted temperatures vrise sharply at
about 07:45;, when it was calculated that the area of temperature measurement
would first receive direct solar radiation. However, the measufed temperatures
show only a small increase at this time before rising more rapidly at around
(08:15 and <crossing over the predictions at 10:00, Afterwards the predicted
temperatures are slightly low although they still sth the drop in temperature

at 11:30 where thick cloud obscures the sun for a short period,.

6.4.2 Results from 12:00 6th rAugust to 12:00 7th August 1983,

There was variable cloud cover in the afternoon and evening of the 6th,
which is reflected in the plots of the solar flux and long-wave cloud cover
factor. The predicted and measured temperatures are shown in Fig. 6.44, and it
can be seen that the predictions are significantly lower than the
measurements.

The morning of the 7th was mainly cloudy, but with some short sunny
periods. It can be seen in Fig. 6.44 that the predicted temperature rises

sharply at 07:45, which was also observed in the results for the morning of
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the &th. The measured temperature shows a similar effect an hour later when
the sky clears for a brief ﬁériod. The cloud soon returns and the measured and
predicted temperatures then level out at similar values. The sky starts to
clear again at around 10:00, and this ic accompanied by a rise in the measured
and predicted temperatures; with both behaving eimilarly from then until the

end of the 24 hour period,

6.4,3 Results from 12:00 7th Augucst to 12:00 Bth August 1983,

The predicted and measured temperatures are pletted in Fie. 6.45, and
their behaviour is very similar to that cbserved for the atterncon and evening
of the previous 24 hour period. This 1is nqt surprising as the weather
conditions were wvirtually identical, consicting of sunny spells and variable
cloud cover. One interesting feature of the graph is that the sharp peaks in
the measured temperatures do not appear in the plot of the predictions. The
two peaks which occur at 22:00 and 03:00 are rices in temperature, and may be
due to the cloud thickening. At 0B:15, the sudden fall in temperature may be
due to the cloud breaking and then guickly rEfDrming. However, the plot of the
long-wave cloud cover factor for this period deoes not suggest that such rapid
changes in the cloud formations occured. Alternatively, the behaviour of the
measured temperatures may be due to sudden variations in -the a&ir temperature
and windspeed, although the weather data in Figures 6.12 and 6.13 would tend
to suggest that this was unlikely. It is therefore not clear which physical
process is responsible for these temperature variations, and the fact that the
predictions of the model do net behave similarly suggests that it may be due
to local variations of weather conditions around the wall which were rnot
detected by the weather station.

There was complete cloud cover on the merning of the Bth, as shown by the
plets of incident splar flux and leng-wave cloud cover factor in Figures &.11
and 6.37. This results in only a slight increase in £he predicted temperatures

at sunrise, while there is virtually no chanpe in the measured temperatures,
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6.4.4 Results {from 12:00 Bth August to 12:00 9th August 1983.

The results for this 24 hour period are plotted in Fig. 6.46, which 1ic
very cimilar to the previous results in Fig. 4.4%. This is again due te the
similarity in the weather <conditions, which is well illustrated by a
comparisen of the plets of the incident solar flux (Figures 6.11 and 6.13) and

long-wave cloud cover factor (Figures 6.37 and 6.38).

&.4,5 Results from 12:00 ?2th August to 12:00 10th August 1983,

The afternoon and evening of the 9th were the same as observed in the
past three 24 hour periods, and the bebhaviocur of the predicted and meacured
temperatures in Fig. é&.47 is therefore as might he expected. Unfortunately,
radioreter dats were not recorded after (4:00 on the (0th due to eguipment
failure, co the predicted temperaturec for the remainder of the 24 hour period
are not very useful. However, it is interesting to note that the sudden rise
in incident sclar flux after 09:00 on the 10th ies also clearly <shown in the

behaviour of the predicted temperature for the wall.

&.4.46 Results from 12:00 10th fugust to 12:00 11th Auoust 1983,

This period marks a definite improvement in the weather, with less cloud
and higher incident solar fluxes than in the past few days. This can clearly
be seen in Figures 4.23 and &.40. The predicted and measured temperatures for
the 24 hour period are shown in Fig. 6.48, and the radiometer data for the
wall are available again after {7:00 opn the 10th. The behaviour of the
predicted temperatures is similar to that observed previously, with the
predictions being too low during the afternoon and slowly converging with the
measurements overnight.

The morning of the 1l1th was clear and sunny, and the sharp increase in
both measured and predicted temperatures at sunrise 1is clearly shown in
Fig. 6,48, These weather conditions are the same as Qn the morning of the 6th,

arnd a comparison with the results in Fig. 6.43 shows that the predicted



temperatures behave in an identical manner,

£.4.7 Results from 12:00 {1th August to 12:00 12th August 19E3,

The firet part of the afternoon of the {1th was cloudy with short periods
of sun. The sky cleared after 15:00, and this is reflected in the behaviour of
the measured témperature in Fig. 6.49. The behaviour of the predicted
temperatures ic the same as that observed {or previous 'periods of similar
weather conditions. The morning of the 1Zth was initially dull, but became
brighter later on. The characterisitic rise in the predicted temperature of
the wall at (7:45 is clearly shown in Fig. 6.4%, and as shown for example in
the graph of the results for the previous 24 hour period, Fig. 6.48, the
predictions start to rise rapidly above the measured temperatures. Hewever,
after 09:00 the rate of increase in the predicted temperatures slows down, and
they appear to approach a constant value towards the end of the modelling
period. This Dccuré because no weather data were recorded by the weather
station from 09:00 until the end of the 24 hour period. The most important of
these 1is the incident chort-wave solar fqu, which is used by tﬁe model to
calculate the flux which would be received by the wall. When the data are not
available, the {flux 1is assumed to stay constant at the last recorded value,
which recults in the predicted temperature of the wall becoming very

inaccurate.

6.4.8 Results fraom 12:00 i2th August to 12:00 13th August 1983,

This was the final 24 hour period for which the model was run as the
weather started to become much more cloudy in the afterncon of the 13th. The
weather conditions over this 24 hour period were warm and sunny, with only a
small amount of cloud at hich altitude. This is reflected in the plete of
inci&ent solar flux in Fig. 4.31 and the long-wave cloud cover factor in
Fig., 64.42. The predicted %nd measured temperatures are plotted in Fig. 6.50,

and it can be seen that the predictions are initially much lower than the



neasured temperatures. This js because the initial temperature profile at
12:00 on the 12th was not as high as would be expected, due te the fbss.of the
incident solar flux data towards the end of the previous 24 hour period. In
the evening and during the night the predicted temperatures slowly approach
the measurements, as has been observed previously. On the morning of the 13th,
the predicted temperatures rise sharply before +alling below ‘the measured

temperatures after 09:00,

6.5 Discussion of results.

The agreement between the surface temperatures predicted by the model and
those measured by the rad;ometer for the south facing sandstone wall was not
as good as was found for the concrete and asphalt surfaces described in
Chapter 5. The failings of the model can be seen in most of the graphs showing
recults including the imitial 24 hour period from 12:00 5th August to 12:00
&th August. The results of the first 24 hour period are not particularly
useful to evaluate the capability of the model to simulate the temperature
profile within the wall, as during this period the surface and material
parameters were altered to achieve as «close a correspondence between the
measured and predicted temperatures as poseible. These vresults, Hhowever, do
stiow the main times when disagreement between predictions and measurements
occurs. In subsequent 24 hour periods it can be seen fronm .the graphs that
significant disagreement between predicted and measured temperatures occurs at
roughly the zame times, and this is most evident if the results for days when
there was little cloud cover, for example Figs. 6.48 and &6.50, are considered.
In the morning, a sharp increase in the predicted temperatures occurs at the
talculated time of sunrise on the wall at 07:45, which results in the
predictions rising above the measured temperatures, ThE measured temperatures
appear to rise more slowly at sunrise, althuuéh atter a short while the

measurements and predictions are in reasdnable agreement. However, the rate of



increace in temperature of the predictions then starts to fall below that

“cbserved in the meacurements and the predicted temperatures are too low by
noan. In the afterncon and into the evening, the predictions slowly converge
with the measurements, and co-incide at night for most of the 24 hour periods
considered.

There ere popscsibly two main reacsons why the predicted and measured
temperatures are not in good agreement. Firstly, the choice of material and
surface parameters may not be as close to the actual values as was expected.
It was not possible to make direct measurements of the values of these
parameters, and so they had to be obtained by repeatedly running the model for
the first 24 hour period until the best agreement Qetween the predicted and
measured temperatures was found, This method was considered suitable as the
weather conditions on the ©Gth to the &th August were not §ignificéntly
different {from those recorded on later days, and it was therefore reasonable
to suppose that if generally good agreement between the predicted and measured
temperatures could be obtained on one typical day, then good agreement would
also be expected for subsequent periods of similar weather conditions.

The second possible reason is that the values used for the meteorolegical
conditions &t the surface of the wall were unreﬁresentative of the actual
conditions. This may arise because the weather station which supplied the
meteorclogical data was situated some distance away from thée wall, on an
exposed area of the lawn in front of the building. The effect on the
temperature predictions of the ﬁndel resulting from differences Eetween the
data recorded by the weather station and the actual conditions close to the
wall can be determined by refering to the results of the sensitivity analysis,
Although the predictions of the wmodel were found to be insensitive to
variations in the wet and dry bulb depression, the values wused {for the air
temperature, windspeed and incident solar flux are much more influential. Of
these three parameters, probably the smallest error érises from assuming that

the air temperature 1is roughly the same close to the wall as at the weather
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station. Evidence f{for this may be ohtained by reference to Section 4.4.4 in
Chapter 4, where the air temperature ameasured by a sensor in free air an the
balcony of the Observatory is compared with data from the weather station. The
results showed that both temperatures behaved similarly, with a maximum
difference of around Z °C, although this may have been due to radiative and
convective heat exchanges between the sensor and its surroundings.

The windspeed at the wall surface will oprobably be significantly
different from the wvalue measured by the weather station due to the
complicated nature of the surroundings of the wall giving rise to gusts and
eddies. However, this would be very difficult to measure accurately, as the
presence ot anemometers close to the wall would cause changes 1in the
conditions that were to be measured.

It is likely that the greatest source of error was due to an incorrect
calculation within the model for the value of the incident solar flux received
by the wall, which is obtained from the value of the incident solar flux on a
horizontal surface measured by the solarimeter. The way 1in which the
solarimeter readings are split into the direct and diffuse components fluxes
is described in Section 2.3.1.2, The diffuse flux is assumed to be isotropic
and 1s calculated by using Equation 2.8, which was given by Khale, 1977. The
direct fluz component incident on the solarimeter is calculated by subtracting
the value of the diffuse component from the total measured incident flux, as
it is assumed that the reflected short-wave radiation received by the
solarimeter is negligible. The direct flux incident on the sandstone wall 1is
related to the component at the horizontal surface through the ratio of the
zenith angles of the sun from the two surfaces. The value of this flux is set
to zero when the sun is not visible from the wall, which corresponds to short
periods after sunrise and before sunset. The former is due to the shading
effect of the west facing sandstone wall, and the program was modified to take
account of this as explained in Section 6.2.1. At sunset, the direct component

becomes zero when the zenith angle of the sun relative to the wall is greater



than '70°. The representation in the model of the total 4lux received by the

wall therefore becomes;

Total flux = Direct flux + (Diffuse fluw x §)

+ Reflected flux from surroundings (&.1)

where "+" 15 the fraction of the sky which is unebscured as viewed dfrom the
area on the wall for which temperatures are to be predicted.

I+ the model was used for simple cases where no clouds are present, then
the above equation should provide a good estimate of the tetal flux incident
on the wall. However, when the sun is pbscured by cloud, the diffuse component
will increase due to scattering within the cloud and the direct comporent will
be attenuated. Except under conditions of extremely thick cloud, the diffuse
flux will not be isetropic and the wall will receive more diffuse flux Afrom
the direction of the sun than from other anpgles. The total {flux arriving at
the surface of the vertical wall can therefore only be obtained 4from the
measured {flux arriving at-a colarimeter on a horizontal plane if the angular
distribution function of the diffuse flux is known. The magnitude of the
diffuce flux  arriving at the wall is then given by integrating the
distribution function over the area of the sky unobscured as viewed from the
surface of the wall, and the diffuse +flux that would be received on the
horizontal plane is obtained by integrating the distribution function over the
whole hemisphere. The direct component incident on the solarimeter i1s obtained
in the same way as described in the previous paragraph, and the direct flux
component received by the sandstone wall can be found by multiplying this
value by the ratio of the zenith angles of the sun from the two surfaces,

Unfortunately, the distribution function for the diffuse flux is not
known, so it 1is necessary to find an alternative.method of determining the
direct and diffuse components of the solar flux incident on the wall. However,

it is-possible to get an idea of the upper and lower limits of the incident



{flux by the following simple analysis. Firstly, the total flux received by the

wall is assumed to be given by,

Total flux = Measured flux - (Diffuse flux from sky not

visible from wall) (6.2

The measured flux is simply the reading from the solarimeter, while the second
term on the right hand side of the equation can be determined in two ways.
Firstly, the diffuse flux can be talculated using Equation 2.8 as before, and

then multiplied by the fraction of the sky which is not visible from the wall.
Diffuse flux = §p x (1-4) (6.3)

This represents & lower limit on the diffuse flux that the wall would
receivey, so on substitution inteo Equaticn 6.2 will give the likely upper limit
for the total flux incident on the wall.

A lower limit for the total flux incident on the wall may be calculated
by assuming that when the sun is obscured by cloud, all the flux received by
the wall is diffuse and the direct flux component is zero. This corresponds to
what would be expected for conditions of extremely thick cloud. Hence,
assuming the diffuse flux distribution is isotropic, the total flux received

by the wall becomes,
Total flux = Measured flux x (1-f) » {6.4)

It was decided to try to obtain a broad understanding of the effects on
the temperature predictions of the model which would be caused by the use of
the two eguations to calculate the upper and lower limits of the total flux
received by the wall. The main problem was how to aétermine when the sun was

ebscured by clouds, as viewed from both the wall and the solarimeter. As these



data were not avéilable, it was ascumed {for simplicity that both were in
shadow at the same timé; and the long-wave cloud cover factor ﬁaS-used to
eztimate the a@ount of cloud in the sky. The peticd from 12:00 1Z2th August +to
12:00 13th August was chosen as it consisted of generally fine weather. The
results pbtained by using the lower limit to the fluyx are shown in Fig. 6.391
and those for the upper limit in Fig 6.32. It can be seen that significantly

4 hour pericod were produced, and it

(2]

different predicted temperatures over the
ic clear that if material parameters such as the surface albedo of the wall
were varied, then it should be possible to adiust the upper and lower limits
of the predicted temperatures so that the measured surface tehperatures lie
between them.

In conclusion, the results of this analysis would tend to suggest that
for modelling problems of this type, either the general purpose model will
have to be modified to calculate more sccurate values for the direct and
diffuse fluxes, or else measurements of the flusxes received by the wall will

be required as input data for the model.



fFig. &.1

Diagram showing the location of the south facing

sandstone wall at Durham Observatorvy.
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Fig. 6.3 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AY. SOLAR RADIATION FROM 12:88 5-AUG-83 TO 12:86 8-AUG-83.
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Fige 6.9 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AXR TEMPERATURE FROM 12:88 $-AUG-83 TQ 12:88 8-AUG-83.
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Fige 6.7 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
308 AY. SOLAR RADIATION FROM {2:88 6--AUG--83 TO 12:889 7-AUB-83.
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Fig. 6.8 YEATHER DATA RECORDED AT DURHAM OBSERVATORY
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Fig. 6.9 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
AXR TEMPERATURE. FROM 12:88 6--AUG-83 TO {2:88 7-AUG-83.
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Fig. &.10 UEATHER DATA RECORDED AT DURHAM OBSERVATORY
VET/DRY BULB DEPRESSION FROM 12:88 6-AUG-83 TO 12:88 7-AUG-83.
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Figo. &.11 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
AY. SOLAR RADIATION FROM 12:88 7-AUG=83 TO {2:89 8-AUG-83.
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Fig. 4.12 HEATHER DATA RECCRDED AT DURHAN OBSERVATORY

7 AY. WINDSPEED FROM 12:88 7-AUG-83 YO 12:89 8-AUG-83.
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Fig. &.13 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
X ATR TEMPERATURE FROM 12:06 7-AUG-83 TO 12100 8-AUG-83.
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HEATHER DATA RECORDED AT DURHAM OBSERVATORY
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Figo. 6,17 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AIR TEMPERATURE FROM 12:88 §-AUG-83 TO 12:88 9-AUG-83.
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Fig. 6.18 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

HET/DRY BULB DEPRESSION FROM 12:86 8-AUG-83 TO 12:88 2-AUG-83.
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Figs 6.19 HEATHER DATA RECORDED AT DURHAM OBSERYATORY
AY. SOLAR RADIATION FROM 12:88 8-AUB-83 TO 12:86 {8-AUG-83.
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Fig. &.20 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AY. YINDSPEED FROM 12198 B5-AUG-83 TO 12:88 {8-AUG-83.
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Fig. 6.21 WEATHER DATA RECORDED AT DURHAM OBSERVATORY
AZR TEMPERATURE FROM 12180 9--AUG-83 TO 312:88 16-AUG--83.
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Fig. 6.22 YEATHER DATA RECORDED AT DURHAM OBSERVATORY
: WET/DRY BULB DEPRESSION FROM 12:68 9-AUG-83 TO 12:88 {8-AUG-83.
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Figo. 6.23 HEATHER DATA RECORDED AT DURHAM OBSERVATORY
o AY. SOLAR RADIATION FROM 12:68 18-AUG-83 TO 12:89 11--AUG-83.
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Fig. 6.24 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AY. YINDSPEED FROM 12:88 -i8-AUG-83 TO 12:88 {{-AUG-83.
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HEATHER DATA RECORDED AT DURHAM OBSERVATORY
AIR TEMPERATURE FROM 12:806 (8-AUG--83 TO 12:88 {i-AUG-83.
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Fig. 6.27 HEATHER DATA RECORDED AT DURHAM OBSERVATORY

AY. SOLAR RADIATION FROW 12:80 |1-AUG-83 TO 12:68 12-AUG-83.
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Fig. 6.28 HEATHER DATA RECORDED AT DURHAM OBSERVATORY
AV. WINDSPEED FROM 12:88 1|{-AUG-83 TO 12:88 12-AUG-83.
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tig. 6.29 HEATHER DATA RECORDED AT DURKAM OBSERVATORY
AXR TEMPERATURE FROM 12:99 11-AUG-83 TO {2188 12-AUG-83.
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Flg. 6.30 HEATHER DATA RECORDED AT DURHAM OBSERVATORY
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Fig. 6.33 HEATHER DATA RECORDED AT DURHAM O0BSERYVATORY
o ATR TEMPERATURE FROM 12:88 12-AUG-83 TO 12:886 13-AUG-83,
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Fig. 6.37
LONG MAVE CLOUD COVER FACTOR FROM 12:88 87-AUC=-63 TO 12:89 68-AUG-63.
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Fige 6039
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Fig. 6.41
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Fig. 6.43 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
: SANDSTONE WALL FROM 12:86 5/8/83 TO 12:08 6/8/83.
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Fig. 6.44 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:99 6/8/83 TO 12:99 7/8/83.
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Fig. 6.45 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
. SANDSTONE WALL FROM 12:88 7/8/83 TO 12:88 8/8/83.
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Fig. 6.46 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:09 8/8/83 TO 12:89 9/8/83.
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Fig. 6.47 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:88 9/8/83 TO 12:80 18/8/83.
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Fig, &6.48 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
o SANDSTONE WALL FROM 12:29 18/8/83 TO 12:00 11/8/83.
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Figo. 6.49 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:88 11/8/83 TO 12:99 12/8/83.
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Fig. 6.350 pREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:08 12/8/83 T0 12:990 13/8/83.
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Fig. 6.91 PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:08 12/8/83 TO 12:08 13/8/83.
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PREDICTED AND MEASURED RADIANT TEMPS. FOR THE SOUTH FACING
SANDSTONE WALL FROM 12:00 12/8/83 TO 12:20 13/8/83.
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Chapter 7 Conclusion,

7.1 Summary of the previpus chapters.

The ogeneéral purpose model was constructed to simulate the thermal
behaviour of simple one-dimencsional structures, and the theory behind the
model is discussed in Chapter 2. Basically, the model selves the
one-dimensional equation of heat conduction for the structure of interest by a
numerical method, subject to two boundary conditions. The lower boundary
condition is assumed to be represented by a constant temperature at a
specified depth within the structure, while the upper boundary condition 1is
derived from the balance of heat fluxes acting at the surface. These fluwes
are represented in the model by empirical relationshipe in terms of commonly
measured meteorological and surface parameters.

Initially, a sensitivity analysis was carried out on the general purpose
model, and the results are described in Chapter 3. The purpose of this
analysis was to gain an understanding of the type and magnitude of effect that
variations in the wvalues of the many parameters required as input for the
nodel have on the resulting temperature predictions. This i1nformation is
useful 1in two ways. Firstly, to suggest which parameters need to be measured
with the greatest care, and secondly, if the temperature predictions of the
model were signi}icantly different from expected velues, then the recults of
the analysis may be helpful in deciding if ap incorrect value had been used
foer one of the parameters.

Chapter 4 decscribes the -eqguipment which was used to collect the data
necessary for the validation of the model and the attempt to sinmulate the
thermal hehaviour of a scandstone wall. The data were recorded at freguent
intervals, and included the values of several metecorclogical parameters and
the radiatiun temperatures of the sky and terrestrial surfaces of interest.
The former were supplied by an autométic weather stafion, and the latter by a

radiometer whose movement was controlled by a Tektronix computer.



The equipment designed to acquire the radiation temperature data has
since béen redesigned with an emphasis on improved portability and reduced
size. The new egquipment operates in basically the same way, but is now
controlled by a BEC microcomputer. This has the advantage of being much
smaller and lighter than the Tektronix computer, while still having the same
memory capacity and processing cspeed. The BEC wmicrocomputer also uses a
similar programming lanquage to the Tektronix computer. However, the main
advantage of the BEC microcomputer is that it allows the poseibility of having
several data acquisition eystems and a weather station connected together on a
computer network. This would allow the operator to run the units independently
ot each ather from a central operation site.

In Chapter &, the validation of the model under fine weather conditicons
was described for two multi-layered structures with ceoncrete and asphalt
csurfaces. The method of validation consicsted of a direct comparison between
the surface temperatures predicted by the nmodel and those measured by a
radiometer. The choice of radiation rather than contact temperatures for the
comparicson was made for two main reasons. The first was that the measurements
made by the radiometer did not «cause any disturbance to the surface of
interest. Secondly, the results cof a comparison between contact and radiation
temperature measurements {for the same csurface, .which are given in
Eection 4.4.3.4, suggested that the radiometer measurements wWere more
sensitive to rapid Fluctuations in the surface temperature.

General purpose models similar to the one in use at 'Durham have been
developed by Jdacochs, 1976, and Link et al., 1981. In both cases a validation
exercise was attempted for a similar type of structure to those with the
concrete and asphalt surfaces described in Chapter &, Jacobs investigated the
thermal behaviour of a 20 cm thick layer - of asphalt on seil under sunny
weather conditions with no cicud. Both materials were assumed to be
homogenous, with thermal conductivities and diffﬁsivities ‘indépendent of

position within the structure. The variation of meteorological conditions such
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as wind speed, air ‘temperature, and incident short-wave solar flux were
measured, and represented by analytical functiens in the input data file for
the model. The surface temperatures of the asphalt predicted by'the model were
found to agree with the available measured temperatures to within 0.2 °C over
a 24 hour period,

Link et al. used their model to simulate the thermal behaviour of a 10 ca
thick concrete pad on soil, and an area of bare spil. Two separate modelling
periods of 24 hours were chosen, and metecrological and surface temperature
data were recorded every 10 minutes. The weather was fine, and the fraction of
cloud cover was assumed to have a constant value of 0.3. Agreement between
measurements and predictions was to within 2 °C for the concrete and 3 °C for

the bare =soil, although it was found that there was an 2

3 ]
narent tine !
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between the behaviour of the measured and predicted temperatures for the soil.
This.was due to the thermistor being located a short distance below the
surface of the sail, and therefore detecting temperature fluctuations at the
surface after a delay equal to their propagation time. This effect can also be
seen in the investigation of the usefulness of contact temperature sensors 1in
Section 4.4.3. The ability of the model to predict temperature contrasts was
also investigated, and the predictions were found to agree with the
measurements to within about 4 °C over the modelling period.

In comparison with the results of the two authors discussed above, the
work described in Chapter 3 represents a more thorough approach to the
validation of the model and provides a greater amount of useful information as
to where the model may be applied with confidence. This was a result of two
major factors., Firstly, the extensive database of weather and radiometer
measurements made at Durham allowed the selection of a validation period of
several continuous days with a mixture of sunny and cloudy weather, rather
than the single 24 hour periods under ideal weather conditions previously
cansidered. Seconglv, the meteorological conditions and radiation temperatures

stored in the database were mea.red at frequent intervals throughout the day



and night, and there weré consequently few gaps in the data. It wac therefore
possible teo make accurate allowances for changes in the values of parameterc
such as the fraction of cloud cover, independent of the time of day.

The results of the validation showed that there was good agreement
between the meazured and predicted temperatures, and so it .is reasonable to
assume that the model will produce equally good results for similar types of
simple one-dimensional structures under the range of weather conditions which
existed while the validation data were acquired. The ability of the model to
predict temperature contrasts between twp different surfaces was aleo
investigated using the wvalidation data for the concrete and asphalt. The
measurement of temperature contrast is less affected by uncertainties in the
absolute values of the input data for the model. For example the values of the
meteorological parameters can be assumed to be the came for both the concrete
and asphalt surfaces ac they are reasonably <close together. As may be
expected, the vresults of this analysis proved that the mndél could produce
acceptable predictions of the temperature contrast between the types of simple
structures considered.

The next stage was to attempt to use the medel to simulate the
temperature variations of the curface of a south facing sandstone wall. The
wall wés & far more difficult structure to model than the concrete and asphalt
surfaces previpusly considered, as it was both vertical and shaded for a chort
period after sunrise. A further difficulty was that the meteorological data
used as input for the model were obtained from a weather station located some
distance away froem the wall, and hence the data were not an accurate
representation of the actual «conditions at the surface of the wall. The
results of the simulation are given in Chapter 5, and it 1is evident from =&
comparison between the predictions of the model and measurements made by a
radioneter that the model did not simulate the thermal behaviour of the wall
particularly well. The possible reasons for this are outlined in Sectien 5.5,

and it is likely that the major source of error is the section of the nodel



which converts the incident solar radiation measured by the horizontal
solarimeter {nto the direct and diffuse flux components that would be received
by the wall. The sclution would be to either make direct measurements at the
surface of the wall or else to find the angular distribution {function {for the
diffuse flux, although both of these alternatives would be difficult to put
into practise,

In summary, 1t has been shown that the current version of the genereal
purpose model can produce reasonably accurate predictions of the surface
temperatures of simple one-dimensional structures, under the meteorological
conditions in existence while the validation data were recorded. The model has
also been shown to be capable of ogenerating acceptable predictions of the

temperature contrast between the surfaces of two different materials.

7.2 Bupgestions for future improvements to the general purpose model.

In the «course of using the model it has become apparent that there are
several areas in which improvements tan be made to extend the possible range
of applications, and to pfoduce more accurate simulations of thermal
behaviour.

Firstly, the results of the attempt to model the thermal behaviour of the
sandstone wall suggested that it would be worthwhile to investigate whether
any work has been done to determine the angular distribution function of the
diffuse solar flux compenent, which may lead to improved simulations of the
thermal behaviour for non-horizental structures. It may also be possible to
tind newer, improved parameterisations for the other fluxes wused in the
equation of energy balance.

Secondly, one of the major problems in using the model is takino the
effects of clouds into account. This is particularly important if the =soplar
flux 1s calculated within the model, and & very simple technigue described in
Section 2.3.1.,1 is currently used to modify the pred;cted solar flux under the

influence of clouds. The mpdel copuld be improved if a more realistic method of
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simulating the effects of cinuds could be found, although this would rquirE
the characteristic pa;amefers for all the clouds in the sky at a certain time
to be cpecified in more detail. The effecte of clouds on the net lono-wave
flux are taken into saccount more accurately within the modél, as 1t is
possible to make use of the measurements made by the radiometer when pointing
at the sky. Even so, this method will only provide a rough estimate of the
magnitude of the flux, and <could be improved by taking more freguent
peasurements or by desigring & new detector with a suitﬁuly wide field of view
specifically for the purpose of measuring the flux.

The third area of improvement would be in extending the range of weather
conditions under which the model may operate. In particular, it would be
useful to take 1into account the effects of vrain, as it was found on
examination of the database of measurements made at Durham that the longest
period without any recorded rainfall was 10 days at the start of August 1983,
It was therefore clear that the effects of rain would need to be included in
the model if it was required to be used for periods of several continuous days
in the wetter months of the year. Unfortunately, rain has a significant effect
on both the surface and material properties of any structure under
investigation, and would therefore require modifications to the model in three
main areas.

Firstly, a further term must be included in the energy balance eqguation
at the surface to represent the heat flux that the addition of rain causes.
This could be achieved with the empirical equation used by Burbidge, 1980,
which related the flux due to the rain to more readily measured quantities.

The egquation is given below;
Flux due to rain =r x'gx s % (Ty - T2) (7. 1)

where; r is the rainfall rate {(ms~%),

[ is the density of water,
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s is the specific heat capacity of water,
T: its the temperature of the surface (K),
and T- is the temperature of the rain (K),

The temperature of the rain ic calculated from;

T2=T—(AxH)'#(B'AH)x(l—(V;—U))xﬁ_ (7.2)
(Vy-Va) H
where; T is the air temperature (K),

A is the temperature lapse rate in air (6.5 K.km=%),

B is the temperature lapse rate in cloud (4.2 K.km=1),

Vi = B8.936 ms—?,

1.218 ms—1,

i

Va
and V’is the raindrop terminal veleocity (ms—?t),
The raindrop terminal velocity ie obtained from reference tebles relating the
velocity to cloud type and height.

Secondly, the wmodel would have to be able to take into account the
changes in the surface and material parameters which occur when materials
become wet. The effects of water on surface properties may lead to either an
increase or decrease in the surface temperature. When a layer of water forms
on a surface, the emissivity will tend to approach unity. If the surface hao a
low emissivity when dry, then this may result in the radiation temperature of
the surface rising as the tgmperature of the water becomes equal to that of
the surface. However, if the layer of water is constantly added to by more
rain which is cooler than the surface, then the net effect will be to reduce
the surface temperature. |

The values of material parameters, such as the thermal conductivity and
diffusivity, will be affected as water is absorbed. For example, 1f a laver of
seil is considered, then the presence of water will cause the thermal
conductivity to increase as the air in the spil pore spaces is replaced by the

more cunductivé water. The addition of water also increases the specific heat



capacity and the densitybof the spil. The thermal diffusivity, which 1is a
function of the conductivity, density and specific heat, increases with
saturation up to typically Z0% and then starte to fall slowly. The
modifications to the model which would be needed to take these effects into
account would require the specification of additional input data, such as the
state of saturaticn of the surface and the variation of moisture content with
depth. However, a simpler method would be to use empirical relationships which
determine the material parameters as some function of wmore readily measured
guantities, provided that =such equations were available for the particular
redium of interest. Alternatively, direct measurements could be made witﬁ the
appropriate type of sensors.

The third alteration to the model would be to include heat transport by
moisture in the eguation descriﬁing heat conduction through the medium. This
would not be easy, altheugh wmuch work has been done on the theory of
infiltration.

1t is clear that there is much useful work which could be carried out to
improve the existing version of the general purpose‘model. However, the
experience gained from using the model in its present form is also ussful to
suggest directions {for the development of future types of model. This is

discussed in the next section.

7.3 Sugoestions for the {future development of new types of models.

There are two ways in which +the development of Hfuture models may
proceed. Firstly, new vérsinns cf the general purpose one-dimensional model
could be developed to include the capability to predi;t temperatures for tuwo
and three-dimensional structures. This would be achieved with an extended
version of the present finite element method usgd to spolve the differential
equation o©f heat transfer. The multi-dimensional models would be.capable of
predicting temperature profiles within much more co&plicated media than is

-

possible with the «current one-dimensional model, and for example could be



applied to layered structures compocsed of materials with 1irregularly shaped
boundaries and v%ryinq thermal properties.

As an alternative to develeping increasingly more complicated models of
the same basic type as the current general purpose model, i1t may be worthwhile
to investigate the possibility of creating a simpler model which would predict
surface temperatures as a function of only two or three impoartant
meteorpological parameters. An empirical modelling technique of this type has
been suggested by Turver, 1978, who derived a general equation to relate the
radiation temperatures of several different surfaces during daylight hours to
the ambient air temperature and the incident short-wave solar $flux. The

equation is written as follows;
Ri{t) = Tit-u) + k.S(t) (7.3)

where; R(t) is the radiation temperature of the surface at time t,
T(t-x} 1s the ambient air temperature x hours before time t,
k is a constant,

and 5(t) 1s the short-wave solar flux incident on the surface.
The values of the delay parameter, x, and the constant k, which governs the
speed of response to changes in solar flux, are both functions of the thermal
capacity of the structure under investigation. Both of these coefficients tend
to zero for low thermal capacities. Equation 7.3 was applied to data recorded
for a fence, a slate roof, and a brick wall, and the values of k and x were
chosen by inspection. It was found that the empirical relationship simulated
the observed thermal behaviour of the surfaces to within + 1 °C.

These results suggest that this technique could be used as the basis for
the development of an empirical type of model. However, further work would be
required to extend the modelling period to a full 24 hours, and éxtensive
field trails would be needed to determine the types of surfaces and materials

to which the empirical egquations could be applied.



fppendix. Goftware developed for use with the Tektronix 4052 computer.

A.1 Outline pf the sqftware library.,

An extensive software library written in the EASIC programming language has
been developed for the Tektronix 4052 computer. The programs may be divided
into two main categoriesy programs which control the operation of the
gquipment, and proorams used for off-line data analysis, The first category
covers three programs: the autoguidance and data acquisition program, which is
used for on-lfne acquisition of temperature data, the program to control the
transfer of weather data from the Mirrodata 1ogger to the computer, and
thirdly a program which can be used to test if all the eguipment connected to
the computer is operating correctly.

The programs in the second category are used for the analysie of the
radiometer, contact temperature sencsor, and weather data supplied by the
gequipment described in Chapier 4, Basically these programs provide results in
either a graphical f{form or as a numerical listing. Eraphical results can be
displayed on the screen of the computer, or blotted gut on. paper using the
Tektronix graph plotter. Numerical data can also be displayed on the screen oF
listed by the BO-column dot matrix printer, which is connected to the computer
via an interface unit on the GFIE,

The programs are described in more detail in the following two sections.

A2 Frograms for on-line control of eguipment.

A.2.1 The autpguidance and data acquisition program.

This programrcanvbe used to operate the computer in either of two running
modes, In the first mode, the positions of the objects for which temperature
data are required are specified by the operator and stored in either a file on
the magnetic tape, or in the memory of the computer. This process is described

in Secfion 4:6.1 of Chapter 4, and involves using the joystick on the servo
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cbntruiler to. move the pan and tilt heéd; wﬁile uﬁserviﬁg the field of view of
the raﬁiﬁ;eter marked on the CETV monitnr. After {he target sequence has been
specified, the other operating mode can be selected. The computer will then
point the radiometer at the each of the objects in turn, and record their
temperatures on tape. This operation is outlined in ESection 4.6.1, and
described in greater detail in -Section 4.6.%2 of Chapter 4.

In the next two parte of this section, the two running modes will be
described in more detail, with particular reference to how the program allows

the operator to specify the type and amount of data to be recorded.

A.2.1.1 To specify a sequence of objects for subsequent temperature

measurement.

If this vrunping mode is selected, the operator only needs to enter the
number of positions to be stored, and then precss user definable key number |
on the computer Eeybﬁard when the obiect 1i1s in the field of view of the
radiometer. As explained in Sectieon 4.6.2, the computer records the position
of an obliect by two digital‘values corresponding to the readings from the two
potentiometers in the pan and tilt head, which specify the current azimuth and
zenith setting for the moveable platfors. These readings are stored in the
computer as two one-dimensional arrays, each containing the same number of
elements as there are objects in the sequence. When the arrays have been
tilled, the operator can specify a file on a magnetic tape cartridge for the
data to be stored on. Provided the file 15 large encugh, the arrays are then
written in binary format by the computer. & flowchart showing the operation of

this mode is given in Fig. A.1,

A.2.1.2 Acquisition of temperature data.

When this running mode is entered, the computer assumes that the co-ordinates
of the objects have already been stored on magnetic tape. The computer

therefore prompts the operator to enter the relevant file number, and then
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reads in the two arfaysa The operator then has to spécify whether or not
terperature data are to be listed on the printer. There are three options
available; data can be printed for every scan of the seéquence of objects, for
every na*"™ scan, or alternatively all output to the printer may be suppressed.
1f one of the first two optione are selected, the operator may then specify
the type of datas to be printed from the three choices available. The first

e rd

cpticn is to print out the readings from all 33 channelé in use in the B-bit
ADC wumits, which correspends to the 32 contact temperature sensors and the
radiometer. Secendly, up to 16 ADC channels for which data are to be printed
mey be selected by the operator, and thirdly it is possible to specify that
only the radiometer reading is to be printed.

The next stage in the program finds a suitable magnetic tape file for the
temperature date to be stored in. The operator is therefore instructed to put
a tape cartridee in the internal tape drive of the computer, and enters the
number of the first file on the tape to be used for data storage. The computer
locates the specified file, and examines the tape header. If this shows that
it is the last-file on the tape, then the program proceeds to the next stage,
However, i1f this is not the case; the computer displays a warning on the
screen that recording data on that file will invelve eraéing'previously
recorded material, and gives the operator a chanﬁe to choose a different file.
This precaution is necessary because the computer marks data files as required
when in the automatic data acguisition mode, so all files on the tape after
the file which has been specified will be over-written.

Lastly, the operater has to check that the real time clock ROM pack in
the computer is correctly set to GMT, and to specify how long the system is to
remain igle between data acquicition sequences. The servo controller for the
pan and tilt head can then be switched to receive control signals'frnm the
computer, and routine acquisition of temperature data will begin. The computer
will therefore move the pan and tilt head so that it points at each object in

.

the sequence. The times and temperature data from the contact temperature



149

sencors and radiometer are stored in the memory of the cnmputer,‘ and alsto
listed on the oprinter if required. The format and types og.data stored are
specified in the program, a&and have been discussed in Sectieon 4.7.1. The
temperature data are written on tape after the 1last measurement in the
cequence has been made. The tomputer then moves the pan and. tilt head so that
it is looking at the first object in the seguence, and the apparatus stays
idle for the previously cpecified time before starting a new da{a acquisition
run. A flowchart shpwing the operation of the data actguisition system under

computer control is given in Fig. 4.35.

A.2.2 Frogram to transfer weather data from the Microdata lpgger to the

Tektronix computer.

The purpose of this program is to contrel the transfer of weather data
from the Microdata logger to the computer, where the data are stored on a
standard magnetic tape cartridge. The transfer takes place between the RS-Z32C
interface on the computer and a compatible interface card inside the logger.

At the start of the program, the data transfer parameters {for the
interface on the —tomputer have to be set to correspond with tﬁe replay
intefface card inside the data logger. This is achieved by wusing & "CALL"
statement, which +transfers control from the standard BASIC operating mode to
the relevant routine, which is housed in the RS8-232C interface backpack on the
computer. In this case, the "RATE" routine ic used to scet three parameters;
the data transfer baud rate, the parity parameter, and the communication error
action parameter. The data transfer rate ic éet to 1200 bits/sec, and the
parity p;rameter is derived from & reference table in the instruction manual
for the R5-232C 1interface. The error action parameter is set so that the
number of errors which Décur during the data transfer are counted, but do not
cause the program to stop when an error is encountered.

The logger now has to be manually set to replay mode.at the start of the

desired track on the DLCI00 magnetic tape’tartridge, and is connected to the
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interface on the computer. The operator then puts a magnetic tape cartridge
into the internal tape driv; of the computer, and specifies the files on which
the weather data transferred from the logger are to be stored. The program
then waits until a carriage return is entered from the keyboard before
starting the data transfer process.

In the next part uf the oprogram, three AECII character strings are
dimensioned to receive the data from the looger, and data transfer is
initiated by the computer when it executes the statement P"PRINT &40:0Q"",
where "8" is the control character DCI1. The primary address of 40 specifies
that the data in the BASIC statement are to be sent out from the RE-Z23ZC
interface. When the logger receives the control character, it begins to send
put data in the form of an ASCIT string. The computer receives this through
the RE-232C interface when it executes the newt statement in the program. This
is of the form "INRUT €40:A%", where A% 15 a string which has been dimensioned
te contain the daté sent out by the loager. The procese of alternately sending
out control codes and receiving data from the logger is repeated three times,
and the wéather datae stored in three separate strings.

The three strings are concatenated in the next stage of the program,
resulting in a leong string containing one or more sets of readinge from the
the seven different weather recording instruments and the two real time clock
cards in the logger. Each set is separated by a fined time intérval; which was
15. minutes for the data recorded at Durham Observatory. In the data string,
the relevant channel number precedes each reading, and there are severalAspacE
characters inserted between the readinos. Thic is next modified to a2 wmore
compact {form suitable 4or storage on the magnetic tape cartridge in the
internal tape drive of the computer. Firstly, it 1is nececssary to +find the
position in the string of the first reading from the lowest channel number in
use on the logger, which in this case is channel zero. The positions of the
readings from the cther eight thannels used on the logger are then located in

-~

ascending order. The data recorded for the channels are then removed from the
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string, gnd concatenated to form a mere compact representation of the data.
This consiets of the readings from the nine channels with the channel numbers
and space characters removed. Thb part of the initial long string from which
the déta was taken is now discarded, and a check made to see 1f there is
another complete set of nine readings left in the remainder of the ctring. If
so, the above reduction process is repeated, and the resulting coempact data
string is concatenated with the first. However, if there is insufficient data,

the remainder of the unreduced string is kept, and more data added to it when

-J

the program returns to the section where data are read in through the RS-232C

¥

interface, This continues until the compact data strino contains the results
for %6 scans of the weather recording instruments, when the string is written
in a file on the magnetic tape cartridge in the internal tape drive of the
computer. This length of data.string Was chpsen sa that each file on the tape
would contazin the results for 24 hours, provided the logger had been set to
record data at intervals of 15 minutes.

The above seguence continues until the data for the specified number of
days have been read from the logger. The program ends at this point, and the
legger can be reset to stop mode either manually or by sending the approbriate

control character from the computer.

A.2.3 Test program for the data acquisition system.

This program allows the operator to determine whether the computer and
the units connected toc the GFIB are functioning correctly. There are five
options in all, which are selected with the wuser definable keys on the
computer.

The {irst three options test units un‘the GFIE, and the first of these
is to read out the current position of the pan and tilt head. When this option
is selected, the computer initiates the process to read the voltages from the
two potentiometer sensors inside the pan and tilt head, These are then

digitized by the 11-bit ADC, and transferred to the computer over the GPIE.




Thiavbpération ig described in more detail in Section 4.6.2. The read;hgs’frqm
the two sensors are then displayeﬂ on fh; screen of the cumpﬁter as numbers in
the range O to 2047, correépoﬁding to the reading from the ADC. The manuél
control joystick on the servo contreller can then be used to MOVE pan and tilt
head, and if the apparatus is fdnctiuning correctly, then & ctorresponding
change in the reading from the ADC should be observed.

The second option allows the cperator to examine the readinge from the
three B-bit ADC units. The 48 channels available from these wunits correspond
to the 32 vcontact temperature sensors and the Eadipmeter, with the other 15
channels unused. The data are read {from the ADC's via the 114bit bus
controller, and sent to the computer over the GFIB- as described in
Section 4.3.3. The data are dicplaved on the screen of the computer as 48
numbers in the range from 0 to 255, corresponding to the output from the 4€
ADC channels. The reading from the radiometer can be varied by pointing it at
difterent objects using the pan and tilt head. The contact temperature sensors
chould display a stable reading, which will increase if they are heated. The
other channels are grounded, so give a constant reading ofvzero.

The third option is uced to test for correct operation of the printer and
its interface with the computer, on the GPIB. This simply sends a string of B0
characters over the GFIE to the interface, which is thén transferred to the
printer and listed.

The other two options are cun;erned with the operation pof the computer.
The first ie to check that the keyboard and display screen are functioning
correctly, while the second checke the operation of the internal tape drive.
For the latter option, an empty tape cartridge is put in the tape drive, and
the computer writes ASCII data in one eapty file, and binary databinbanother.
The computer then reads the data from the two files, and verifies that .it is

the same as the original data.
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A.3 Date analysis progrems.

There are three types of data for which anaslysis programs are reguired;
weather data, temperature data from the radiometer, and data from the rcontact
temperature sensors. The oprograms that have been developed to analyzse these

gata are described in the next three ecctions,

A.3.1 @nalysis proorams for radiometer data.
There are three main proprams used for the analysis of radiometer data; two of
which produce numerical output, while the third displays the temperature data

in a graphical form. The programs are described in the following sections.

A.3.1.1 Program=tp,li5t radiometer data.

There are twg_versidns.éf this program which apply to the twpo different
types of data étorage formats in use; i.e. 'thE format =specified in the
autoguidance and data acquisition program, and that used for long term stbrage
gn 9-track tape. Both versions are constructed in a similar way, with the main
difference heing in the way that the data string is analysed. The start of the
two programs vis the same. Firstly, the DheraturAhas to specitfy the range of
data files from which the temperatures are reguired, and the reference number
of the particular obiect in the seguence. For the cace of data recorded in the
format specified 1in the autoguidancé .and data acqguisition program, the
computer locates the specified starting file on the magnetic tape 'cartridge,
and reads in the first binar? string containing the data recorded during the
gcan of the radiometer over all of the nbjetfs in the sequence. The
composition of this data string is discussed in more detail in Section 4.7.1.
The program then finds the segment of the string containing the time, the
temperature data {for the specified objéct, and the réading from the contact
temperaturemsensér attached to the pptical unit of the radiometer. fhe’ latter
two quantities are stored';s_sjngle ASCII characters in the string, and are

firstly converted back to decimal numbers hetween 0 and 255 The radiation
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temperature of the object can then be obtained by using the calibration
equation for the radiometeF, which is given as Equation 4.1 in Section 4.3.4.

The second version of the program is uced for analysis of data which are
kept on 9-track tape., This has to be mounted on a tape drive attached to a
VAYX 750 computer, and data are trancferred in an ASCII format to the Tektronix
computer through the R5-2320 interface. The data format is the <came as that
described for the transfer process between the Tektroniz computer and the VAX
computer described in Section 4.7.2. Easiecally, there are two main differences
between the ASCII and the original binary format., Firstly, the readings for
the radiometer and the contact temperature sensor are already in decimal form,
rather than the ASCII character representation, and secondly the ASCII data
are written on the tape such that the information for each target is stored as
a separate string. Apart from mcdificétiuns necessary due to the different
data format, this vérsinn of the program proceeds in a =imilar fashion to the
previous one. As before, the radiztion temperature for the obiect is
calculated using the calibration equation for the radiometer.

The output from the computer consists u% the radiation temperature of the
object and the time at which it was recorded. This can be listed on the

printgr or displayed on the screen of the computer.

A.3.1.2 Proaram to list radiometer data at specified times.

This program was developed to provide radicmeter data in a form suitable
for use with the modelling procorames on NUMAC., The models on NUMAC regquire the
times at which the weather and radicreter data were recorded to be the same.
Ac the weather data were recorded at fixed time intervals of 15 minutes, it is
simplest to put these values directly into the NUMAC data files, and then to
use an interpolation method with theg radiometer data to determine the
radiation temperatures at times corresponding with the weather data. There gre
two versions of this program for use with the binary and ASCII data f{formats

described Section A.3.1.1. The construction of the two versjions of the prograsm
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is very similar, and 1in the following description {he analysis of the data
strings will be dealt with in a‘general mahner applicable to both.

At the start of the program, the operator has to cspecify the date and
initial time for which the interpolated data are required. This information is
used to set up an array, T, containing the times from the specified start time
to the finishing time, which is normally'24 hours later. The time elements in
the array are seéparated by the cpecified time interval, which ie normally 15
minutes. The operator then has to put & data tape in the internal tape drive
of the computer, and specify the first file on which relevant data are stored.
The computer finds the file, reads in a data string, and then évaluates the
time at which the data for the specified object were recorded. The time is
then converted from hours, minutes and seconds to houre and tenths of hours,
and from GHWT to Local Mean Time (LMT) by subracting 4 minutes for every degree
of longitude that the data recording site was west of the meridian passing
through Greenwich. The resu}ting course of actien taken by the prooram depends
on whether the data string was recorded before or after the initial time for
which the interpolated data are required.

If the data string was recorded after this time, it is therefore ndt
possible to cbtain an interpolated value for the radiaticn temperature of the
object, and so the interpolated temperature is set to an unrealistic number,
such as 1000 °C. This can be recagnized in ﬁﬁe stage of the analysis program
when the data are listed, and an appropriate error message generated. This
value of the temperature is stored as the first element in the array "Y*,
which is dimehsioned to have the same number of elements as there are times
for whiéh interpolated temperatures are required. The program then reads the
néxt gelement from the array "T", and checks if it is 5till earlier than the
time that the {first data string was recorded. If so, the interpolated
temperatureﬁis set to 1000 °C again, and the next time read in from the array.
This process continues until the current time value for which interpolated

data are reguired, T{n), is later the time that the first data string was
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recorded, and the program then follews the procedure cutlined in the next
paragraph. "

When the data string:was recorded before the start time, T(1), or the
first possible time, T(n), for which interpolated data may be calculated if
the procedure cutlined in the previocus paragraph has been followed, the wusual
criterion {for acceptance of the string for subseguent analysis is that it was
recorded 13 minutes or less before this time. If the string is not accebted,
the next is read in and the above acceptance criterion applied again. HWhen the
string is accepted, the radiation temperature is calculated for the specified
cbject by using the calibraticon eguation for the radiometer (Equation 4.1),
and is stored along with the time in two arrays as E(1) and A(l) respectively.
The next data string is then read in frém the file. The time and temperature
values are calculated as before and assigned to the variables A! and BIl.
However, 1+ this data string was_alsn recorded before the current time for
which interpolatedldéta are required, then the time and temperature values
from the second data string are storedv as array elements A{1) and B(I1},
cverwriting the previous values. The computer then reads in another data
string +from the data tape, and repeats the process until the following two
conditions are satisfied. Firstly, the time that'the previous data string was
recorded, A(l), 1is less than 15 minutes before the required time for
interpolated data, T(n)i and--secondly the time that the current data string
was recorded, Al, must be before the next reguired time for interpolated data,
Tia+l). Thesé conditions mean that the two data strings are separated in time
by less than 30 minutes, ensuring that the result cbtained 4rom the
interpolation process will be fairly accurate. If theée conditions can not be
satigfied, the interpolated tempercture at time T(n) is set to an unrealistic
figure as before, and the next value in fhe time array, T, is selected. This
process is repeated until the current time for which interpolated data are
required is just after the time that the current data string was recorded. The

-

time and temperature values from this string, equal to Al and B!, are then
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stored in the A and B arrays ac A(1) and B(1). The computer reads in the next
data string, and evaluates the new valies of Al and Ei. This process centipnues
until the criterion for linear interpolation to proceed is satisfied.

The linear interpolation eguation is given below. This ic used to give a
temperature Y(n) at time T{(n), given two dataz points with time values on

either side of T(n).

Y{r) = E(I) + (BI-E{I)) x AT(m)-A(1)) (a. 1
(A1-A(1))

where; AROT) Time of data point recorded before T{n),

E(l) = Temperature measured at time A{I).
Al = Time of data point recorded after T(nl.
Bf{ = Temperature measured at time Al,

After this equation has been wused, the valuee of A{l) and Bil) are
cverwritten by Al and EBl, and a new data string read in from the data tape.
The program then feollows the prnceduEE explained in the previous paragraphs to
find the temperature Y{n+l) at time T(n+i). This continues until all the
required interpolated temperatures have been {found, and the array "Y' it
filled.

In the final stage of the proaram, the temperatures may be listed on the
printer or the sctreen of the computer, along with the corresponding times from
the array T. This part of the program also includes a section which detects
any temperature readings which are obviously ocut of the normal operating range
of the logger. These may occur intentionaly, for example the 1000 °C readings
which are stored in the array when it is not possible to calfulate an
irnterpolated temperature at the relevant time, or alternatively may occur due
to a fsult on the B-bit ADC or the contart temperature sensor attached to the
radiometer. }n either case, when the temperature is listed, the computer chows
that it is out of range by printing a predefined symbol against it.

The program described above is‘designed to provide data for only one of
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the objects in the <cequence scanned by the rFadiometer. However, another
vérsion of the prooram has been developed to give results {for all of the
pbijects. The operation of this program is the same as described previously,
except that the arrays which are used have to be dimensioned differently. The
interpolated temperature data are stored in a two-dimensional array, which has
the same number of rows as there are objects in the sequence, and as before,
the same number of columns &s there are times in the array T. Also, the arrays
A and B are dimensioned to have the came number of elements as obiects in the
SEQUENRCE,

The program tan also be adapted to evaluate two parameters which are used
in the data files set up on NUMAC. These are the representative temperature of
the <curroundings, TREP, znd the long-wave cloud cover factor, CLFAC. In both
cases, the values of these parameters are derived {from an average of several
measurements made by the radiometer. If one of these readings is found to be
cutside the normal cperating range of the radiometer it is not used in the
czlculation, and an appropriate error message may be generated.

The representative temperature of the surroundings is obtained from the
average temperature measured by the radiometer when pointing at objects on the
horizon. This parameter is needed whgn the sky seen by the target to be
modelled s partially obscured by distant treeé or buildings. The parameter
TREF can then be used to estimate the long-wave flux incident on the surface
of interest from these obiects, provided the fraction of the sky that is
cbscured is known. However, if the objects cbscuring the sky are very close to
the surface of interest, then the program to calculéte TREF can easily be
modified to take account of the temperature ot the obscuring objects rather
than the horizon temperature,

The leong-wave cloud cover facter is obtained frem measurements made by
the radiomgter when pointing at the sky. At Durham Observatory, three
measurements were made with the radiometer pointing at about 43° above the

horizontal in different directinﬁs, and one with the radiometer pointing



vertically upwards. These four measurements were included in the sequence of
objects scanned by the radiometer. The temperatures of the sky are firstly
calculated in the program from the radiometer data, and the aVerage of these
temperatures i5s stored in an appropriately dimencioned array. When all the
data for the 24 hour period of interest have been obtained, the maximum and
minimum temperatures in the array are found, and are then assumed to be
equivalent ta cloud cover factors of zero and one respectively. The other
intermediate values of the average sky temperature can then be eacsily
converted to the long-wave cloud cover factor in the range from O to 1, as the

two quantities are directly proporticnal to esach other.

A.3.1.3 Program to plet radiometer data.

This program is used to plot the variation of the recorded radiation
temperature of &an object with time, normally over a 24 hour pericd from 12:00
to 12:00 on the following day. The araph can either be displayed on the screen
of the computer, or plotted on paper using the Tektronix 4662 graph plotter.

The first part of the progranm obtains the temperature data by a wmethod
similar teo that described in Section A.3.1.1. The ocperator is able to specify
the period over which the graph is to be plotted, although this is usually set
to the 24 hour period described above. At the end of the first part of the
program the resultipng temperature ﬁata, and times at which the data were
recorded, are stored in two arravs éf equal dimension.

In the next stage of the program, the cperator firstly has to specify
whether the graph is to displayed on the computer screen or plotted on paper.
The program uses graphical BASIC commands to specify the region on the screen
or plotting surface to be used. If the plotter is specified, the graph will be
plotted on an A4 size piece of paper and up to eight different pen colours may
be used. The graph plotted on the cemputer screen is similar, but of different
gimensions.

Several wvariations of this pkogram which have been developed to produce
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other graphs. For example, one pregram is used to plot the variation of the
long-wave cloud cover factor with time., The cloud Eover factor is derived from
the measurements made by the radiometer when it is pointing at the sky, which
are normalised to produce a mumber in the range from 0 to 1 as described in
Section A.3.1.2. An example of this type of graph is given- in Fig. 4.18. A
cecond version of the program is used to compare the temperatures measured by
the radiometer with those predicted by the computer model. The two sets of
data may be represented by sclid and dotted. lines, ac for example in
Fig. 5.35, or else the multiple calour facility of the graph oplotter wmay be

used.

A.3.2 Analysis programs for coptact,temperature sensor data.

The programs for the analyeis of the contact temperature sensor data are
similar to those designed for ﬁsé with the redicmeter data, although a program
to produce interpolated temperafﬁre readings at any desired timg, such as that
described in Eection A.3.1.2, has not been deveﬁnped. This was because the
tontact femperature sencor data were not reguired for use with the.mainframé

coemputer models.

A.3.2.1 Frogram to list contagt temperature sensor data.

Initially, the operator cpecifies the reference number of the sensor from
which data is required, and enters the relevanf calibration Equatibn. This
equation relates the reading from the B—Bit ADC te the contact temperature in
degrees Celcius, and was determ;ned for ajl 32 <sensore as described in
Section 4.4.1. The operator also has to enter the starting time {for which data
are required, and the relevant file number on the data tape. The program then
proceeds in a similar fashion to that described in Section A.3.2.1, with the
main difference being in the use of the data read from fhe magnetic tape
cartridge. Analysis of the data is fairly straightforward, as the readings

from all 32 temperature sensors were recorded at the same time as the



radiometer measurement for the first nbjec{ in the =sequence scanned by the
radiamete?. As before, there‘are two versions ot the program corresponding to
the two types of data storage formats in usey 1.e. binary data recorded by the
standard autoguidance agd date acquisiticon program, and ASCII data normally
ctored on 9-track magnetic tape. These data storage formats are discussed in
more detail in Sections 4.7.1 and 4.7.2 respectively. Both programs convert
the data recorded {rom the specified sensor to a contact temperature. These
data, along with the time at which it was recorded, can then be listed on the

printer or the screen of the computer.

A.2.2.2 Frogram to plot contact temperature sensor data.

This oprogram is similar to that described in Section A.3.1.3, but
modified to show the variation of output from cne of the contact temperature
censors with time. The temperature data are obtained as outlined in the
previous section, and at éhe gnd. of the first part of ihe program, two arrays
are used té store the tEmperaturez and the times at which they were recorded.

The graph may be plotted either on the screen of the computer, or on
paper using the Tektronix graph plotter. This program has been used mainly to
produce graphs of the type cshoun in Fﬁg. 4.21 and Fig. 4.27, in which the
contact temperature recorded by the sensor- is compared with cther

reasurements.

A.3.3 Analysis programs for weather data.

There are two main programs which are used for the analysis of weather
data obtained ffom the automatic weather station. The data are stored on DC300
magnetic tape cartridgec as described in Section 4.7.3. The first progranm
lists the . data, after using the appropriate calibration equations for the

measuring instruments. The second plots the variation of ény one of the

measured weather parameters over a 24 hour period.



A.3.3.1 Frogram to list weather data.

This program lists the data produced by all seven insfruments cnn&écted
to the weather Etatiﬁn, enmbined with the date and time at which they were
recorded. In the standard version of the program, this information is listed
over a Z4 hour period from 12:00 to 12:00 the dJollowing day, although the
program cen easily be nodified for different times. At the start of the
program, the pperator specifies the first day for which data are required.
This is entered in the form of a number from 0 to 365 or 36&6, to correspond
with the relevant day of the year. The operator then enters the number of the
firest filé gn which data are stored, and the computer begins to read in data
from the mégnetic tape cartridge. As each {file contains one long data string,
this is initially split up into segments, each consisting of the date, time,
and data from each of the seven instruments. The time that the data were
recorded corresponds to 6MT, <o in the next stage of the proagram, this is
tonverted to LMT by the same process as described in  Section A.3.1.2. The
grogram then checks it the resulting time is inside the specified period of
interest, in which case the program proceeds to the next section. If not, the
next segment is taken from the main data string and the above process
repeated.

In the next stage of the program, the segment of the main data string,
which contains all the information recorded by the logger at a particular
time, ig split up into the individual compenents for analysis. Firstly, a
two-dimensional array 1is set up to centain the data., This is dimensioned to
have 9 rows, corresponding to the ¢ data items recorded by the locgoer, and
initially 100 cclumns, The number of columns required depends on the frequency
with which data Herehrecorded. This was every 15_minutes in the case of the
data from Durham Observatery, so the array requires 946 columns for a graph
-showing 24 hours of data. The date and time are stored in the first twe rows,
with the other seven used for the data from the weather sensers. The weather

Y

data are firstly converted from the reading recorded by the logger to a value



for the weather parameter in the correct dimensions by using the appropriate
calibration equations. These eguations were either supplied by tH;
manufacturer of the instrument, or derived from calibration work at Durham.
Out of the seven weather sensors in use, the corrected readings from the net
radiometer, wet and dry bulb thermometers, anemometer, and raingauge can be
¢asily obtained by wusing the relevant equation. However, for the wind
direction and the average solar radiation, a different approach is taken. For
the former, the readings recorded by the logger are in the range from ¢ to
1000, corresponding to sixteen possible wind directions. This is represented
in the array as a onumber Afrom 1 to 16, which is used later to print the
appropriate compass direction. The reading from the solarimeter as recorded by
the logger is stored in the array, and is converted to give the average solar
f;ﬁx in the next stage of the program.

The_arréy is considered to be filled when the current segment of the main
data <string is found to have been recorded after the end of the period cf
interest. If necessary, the array is then re-dimensioned so that the empty
tolumns are deleted., The next stage of the program is concerned with the
interpretation of the solarimeter data, In theory, this should be simple, as
the «cignal averaging card records a count of S000 over the interval between
readings being taken by the logoer when there is.nO»incident flux, and this
chould increase linearly.by | count for roughly every 2 wm‘glof incident flux
received by the solarimeter. However, it was found when analysing the data
that the reading at night was not fixed at 5000, and on many nights was one or
two counts below this figure. This was probably due to either }adiative and
conductive heat exchanges inside the solarimeter, or an error in the real time
clock card used in the logger. In the latter case, as the signal average card,
which interfaces the solarimeter with the logger, uses a pulse counting
technique over a {fiued interval measured by the clock, then a small error in
the clock could give rise to an incorrect ceount. It was therefore decided that

it would be pnecescary to find the minimum count recorded by the looger each
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6ight, and use this as a wurking zero point from which to evaluate the other
fiuxes. The minimum count recorded is therefore found in the program,:§nd then
subtracted from all the other solarimeter readings. The resulting numbers are
then converted to a {lﬁx in Wm~2 using the calibration data =supplied by the
manufacturer, and stored in the appropriate row of the array.

The final part of the program centains the format statements needed to
list the data on the printer or the screen of the computer. The time, and zll
the weather data except for the wind direction, are listed directly from ‘the
two-dimensional array. In the case of the wind direction, the numbers stored
in the array are used to take a segment of an ASCII string containing the 1é&
possible compass directions., The order of these directinﬁs is ohtained from a
calibration graph supplied by the manufécturer. The segment of this string,

for example of the form "NNK", is then listed with the numerical data.

A.3.3.2 Prooram to plot weather data.

The first part of this program 1is the same as that described in the
previcus section, and the second part then plots the variation of any one of
the seven weather -parameters over the 24 hour period of Interest. The agraph
may be plotted either on the screen of the computer, or on paper using the
Tektronix ograph oplotter, and tvypical Exémples are shown in Fig. 3.9 to

Fig. 3.8 for four different weather parameters,
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Fig. A.1 Flowchart for the Target Acquisition Proeess.
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