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Abstract

[Motivation] Web Services technology has emerged as a promising solution for creating distributed systems with the potential to overcome the limitation of former distributed system technologies. Web services provide a platform-independent framework that enables companies to run their business services over the internet. Therefore, many techniques and tools are being developed to create business to business/business to customer applications. In particular, researchers are exploring ways to build new services from existing services by dynamically composing services from a range of resources. [Aim] This thesis aims to identify the technologies and strategies currently being explored for organising the dynamic composition of Web services, and to determine how extensively each of these has been demonstrated and assessed. In addition, the thesis will study the matchmaking and selection processes which are essential processes for Web service composition. [Research Method] We undertook a mapping study of empirical papers that had been published over the period 2000 to 2009. The aim of the mapping study was to identify the technologies and strategies currently being explored for organising the composition of Web services, and to determine how extensively each of these has been demonstrated and assessed. We then built a simulation framework to carry out some experiments on composition strategies. The first experiment compared the results of a close replication of an existing study with the original results in order to evaluate our close replication study. The simulation framework was then used to investigate the use of a QoS model for supporting the selection process, comparing this with the ranking technique in terms of their performance. [Results] The mapping study found 1172 papers that matched our search terms, from which 94 were classified as providing practical demonstration of ideas related to dynamic composition. We have analysed 68 of these in more detail. Only 29 provided a ‘formal’ empirical evaluation. From these, we selected a ‘baseline’ study to test our simulation model. Running the experiments using simulated datasets have shown that in the first experiment the results of the close replication study and the original study were similar in terms of their profile. In the second experiment, the results demonstrated that the QoS model was better than the ranking mechanism in terms of selecting a composite plan that has highest quality score. [Conclusions] No one approach to service composition seemed to meet all needs, but a number has been investigated more. The similarity between the results of the close replication and the original study showed the validity of our simulation framework and a proof that the results of the original study can be replicated. Using the simulation it was demonstrated that the performance of the QoS model was better than the ranking mechanism in terms of the overall quality for a selected plan. The overall objectives of this research are to develop a generic life-cycle model for Web service composition from a mapping study of the literature. This was then used to run simulations to replicate studies on matchmaking and compare selection methods.
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Chapter 1

Introduction

1.1 Introduction

This chapter introduces the work that is described in this thesis. The research goal has been to investigate the Dynamic Web Service Composition (DWSC) process. Main contributions of this thesis is consisted of conducting a Systematic Literature Review (SLR) to identify what has been implemented, together with performing experiments by using a simulation framework to study the matchmaking and selection processes that are involved in DWSC. This chapter also describes the structure of the thesis and provides a short overview of the topics covered in each chapter.

1.2 Motivation

The emergence of Web services as a platform-independent basis for realising distributed systems provides companies with the opportunity to run their business by using and providing services over the Internet (Medjahed et al., 2003). The emergence of XML and of XML-based languages, providing platform-independence over many Operating Systems, has had great impact on the success of Web services in particular by using such forms as SOAP-based service over HTTP to build distributed systems (Dustdar and Schreiner, 2005). In general, a Web Service is a self-contained component that can be provided by
heterogeneous and multiple providers, with its ultimate design goal being to improve interoperability among applications within organisations or across organisations (Gailey, 2004). If comparing Web Services with other technologies for developing distributed components, such as DCOM and COBRA, Web Services offer lower cost and faster software development in terms of reuse (Potts and Kopack, 2003). Web services can co-operate over the Internet, regardless of the tools being used to develop each of them. Therefore, there may be no need to develop new systems from scratch (Potts and Kopack, 2003). This feature has made it possible to integrate heterogeneous distributed systems without taking into account their compatibility issue. Many techniques and tools are being developed for building those systems or connecting business-to-business and business-to-customer applications using distributed service models (Hamadi and Benatallah, 2003). As an important element of this, researchers also explore ways to build new services from existing services by composing services from a range of resources. Figure 1.1 gives an idea of mapping a business plan into a service composition plan.

The emergence of standards and languages that support Web service composition allow many promising approaches to be explored (Milanovic and Malek, 2004). REST is another technology that has recently emerged for developing Web Services (Fielding and Taylor, 2000). REST relies on a set of architectural principles by which developers can create Web services that concentrate on models of a system that involve how resource states are recognised and transferred\(^1\) over HTTP by a number of various clients in different platforms (Fielding and Taylor, 2000, Rodriguez, 2008). This thesis focuses mainly on SOAP-based Web services since these are more established forms that are widely in the literature.

The way services are linked together can be classified as either static composition, which involves binding requests to specific services at construction time, or dynamic composition, where they are bound at run time (i.e. when the service is delivered) (Dustdar and Schreiner, 2005). Static composition has many parallels with component-based development, where the processes of discovery, selection and composition are performed by the developer in advance of ac-

\(^1\)A representation used to capture the current or intended state of that resource and transferring that representation between components.
Figure 1.1: Converting business ideas to real service composition plan

tual use (Sun, 2004, Nie et al., 2006). However, while for static composition the use of services as design elements offers a whole new set of challenges in terms of design criteria, notations and architectural models. These are essentially challenges that need to be met through the use of human skills. Dynamic composition then poses an extended set of challenges that requires the relevant decisions to be made with a minimum of human intervention. These decisions will need to be made to at least an adequate standard if a system is to function. Engaging Web services in a composition plan requires agreement/contract between a service provider and a service requester which involves negotiation between these two parties. Negotiation permits the provider to give to the requester an entry-point for getting information about a Web service (Kerrigan, 2006, Skogsrud et al., 2004). The service provider gives permission to others in order to access/use the service and applies a charge for use. The service requester agrees about the functionality and quality of the service to be delivered by the provider, and pays the bills for using the service.
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Both static and dynamic composition therefore involves important, but different, issues that need to be addressed by the research community. Dynamic composition particularly requires the development of suitable forms and mechanisms for describing services as well as for selecting them ‘on the fly’ in order to meet specific run-time requirements - both functional and non-functional.

Devising these forms and mechanisms, establishes the basis of a substantial body of literature that has been proposed by the research community. However, the observed preference of software engineering research for ‘concept analysis’ and ‘concept implementation’ as research methods (Glass et al., 2004) means that relatively little is known about such issues as how well these work, how extensively they are applicable and how they are compared in terms of non-functional requirements. Our motivation for undertaking this study was to identify the approaches to dynamic service composition that are currently being implemented. In addition to this, the study aimed to identify the extent of empirical knowledge about the most important issues that needed to be addressed in managing the process of service composition.

The research questions adopted were:

- What are the main issues that need to be addressed if dynamic service composition is to be successfully implemented and widely adopted?
- What solutions have been proposed to deal with the issues raised?
- Which research methods have been used to investigate the proposed strategies?
- What gaps are there in current research?

Our longer-term research focus is directed to investigate the benefits of using Simulation in studying service processes in general, and service composition in particular. A software process simulation is an abstract model which imitates all or part of a system in a simplified way, a form achievable on a computer. A system could be a real or proposed software development or an evolution process, with the simulation generating results demonstrating actual situations or the predicted results for proposed process alteration (Wernick and Hall,
2007). These results are usually exhibited in quantified terms. In general, simulation models are based on textual or graphical structures designed to represent components of the real or suggested process and of the interactions between them.

1.3 The approach (Evaluation of the Research Question)

To address the research questions, we began with a systematic literature review (SLR) in the form of a mapping study to collect empirically-based knowledge that was related to service composition (Kitchenham et al., 2011). We have chosen to use an SLR as it was rigorous and comprehensive technique for conducting a survey to identify, evaluate and interpret all available research relevant to dynamic Web service composition. The guidelines proposed by Kitchenham et al. (2007) stated that there are many reasons for performing an SLR, and these guidelines helped direct our study. The following are some reasons for using an SLR, as listed in the guidelines:

- To summarise the existing evidence concerning a treatment or technology, e.g. to summarise the empirical evidence of the benefits and limitations of a specific composition strategy.

- To identify any gaps in current research in order to suggest areas for further investigation.

- To provide a framework/background in order to appropriately position new research activities.

In this thesis, we have used an SLR to examine the extent to which empirical evidence is available for DWSC. Since “Web service” is widely used as a synonym for “software services”, and Web Services are a widely implemented form of service, therefore, we restricted our study to this class of service. In Chapter 3 and 4 of thesis we describe how this was organised and performed. Additionally we report on the results and provide a classification of them.
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From the SLR outcomes, we have found four papers that proposed life-cycle models for service composition. In these models different activities (supportive operations) are used to develop a life-cycle model for Web service composition. Through studying and analyse the activities of these models, we derived a generic life-cycle model for web service composition. This model is composed of the essential processes that can be adopted by researchers and practitioners to develop their own solutions for service composition. The model has been validated by comparing it with those four life-cycle models. Chapter 5 describes our generic life-cycle model in details.

In Chapter 7 and 8 of the thesis described an investigation of two essential processes of the service composition, matchmaking and selection processes. We performed a close replication study of using Web semantic for matchmaking process. Further, we conducted another study using QoS model for selection process in order to be integrated with the previous study. Our investigation involved number of experiments as a validation of these studies. We chose simulation for this purpose as it was one of the most widely used operations research and management science techniques (Pickard et al., 2001, Law, 2008). Banks et al. (2004) have identified a number of purposes for using simulation. The following list identifies some of these purposes:

- Simulation can be used to experiment with new designs or policies before implementation, so as to prepare for what might happen.

- Simulation helps with generating simulated datasets when there is no enough data to perform an experiment, or it is too expensive to work with the real data, or when new characteristics are introduced which are not in the existing data, etc.

- The knowledge gained during the designing of a simulation model could be of great value towards suggesting improvements in the system under investigation.

- Changing simulation inputs and observing the resulting outputs can produce valuable insight into which variables are the most important and into how variables interact.
CHAPTER 1. INTRODUCTION

Figure 1.2: Diagram describe our research processes

- Animation shows a system in simulated operation so that the plan can be visualised.

1.4 The contribution

The contribution of this thesis takes two forms. First, it describes the conduct of a systematic literature review to investigate the available material related to Dynamic Web Service Composition. Second, it describes the creation of a simulation framework, and its use for conducting experiments to investigate same issues related to the process of matchmaking and selection of Web services to compose a new Web service (see figure 1.2).

For the systematic literature review, there are various guidelines that can be followed in order to apply the SLR in the software engineering field (Brereton et al., 1999, 2006, 2007). These papers formed the base that we used to plan our review that target the dynamic Web service composition. Our plan involved a number of sequential steps/actions that we set up to conduct our review (see Chapter 3 for more details). The outcomes of our review (SLR) explored the forms of research that was performed in the field. Furthermore, it identified the major techniques that were used to develop dynamic Web service composition and the extent to which they were evaluated and done.

Another goal for SLR was to obtain initial pointers to the most promising approaches and solutions from those that have been proposed as the basic for service composition. Through our SLR, we have also identified a number of papers that dealt with simulation and Web services from different aspects, such as adapting tools for simulation, development of service process, evaluating
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approaches and simulation platform. In addition to simulation, studying the literature on the dynamic Web service composition (DWSC), has assisted with developing some ideas that were then used to help build our simulation framework. These triggered our motivation to look at how simulation can be used to study Web service composition issues. Therefore, we used the simulation framework to study and investigate the process of Web service composition, and particularly the process of matchmaking and selection of Web Services. We were interested to study the impact of using Web semantic to enhance the description of Web services and the impact of different functional and non-functional properties for these two processes. We then used simulation as the basis for conducting a number of experiments to study these factors and parameters in more detail.

In our study we required to use a datasets to run our experiment. However, the literature review showed a lack of usage of any real data-sets with the characteristics that we needed for our research. Therefore, we generated simulated data-sets with the characteristics needed for our experiments. The data-sets consisted of 30,000 service interfaces, where these interfaces used in ten service compositions scenarios in order to generate number of composition plans that intended to achieve specific different tasks. The experimental model was built around the use of a MySQL database that used to provide a registry in order to accommodate the data-sets. Java NetBeans as the platform to develop (simulate) the composition process, focused mainly on the processes of matchmaking and selection of Web services. We conducted number of experiments to study these two processes. The first part of our experiments studied the use of Web semantic for matchmaking process through a close replication study. The second part studied the use of extensible QoS model for selection process. In this study, we examined the use of five quality criteria as non-functional properties to select an optimal plan for a composite service that can achieve a specific task. We expected the results to show the impact of these parameters on the quality of the composition plan which we believed would assist developers to adopt a solution that best suited their requirements.
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1.5 Thesis outline

Chapter 2 introduces related work on the topic of Web Services and their environment, including the definition of a Web Service (WS) and the related standards that have been the main factors in its success. The same chapter also defines the concept of Web Service Composition and its meaning.

Chapter 3 describes the conduct of the systematic literature review (SLR) and discusses the protocol that we designed to conduct our review.

Chapter 4 presents the results of conducting the SLR to investigate the literature that studied DWSC. It is worth mentioning that it is one of the main contributions of this thesis, as no previous study appears to have addressed this issue. The outcomes derived from this chapter, outline the key strategies used for DWSC.

Chapter 5 presents a generic framework that models the process of composition for software services. In addition, this chapter presents further analysis and summary of the empirical papers that are outlined in the previous chapter.

Chapter 6 investigates the uses of simulation as a research method for software engineering. This chapter also gives a background about replication study and its feasibility for creating and extending scientific knowledge.

Chapter 7 describes the evaluation process of a number of the identified empirical papers in order to choose a study for a replication study. Furthermore, the same chapter presents a close replication study of the chosen paper which is based on using Web semantic for matchmaking process. The outcomes of the matchmaking process is a number of composition plans which are able to achieve a same goal.

Chapter 8 describes a study of using Web semantic and QoS model to enhance the selection process. The goal of the QoS model is to offer an evaluation mechanism to differentiate between the generated composition plans. This model is based on the non-functional properties of the generated plans. Then, the generated plans are ranked according to service consumers preference in order to select an optimal plans.

Finally, in chapter 9 we discuss the work that has been done, consider threats to validity of our work and interpret the outcomes. Chapter 10 concludes the
thesis by summarising the work that has been done, in addition to identify the possibilities for future work in this area.
Chapter 2

Web Service Composition

(background)

2.1 Introduction

This chapter begins with the introduction of the concepts of Web Service. Then it specifies the definition and the basic Standards for Web Services Architecture, such as XML and XML-base technologies. The chapter proceeds by describing the Web Service Environment and the characteristic of Web Service, such as autonomy, heterogeneity and dynamism. It also underlines the challenges that face the Web service development. In addition to this, the chapter also introduces the Representational State Transfer (REST) Architecture. Furthermore, the chapter brings in the concept of Service Oriented Architecture (SOA) and its components that become a base-ground to develop distributed application over the Internet. The chapter ends with the definition and elaboration of the Web Service Composition.

2.2 Understanding Web Services

In order to understand the Web Services, it is useful to start by separating the two words, ‘Web’ and ‘Service’. The majority of people know what the ‘Web’ means. While discussing the Web, the concepts such as a personal Web page, a
company Web site, E-mail and Web sites for entertainment immediately come to mind. In certain ways people they also know what a service is, and maybe thought of this in terms of the way that businesses provide services to other businesses or customers. Therefore, the growth of the Web and its applications can assist and develop businesses by running their services over the internet. Thus, by bringing these two concepts together, people have started to use the idiom ‘Web Service’ that can be used to describe an emerging concept that can be used through the development of the Internet for running distributed applications across organisations (that have a variety of systems) for implementing business collaborations (Potts and Kopack, 2003). To understand the concept of a Web Service well, this thesis defines the Web Service in various ways, dealing with the things that have contributed to, and developed from, the concept of the Web Service.

2.2.1 The Definition and the basic Standards for Web Services Architecture

Relatively speaking, a Web Service (WS) is still a new technology in the software engineering discipline. A WS is a self-contained piece of software which can be viewed as a procedure or subprogram that can be accessed over the Internet via common communication protocols, which make the accessibility to the WS possible through its URL (Dustdar and Schreiner, 2005). Any application is considered a WS if it is accessible over the Internet via a common communication protocol, such as HTTP and using XML format for message exchange. In addition, the World Wide Web Consortium (W3C) approved many standards which played an essential role in WS development (Abrougui et al., 2009). These standards propose ways to overcome the drawbacks of older technologies for distributed systems such as handling heterogeneity. In addition, these standards make the WS into a promising solution for developing distributed systems. Moreover, by complying with these standards, developers can use their own experiences and Web technologies to develop distributed systems without concerning the interaction with heterogeneous systems. The following are the major technologies that are available for developing the Web Services:
- **Xtensible Markup Language (XML)**: The idea behind the design of XML is to provide generality, simplicity, and usability over the Internet (Ray, 2003). It is a textual description that is supported by Unicode to present data in a format that can be understood worldwide. While the essential aim of XML is to structure the documents, it can also be used to represent the user’s defined data structure that can be used somewhere else, for example in Web services.

- **Simple Object Access Protocol (SOAP)** is a protocol specified for exchanging structured information needed to implement the Web Services in computer networks (W3C, 2007). It relies on XML for encoding of its message format, and usually depends on other Application Layer protocols, most notably Remote Procedure Call (RPC) and Hypertext Transfer Protocol (HTTP), for message negotiation and transmission.

- **Web Service description language (WSDL)** is an XML-based format for describing network services so as a set the endpoints operating on messages that contain either document-oriented or procedure-oriented information (W3C, 2001). The operations and messages are described in the abstract, which are bound to a concrete network protocol and message format that help to define the endpoint (see Figure 2.1).

- **Universal Description, Discovery and Integration (UDDI) specifications** define a registry service for Web services and other electronic and non-electronic services (OASIS, 2010). A UDDI registry service is a Web service that manages information about service providers, service implementations and service metadata. Service providers can use UDDI to advertise the services they offer. Service consumers can use UDDI to discover services that suit their requirements as well as to obtain the service metadata needed to consume those services.

The following Figure 2.2 gives an overview of how two applications can interact in Web service environment. Their integration layers offer a WSDL document which provides the service interface to each other for interaction.
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Figure 2.1: The content of a WSDL document, as the relate to a service definition (Erl, 2004).

Figure 2.2: WSDL documents representing Web services to applications (Erl, 2004).
2.2.2 Web Services Environment

Web service based on open environments presents a number of challenges for developers in dealing with the autonomous and heterogeneous components. The following paragraphs discuss the concepts that are related to open information environments including autonomy, heterogeneity and dynamism of the Web Services. In order to understand and distinguish these concepts in an easy way, require them to be linked with the independence of users, designers and administrators, respectively (Singh and Huhns, 2005).

**Autonomy** means the components are independent from their environment which they function under their own control. Commonly, “software components are autonomous because they reflect the autonomy of the human and corporate interests that they represent on the Web. In other words, there are socio-political reasons for autonomy. Resources are owned and controlled by autonomous entities and that is why they behave autonomously” (Singh and Huhns, 2005).

**Heterogeneity** refers to a given system consisting of components that differ in their design and construction. Similar to the autonomy, there are two technical and socio-political reasons for heterogeneity. Component developers have complete choice to build their components in different ways in order to achieve various performance requirements. Singh and Huhns (2005) mentions that “Often, the reasons are historical: components fielded today may have arisen out of legacy systems that were initially constructed for different narrow uses, but eventually expanded in their scope to participate in the same system”. Moreover, at various levels within a system heterogeneity such as data formats, encoding of information and networking protocols can be arisen. Obviously, heterogeneity can be reduced by standardisation at each level. Furthermore, the standardisation can advance the productivity through enhanced interoperability. Standards always evolve and various software components may slow down behind or exceed the standards in various respects. Generally, it is easier less complicated to establish and conform to the standards of lower level.

**Dynamism** can be exhibited in an open environment through two main re-
spects. Firstly, due to the autonomy, components in open environment can behave arbitrarily. Especially their behaviour is subjected to change as a consequence of how they happen to be configured. Second, they may also leave or join an open environment without any explainable reasons. Singh and Huhns claim that “It is worth separating out this aspect as a reflection of the independence of the system administrators. A large-scale open system would of necessity be designed so as to accommodate the arrival, departure, temporary absence, modification, and substitution of its components” (Singh and Huhns, 2005). With respect to the first type of dynamism, each component can change dynamically in its architecture and implementation and interactions, which therefore lead to change its behaviour. That is, there may be changes in their externally observed behaviour, how they perform or deliver their behaviour, and how they collaborate with other components.

**Challenges** (specifically technical challenges): As WS operates in an open environment, this creates major technical challenges. In particular, it needs to accommodate the heterogeneity of the diverse participants, their independency and coordination of their actions. Because of this wide range, it is difficult to maintain awareness of all the non-functional characteristics of the available resources, such as their reliability, functionality, trustworthiness and so on. This poses significant challenges to the developers when they need to create interaction between some required resources in terms of composing a co-operative activity in order to achieve a specific task. Creating this co-operation needs the developers to know how to use them, bind them and check their compliance (Singh and Huhns, 2005).

The figure 2.3 describes how software implementations of Web services can be developed by using any programming language, operating system, or middleware system (Newcomer, 2002).
2.3 Service-Oriented Architecture (SOA)

Service-Oriented Architecture (SOA) provides the conceptual framework for Web Services. Simply, a SOA consists of three entities and three operations. The entities are: service provider, service client and service discovery agent (service registry) (Potts and Kopack, 2003, Erl, 2004). Figure 2.4 describes the relation between these entities and the operations among them.

- The Service Provider is the element that owns the service and uses the \textit{publish()} process to advertise its services to others via the service registry. The advertisement describes the service's capabilities and document that can be used through a contractual interface.

- The Service Discovery Agent is a public access catalogue which looks like a business catalogue containing information about the service providers (businesses) and descriptions of the service(s), which they can provide. This information provides contact details for these providers as well as a description of their services. Furthermore, it also contains mechanisms to organise these services and make them available to the public for inquiry.
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Figure 2.4: Service-Oriented Architecture: Elements and Operations

- The Service Requester is a business client that requires a service which can be performed by another business(s). The requester begins with the criteria for the required service and uses the `find()` process to send a query to the registry in order to discover the providers such a service. When the service requester gets the details (description/connection) about a suitable service from the registry, it uses the `bind()` process to interact with service provider. The interaction between the requester and provider can be in the form of request/response.

SOA is similar to a component architecture in terms of using similar concepts such as building blocks (service vs. component) (Stojanovic and Dahanayake, 2005). This service is reusable, same as a component, which means the same service can be reused to construct other applications. SOA forms are commonly based on XML Web service technology. So the WS plays a vital role of a middle ground where software vendors can meet to provide openly intractable solutions which help building distributed systems.
2.4 Representational State Transfer (REST) Architecture

REST is another technology to develop Web Services that different from SOAP and WSDL based Web Services. The latter are operation centric which are developed in a Remote Procedure Call (RPC) on top of HTTP (Rauf et al., 2010, Al-Zoubi and Wainer, 2009). In contrast, REST Web services are data centric which offer style of an architecture whose assumptions are easy to understand and design. REST advertises its functionality in the exposed resources. These resources are very similar to the object in a class that allow information on data which can be treated to answer a purpose. It has been introduced in first place in 2000 by Roy Fielding in his doctoral dissertation (Fielding and Taylor, 2000, Rodriguez, 2008). Fielding states that "(REST) architectural style, developed as an abstract model of the Web architecture and used to guide our redesign and definition of the Hypertext Transfer Protocol and Uniform Resource Identifiers. We describe the software engineering principles guiding REST and the interaction constraints chosen to retain those principles, contrasting them to the constraints of other architectural styles" (Fielding and Taylor, 2000).

REST Web services have a distinctive architectural style with different demand design conception and techniques. Conforming to the REST architectural style is generally referred to as being "RESTful". The design of a RESTful Web service interface means to offer addressability, connectivity, uniform interface and statelessness. Therefore, a composite RESTful Web service is built in a way that it applies these basic principles of a REST Web service (Al-Zoubi and Wainer, 2009). Pautasso et al. (2008) have listed four technology principles that REST architecture is based on:

- **Resource identification through URI**. A RESTful Web service reveals a group of resources which determine the goals of interaction with its clients. These resources identified with URIs, which offer wide range of addressing to identify resource and service discovery.

- **Uniform interface**. It makes use of number of request operations that are presented in HTTP, such as, **PUT**, **GET**, **POST** and **DELETE**. A new
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resource that is created by PUT operation, can eventually be removed by DELETE operation. POST is used to update/transfer a resource into a new state. GET is applied to retrieve the existing state of a resource in a certain representations.

- **Self-descriptive messages.** Resources and their representation are loosely coupled, which means their contents can be accessed through a variety of formats (e.g., plain text, PDF, JPEG, HTML, XML, etc.).

- **Stateful interactions through hyperlinks.** Every interaction with a resource should have all of the required information to be processed (i.e., request messages are self-contained).

2.5 Web Service Composition (WSC)

Web Service Composition (WSC) is the process of combining different WS’s together to achieve a new complex task (Bart et al., 2003, Song et al., 2006). Composition of Web service is applicable when a client’s request cannot be achieved or fulfilled from the available Web services. The simplest form uses two WS’s: the first WS requests a service from the second one, and the latter responds to the former’s request. The service requester is responsible for formulating the composition (invocation and data flow) and is itself considered as a WS. The construction of WSC is defined on an abstract level which is based on WS’s description. The actual interaction between the WS requester and the WS provider(s) takes place on-the-fly during or prior to the execution time.

There are two terms used to describe the interaction between services during the composition: Web Services Orchestration and Choreography (Peltz, 2003). The meaning of these two terms are slightly overlapping but with different messages. While the orchestration is the coordination of the Web services by the means of executable business process, the choreography is the coordination of Web services by the means of abstract business process (Peltz, 2003, Gortmaker et al., 2004). Orchestration addresses the situation of the business flow consisting of many parties. The interaction of these parties needs to be controlled by one party (defined in one place) which is the business process formulator (WS
Peltz (2003), Meng and Arbab (2007) have mentioned the two languages BPEL and BPML as tools that are used for orchestration. These tools assist the Web service composer to describe the behaviour of a business process that is composed of Web services based on the interaction, which is achieved through messages exchange and execution order (see Fig. 2.5). Choreography differs from Orchestration in terms of each WS, which involves in the composition that can interact with others WS’s via message exchanges. In other words, choreography exposes the message sequences in a group of multiple parties and sources, particularly the public message exchanges which take place among Web services. Instead of a specific business process where only one party executes, WSCI and WSCDL are recommended by W3C (2002, 2004) as languages that can be used to describe peer-to-peer collaborations of parties, which in turn define the overall choreography or message exchanges (see Fig. 2.6).

2.6 Summary

In this chapter, we gave an overview of Web service and its related technologies. We started with the understanding of Web service and definition of its related technologies. In addition to this, we discussed the environment of Web service and showed that how it challenge the developers to build a new composite service system from existing heterogeneous services. We also addressed the SOA conceptual framework as base to build such systems which we would adopt in
the coming chapters. This chapter gave a brief overview of RESTful which is another paradigm to build composite service. The chapter concluded by discussing the Web service composition and its two different methods that can be used to describe the flow control of services interaction within the composition.
Chapter 3

Systematic Literature Review

3.1 Introduction

The emergence of Web services as a platform-independent basis for distributed systems encourages companies to run their business services over the Internet. Many techniques and tools are being developed for building these systems to connect business-to-business and business-to-customer applications, using distributed service models. As an important element of this, researchers are engaged to explore ways to build new service from existing services by composing services from a range of resources. In addition to this, the emergence of standards and languages that support Web service composition, allowing many promising approaches to be explored (Milanovic and Malek, 2004).

We can classify the way these services are linked together as either static composition, which involves binding requests to specific services at construction time, or dynamic composition, where they are bound at run time (i.e. when the service is delivered). Static composition has many parallels with component-based development, where the processes of discovery, selection and composition are performed by the developer in advance of actual use. This is important because the design decisions are made by a human and static composition that create few new challenges for the researchers. In contrast, for dynamic composition to be effective, some or even all of these tasks need to be performed with minimum human intervention.
This research challenge then creates the opportunity to find the best way of performing the dynamic composition of services, which may well be provided by distributed autonomous agencies and the process of composition. This involves the selection from them ‘on the fly’, in order to meet specific run-time requirements.

Our motivation for undertaking this review was to identify the approaches to service composition that are currently being proposed. In addition to this, we also aimed to identify the most important issues that needed to be addressed in managing the process of service composition. Another goal of this review was to obtain initial pointers to the most promising approaches and solutions from those that have been proposed as the basic for service composition. The research questions adopted were as follows:

- What are the main issues that need to be addressed if dynamic service composition is to be successfully implemented and widely adopted?
- What solutions have been proposed to deal with the issues raised?
- Which research methods have been used to investigate the proposed strategies?
- What gaps are there in current research?

To address these issues, a systematic literature review was conducted to collect evidence related to service composition in the form of a mapping study. Since “Web service” is widely used as a synonym for “software services” we restricted our study to this class of service. In the remainder of this chapter we describe how this was organised and performed, couple with reporting the results and providing their classification.

### 3.2 Organisation of the Mapping Study

We based our study upon the guidelines from Kitchenham et al. (2007) and the reported experiences from Brereton et al. (2007). They studied those domains which are currently using systematic literature reviews, such as medicine and
education, in order to adapt the techniques for software engineering. Since the need was to identify the scope and form of existing experience, we have used a ‘broad’ form of systematic literature review, known as a ‘mapping study’ (Kitchenham et al., 2011).

The purpose of a mapping study (sometimes called a scoping review (Petticrew and Roberts, 2006)) was to identify the set of studies that addressed a topic and to categorise them. Such a review would address broader research questions than a full systematic literature review, with the aim to identify the ‘gaps’ (where primary studies are needed) and ‘clusters’ (where a systematic review might be applicable). The outcomes of a mapping study are usually in the forms of categorisation and counts of primary studies that do not normally involve aggregation of the outcomes from the primary studies.

The review protocol was used to specify the process that would be used to perform the review. In conducting our mapping study, the review protocol addressed the main activities associated with planning a review such as formulation of the research question, identification of the need for a review, research strategy, classification of papers, study selection criteria, study quality assessment and data extraction strategy and process. The following sections describe some key elements from the protocol.

### 3.2.1 Identification of the need for a review

Service-based technologies relatively have a short history (Brereton et al., 2007). Experience about what might be effective is also scattered across many sources. Since dynamic composition is an important (and technically challenging) feature of service technology, we wanted to find out what was known to perform this. The aim of the systematic review was to find as many primary studies as possible that contain empirically-based information related to service composition by using an unbiased and objective search strategy. The rigour of the search process is one factor that distinguishes systematic reviews from traditional reviews.
3.2.2 Search Strategy

To identify papers of interest, we needed to use keywords (index terms) that would capture the essence of the research topic. The research questions were aimed to provide the initial indicators to possible approaches and solutions that have been proposed. The scope of the review was defined by:

- Population is the published scientific literature reporting on Web service composition.
- Intervention is the different forms of service composition practices, techniques and processes.
- Outcomes of relevance are the quantity and type of evidence related to the effectiveness of various service composition techniques and processes.
- Experimental design, we were interested in any form of empirical study.

The search strategy is consisted of using a set of relevant keywords in order to search for primary studies and to identify the population, intervention and outcomes. The research strategy was to identify a set of electronic databases as principal sources of primary studies. It also involved to determine the relevance of papers found on the basis of the presence of particular key terms in the title and keywords list or abstract of a paper.

To search for related papers we prototyped the use of four strings: “Web service”, “service composition”, “Web service composition” and “dynamic Web service composition”. We then decided to use the string ‘Web service composition’ as our search string, which includes what we looking for to answer the research questions. The advance search provided by search engines provides text boxes to enter our keywords and link them with the ‘AND’ operator to form the search string. In addition, we chose to search for this string in the “Title” and “Abstract” fields. To check the validity of our search string, we had identified a number of ‘known’ papers beforehand and checked that we found them in the outcome of using the chosen string.

In choosing our string we were aware of the fact that other terms were sometimes used for ‘composition’ (such as ‘choreography’ and ‘orchestration’). However, it
is important to note that a mapping study does not seek to ensure as complete
cover of the literature as a full systematic literature review of a more detailed
topic. Our prototyping indicated that composition was sufficiently generic for
our purposes.

We adapted our search strings to the interface provided by each search engine
to seek papers that were fitted with our interests. Following the convention of
limiting our search to a given full or half-year interval, we chose the interval
2000 – 2009 as we conducted our searching in 2010. The choice of 2000 was
determined because in the same year the first draft of the SOAP standard was
published.

3.2.3 Study Selection Criteria

The guidelines to conduct systematic literature reviews in software engineer-
ing recommend searching at least for four electronic databases (Kitchenham
et al., 2007). We used three major archival databases: IEEE Xplore, ACM and
ScienceDirect, and one indexing service (CiteSeer) on the pragmatic basis be-
cause these three databases and one indexing service encompass a wide range
of sources for published papers relevant to service composition. In particu-
lar IEEE and ACM are major publishers of conference proceedings, which are
particularly relevant for an emerging topic such as software service technology.

A systematic review of the literature should cover all potentially relevant re-
sources. Therefore, we chose to include papers from conferences, journals and
workshops. To avoid irrelevant papers we excluded literature that was only
available as abstracts or in a slideshow format. Furthermore, we also excluded
those studies that did not describe or make use of services composition and
those that did not have an experience element, as well as excluding duplicates
of papers that were found in more than one database.

3.2.4 Study Quality Assessment

The issue of the quality of individual primary studies is important for an SLR,
where the objective was to synthesise the separate outcomes. For a mapping
study, which is mainly concerned with identifying “what exists?”, it is common to omit any assessment of individual study quality. For this mapping study, we therefore included all the papers that were published in peer-reviewed journals and conferences, knowing that peer review has provided “good enough” quality assessment for our purposes.

However, in reporting in Section 4.5 (Chapter 4) on those papers that did report any outcomes or evaluation, we do indicate the extent to which the evaluation appeared to be rigorously conducted, without conducting any formal quality assessment.

3.2.5 Data Extraction Strategy

The mapping study process was designed to allow for the categorisation of published literature. Hence, the data extraction strategy was restricted to obtain only those information required for classification. For our review we needed to extract data relevant to the research questions. We sought to identify and record:

- The form of composition strategy.
- What were the issues raised or addressed.
- Whether the paper presented a potential solution and, if so, what is the nature of that solution.
- The research method used in the paper.

3.3 Summary

In this chapter, We introduced the motives that prompted us to conduct this research which were related to the emerge of Web service as method to build distributed systems over the Internet. We described the method as Web service composition. We identified the approaches to service composition that were currently being proposed. We introduced the systematic literature review
as means to perform our literature review (SLR) to cover the subject of this research. We proposed our research protocol to perform a SLR which is in mapping study form. Furthermore, we presented five steps of our research protocol with some details.
Chapter 4

Result From Systematic Literature Review

4.1 Introduction

This chapter presents the outcomes from conducting the Mapping study protocol. Here we describe how each step of the Mapping study has been implemented, and what results that have been found. This chapter also shows how the outcomes have been aggregated and synthesised using different forms of classification. Furthermore, this chapter identifies the strategies that have been used for dynamic service composition. The rest of the chapter illustrates a summary of papers on the dynamic Web service composition under these strategies.

4.2 Conduct of the Mapping Study

The conduct of the mapping study was the process of implementing the study design, as described in the previous chapter. This involved recording the outcome of the searches and noting any divergence from the design that may occur. Before starting to collect papers from each database, we familiarised ourselves with the relevant search engine’s interface that we prototyped the search string which was used to query the specific database. The interfaces were somewhat
different, but they provide the same capabilities that were needed to run our query. Each interface has a box to enter the search string. We looked to find the search string in the title or the abstract of the paper. Moreover, there was an option about the publication year that we utilised where to extent possible to limit the search period to 2000 - 2009.

We created a form to record information about each paper we selected. Beside the standard citation data, the information included a description of the models and strategies, as well as the type of the composition (static or dynamic). We followed the pre-defined inclusion/exclusion criteria while searching the four databases. For a paper to be included in our set, it should present some kind of practical experience about WSC. Once this process was complete, we went through the outcomes again to ensure that all remaining papers would meet our criteria. We also ensured to remove any duplicate entries from the final list.

### 4.3 Results of the Mapping Study

Our searching retrieved a moderately large number of relevant papers. After an initial filter we excluded those papers which were not relevant. The papers with duplicated entries in more than one database were also not included. Thus, finally we were left with 1172 papers. Table 4.1 shows the number of papers retrieved from each source (where there were duplicate entries, a paper is counted under the database that relates to its publication source). It was noted that most of the papers providing some form of experience were found in the IEEE and ACM archives. Applying the inclusion/exclusion criteria by using only the titles and abstracts of the papers reduced the number of papers to 206, which purported to provide some form of experience.

These papers were then classified by using the following attributes:

- The type of study (see Appendix A).
- Whether composition was dynamic, static or semi-dynamic.
- Publication type (conference, journal or workshop papers respectively).
- The research method used (see appendix A).
<table>
<thead>
<tr>
<th>Electronic Database</th>
<th>Total Papers per Database</th>
<th>No of Experience Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>398</td>
<td>91</td>
</tr>
<tr>
<td>ACM</td>
<td>470</td>
<td>76</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>86</td>
<td>30</td>
</tr>
<tr>
<td>CiteSeer</td>
<td>218</td>
<td>9</td>
</tr>
<tr>
<td>Total</td>
<td>1172</td>
<td>206</td>
</tr>
</tbody>
</table>

Table 4.1: Total Papers per Database: these are the numbers obtained by using our keywords.

The technical reports by Kitchenham et al. (2007) and Brereton et al. (2006) provided valuable practical guidance to conduct the SLR. The basic analysis phase that consists of assigning each paper to one specific category, depends on the form of knowledge it presents. To perform this, we had to analyse each paper carefully, as some papers discussed more than one core issue, (e.g. a new technique combined with an experiment). In other words, a paper might be classified in different categories. For the purpose of this study we sought to put each paper only in one category. Categorization is useful technique to study the characteristics of Web Service Composition (WSC), as it offers a practical way to learn about each characteristic of WSC individually.

Wherever possible, we sought to classify papers by using the information provided in the title and abstract. Most papers explicitly mentioned the form of composition they addressed (static, dynamic or semi-dynamic) in their title or abstract. Many papers also provided information about the form of study, making it possible to classify them by research method too. However, for a proportion of papers, the poor quality of the abstracts required us to consult the full papers in order to decide their classification.

After applying the inclusion and exclusion technique criteria, the 206 remaining papers were classified into the different categories. At the same time some criteria to use in classifying these papers with regard to mechanisms commonly used in service composition were identified.
4.4 The Classification of the Papers

One of the goals of a mapping study is to categorise the papers to identify their major themes and the different methodologies that have been used in these papers to investigate the main theme. For this study we were interested in different composition strategies used (the themes) and the research methods adopted in these papers (Brereton et al., 2006). As indicated above, the initial classification into major categories was based upon the information provided in the titles and abstracts of papers. The fuller analysis provided in the following sections was based upon an analysis of the full contents of the selected papers.

4.4.1 Classification by Composition Method

For this, the experience papers were classified into three categories, as shown in Table 4.2, depending on the service composition models: that is, how these models address different application areas and requirements. These categories are enumerated as under:

- **Static** approach: This category contained papers that described or provided approaches explaining how Web service providers would offer their services to others. It also contained those approaches that need intervention from the user to develop or compose the service. Table 4.2 shows that most of the proposed approaches fall into this category.

- **Dynamic** approach: Forms of composition in this category involve the use of semantic descriptions of Web services. The process of selecting and controlling the final set of services (binding) takes place at ‘runtime’ without intervention from the users.

- **Semi-Dynamic** approach: For this the Web service developer is required to intervene for some stages of composition. However, the binding still takes place at run-time.
4.4.2 Classification by Research Method

Each paper was classified by the form of the research method and analysis used in the paper. This combined with the Web Service Composition strategy that was used to identify the data needed for answering the third research question in section 3.1. These research methods are listed in Table 4.2.

We employed five broad categories to classify the research methods adopted for the papers that we found. These categories are described as follows:

- **Framework/Conceptual Analysis.** Glass et al. have identified this as one of the major evaluation forms used in software engineering (Glass et al., 2004). Such papers usually employ an analytical framework to assess the ideas and models that they propose and may well not provide any actual implementation of these ideas.

- **MIS Tool/Conceptual Implementation.** As observed by Glass et al., this category is also a major form of evaluation used in software engineering, through which an idea is evaluated by constructing a tool or piece of software based upon it:“we built it and it worked”.

- **Simulation.** This can be considered as a variation upon conceptual implementation. Here the implementation may be incomplete, that addresses only the key characteristics of interest by using the simulation of the remaining parts.

- **Experiment.** This category includes those papers that have performed some form of controlled empirical study in order to evaluate the ideas or software concerned. Such studies are usually laboratory-based.

- **Case Study.** While an experiment seeks to isolate the object of study in order to investigate cause-effect relationships, a case study seeks to investigate it within its operational context (in the field) in exchange for having less control (Yin, 2003). So, this category includes those studies that investigate composition within a larger service-based environment.

The first three categories can be considered as being weak forms of evaluation, whereas the latter two are more rigorous (in different ways).
In the following sections, we have chosen three categories from Table 4.2 (2, 3 and 4) to discuss in detail. In addition to this, we also discuss some of the papers from first category (Framework). Second category addresses the implementation of techniques that the developers have presented as solutions for services composition. The third and fourth categories from Table 4.2 were found to be very useful as mechanisms for testing the effectiveness of proposed frameworks. They helped in identifying most of the factors that involved in building a potential solution for service composition.

### 4.4.3 Other Classification Strategies

Although the practice that we adopted for classification (determining the set of categories through a mix of theoretical models and observation) is widely used for mapping studies, we should note the other strategies that have been suggested too. In particular, Wieringa and Heerkens (2006) propose classifying papers according to a conceptual scheme segregates papers into design or research categories, according to the type of problem that they address (world problems for which we seek a solution, and knowledge problems for which we seek information). They then use different criteria for the detailed classification of each type of paper.

Almost all of the papers selected for this survey are design papers, proposing ways of addressing the problems of composition. We therefore concluded that the more conventional categorisation described above was better suited to the set of research questions that we had identified. However, we also noted that the alternative scheme offered by Wieringa and Heerkens did reveal the lack of studies addressing knowledge issues.
4.5 Summary of the Dynamic Papers

Dynamic Web service composition (DWSC) involves performing binding (invoking) of Web Services (WS) ‘on the fly’ at run-time. The binding process occurs according to a composition plan which must be prepared in advance. A well planned DWSC should deal with the triad of service model elements (Provider, Customer and Registry). The plan comprises of a set of decisions about how to compose a service upon getting a request from a user that describes its intended business process through discovering potential published services from the registry in order to bind and execute the selected components (Fujii and Suda, 2005). Through our mapping study we have managed to identify a number of key strategies that have been widely adopted for building solutions for DWSC. The rest of the chapter discusses the papers that fall in the first six categories, as these embody a specific composition strategy (68 papers out of the 94 papers address the dynamic composition). Here we review the strategies which presented solutions related to DWSC and provided practical results (see Table 4.3).

The following sub-sections discuss the research strategies identified in Table 4.3. For the first six strategies, which map directly on to implementation of actual DWSC strategies, we provide tabular summaries of the papers concerned. If a paper provides an evaluation, we describe its form and outcomes, otherwise we only describe the form of implementation involved.

Figure 4.1 shows some of the information from Table 4.3, related to actual DWSC strategies, in a more visual format. The outer boundary line shows the

### Table 4.3: Key Strategies for Dynamic Web Service Composition

*Other approaches that we found were not related to one of the above strategies

<table>
<thead>
<tr>
<th>Key Strategies</th>
<th>Total</th>
<th>Paper with Description only</th>
<th>Paper with an Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic Web and Ontology</td>
<td>25</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>QoS (Quality of Service)</td>
<td>9</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Knowledge-base and AI</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Workflow and Composition languages</td>
<td>15</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Middleware</td>
<td>7</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Software Agent</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Frameworks</td>
<td>12</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Simulation Studies</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>*Others</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>
4.5.1 Semantic Web and Ontology

Accomplishing DWSC depends on many issues. Therefore, the detailed description of the WS itself should include functional properties, non-functional properties, preconditions, WS domain, among others. However, dynamic composition should occur without human intervention. This means the specifications of the Web services involved also have to be machine understandable. Thus, the semantics of Web service description is the most important element for enabling service composition to be achieved automatically (Zheng et al., 2008). Mechanisms such as the Semantic Web and related ontologies can assist with achieving it. User requirements can also be described semantically through description languages (Nie et al., 2006). This can assist with matching the service functions. Such languages may support both the functional properties as well as the non-functional characteristics for a WS. A description language partitions the semantic description into two components: a user pro-
file that describes the functions which the WS should supply through the use of
the concepts defined in the Semantic Web ontology; and the domain constraint
which states the qualitative preconditions that the Web services have to match.

Most of the papers addressing this strategy described languages that adopted
experience from other IT areas to use in developing service composition sys-
tems, and employed a user specification to build the service composition model
through different techniques. To support service composition semantically, dif-
terent forms of languages have been proposed. Some of them have extended the
XML-based languages for the purpose of enhancement or to add some needed
feature, such as WSDL-S and OWL-S, enhancing WS description by adding se-
manitics (Akkiraju et al., 2005). Moreover, some have made some adaptations
to existing languages/tools to be used for modelling, constructing, verification
or analysis of WSC. Examples of these are Petri Nets (Bing and Huaping, 2005)
and UML-S, providing an extension to UML (Dumez et al., 2008).

As a comment about the literature addressing the semantic Web and use of
an ontology, we noticed that most of the solutions approached DWSC in dif-
ferent ways. Nevertheless, all of these ways basically involve building around
the user request profile that enriches the WS’s description. Furthermore, those
solutions claiming that semantic Web and ontologies would provide machine
understandable techniques, make it possible for DWSC to be achieved auto-
matically. For the approaches that fall under Semantic Web and Ontology
strategy, Table 4.4 summarises the outcomes from the evaluations provided in
each paper. Table A.2 (See Appendix A) summarises the outcomes of the ap-
proaches that provided sort of practical solutions for DWSC but with no formal
evaluations.

Table 4.4: Evaluation of Semantic Web and Ontology
strategies for Service Composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
</table>

Table 4.4 Continued on Next Page...
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
</table>
| Cheung et al. [2004] | Studied the uncertainties involved in selecting and composing services. Used a General Environment that supports Grid/Web service composition. This environment uses the semantics of the available Web services (e.g., the semantics of the input/output parameters) as described by some machine understandable semantic Web language (e.g., OWL-S) | **Evaluation**: Ran two controlled experiments on the Globus platform (Grid computing).  
**Outcomes**: The results from the first experiment showed a significant reduction in service time with increasing numbers of nodes. The results from the second experiment have shown the effectiveness of the proposed bidding process. |
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<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medjahed et al. (2003)</td>
<td>Proposed a framework for composing Web services. Presented an algorithm to automatically generate composite services from high-level specifications of the desired composition. Defined a model for checking service compositability. This model provides a set of compositability rules that compare syntactic and semantic features of Web services. As an application domain of their research in Web services, they are partnered with the Family and Social Services Administration (FSSA) and used E-government as a case study.</td>
<td>Evaluation: Ran an experiment to assess the scalability of their approach, i.e., the possibility of generating plans for a large number of service interfaces. The aim was to evaluate the effectiveness and speed of the matchmaking algorithm. They also assessed the role of the selection phase in reducing the number of generated plans. They built a simulation testbed to run the experiments. Outcomes: The results showed that most of the time is spent on checking message compositability. The execution time require comparing the parameters of each composite service operation with the parameters of each operation of a component service. With regard to generated plans, they particularly consider the composition completeness (CC) ratio. They conducted experiments for CC = 33% and CC = 66%. The results showed that the number of generated plans is higher for CC = 33%. Indeed, for CC = 33%, plans are generated if at least 33% of composer operations are composable with component operations.</td>
</tr>
</tbody>
</table>
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### Author(s) | Composition Strategy | Summary of Evaluation & Outcomes
--- | --- | ---
Mokhtar et al. (2007) | Proposed COCOA as a solution to dynamic service composition in pervasive computing environments. COCOA provides COCOA-L, an OWL-S based language enabling the specification of service advertised and requested capabilities. Also provides two mechanisms: QoS-aware semantic service discovery and QoS-aware integration of service conversations. | **Evaluation:** Conducted a comparison between COCOA against the time spent for the XML parsing of services and task descriptions. **Outcomes:** Results showed that in more realistic cases, the overhead of using COCOA is negligible when compared to XML parsing.
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### Chapter 4. Result from Systematic Literature Review

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ponnekanti and Fox (2004)</td>
<td>Examined four types of incompatibilities that may arise during interoperation: structural; value; encoding; and semantic. They address these incompatibilities using a three-fold approach: (1) static and dynamic analysis tools; (2) a GUI tool for resolving incompatibilities and generating cross-stubs; (3) a lightweight mechanism called multi-option types that enables applications to be authored. The implementation was primarily done within AXIS, an open source toolkit from Apache that implements static Java host types for WSDL services. Dynamic analysis and cross-stub generation was implemented by modifying the AXIS stub generators.</td>
<td>Evaluation: Performed three sets of experiments. (1) Application usage behaviour experiments to study what fraction of service functionality typical applications exercise. (2) Compatibility and integration experiments to demonstrate their tools and techniques in action. (3) Nature of incompatibilities experiments to study how often incompatibilities occur due to non-critical reasons. Outcomes: (1) The application owner has a choice of several non-native services to use, (2) he can automatically determine which among them are compatible using proposed techniques. (2) The results are based on CAT-S alone (compatibility analysis tool-static a tool that they provided in the paper and demonstrate the effectiveness of application usage behaviour inference in the integration process. (3) The results showed that applications typically exercise only a fraction of the service functionality.</td>
</tr>
</tbody>
</table>
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### Chapter 4. Results From Systematic Literature Review

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segev and Toch (2009)</td>
<td>Proposed a Context-Based method for Matching and Ranking of WS. Studied three methods for classification of Web Services: Term Frequency/Inverse Document Frequency (TF/IDF); Context-based analysis; and a baseline method, which they used to extract information related to WS classification and ranking.</td>
<td><strong>Evaluation:</strong> Used a set of experiments to compare their method with the other three methods mentioned. <strong>Outcomes:</strong> Showed that their method achieved better results than the string matching and TF/IDF method. In addition, they conducted other tests to compare the WS context that was extracted from WSDL and from textual descriptions and results show that the Web-based context extraction method analysing both the WSDL description and the textual description yields better results than the TF/IDF method and string matching.</td>
</tr>
<tr>
<td>Williams et al. (2003)</td>
<td>This paper showed how autonomous ontology merging for local consensus ontologies has potential for improving how agents conduct B2B Web service discovery and composition.</td>
<td><strong>Evaluation:</strong> Conducted a number of experiments to evaluate their approach using syntactic similarity, semantic similarity, semantic relation discovery in terms of performance measures such as concepts merged, relations discovered, and computing time. <strong>Outcomes:</strong> The use of a lexical database increases the number of relationships found but increases the amount of time required to form the consensus ontologies. Also the experiment showed that rate of the number of concepts merged appears to decrease as the number of merge operations increases.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Younas et al. (2006)</td>
<td>This paper devised to investigate into the efficiency of Web services composition. The authors presented a new protocol based on (I) P2P architecture, (II) active networks.</td>
<td><strong>Evaluation:</strong> Used networks of queueing stations to model several scenarios in order to simulate the processing of Web services and message communication during the WS-composition process. Conducted three experiments in order to evaluate the efficiency of the proposed protocol (NetCom) in comparison to Self-Serv approach. (1) simulated the execution of a composite Web service composed from five component services (computes the mean response time). (2) conducted various experiments under different traffic loads to compute the response time of the NetCom protocol. (3) checked how the increase in the number of component services affects the response time of the NetCom 1&amp;2 protocols. <strong>Outcomes:</strong> (1) The proposed NetCom protocol outperforms Self-Serv in response time. The NetCom protocol reduces the response time under different traffic loads. (2) The overall response time of the NetCom protocol is still better than Self-Serv. (3) Demonstrated that the NetCom 2 protocol performs better than NetCom 1 and Self-Serv approaches in the case of larger number of component services.</td>
</tr>
</tbody>
</table>
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### Author(s) | Composition Strategy | Summary of Evaluation & Outcomes
--- | --- | ---
Younas et al. (2005) | Proposed a SODA Workbench that includes a set of rules, knowledge (facts), and a reasoning mechanism to identify mismatches. The workbench contains a Distiller mechanism to extract WSDL and form a skeleton of VWS (virtual Web service). Used a case study of fast ferry concept design in order to test the proposed approach. A ship design process demonstrating the interoperability of different design services is presented, and the data flow between design teams in a distributed design environment is described. | **Evaluation:** A prototype system was implemented and tested for a ship design process. The experiment was carried out within a closed environment; that is prior to the experiment, the number of systems and their identity were pre-defined. **Outcomes:** Limited details of the outcomes, they just mentioned that the system is unable to provide support for choosing alternative services. It was suggested that in order to identify its full potential and limitations, future work would look at testing the system in an open environment.

---

### 4.5.2 QoS for Service Composition

Quality of service in this context means the ability to assign a different priority to applications, users, data flows or to guarantee a certain level of performance to a data flow (Tran, 2009). In terms of Web services, many approaches consider non-functional properties (NFPs) as general QoS properties. This includes any significant characteristics related to service consumers. Typical characteristics considered for QoS include performance, interoperability, reliability, accessibility, security, integrity, availability, etc. In some cases, different Web services might provide the same functionalities, therefore, QoS properties can have a significant impact on the expectations of service users that can be used to make a choice between similar services. Consequently, Web service descriptions should be strengthened by the addition of QoS attributes (Chaari et al., 2008).

QoS enhances DWSC in terms of guaranteeing the users a level of service quality.
that meets their request. We found that the list of the elements involved in quality of Service is too long and have a variety of measurements. Consequently most proposed solutions adopted a different quality model in their approach, in order to make them applicable to their study. They do not make it easy to choose one solution that could be suitable for all DWSC, at least at the present time. For the approaches that fall under QoS for Service Composition strategy, Table 4.5 summarises the outcomes from the evaluations provided in each paper, and Table A.3 (See Appendix A) summarises the outcomes of the approaches that provided sort of practical solutions for DWSC but with no formal evaluations.

Table 4.5: Evaluation of QoS for Service Composition strategies.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. (2006)</td>
<td>This paper showed how to discover and compose Web Services according to the input and output of service requests when there are a large number of services available. The mutual search operations among Web Service operations, inputs and outputs are studied, and a novel data structure called Double Parameter Inverted File (DuoParaInvertedFile) was proposed to implement these operations. Furthermore, they provided three algorithms to build DuoParaInvertedFile.</td>
<td>Evaluation: Implemented their algorithms on a test bed consisting of 640 Web Services and carried out a series of experiments to study the performance of the WS composition approach given in the paper. Outcomes: First, compared the approach based on three inverted files with their approach. They showed that their approach not only provided high performance but also low time growth rate. Second, compared time for Web services composition based on three inverted file versus that based on DuoParaInvertedFile. They showed that their approach is better than the former, and that the latter almost keeps steady when the level of WSCR (Web Service Composition Results) grows, showing that the more the number of service requests, the more effective the performance.</td>
</tr>
</tbody>
</table>
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### Author(s) | Composition Strategy | Summary of Evaluation & Outcomes
--- | --- | ---
Gu et al. (2004) | Presented an integrated P2P service composition framework called *SpiderNet*. The major contributions of this paper are summarized as follows. First, Spider-Net provides fully decentralized QoS-aware and resource efficient service composition using bounded composition probing. Second, SpiderNet provides proactive failure recovery to achieve failure resilient service composition. Third, SpiderNet achieves flexible service composition by supporting directed acyclic graph composition topologies and considering exchangeable composition orders to enhance the composed service's quality. | **Evaluation:** Evaluated the performance of SpiderNet using both large-scale simulations and a prototype implementation evaluated in a wide-area network testbed, called PlanetLab. (1) In the large-scale simulation, they conducted an experiment to compare their algorithm with three other common approaches: optimal, random, and static algorithms. (2) They compared the QoS provisioning performance of SpiderNet with the random and optimal algorithms. **Outcomes:** (1) Their solution can achieve near-optimal performance with much lower overhead, and much better performance than random and static algorithms. (2) The average service delay of the service graphs discovered by the SpiderNet reduced with a growing probing budget. When the probing budget was very low, SpiderNet degenerated into the random algorithm, so the overhead was low, but the service quality was not satisfactory. SpiderNet could achieved near optimal performance with much lower overhead than the unbounded flooding scheme performing exhaustive searching.

Table: 4.5 Continued on Next Page...
Gu et al. (2003) proposed a QoS-assured Service composition framework (QUEST). Quality constraints such as availability and response time have been used to compose a qualified path under multiple QoS. Moreover, QUEST offers two re-composition algorithms which be used for a quick recovery when a service is not available or when the QoS has not been agreed.

**Evaluation:** Evaluated the performance of the initial and dynamic QoS-assured service composition algorithms using extensive simulations. The simulation reports about the violation rates of two QoS attributes: availability and response time, respectively. **Outcomes:** The results showed that QUEST can provide both QoS assurances and load balancing for composed services in SON (Service Overlay Network). The simulation results also indicate that the partial dynamic service re-composition algorithm can achieve almost the same level of QoS assurance as the complete re-composition algorithm, but with much lower overhead.

Table 4.5 Continued on Next Page...
## Chapter 4. Result from Systematic Literature Review

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al.</td>
<td>Presented an extensible QoS model that is open, fair and dynamic for both service requesters and service providers. This achieved the dynamic and fair computation of QoS values of Web services through a secure active user's feedback and active monitoring.</td>
<td><strong>Evaluation:</strong> Conducted a series of experiments to: (1) investigate the relationship between QoS value and the business criteria; (2) study the effectiveness of price and the service sensitivity factors in their QoS computation. They simulated 600 users searching for services, consuming the services and providing feedbacks to update the QoS registry in the UPS application. <strong>Outcomes:</strong> (1) Showed how selecting Web service depends on user quality preference when more than one Web service matching the required functionality. (2) The result showed that using the the same sensitivity value for both price and service factors would not be effective for a price sensitivity search in a QoS registry.</td>
</tr>
<tr>
<td>Sun (2004)</td>
<td>Addressed a QoS composition reasoning approach to predict the system QoS based on the QoS of individual components. The proposed QoS composition reasoning approach consists of a QoS composition meta-model, QoS composition model and QoS artefacts from a business specific profile, architecture specific profile and technology specific profile.</td>
<td><strong>Evaluation:</strong> Performed experiments to validate the proposed composition rules of throughput and turnaround time. The experiments were conducted in an environment where there were fixed number of clients and each client sent a certain numbers of requests with a uniform distribution. <strong>Outcomes:</strong> Claimed that the proposed composition rules accurately predicted the throughput and response time of a composed system of two single threaded components communicating using synchronous two-way invocation or asynchronous two-way invocation.</td>
</tr>
</tbody>
</table>
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### Author(s) | Composition Strategy | Summary of Evaluation & Outcomes
--- | --- | ---
Yan *et al.* (2007) | The service level agreements for a service composition were established through autonomous agent negotiation. To enable this, a framework is proposed in which the service consumer is represented by a set of agents who negotiate quality of service constraints with the service providers for various services in the composition. This negotiation was well coordinated in order to achieve end-to-end quality of service requirements. | **Evaluation:** Implemented a prototype that innovatively exploits the agent technology to address the QoS issue and SLA. Actually their evaluation is a use case rather than a case study as they claim, because they used it as an example to show the capabilities of their framework. **Outcomes:** Used their prototype to simulate the SLA negotiation through a pre-defined scenario. The result showed that the outcome of the negotiation process has chosen the best offers of QoS. |
Zeng *et al.* (2003) | Proposed an approach based on the QoS model using linear programming techniques to compute optimal execution plans for composite services. Discussed the relationships between their work (Quality driven Web services composition) and existing Web service standards, Web service composition approaches, and QoS-driven Workflow management. | **Evaluation:** Conducted experiments to compare the proposed technique with the local selection approach. **Outcomes:** The results showed that the proposed approach effectively selects high quality execution plans (i.e., plans which have higher overall QoS). |

| 4.5  |

### 4.5.3 Knowledge-based and Artificial Intelligence (AI)

In this context, the term ‘Knowledge-based’ implies storing knowledge about services in a computer-readable form, usually for ontological or semantic purposes, to assist the tasks related to service composition such as discovering or
selecting a Web service. Having essential and adequate knowledge as well as practical experience available in this way, can be considered as important intellectual assets that help in making optimal and practical engineering decisions. This knowledge has to be clearly recorded, saved and reused (Wang and Taylor, 2008).

The papers that have used knowledge-based approaches, employ the same strategy of involving domain knowledge to develop enough shared vocabulary to assist the service selection process (Xiaogao and Xiaopeng, 2006, Jihie et al., 2004). Moreover, they use the shared vocabulary to give a basic description of the service (component), such as the input and output parameters.

Both knowledge-based and AI approaches have been used to support the ontological and semantic purposes. The difference is in the usage of intelligence to automate the DWSC processes through computer-readable form. Although it offers a promising solution to DWSC, it is hard to construct. That is because they need experts to build them. For the approaches that fall under Knowledge-based and AI forms for service composition strategy, Table 4.6 summarises the outcomes from the evaluations provided in each paper, and Table A.4 (See Appendix A) summarises the outcomes of the approaches that provided the sort of practical solutions for DWSC, without containing any formal evaluations.

Table 4.6: Using Knowledge-based forms for service composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Chapter 4. Result from Systematic Literature Review

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim <em>et al.</em> (2004)</td>
<td>Used a knowledge-based approach to describe the components and the input and output that could be used in a Workflow. Using a knowledge-based technique provides rich representations of components together with planning techniques that can track the relations and constraints among individual steps.</td>
<td><strong>Evaluation:</strong> Illustrated their approach by implementing a system called <em>CAT</em> (Composition Analysis Tool) that analyses workflows and generates error messages and suggestions in order to help users compose complete and consistent workflows. <strong>Outcomes:</strong> Used examples to demonstrate the potential of the system, with the tool being applied to two different applications: constructing workflows in the travel planning domain and constructing computational workflows in the earthquake science domain.</td>
</tr>
<tr>
<td>Madhusudan and Uttamsingh (2006)</td>
<td>Presented an AI-planning based declarative service composition approach, called <em>Integrated Service Planning and Execution</em> (ISP&amp;E) for building robust on-the-fly customized Web services in dynamic environments.</td>
<td><strong>Evaluation:</strong> Conducted a set of experiments to evaluate the advantages of interleaving planning for service composition and execution in providing reactive behaviour over a static hardwired service composition approach. <strong>Outcomes:</strong> The strategy of interleaving planning and execution was considered viable when the dynamics of the environment are moderate. If the rate of change is high, it may be cost-effective to plan and execute dynamically. Overall for all strategies, as service request size increases, the total planning time increases as the number of operators in the plan increase.</td>
</tr>
</tbody>
</table>
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### Author(s) | Composition Strategy | Summary of Evaluation & Outcomes
--- | --- | ---
Yu and Yu (2006) | Proposed a knowledge-based advice system which is aimed at employing semantic service descriptions. Also they discussed using a knowledge-based approach for resource synthesis and to provide advice on service selection and instantiation. Their work emphasized the importance of DAML-S, and related technologies, in providing semantically-enriched characterizations of available services. | **Evaluation:** Implemented a prototype for the Workflow construction environment that supported the runtime recommendation of discovery and select processes. Outlined a service-oriented architecture for knowledge based systems operating in the context of the technological infrastructure provided by Grid-computing platforms and the semantic Web. **Outcomes:** Using the prototype, they outlined the importance of domain knowledge with respect to just one aspect of expertise, namely the selection and configuration of services as part of a Workflow specification. Not really an outcome, the author said “the full evaluation of this system awaits further investigation and user feedback”.

### 4.5.4 Workflow and Languages for Service Composition

A *Workflow* is a concept commonly used for describing a business process. The specification of a Workflow consists of fundamental component structures (Lopes et al., 2008). Furthermore, a Workflow can be used as a modelling tool to represent real work for further assessment. For Web services, a Workflow can describe a network of service operations, with the communication between them would be through the data links that represent the relation of the outputs of some operations to the inputs of others (Belhajjame et al., 2008).

Contributors have tackled the composition flow from two views; control-flow (process order) and data-flow (message passing), in order to manage the service composition.

Approaches that fall into this category have presented different technologies...
and solutions towards DWSC. Most of them work to simplify the composition processes for the user through form of modelling, visualization and ready building blocks (templates). The simplicity they offer makes it easy for users to map their requests to a composition plan. For the approaches that fall under Workflow and Languages for service composition strategy, Table 4.7 summarises the outcomes from the evaluations provided in each paper, whilst table A.5 (See Appendix A) summarises the outcomes of the approaches that provided practical solutions for DWSC but with formal evaluations.

Table 4.7: Using Workflow and language forms for service composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambite and Weathers (2005)</td>
<td>Described work towards an approach to automatically generate computational workflows for transportation modelling problems. The work relies on ontology of the application domain to provide formal semantics to the sources and operations available. It describes the ontology, the sources, and operations as a Triple logic program. This program generates workflows to answer user requests. It focused on workflows with aggregation operations.</td>
<td>Evaluation: Designed two experiments to test the scalability of the Workflow generation program. (1) Experiment tested the ability of the program to find a solution Workflow in the presence of a large number of sources, out of which only a small fraction provide answers to the user request. (2) Experiment tested how increasing depth of the hierarchy affects the Workflow generation. Outcomes: (1) The current system could generate workflows with up to 10000 additional sources (30000 descriptors) in less than 45 seconds. (2) The system took up to 108 seconds to compute a Workflow with 256 sources and 511 operations.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chaffé et al. [2004]</td>
<td>This work covered issues ranging from code partitioning for decentralization to detailed discussion of the servers that participate in decentralized execution - their thread pool design and communication protocols. Also discussed build and runtime issues in error handling and error recovery.</td>
<td><strong>Evaluation:</strong> Experiments were conducted to study the performance of centralized and decentralized orchestrations using the <em>FindRoute</em> example discussed in their paper. Dummy implementations were used for services. Used the BPWS4J engine to orchestrate specifications written in BPEL4WS. Used two multi-threaded asynchronous clients from two different machines to load the system. <strong>Outcomes:</strong> Observed that decentralization provides performance benefits even in cases where there was no inherent concurrency. The performance gain was mainly due to reduction of network traffic and distribution of computation across different nodes. Also, observed that although horizontal scaling and load balancing helps centralized orchestration perform better than decentralized orchestration at low loads, decentralized orchestration scales better at higher loads. This can again be attributed to optimal utilization of threads in a decentralized orchestration system, as they are not blocked waiting for responses and allow large number of concurrent requests to be executed.</td>
</tr>
</tbody>
</table>
### Chapter 4. Result from Systematic Literature Review

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi and Lee (2008)</td>
<td>Proposed the SCMP platform as an MIS tool to provide visual modelling, reliable Workflow measuring and composition script translation mechanisms. SCMP is a formal modelling platform which adopts the control flow and capabilities of Petri Nets components to generate the Workflow. They have created an implementation of their platform.</td>
<td><strong>Evaluation:</strong> Used a Loan broker example to demonstrate their platform mechanisms. The loan broker process was denoted in terms of Petri Nets used to help the developers to conceive interrelated service components according to process logic, and then create a conceptual model using the visual editor. Used PNML for reliability measurement programs, an implementation independent language used to produce machine-executable code from the conceptual model. <strong>Outcomes:</strong> Claimed that the script language translation helped developers to generate code from the visual composition. Furthermore, SCMP could connect proper Workflow engines to implement runtime from the compositions. Most importantly, the measurement mechanism demonstrated the composition reliability by validating a translated Petri Nets model.</td>
</tr>
</tbody>
</table>

Table: 4.7 Continued on Next Page.
### CHAPTER 4. RESULT FROM SYSTEMATIC LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fu et al. (2006)</td>
<td>Presented the basic idea of the SO-SAM model. Claimed that the Software architecture of a Web services-oriented system can be described by building an executable SO-SAM model. Introduced a case study used throughout the paper. It deals with a simplified online shopping example adapted from their previous work. Its a basic electronic commerce process of online shopping with credit card transactions.</td>
<td><strong>Evaluation:</strong> Used the Maude(^1) model checker to verify the property specification in SO-SAM model. To automatically implement the model checking using Maude, they designed an algorithm to translate SO-SAM (also SAM) to the Maude programming language. <strong>Outcomes:</strong> Claimed their modelling and validating approach helped to enhance the reliability of Web service-oriented applications.</td>
</tr>
<tr>
<td>Nanda et al. (2004)</td>
<td>Devised a new code partitioning algorithm that is applicable to decentralization of composite Web services. The algorithm depends on a technique for testing for legality of reordering of PDG (program dependence graph) nodes, and on a technique to estimate the throughput of a network of servers executing a business process.</td>
<td><strong>Evaluation:</strong> Conducted experiments to study decentralized orchestration of Composite Web Services. Ran these experiments to test the Runtime Performance and Compile-time Performance, using a number of examples. <strong>Outcomes:</strong> Their experimental results showed that decentralization could increase the throughput of composite services substantially, easily doubling it under high system load.</td>
</tr>
</tbody>
</table>

Last part of Table: 4.7

---

\(^1\) Maude is a freely distributed high-performance system, supporting both rewriting logic and membership equational logic
4.5.5 Middleware for Service Composition

Middleware is a computer software that sits between applications software and a range of different platforms. Middleware is used to make the interaction between different applications possible, including exchanging data, message passing, development, executing some task, etc. Its use hides the complexity of the systems and the network details from the users in order to facilitate the service composition processes. Additionally the use of a Middleware system provides support for distribution, heterogeneity, interoperability and mobility (Ibrahim and Le Mouël, 2009).

Adapting middleware for services composition can support the integration of heterogeneous services in small networks such as Home Area Network (HANs). The usage of middleware has taken care of the most difficult part of the composition processes, such as the integration. This allows the developer to be more focused on the composition logic rather than technical issues. Although middleware can do much better, we found that it was still being used in small scale, especially within small networks such as home or computer labs. For the approaches that fall under Middleware for service composition strategy, Table 4.8 summarises the outcomes from the evaluations provided in each paper. Table A.6 (See Appendix A) on the other hand summarises the outcomes of the approaches that provided practical solutions for DWSC but with no formal evaluations.

Table 4.8: Using Middleware for Service Composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
</table>

Table: 4.8 Continued on Next Page...
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chakraborty et al. (2004)</td>
<td>Proposed a distributed broker-based composition protocol, and compared the protocol to a Fixed-node based Composition protocol where all the requests are sent to a preconfigured node in the system.</td>
<td><strong>Evaluation:</strong> Implemented on an ad-hoc network simulator (Glomosim) under various service densities, mobility and topologies. Compared the protocol to the often-used Fixed-Source based Composition protocol where all the composite requests generated in the system are sent to one fixed node that acts as the composition engine. Ran an experiment by using a simulation over a set of 64 nodes, following random way-point mobility with speed of 2m/s and stoppage time of 5s. <strong>Outcomes:</strong> Claimed that their protocol performs better than Fixed-Source based Composition protocol in locating nearby nodes that contain the required services. This is largely due to the topology-sensitive placement of the Broker in the Broker Arbitration Phase.</td>
</tr>
</tbody>
</table>

Table: 4.8 Continued on Next Page.
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pourreza and Graham (2006)</td>
<td>Proposed a middleware for local interaction environments. This approach offers several advantages, such as the service provider performing the bulk of the composition work. Providing new services &quot;on the fly&quot; as devices are added to a HAN, also makes their use more attractive to technically unsophisticated home owners. The middleware mitigates maintenance problems. The Workflow created for one home will be added to its repository, thereby reusing compositions to reduce future composition overhead. Furthermore, using existing in-home protocols provides seamless integration of new composite services with existing ones.</td>
<td><strong>Evaluation</strong>: A prototype has been used to study service composition in HANs (home area networks). That is also applicable to other local interaction environments such as classrooms and conference halls. <strong>Outcomes</strong>: The prototype has been used to explain the functionality of their framework. Claimed that they have tested the system using a number of emulated UPnP devices and several sample Jini services which are fully functional, but no details of these are provided.</td>
</tr>
</tbody>
</table>

Table: 4.8 Continued on Next Page. . .
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams et al.</td>
<td>The current implementation architecture of their middleware for WSC in pervasive computing is centralised, as they believe that the pervasive environment will have centralised controllers for each local context. The approach acknowledges that agents may have diverse ontologies which may have impeded their ability to relate capabilities at a slightly higher level. Therefore, in this approach, agents create relatively small local consensus ontologies to facilitate discovery and understanding.</td>
<td><strong>Evaluation:</strong> Ran a number of experiments. The first experiments focus on measuring concepts as merged/learnt or discovered relation/similar ontologies to reach consensus. The second experiment followed the same steps of the first experiment but using a Lexical database to study the benefit and limitation of using a Lexical database. <strong>Outcomes:</strong> The observations from the first experiment were: (1) The addition of new concepts declines as the number of ontologies merged increases; (2) The number of concepts/relations discovered per merge remains relatively the same throughout the experiment; (3) As the percentage of similar concepts increases, the number of new concepts/relations learned decreased. The observations from the second experiment were: (1) Early operational performance (semantic matches) increases are realized using the lexical database; (2) Using the lexical database, the number of new relationships is greater than without throughout; (3) Considering relative performance (service time), the lexical database is not as effective when the number of same or similar concepts is high.</td>
</tr>
</tbody>
</table>
4.5.6 Software Agent for Service Composition

A software agent can be an autonomous or at least semi-autonomous entity, which can execute tasks to achieve a specified goal without intervention or with minimum supervision or direct control. Due to the complexity of the WSC process (WS are distributed, dynamic and heterogeneous) that involves many tasks, such as discovering, selecting, binding the services and controlling, the Workflow of the composition agents can perform one of these tasks on behalf of the user in order to make the composition processes less arduous. The behaviour of agents depends on the composition context, which means any information relevant to describe the situation is adopted. In the course of composition, a software agent undertakes negotiation with their peers to choose the Web services that is used for the composition (Maamar et al., 2004).

Some of the service composition approaches benefit from the ability of agent software to integrate and connect services to achieve a business goal.

The approaches that used Software agent strategy for DWSC has employed its flexibility to cope with DWSC in different ways, e.g., discovery, negotiation, fault tolerance, etc.,. Like the knowledge-based and AI strategy, it is not easy to construct. However, when it is built then it can do the difficult part on behalf of the developer. For the approaches that fall under Agent software for service composition strategy, Table 4.9 summarises the outcomes from the evaluations provided in each paper. Likewise, table A.7 (See Appendix A) summarises the outcomes of the approaches that provided practical solutions for DWSC without describing the formal evaluations.

4.5.7 Frameworks for Service Composition

A framework is a basic conceptual structure used to support reuse when solving or addressing complex issues of DWSC. Therefore, it can propose mature and comprehensive solutions. Furthermore, these frameworks have common features, since each of them includes diverse components such as code libraries, a scripting language, support programs, or other software to assist developing and linking the different components of a service composition. Moreover, they use more than one DWSC strategies, we already been mentioned in this chapter.
Table 4.9: Software Agent for Service Composition

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Composition Strategy</th>
<th>Summary of Evaluation &amp; Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blake and Gomaa</td>
<td>Presented Workflow Automation for Agents-Based Reflective Processes (WARP) as a standard software engineering process and a language that supports the specification of the Workflow processes and control.</td>
<td>Evaluation: A prototype has been implemented. Conducted an experiment by using this to evaluate the impact of the overhead caused by the three modes of real-time configuration (presented in their paper). Outcomes: Claimed that the increase in overhead by operational mode was anticipated. Another result was that the overhead increased with the increase of Workflow steps. This was relatively unexpected since the latency was constant in the base case as the number of Workflow steps was increased.</td>
</tr>
<tr>
<td>Jayaputra et al.</td>
<td>Presented the notions of mission-based MAS (Multi-Agent systems) and on-demand agent generation. Also a formal model of the mission and TDG (task decomposition graph) as well as mission execution and run-time plan modification. Presents case studies which they used to evaluate their design concept and implementation of the eHermes system.</td>
<td>Evaluation: Conducted a number of experiments to observe and study their approach when operating under different situations and workloads. Outcomes: Concluded that the eHermes system is capable of handling complex missions that can contain as many as 1500 tasks. Despite such a large number of tasks, eHermes can generate agents efficiently and handle the workload adequately. However, they noted that to fully test and demonstrate eHermes capability, complex real world scenarios and data sets are required.</td>
</tr>
<tr>
<td>Maamari et al.</td>
<td>Proposed a Web Services Composition Approach based on Software Agents and Context. The approach employs different types of software agents and three levels of specification. The different agents have been aware of the context of their respective services in the objective to devise composite services on-the-fly. Also presented a specification approach for Web services composition and deployment.</td>
<td>Evaluation: A prototype has been implemented. The prototype architecture consisted of a service composition environment and a pool of services and agents. The service composition environment consists of a set of integrated tools that allow service providers and users to create and execute services. WSDL is used to specify Web services and UDDI is used as a service repository. The approach has been characterized by the use of different types of software agents and three levels of specification. The levels were denoted by intrinsic, organizational/functional, and behaviour, and illustrated with a running scenario. Outcomes: Little detail is provided, they mentioned that their ongoing work will provide an assessment of the performance and scalability of the proposed agent-based multi-domain architecture.</td>
</tr>
</tbody>
</table>
CHAPTER 4. RESULT FROM SYSTEMATIC LITERATURE REVIEW

We identified ten papers that fall this category. The use of frameworks in these papers is summarised in Table 4.10. The columns in Table 4.10 describe the set of features that characterise these frameworks, as extracted from the set of papers. Broadly, the features can be considered as architectural, e.g. such as Agent-based); descriptive, i.e. Visual/GUI; or concerned with creating a solution, e.g. support for use of natural language. The most obvious exception is fault-tolerant which is more related to a specific goal for one framework. Thus, while each framework has only one architectural form (where this is considered to be a relevant feature), it may use multiple means for the other elements.

Table 4.10: A comparison between Service composition framework papers.

<table>
<thead>
<tr>
<th>Frameworks</th>
<th>Visual/GUI</th>
<th>Statement/Chart</th>
<th>PFD Data Flow/Graph</th>
<th>Semantic/Ontology</th>
<th>Agent</th>
<th>OO</th>
<th>Support Natural Language</th>
<th>Support select() operation</th>
<th>Fault-Tolerant</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Deng et al., 2004) ASCEND</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Patil et al., 2004) METEOR-S</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Lee et al., 2005) Canal</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Fujii &amp; Suda, 2004a) CoSMoS &amp; SoGSoC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Braem et al., 2006) SCE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Orriëns et al., 2003) ServiceCom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Hall &amp; Cervantes, 2003) Gravity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Schmidt et al., 2006) LARA++</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Agarwal et al., 2004) OntoMat</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Liang et al., 2007) DwO</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Benatallah et al., 2005) Self-Serv</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>(Liu &amp; Mingjun, 2010) FACTS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

The analysis in Table 4.10 indicates the main features with different frameworks sharing visualization/GUI, graphs, Web Service semantic and Ontology and the basic composition operations. It also can be considered as the intersection of the Web service composition strategies. The visualization and GUI elements
are employed in most composition frameworks to help the user in understanding and deal with design issues, and to develop the composition model. Graphs and diagrams are factors that sustain the efficiency of the proposed approaches by offering a number of shapes that make the concepts of what is being composed easy to understand and manipulate. Another factor is the use of semantics and ontologies when this factor is fully developed it should be able to improve the composition process constantly and make it better able to achieve the intended goals. The last factor is the provision of certain composition operations which can offer a comprehensive composition platform to solve a user’s business issues through interactions with other businesses processes or customers.

4.5.8 Simulation

Simulations have been used for off-line analysis to study systems design, as well as to explain the effects of change and redesign of operating policies. Where reliable statistical analysis tools are available, simulation technology may be beneficial to use for real-time embedded control of large-scale systems. In this case, metrics of performance depends on data obtained in both temporary and steady-state periods (via simulation) That may be used for the development of real-time control policies to deal with a large-scale system effectively (Law, 2008).

We have found that simulation in service composition approaches has been employed in different ways to support the development of service composition systems.

- Pfahl (2007) has identified the likely benefit that simulation can offer for services composition such as improvement of technique and tools, standardised representation in collecting the empirical evidence and improved knowledge transfer.
- The distributed simulation, proposed by Chen et al. (2006), relies on components files to execute the simulation description file of the clients as part of distributed simulation application development in the service-oriented architecture.
WPDT, proposed by Chandrasekaran et al. (2002), employs the combination between simulation and Web process as a technique to improve/correct the design of Web processes. They map the flow described in an WSFL model to a JSIM\textsuperscript{2} model to simulate the behaviour of composed Web services.

The framework of Tsai et al. (2006) is service-oriented, agent-based and discrete-event driven. Application tasks are represented as services or agents that interact according to scenarios defined by the specification and modelling language.

Madhusudan and Son (2005) study's shows the adaptation of online simulation for scheduling service execution and operating policies. In addition, the study presents the real-time simulation in the ISP&E to guide process execution which is used as essential part of the decision-making process.

Madhusudan and Uttamsingh (2006) investigate the ISP&E approach for dealing with the nature of Web services. Their experiments studied the planning and execution time under different strategies through use of a prototype. Another experiment shows how embedded simulation framework and guidance can enhance the time of re-planning (and re-execution) when the failure of an individual Web service would occur.

Obviously there are various strategies for DWSC, even though the studies within same strategies showed different techniques. In turn, the simulation literature has reflected different proposals. Although we did not find a simulation study that could be applied for all DWSC strategies, it can help the developers to evaluate their particular proposal under its particular situation.

### 4.6 Summary

As emphasised at the start of Chapter 1, we first set out to conduct a mapping study for which the aim was to find out how much of the published literature

\textsuperscript{2}a Java-based simulation and animation environment being developed at the University of Georgia
about WSC is actually supported by experience of some form, where this might be based upon implementation, experiments, prototyping etc. Based upon this we planned to identify promising forms to study further. The mapping study showed that approximately one in six of the studies provided actual experience, which suggests that the literature regarding composition is probably still largely based upon modelling rather than experience.

With regard to the specific research questions that we asked.

- **What are the main issues that need to be addressed if dynamic service composition is to be successfully implemented and widely adopted?** Over a third of papers addressed dynamic service composition, and used a wide variety of approaches. The difficulties found in comparing these showed that there is an urgent need for an agreed set of benchmark scenarios that describe dynamic composition of a set of services in order to help with assessing how well different composition strategies work, and in what situations they work best. Clearly, the incorporation of semantic knowledge into the composition process is another key issue too, but beyond this, it is simply not possible to identify any clear patterns related to ideas about composition at this stage in its evaluation.

- **What solutions have been proposed to deal with the issues raised?** The solutions we found in our survey have been outlined in Chapter 4. Arguably, this preoccupation with world problems rather than with knowledge problems is actually an impediment to progress. At this point in time, we need a deeper understanding of the nature of service composition (and some good examples), rather than any additional design solutions.

- **Which research methods have been used to investigate proposed solutions?** Table 4.2 (see chapter 4) shows that the largest category is that of conceptual implementation (which is commonly the case for software engineering knowledge). The second largest category was that of frameworks, with more empirical forms making up the rest.

- **What gaps are there in current research?** The very scattered nature of research into this topic and the lack of district ‘clusters’ of studies makes
it hard to really identify meaningful gaps. When we posed this question, we did expect rather more experience to be found than proved to be the case, and so we cannot really answer this question on the basis of the outcomes from this study.

While this is perhaps not a surprising set of answers, there is at least one obvious conclusion that we can draw from this. That is, conferences and journals do need to emphasise the need for authors to include evidence about the effectiveness of a strategy wherever possible. The problem we face is not a lack of models, but a shortage of studies that seek to apply those models in some way and to assess how effective this is.

A mapping study can sometimes form the basis for a subsequent systematic review, by identifying where there are usable ‘clusters’ of empirical results that might be aggregated in some way. However, if we look at the six groupings of interest, we find the following.

**Semantic Web and Ontology.** The experimental studies for this form have largely focused on either measuring the overheads imposed by the chosen approach, especially in terms of time and the scalability of the approach, or upon assessing the ‘effectiveness’ of service selection. The variety involved and the lack of common measures provides little opportunity to aggregate these outcomes in any way.

**QoS.** Again there were a number of different approaches proposed and studied, but no overlap or comparison between them. However, results from the studies were generally positive across the measures used, suggesting that this approach merits further study.

**Knowledge-based and AI.** Only three studies provided evaluations, and one of these was rudimentary. So they provided no scope for aggregation.

**Workflow.** Three studies looked at performance, while two examined the reliability of the composition process.

**Middleware.** There was no common basis for the small set of evaluations provided.
Agents. The small set of outcomes were mainly concerned with performance.

Taken as a whole, where an evaluation was performed the papers seemed to report on either:

- Performance of the system (particularly any overheads)
- The quality of the outcomes (usually in terms of whether an ‘optimum’ set of services were selected)

However the lack of comparative studies or of the use of any common baseline (benchmark use cases) means that outcomes are essentially local in scope. A few studies used the ‘classical’ composition problems (such as travel planning).

From this, we can identify two steps that might help provide a much stronger basis for empirical knowledge in this area.

- Agreement on a set of common measures (performance, quality of solution etc.) that might aid comparison between approaches.
- Establishment of a set of agreed ‘benchmark’ use cases and related scenarios that can be used by experimenters. The analogy that we have in mind is with the 2007 International Timetabling Competition\(^3\) where the organisers provided a ‘use case’ in the form of a set of timetable data and constraints that were based on those for a real university. Entrants to the competition can then use this data-sets with their preferred technique. The results in the form of timetables and the lists of any constraints that fail to meet can be compared and published.

We would argue that adoption of these ideas by the community greatly enhances the value of any empirical studies, and also encourages greater use of these (remembering that the set is still very small when compared to the larger set of papers about Web service composition).

\(^3\) http://www.cs.qub.ac.uk/itc2007/index.htm
The outcomes from the mapping study help in identifying the major themes and the different methods that have been used for Web service composition. By employing the mapping study, we are able to form a generic life-cycle model for Web service composition. This model contains essential processes that can be adopted by researchers and practitioners to develop their own solutions for service composition. Furthermore, we use this model to study the 29 empirical papers with details (see Chapter 5). The outcomes from the mapping study help in identifying two strategies for service composition; which are Ranking and QoS. We study these two strategies through a replication and comparative analysis. The study based on building a simulation framework to carry out some experiments on these two composition strategies.
Chapter 5

Modelling the Process of Composition for Software Services

5.1 Introduction

SOA provides a conceptual framework for building distributed systems (Erl, 2004, Potts and Kopack, 2003). The framework has three basic components: Service Registry, Service Provider and; Service Requester. In addition to this, this framework has three essential operations: Publish, Find and Bind, details are given in Chapter 2, Section 2.3. Therefore, all approaches adopting the SOA framework need to build their solutions around these operations.

The practical applications of the SOA framework for building distributed systems (such as composite Web services) show that additional support operations are required for performing the steps of service composition (Yu et al., 2007, Badr et al., 2008, Rong et al., 2008). The purpose of these additional support operations is to describe an exhaustive service composition life-cycle which should cover the entire service composition process. For example, the identification of user requirement and the development of a composite service plan and its execution. The studies that have proposed specific Web service composition life-cycle models (Yang et al., 2003, Aslam et al., 2007, Chhetri et al., 2007, Rong et al., 2008) are summarised in Table 5.1 and Figure 5.1. These life-cycle models are broadly similar in terms of their concepts and the processing order.
that they propose for the Web service composition process. However, they are different in terms of performing their steps. Each of these life-cycle models consists of phases/sub-cycles that deal with some stage in processing a user request.

For Web Service Composition (WSC), the specification languages in use are: BPEL4WS (IBM, 2007, Chafle et al., 2004), WSFL (Leymann, 2008), WSCI (W3C, 2002), etc. These are XML-based languages that can be used for the specification of a composite Web service, where it is interpreted/executed by an engine, such as BPWS4J (IBM, 2002). Generally, a composite Web service specification is interpreted by a single coordinator node (the service composer), as described by (Chafle et al., 2004, Dustdar and Schreiner, 2005), in order to create the composite service. The find() and bind() operations are the essential elements of the Web service composition task. The service composer uses the find() operation to enquire about any WSs that can fulfil a specific task, which are available from the registry. Afterward it chooses a specific WS according to the Service Requester’s (consumer) requirements, and uses the bind() operation to interact with the WS providers by sending a request to WS components that take part in the composition. These WSC models have also expanded the SOA framework by developing additional support operations for building a complete framework for Web Service Composition.

5.2 A Generic Life-Cycle Model for Web Service Composition

From the literature review conducted in this research, the four papers mentioned in Table 5.1 are ones that have proposed life-cycle models for service composition. In these models different activities (supportive operations) are used to develop a life-cycle model for Web service composition. In order to create a generic model from these, we followed the process described below:

1. Firstly, we classified these activities into four groups that represent the basic activities involved in Web service composition life-cycle. These groups are identified from the summary of the four Web service composition
### Table 5.1: Models of the Web Service Composition life-cycles

<table>
<thead>
<tr>
<th>Life-cycle</th>
<th>(Yang et al., 2003)</th>
<th>(Asham et al., 2007)</th>
<th>(Chhetri et al., 2007)</th>
<th>(Rong et al., 2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development</td>
<td>Definition (abstract definition for the composite service)</td>
<td>Business process modelling</td>
<td>Planning (discovering and composing services to meet the user’s goal)</td>
<td>Service-oriented function description (user’s requirement)</td>
</tr>
<tr>
<td></td>
<td>Scheduling (developing &amp; assessing the composite service)</td>
<td>Development</td>
<td>Binding (negotiation and agreement sub-cycle uses QoS)</td>
<td>Service design and implementation (mapping the requirement into detailed plan)</td>
</tr>
<tr>
<td></td>
<td>Construction (concrete composite service that ready for execution)</td>
<td>Semantic enrichment of workflow (support binding)</td>
<td>Enactment: SLA &amp; monitoring (SLA formulation, monitors the actual QoS during service enactment)</td>
<td>Service composition (discovering, referencing &amp; binding certain service, plus creation &amp; classification of new services)</td>
</tr>
<tr>
<td></td>
<td>Execution (executing the composite service)</td>
<td>Run-time (execution engine)</td>
<td>Workflow (execution of service composition definition)</td>
<td>Dispatch and configuration (organising the workflow)</td>
</tr>
<tr>
<td></td>
<td>Maintenance &amp; operation handling</td>
<td>Service management (controlling all previous steps)</td>
<td>Composition testing (checking and validating the service composition)</td>
<td>Application of composed service (execution)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Models of the Web Service Composition life-cycles
Figure 5.1: Models of the Web Service Composition life-cycle
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Figure 5.2: Basic steps of the Generic Composition process for Web Services

life-cycle models (see Table 5.1 and Figure 5.1 for more details). These activities are:

- Business process modelling (user requirement) step;
- Find/discovery and select step;
- Workflow development and Execution step;
- Monitoring and Exception handling step;

2. Secondly, to make these activities more granular, we re-grouped these activities into six particular groups. Each of these groups is responsible for carrying out one specific activity of the life-cycle involved in Web service composition.

3. Finally, we aggregated these activities/steps and put them in sequential order to produce a generic life-cycle model for Web service composition (see figure 5.2).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1- Business process modelling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2- Find/Discovery</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3- Matching</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4- Select and Negotiation</td>
<td>✓</td>
<td>✓</td>
<td>✓ *</td>
<td>✓</td>
</tr>
<tr>
<td>5- Organising the Workflow</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6- Monitoring &amp; Exception handling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5.2: The generic life-cycle model vs the four life-cycle models for Web service composition. * Has a negotiation mechanism

Table 5.2 shows how each of those four life-cycle models fits against the generic model. In the following we describe the steps of the generic model.

1. **Business process modelling (User requirement definition) step:** For this step, a Service requester/Business process developer defines his/her intended service (composite service) using an abstract description form. The description defines how services are linked with each other, as well as the organisation of control and data flow between those services needed to produce the new service. Business process modelling methods such as event driven process chain, value chain diagrams and UML are suitable ways to perform this step. However, they somehow need to be converted into an XML-based machine readable format (Aslam et al., 2007).

2. **Find/discovery step:** For this, the existing WS find/discovery mechanisms provide potential users with access to service registries that store information about businesses, services and other details (Garofalakis et al., 2004). In order to meet a composite Web service specification, the service composer searches the registries for those WSs that can achieve a given task. The enquiry that is sent to the registry consists of name of the Web Service (a registered service name in the service registry) and other parameter(s) that are used to narrow the set of discovered WSs (the outcome
from the enquiry) to a specific provider or to a specific category/domain (Wu and Guo, 2011). The outcomes should provide information about the service providers themselves, in addition to their advertised services.

3. *Matching the discovered WSs step:* This step mainly focuses on the functional properties of the discovered Web services. The outcomes from the find/discovery step contain particular information about discovered WSs, such as operation names, operation input(s), operation output(s), etc. The service composer needs to perform further evaluations to check how well the discovered WSs match the specification of an intended task (Dustdar and Schreiner, 2005). For each task in the composite Web service, the degree of similarity between the task specification and discovered Web service operation descriptions would be assessed. The traditional way of doing this is based on keyword matching, for which the service composer can use techniques, such as TF (*term frequency*) and IDF (*inverse document frequency*), to measure the degree of similarity (Hao and Zhang, 2007). After that the Web services that have the highest degree of similarity with the candidate Web services is chosen and ranked.

The approach that has been proposed is based on the use of semantic matching for Web services discovery. This approach employs a reasoning mechanism which mainly depends on an inference engine and the integrity of the reasoning rules (Garofalakis et al., 2004, Medjahed, 2004, You et al., 2009). Another task of this step is to check the Web service capability and the compatibility of its input(s) and output(s) parameters with the rest of the business process. For instance, checking if the WS input(s) match the parameters that is used to invoke this WS in terms of context and types, and the same for the WS output(s) (Medjahed et al., 2003).

4. *Selection step:* This step is mainly concerned with using the non-functional properties and preconditions of the Web service to select an appropriate WS. Generally, the outcome of the previous step (3) results in a pool of candidate WSs contain a high degree of similarity for a specific task. Thereafter, according to the minimal similarity degree that is acceptable to the service consumer, the selection step excludes all those WSs that are failed to meet this condition. The service composer performs this step if
there is more than one WS that can achieve a specific task. Nonetheless, it is worth mentioning that it may then offer different services at different costs, quality levels, etc. The select process involves performing a comparison between the remaining WS candidates and re-rank them based upon the user’s preferences regarding the non-functional properties of the WS, such as response time, cost, availability, etc. (Zeng et al., 2003, Liu et al., 2004b).

The negotiation step is a complementary option before the final selection of a specific WS takes place. This step effectively extends the selection step, since both steps are concerned with the non-functional attributes of the WS. Negotiation is used to come to an agreement between the consumer and provider of the service Therefore, it helps in selecting a suitable WS according to the user’s constraints and preferences. This creates a joint agreement (Web Service Level Agreement) that describes the agreed level of performance of the WS, and informs the user the appropriate actions that need to be taken if a violation of this agreement has been detected (Dan et al., 2003, Xiaogang and Tiejun, 2010).

5. Organising the Workflow of the composite Web service step: In this step the composed services are organised and their logical execution order is specified according to the Web service composition plan. The composition plan takes the form of Workflow that involves a combination of data and control flow which is used to manage the interaction between the composer and the selected WSs. The bind() operation is an essential part of the composite Web service Workflow, since this defines the message formats and protocols used to interact with the selected WS components (Medjahed, 2004).

6. Monitoring and Exception handling step: Since the WS model is based on an open environment (Singh and Huhns, 2005) - a chosen WS might not be able to deliver after being bound because of unforeseen reasons - a good composite Web service solution should be able to handle this situation (Liu et al., 2010). This step includes some wider concepts in terms of managing the execution of the composite Web service, involving exception handling, failure recovery, undo, roll back, etc. For example, if
a WS involved in a composition plan becomes unavailable or fails during execution, this step specifies what action should be taken, such as finding another WS to replace the unavailable or failed one, stopping the execution of the composition processes, etc. (Lu et al., 2007).

In the outcomes from the SLR there were 29 empirical papers that provided formal evaluation of dynamic Web service composition. Table 5.4 describes the extent to which the steps of the generic model for service composition have been covered through the approaches described in each of the 29 empirical papers. Table 5.4 shows how the service composition strategies used in each paper map on to the steps of the generic model. The first column in the table identifies the service composition strategy, the second column in the table is an index number whereas the third column in the table identifies the papers reference. The 4th to 9th columns identify the correlation with the six generic steps that have been identified for Web service composition. The last column is the number of steps that have been covered per paper, in addition to a symbol for each study such as one of +, +/- or - to indicate that it would produce positive results from using the technique, inconclusive ones or negative ones. These indicators (symbols) are used to represent the success of their ideas (see the tables that summarise the outcomes from the evaluations provided in each empirical paper in the previous chapter).

5.3 Analysis and Summary of the Empirical Papers

As shown in Table 5.4, the processes described in the 29 empirical papers cover all the steps that have been identified for the generic model, although it has been mentioned that no paper addresses all of them. This is largely because these papers have adopted different strategies for dynamic Web service composition. Although these papers have collectively addressed the steps from the generic model, there are two steps from this that have received less attention: business modelling (User requirement) and monitoring & exception handling. Table 5.5 shows how each step of the generic model has been covered by the six service
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Semantic Web &amp; Ontology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Cheung et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td></td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>Medjahed et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
<td></td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>Ponnekanti and Fox (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>4</td>
<td>Segev and Toch (2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>+/−</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Williams et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>6</td>
<td>Younas et al. (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>7</td>
<td>Younas et al. (2005)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>−</td>
</tr>
<tr>
<td>8</td>
<td>Mokhtar et al. (2007)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>+/−</td>
<td></td>
<td>−</td>
</tr>
<tr>
<td><strong>QoS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Chen et al. (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>10</td>
<td>Gu et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>11</td>
<td>Gu et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>12</td>
<td>Jun et al. (2007)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>13</td>
<td>Liu et al. (2004b)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>14</td>
<td>Sun (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>−</td>
</tr>
<tr>
<td>15</td>
<td>Zeng et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td><strong>Knowledge-based &amp; AI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Xiaogao and Xiaopeng (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>−</td>
</tr>
<tr>
<td>17</td>
<td>Jihie et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>18</td>
<td>Madhusudan and Uttamsingh (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td><strong>Workflow</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Chahle et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>20</td>
<td>Ambite and Weathers (2005)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>21</td>
<td>Chi and Lee (2008)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>22</td>
<td>Fu et al. (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>23</td>
<td>Nanda et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td><strong>Middleware</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Chakraborty et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>25</td>
<td>Pourreza and Graham (2006)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>26</td>
<td>Williams et al. (2005)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td><strong>Software Agent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Zalazia et al. (2004)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>28</td>
<td>Blake and Gomaa (2005)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
<tr>
<td>29</td>
<td>Jayaputera et al. (2007)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
<td></td>
<td>+/−</td>
</tr>
</tbody>
</table>

Table 5.4: The analysis of dynamic Web service composition empirical papers

* Has proposed a negotiation mechanism.
composition strategies’ empirical papers. In the following sections we provide more details about how each step from the generic model is addressed in different papers.

5.3.1 Business Modelling (User requirement) Step

Only five out of the 29 empirical papers discuss this step. It was quite surprising as we expected that a good description of the Business Process (user requirement) would aid with providing soundness for the whole composition process in one hand and reduce the overhead for the next steps, on the other.

1. Two studies used ontologies for Web service description.
   - Ambite and Weathers (2005) used the OWL ontology language to describe the input and output of advertised Web service that address application domain-knowledge.
   - Medjahed et al. (2003) used the DAML+OIL ontology language for Web service description, also they defined an XML-based language, called CSSL for specification of a composite service.

2. Other studies used a visual formalism to capture the business process specification from the user requirement.
   - Two of these studies used Petri Nets\(^1\) to define a conceptual service model and to create behavioural models of its components (Chi and Lee, 2008, Fu et al., 2006),
   - One study used UML class diagrams to describe the business process specification (Blake and Gomaa, 2005).

The visual formalisms adopted in these studies can easily be used by a user without expert knowledge on service composition. However, these models need an additional layer to translate the visual components into a machine readable form in order to integrate with the rest of the composition process.

\(^1\)Petri Nets models have been a useful formalism in the information technology industry, as they are capable of presenting complex models of system processes.
<table>
<thead>
<tr>
<th>Steps</th>
<th>Strategy</th>
<th>Empirical support (paper reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Business</td>
<td>Semantic Web &amp; ontology</td>
<td>(Medjahed et al., 2003)</td>
</tr>
<tr>
<td>modelling</td>
<td>Workflow</td>
<td>(Ambite and Weathers, 2005, Chi and Lee, 2008, Fu et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>Software agent</td>
<td>(Blake and Gomaa, 2005)</td>
</tr>
<tr>
<td>2. Find/Discovery</td>
<td>Semantic Web &amp; ontology</td>
<td>(Williams et al., 2003, Younas et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>QoS</td>
<td>(Chen et al., 2006, Gu et al., 2004)</td>
</tr>
<tr>
<td></td>
<td>Knowledge-based &amp; AI</td>
<td>(Xiaogao and Xiaopeng, 2006)</td>
</tr>
<tr>
<td></td>
<td>Middleware</td>
<td>(Chakrabarty et al., 2004, Pourreza and Graham, 2006, Williams et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>Software agent</td>
<td>(Zakaria et al., 2004, Blake and Gomaa, 2005)</td>
</tr>
<tr>
<td></td>
<td>Middleware</td>
<td>(Pourreza and Graham, 2006, Williams et al., 2005)</td>
</tr>
<tr>
<td>4. Select &amp;</td>
<td>Semantic Web &amp; ontology</td>
<td>(Cheung et al., 2004, Medjahed et al., 2003, Younas et al., 2006, Mokhtar et al., 2007)</td>
</tr>
<tr>
<td></td>
<td>Knowledge-based &amp; AI</td>
<td>(Xiaogao and Xiaopeng, 2006)</td>
</tr>
<tr>
<td></td>
<td>Software agent</td>
<td>(Zakaria et al., 2004)</td>
</tr>
<tr>
<td>5. Workflow</td>
<td>Semantic Web &amp; ontology</td>
<td>(Medjahed et al., 2003, Younas et al., 2006, Mokhtar et al., 2007)</td>
</tr>
<tr>
<td></td>
<td>QoS</td>
<td>(Xinjun et al., 2006, Gu et al., 2004, 2003)</td>
</tr>
<tr>
<td></td>
<td>Knowledge-based &amp; AI</td>
<td>(Xiaogao and Xiaopeng, 2006, Jihie et al., 2004, Madhusudan and Uttamsingh, 2006)</td>
</tr>
<tr>
<td></td>
<td>Workflow</td>
<td>(Chafle et al., 2004, Ambite and Weathers, 2005, Chi and Lee, 2008, Fu et al., 2006, Nanda et al., 2004)</td>
</tr>
<tr>
<td></td>
<td>Middleware</td>
<td>(Chakrabarty et al., 2004, Pourreza and Graham, 2006)</td>
</tr>
<tr>
<td></td>
<td>Software agent</td>
<td>(Zakaria et al., 2004, Blake and Gomaa, 2005, Jayaputera et al., 2007)</td>
</tr>
<tr>
<td>6. Monitoring and</td>
<td>QoS</td>
<td>(Gu et al., 2004, 2003)</td>
</tr>
<tr>
<td>Exception handling</td>
<td>Knowledge-based &amp; AI</td>
<td>(Madhusudan and Uttamsingh, 2006)</td>
</tr>
<tr>
<td></td>
<td>Workflow</td>
<td>(Chafle et al., 2004)</td>
</tr>
<tr>
<td></td>
<td>Middleware</td>
<td>(Chakrabarty et al., 2004)</td>
</tr>
<tr>
<td></td>
<td>Software agent</td>
<td>(Jayaputera et al., 2007)</td>
</tr>
</tbody>
</table>

Table 5.5: Summary of generic life-cycle model vs. service composition strategies
5.3.2 Find/Discovery Step

Ten out of the 29 empirical papers are included this step. Various techniques have been proposed to perform, find and discovery operations.

- Some of these techniques have adopted UDDI searching mechanism, such as the find_service and get_serviceDetail methods to find specific WS (Blake and Gomaa, 2005, Younas et al., 2006). Younas et al. employ a protocol that is based on a P2P architecture\(^2\). P2P is a form that is widely used for various Web-based distributed applications. P2P has many advantages, including dynamic communication and enhanced reliability, without suffering from single point failures, and load sharing among peer systems.

- Two studies have used a Middleware strategy such as (Chakraborty et al., 2004, Pourreza and Graham, 2006) to support Web service composition. One study that used a QoS strategy (Gu et al., 2004) was adopted a P2P architecture. These studies used the concept of P2P caching of advertisements of services and group-based selective forwarding of requests. DAML-based semantic information has been used by these studies for the selective forwarding, which is employed in the service request and service description.

- Other studies have used agent-software to deal with service discovery. It is based on agentification of the Web service environment and on semantic Web ontology (Williams et al., 2003, Zakaria et al., 2004, Williams et al., 2005). In this environment each of Web service is associated with an agent and user domain to identify which service agent can provide a specific service.

There also are two individual studies that have proposed quite different techniques for Web service discovery.

- Xiaogao and Xiaopeng (2006) used a semantic service description;

\(^2\)P2P is a distributed application architecture that partitions tasks or workloads among peers.
• And Chen et al. (2006) developed an algorithm based on using an inverted file mechanism and multi-parameters search to improve the discovery process.

5.3.3 Service Matching Step

Nine out of the 29 empirical papers have discussed this step. all of them are classified under one of two of the Web service composition strategies: 1. Semantic Web ontology (Medjahed et al., 2003, Williams et al., 2003, Cheung et al., 2004, Ponnekanti and Fox, 2004, Younas et al., 2005, Mokhtar et al., 2007, Segev and Toch, 2009) and; 2. Middleware (Williams et al., 2005, Pourreza and Graham, 2006). The first group of studies have emphasised the importance of using an ontology languages for providing semantically-enriched specification of advertised Web services as the fundamental means for dynamic service matching and appropriate resource employment. These studies have also adopted a range of mechanisms, e.g. extension of ontology language, software agent and algorithms, to deal with matching step. These mechanisms focus on an input-output parameters matchmaking process between the advertised service specification and the requested service. The matchmaking process is achieved through syntactic and semantic compatibility for service input and output where:

• Syntactic compatibility in terms of data-type and correct format for data flow, i.e. where an output from one service forms an input to another service, between Web services which participate in a service composition;

• Semantic compatibility measures the degree of match (similarity) between the concepts of the advertised service and requested service. These concepts are described through the service provider domain (service domain) and the user domain by using semantic Web ontology, e.g. OWL, OWL-S and DAML+OIL. Therefore, the matchmaking process takes place using subsumption relationships presented by the ontologies (service and user domain) in order to match the advertised services with the user request.
5.3.4 Select and Negotiation Step

Thirteen out of the 29 empirical papers addressed this step. Table 5.4 shows that the empirical papers that used a QoS strategy for Web service composition are the main contributors for this step.

1. All of the seven papers that used a QoS strategy address this step. Various techniques have been proposed by these papers to compute the attributes of the service (non-functional properties) that are considered while selecting the service, most appropriate for the user preferences. These approaches are:

   - Zeng et al. (2003), Liu et al. (2004b) have proposed a QoS-model that includes certain attributes/qualities, such as execution price, execution duration and reputation, as a part of the Web services specification. By using calculation formulas for each similar Web services that provide same functionalities for a specific task, these qualities are calculated to differentiate these similar Web services according to the values of their qualities.

   - Other approaches make the assumption that the QoS data is provided and assured by service providers, which is computed based on execution monitoring by user/third party or aggregated through requesters feedback. It depend on the characteristics of each QoS attribute (Gu et al., 2004, Sun, 2004, Chen et al., 2006). Again similar to the studies mentioned above, they employ some mechanism, e.g. algorithm, protocol and software-agent, to calculate the QoS attributes for selecting suitable Web service.

   - Only two of the QoS strategy papers have addressed the Service Level Agreement (SLA) (Gu et al., 2003, Jun et al., 2007). Based on their SLA contracts, an appropriate service is selected to take part in service composition.

2. Different approaches for the Selection step have been proposed in those studies that use other service composition strategies:
• Some of the empirical papers that use a semantic Web ontology strategy for service composition also proposed mechanisms for service selection (Medjahed et al., 2003, Cheung et al., 2004, Younas et al., 2006, Mokhtar et al., 2007). These mechanisms are based on semantic match of the service capabilities with the user task. A services selection function based on QoS specification, selects the most appropriate service among those services that match the user request.

• Another study used a knowledge domain approach (Knowledge-based and AI strategy) to pilot the service composition process and give advice on service selection (Xiaogao and Xiaopeng, 2006).

• Lastly, one study based on agentification of the service composition environment (Software agent strategy) described in (Zakaria et al., 2004) used a software agent (user agent) to interact with service providers (provider agents) selecting the most appropriate service based on a single quality attribute (cost).

5.3.5 Organising the Workflow and Execution Step

A large proportion of the 29 empirical papers (19 papers) have addressed this step. These papers have proposed a range of solutions, targeting the different natures of the service composition environment. This includes, Grid computing network, home area network/computer lab and peer-to-peer network architecture.

1. Three of the papers that used a semantic Web ontology strategy have addressed this step (Medjahed et al., 2003, Younas et al., 2006, Mokhtar et al., 2007). The strength of the Workflow and execution solutions that they have been employed for service composition are based on a semantic ontology to enhance the processes of finding and selecting appropriate services to be involved in a service composition. Their solutions worked by semantically enriching the service description and the control flow specification of the composite services.
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- Medjahed et al. (2003) extended the WSDL language to support the specification of Workflow.

- Younas et al. (2005) proposed a protocol to support the composition process in a Peer-to-Peer (P2P) network architecture.

- Mokhtar et al. (2007) proposed a mechanism to deal with the diversity of services in pervasive computing environment, such as printer, PDA device\(^3\), personal computer etc., to support services integration.

2. Three of the papers that used a QoS strategy addressed this step (Gu et al., 2003, 2004, Chen et al., 2006). Their techniques were based on identifying a set of high quality services that need to be composed in order to achieve a requested service.

- Gu et al. (2003, 2004) proposed two different protocols (centralised and decentralised, respectively) to deal with this step based on a P2P network architecture. These two protocols are quite similar in terms of identifying the qualified path (composed services plan) over the P2P network, based on functionality and QoS (select step). The centralised protocol uses a service composer to orchestrate the performance of the composite service. The decentralised protocol, on the other hand, initialises service components at each intermediate peer, and then streams application data units along the selected path (execution moves from one node to another until it is executed).

- Chen et al. (2006) used an inverted file data structure to build a Web Service Composition Tree (WSCT) and then used an algorithm to get the best Web Service Composition Result (WSCR) in terms of QoS based on user request.

3. To some extent the studies that used a knowledge-based and AI strategy employed similar approaches to deal with this step (Jihie et al., 2004, Madhusudan and Uttamsingh, 2006, Xiaogao and Xiaopeng, 2006). These

\(^3\)Personal Digital Assistant device
approaches combined a knowledge-based approach (employ domain knowledge for developing enough of a shared vocabulary) and AI planning techniques (tracking relations and constraints among individual step) to facilitate dynamic and scalable Web service composition. They used a semantic ontology assisted by knowledge-based (rich presentation of service component) to find the appropriate service components. Thereafter, they used an AI planning technique to search for the best service composition plan. Similarly, they used Workflow engine to construct the appropriate Workflow.

4. The studies that used a Workflow and composition language strategy proposed several different approaches to deal with this step.

Three studies proposed a centralised approach to organise and execute the Web service composition (Ambite and Weathers, 2005, Fu et al., 2006, Chi and Lee, 2008).

- Ambite and Weathers (2005) relied on the BPEL4WS standard and IBM BPWS4J engine to describe and execute the Web service composition step.
- Fu et al. (2006) and Chi and Lee (2008) used similar techniques which were based on the use of Petri Nets to model and validate the description of the Workflow of the composed service. By using a given mechanism (a translator tool such as PNML\(^4\) and Maude\(^5\)), they translated the Workflow into a machine-executable format (BPEL).

Two studies proposed a decentralised approach to organise and execute the Web service composition step (Chafle et al., 2004, Nanda et al., 2004). They used BPEL4WS to describe the Workflow of the service composition. The BPEL4WS code is divided into a number of partitions. Partition for each logically related sequence of processes in the code. Then, these partitions are executed by using same number of BPWS4J engines that are allocated on certain computational nodes. These nodes take part on

\(^4\)http://www.pnml.org/
\(^5\)http://maude.cs.uiuc.edu/
the service composition which are responsible in performing a particular part of the composition.

5. Two studies that used middleware strategy proposed a centralised approach (Pourreza and Graham, 2006) and decentralised approach (Chakraborty et al., 2004) to deal with this step.

- The centralised approach uses a middleware for local interaction environments, such as a Home Area Network (Pourreza and Graham, 2006). The middleware is embedded into a Home gateway device (HGD\(^6\)) which is responsible of description and deployment of the service composition. The description is sent over the internet to a third party (service provider) to generate the service composition Workflow, and then the same description of the Workflow is sent back to the middleware. The middleware has an execution engine that executes and monitors the execution of composite services in the home.

- The decentralised approach employs a Broker-based protocol for pervasive environment (ad-hoc network) (Chakraborty et al., 2004). A single node is elected to work as a broker to organise and coordinate with the composition of the services discovered from the previous step. And then the execution of the individual services happens in a distributed manner at the nodes hosting those services.

6. Three studies using a software agent strategy proposed similar approaches to deal with this step. The proposed solutions were based on the agentification of the Web service composition (Zakaria et al., 2004, Blake and Gomaa, 2005, Jayatutera et al., 2007). The client-agent is responsible for coordinating and controlling the Workflow of the composite service. After all services (each service presented by service-agent) that are involved in the composition have been identified. The client-agent is responsible of executing the composition Workflow by binding and interacting with services-agents.

\(^6\)A home gateway device which is roughly analogous to a wireless access point though it may offer storage and other services as well as Internet connectivity.
5.3.6 Monitoring and Exception Handling Step

Only six out of the 29 empirical papers implemented the monitoring and exception handling step. They employed a range of failure recovery mechanisms, reflecting the different service composition environments.

- Gu et al. (2003) implemented a dynamic service composition approach for an overlay network\(^7\) that has the ability to recover from failure when a service outage or a QoS violation happens by directing the execution to another node.

- Gu et al. (2004) proposed a proactive failure recovery mechanism to maintain the quality of composed service during run-time. The mechanism keeps a small number of service backups for each task. Accordingly, for failure recovery, the execution can be quickly redirected to another service (from the backup) rather than using the broken service.

- Chafle et al. (2004) recommended a central entity that monitors the execution status of the composed service. When an error occurs, then this entity stops the execution and invokes the ‘undo’ routine to remove any changes that would have happened.

- Chakraborty et al. (2004) used a Broker to monitor execution of the service composition. When an error occurs, then the Broker commits any completed part and re-executes the uncompleted part.

- Madhusudan and Uttamsingh (2006), Jayaputra et al. (2007) suggested similar techniques. These techniques deal with an error when it occurs by modifying the plan and re-execute the whole composed service.

5.4 Summary

We have proposed a generic life-cycle model for service composition which includes all the activities/steps essential to performing a Web service composition. This model has been validated by comparing it with the four life-cycle

\(^7\) An overlay network is a computer network which is built on the top of another network.
models that have been identified through the review of the related literature. Regarding the process of service composition, the activities of the generic life-cycle model are more comprehensive than the activities/steps of these life-cycle models. The generic life-cycle model and its steps have then been used to analyse with more detail, showing that how extensively the 29 empirical papers have covered the activities/steps of service composition.

An analysis of the 29 empirical papers shows that these papers proposed various mechanisms for dynamic service composition due to the fact that they studied different problems. In addition, the service composition environments that have been studied are quite different, such as Grid computing network, Home area network/Computer lab, and Peer-to-Peer network architecture which required to be approached differently. The literature shows that three service composition strategies, semantic Web and ontology languages, QoS, and Workflow and composition languages, are the major contributors for the Web service composition in terms of number and depth the service composition have been studied. Furthermore, these strategies showed great impact on the correctness and quality of the composite service. In particular:

- The semantic Web and ontology languages empirical papers showed great impact on the find/discover and match processes which in turn demonstrated potential for composing numerous Web services and Web contents to generate a more complex system. Thus, the semantic description of the Web service should be fully recognised and adopted by the Web service communities.

- The quality-based selection of Web service components is an important issue in dynamic Web service composition. The QoS empirical papers showed potential improvements on the quality of the composite service. However, there is still no common agreement about which qualities (non-functional properties) should be advertised and used with the Web services description, and how they should be computed. In following chapters we will discuss in details the impact of using a QoS-model to improve the quality of composite service.

- The Workflow and composition languages empirical papers mainly fo-
focused on business process modelling and the organisation of the Workflow. Their solutions for business modelling process were aimed to provide robust service composition without the need for significant design time or skill of developers. In addition, they employed validation mechanisms with their solutions to enhance the reliability of Web service composition.

- Although, the rest of the composition strategies propose promising solutions for Web service composition, they are either expensive (Middleware strategy) or require great effort and expert developers to build them (the examples are, Knowledge-based and AI and Software agent strategies).
Chapter 6

Evaluation of the Empirical Papers For A Replication Study

6.1 Introduction

This chapter investigates the uses of simulation as a research method for software engineering. Furthermore it provides a background about replication study and its feasibility for creating and extending scientific knowledge. The chapter examines how researchers have used simulation experiments to validate their ideas. In order to choose a paper for conducting a replication study through the use of simulation, an analysis of the papers from two service composition strategies is presented.

6.2 Using Simulation as a Research Method

In this section, we provide a background of simulation and show that how it is interpreted in software engineering. A brief summary of some examples from empirical papers that used simulation to evaluate their studies is also provided.
6.2.1 Simulation (Background)

Lazić and Mastorakis (2005), and Reardon et al. (2010) suggested that there are many reasons for using simulation to study a system. Such as, when a system is very complex and not easy to understand, or when the application or platform is not easily obtainable by the experimenter. Other reasons for using the simulation would be due to cost or time constraints. Reardon et al. also emphasised the importance of using simulation in support of software engineering. There are many aspects of software engineering where simulation can play a significant role. This includes the “requirements specification, process improvement, architecture trade-off analysis and product line practices” (Reardon et al., 2010). In addition, they acknowledge that there are now sufficiently mature commercial simulation applications that are capable of supporting software development needs with low cost, easy to use and readily available.

A study performed by Abu-Taieh and El-Sheikh (2010) indicates that, since the 1970s, simulation education has moved more into the spotlight. This is a consequence of an increasing acceptance of Modelling and Simulation (M&S) studies across many major application domains, e.g. military, industry, services, and various scientific fields. Consequently, the demand for well-qualified specialists has increased. However, Molnar observes that “the place and recognition of M&S, however, is not very well recognized by academics; M&S as scientific disciplines are ‘homeless’ ” (Molnar, 2010). This reveals and emphasizes the multidisciplinary and interdisciplinary character of M&S, which can make this approach less attractive for educational programmes and curriculum development.

Simulations have been used both for off-line analysis to study systems design, as well as to explain the effects of change and the redesign of operating policies. Where reliable statistical analysis tools are available, simulation technology may be beneficial to use for developing real-time embedded control systems for large-scale applications. For such cases, metrics of performance depend on data obtained in both temporary and steady-state periods (via simulation). It may be used for the development of real-time control policies to deal with a large-scale system effectively (Averill M Law 2008).
6.2.2 Some examples of Simulation Empirical Papers

To help identify suitable models for a simulation experiment, we have conducted a brief survey by examining a set of issues of the Journal of Systems & Software to search for papers that employed simulation for software engineering. This is a journal that publishes many papers where the simulation is used as their research method. We limited our search to the period from January 2011 to April 2012. We found 149 papers that used simulation. Out of which 46 papers were selected, based on their provision of a specific section that described their simulation experiment. After re-examining them, we reduced our selection of papers that developed a simulator rather than using an existing simulation package, along with providing a description of the simulation set-up and/or data-sets used. This selection criterion, therefore, reduced the number of papers to 11, which were finally selected.

The aim of the analysis of the simulation papers was to study how simulation has been used in software engineering. This helps in devising a simulation framework that can be used to study Web service composition. The analysis is based on a number of guidelines for conducting experiments in general, which are further discussed in Section 6.5, and on the simulation experiment design guideline that is proposed by Barton (2010). The following are the elements of the analysis:

1. Purpose/Goal for using simulation;
2. Simulation model formula;
3. Input list that is used in the simulation;
4. The type of data-set that is used;
5. The measurements (the outputs);
6. The presentation of results

We analysed the outcomes of the survey of simulation papers using these factors. Table 6.1 summaries 11 simulation papers in more detail. The analysis describes how each of these paper complied with the simulation elements, and the aspects
of software engineering that have been covered (procedures, measurements and presentation of the results).

Table 6.1: Analysis of simulation empirical papers design

<table>
<thead>
<tr>
<th>Paper</th>
<th>Purpose/Goal</th>
<th>Simulation model formula</th>
<th>Input list</th>
<th>Data-sets</th>
<th>Measurements</th>
<th>Result presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lin and Tang (2011)</td>
<td>The effectiveness of their approach in a hybrid sensor network</td>
<td>polynomial-time algorithms</td>
<td>✓</td>
<td>-</td>
<td>Coverage ratio, Movement cost and Energy consumption</td>
<td>- Line chart</td>
</tr>
<tr>
<td>Chen and Weng (2012)</td>
<td>Reduce power consumption in wireless multi-hop networks</td>
<td>Linear algorithm</td>
<td>✓</td>
<td>-</td>
<td>Throughput, Power consumption and Network lifetime.</td>
<td>- Line chart</td>
</tr>
<tr>
<td>Wang et al. (2012)</td>
<td>Investigate adaptive model-free approaches for resource allocation and energy management in multi-tier cloud environments</td>
<td>Sigma function of divisors</td>
<td>✓</td>
<td>Online data, Resources, allocation, Total revenue, Status of physical nodes, Admission control effort</td>
<td>- Linear chart, - Table of some outputs</td>
<td></td>
</tr>
<tr>
<td>Moadeli and Vandeborre (2011)</td>
<td>An analytical model to predict the average latency of wormhole-routed in Network on chip (NoC)</td>
<td>Sigma function of divisors</td>
<td>-</td>
<td>Exponential distribution, Average broadcast latency</td>
<td>- Linear chart</td>
<td></td>
</tr>
<tr>
<td>Park and Bae (2011)</td>
<td>Identify the affected elements of a software process using process slicing</td>
<td>Sigma function of scale</td>
<td>-</td>
<td>Real project data, Cost, Duration, and the Number of Defects</td>
<td>- Table of outputs</td>
<td></td>
</tr>
</tbody>
</table>

Continue in next page...
### TABLE 6.1. EVALUATION OF THE EMPIRICAL PAPERS FOR A REPLI CATION

<table>
<thead>
<tr>
<th>Paper</th>
<th>Purpose/Goal for using simulation</th>
<th>Simulation model formula</th>
<th>Input list</th>
<th>Data-sets</th>
<th>Measurements</th>
<th>Result presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhu et al. (2011)</td>
<td>Fault-tolerance scheduling to improve system resource utilization and schedulability</td>
<td>Linear algorithm</td>
<td>✓</td>
<td>-</td>
<td>Guarantee ratio and Overall performance impact of node number</td>
<td>- Linear chart</td>
</tr>
<tr>
<td>Ooi et al. (2012)</td>
<td>Enhancing service availability and reducing low-level decisions making problems from administrator.</td>
<td>Sigma function of divisors</td>
<td>-</td>
<td>Experimental data</td>
<td>Availability, Cost and Performance</td>
<td>- Linear chart</td>
</tr>
<tr>
<td>Liu and Zhang (2012)</td>
<td>Enhancing the performance of the k nearest neighbour (k-NN) rule for classification mining</td>
<td>Heterogeneous Euclidean-Overlap Metric function (HEOM)</td>
<td>-</td>
<td>Benchmark data-sets</td>
<td>Accuracy of noisy data elimination</td>
<td>- Table of some outputs</td>
</tr>
<tr>
<td>Du et al. (2011)</td>
<td>Optimized QoS-aware replica placement heuristics and applications in astronomy data grid</td>
<td>Sigma function of sum</td>
<td>✓</td>
<td>Experimental data</td>
<td>Replication cost and Execution time</td>
<td>- Linear chart</td>
</tr>
<tr>
<td>He et al. (2012)</td>
<td>Improve schedulability in energy constrained distributed real-time embedded systems</td>
<td>Sigma function of divisors</td>
<td>✓</td>
<td>Simulated data</td>
<td>Guarantee ratio, Energy consumption and CPU Utilization</td>
<td>- Linear chart</td>
</tr>
<tr>
<td>Huang et al. (2011)</td>
<td>Analysis of middleware service impact on system reliability</td>
<td>Sigma function of sum</td>
<td>-</td>
<td>Experimental data</td>
<td>Service failure and Response time</td>
<td>- Histogram</td>
</tr>
</tbody>
</table>

**Last part of Table 6.1.**

Table 6.1 shows that simulation have been used across many topics in Software.
engineer. The simulation usage varied from enhancement, improvement and evaluation of the performance of existing systems or to predict the behaviour of under-development systems. All studies used mathematical formula to develop theirs simulation model. Although the listing of the inputs (independent variables) and their values help the readers to understand how the experiment has been controlled, however, the table shows that six out of eleven papers did so. The presented data-sets have two forms; real data, which come from actual observations (real project data, on-line and benchmark data-sets); and data-sets that are generated by algorithms, which are used in that case, where it is hard to obtain in terms of availability of in new type of formats. The presentation of the results has three ways; linear chart, histogram and table of outputs. We found that the linear chart was the most popular presentation that has been used here.

6.3 What is a Replication Study?

A Replication Study is the repetition of an empirical study. in the majority of cases the replication study is carried out within a different situation and with different participants or data-sets, aiming to check the generality of the finding from the original study. Numerous studies discussed the role of the replication study in empirical software engineering (Brooks et al., 1994, Shull et al., 2002, Miller, 2005, Mäntylä et al., 2010). Shull et al. and Mäntylä et al. both mentioned that the published literature on replication studies has been increasing in recent years. Consequently, the importance of replication studies has also gained greater recognition within the empirical software engineering community.

The significance of replication has long been recognised throughout the natural, social and the engineering sciences as a method of creating and extending scientific knowledge (Mäntylä et al., 2010). Moreover, these authors noted that it was rare to find any serious scientist who does not regard replication as a fundamental ingredient of scientific work. Mäntylä et al. (2010) quote Popper's (1959) statement “We do not take even our own observations quite seriously, or accept them as scientific observations, until we have repeated and tested them.
Only by such repetitions can we convince ourselves that we are not dealing with a mere isolated "coincidence," but with events which, on account of their regularity and reproducibility, are in principle intersubjectively testable.

6.4 Classification of Replication Studies

The roles performed by replication studies have been classified in a number of ways. Lindsay and Ehrenberg (1993) and Mäntylä et al. (2010) have classified replication studies as being either exact/close or conceptual/differential replicated experiments (studies).

- The exact/close form aims to maintain almost all known conditions of the original study that are same or to a great extent similar in the replication. For example, the population or populations in question, the sampling procedure, the measuring techniques, the background conditions and the methods of analysis. (Lindsay and Ehrenberg, 1993). An exact/close replication can then be used to verify results of an original study.

- The conceptual/differentiated form is one where variations occur in significant experimental variables, or it replicates only the research question of the original study. The goal is to expand the scope of conditions under which the results are still valid. Investigating the effect of intentional variations in the experimental conditions provides the basis for generalisation (Lindsay and Ehrenberg, 1993). Mäntylä et al. acknowledge that conceptual replications provide less scope for comparison when there are different results as a consequence of following different procedures.

According to Brooks et al. (1994) there are two forms of replication study, internal and external:

- Internal replication means it is carried out by the same researcher(s) who conducts the original study;

- External replication means it is carried out by an independent researcher(s). doing this is crucial for establishing sound results.
Shull et al. (2002) discussed how the availability of documentation of an experiment (laboratory packages) can promote better replications and complementary studies. “A laboratory package describes the experiment in specific terms and provides materials for replication, highlights opportunities for variation, and builds a context for combining results of different types of experimental treatments. Laboratory packages build an experimental infrastructure for supporting future replications” (Shull et al., 2002). However, their experience also demonstrated that such a goal for replication was ambitious, and that providing laboratory packages was not the solution in itself.

Even when both the original and replicator researchers are experienced experimentalists, it is highly likely that a number of sources of variation and unexpressed assumptions relating to the experimental context. This means that setting up a static laboratory package to outline all relevant aspects of the experiment so that unexpected sources of variation are not introduced into the replication, is almost impossible. Although, the laboratory packages are very important for supporting an exact replication process, other factors need to be considered as well. They include, involving the original researchers to support their instantiation, evolution and use. The requirement for such a process indicates that there should be some form of collaboration between the original and replicating researchers to transfer the tacit knowledge that is essential for process conformance.

Kitchenham (2008) agrees with Shull et al. about the importance of replication studies as a basic component of the scientific method. However, at the same time he disagrees about the value of close replications, on account of the risk of reinforcing and reusing possible flaws in the original experimental design which consequently would be introduced into the replications. Both Kitchenham (2008), and Juristo and Vegas (2009) noted that, due to variations in experimental conditions, nearly all experimental replications among researchers undertaken at different locations have not been satisfactory. They conclude that “identical replications are almost impossible to achieve and thus senseless as non-identical replications also can generate new knowledge”. Taking into account these two different views about replication, the likely outcomes of a proposed replication study and its contribution to knowledge are important
factors in determining feasibility.

The aim of this thesis is to explore the use of simulation to study the Web service composition. Activities aim involves two steps:

- Performing a close replication by simulation in order to give confidence that the simulation process produces results that are consistent with those from the original application that helps to validate the simulation process.

- Perform one or more differentiated replications to explore the effect of changing the values of key features, where the simulation is used to help scope out the effects of changes in the Web service composition process itself.

6.5 Selection of a Study for Replication

In describing the outcomes of the SLR, Table (4.3) that presents the analysis of dynamic Web service composition empirical papers—shows that the Semantic Web and Ontology and the QoS strategies are the major forms used in service composition research, at least in terms of the number of studies. In addition, they have the larger proportions of empirical papers that produced positive results by using these techniques for Web service composition. Therefore, they are the most useful candidates for a replication study. In this chapter, we examine the empirical papers from these two strategies to choose one paper for replication study, and to identify how they could be extended for further improvement. Therefore, we are looking for a study that provides adequate information to allow the possibility for a close replication as well as having scope for extension. As we have mentioned earlier, this information needs to be available through the documentation of the experiment (in the form of laboratory packages of experimental materials, experiment report, etc.) in order to replicate a study (Shull et al., 2002, Miller, 2005, Mäntylä et al., 2010). There are different sets of guideline for reporting the experiments that identified some criteria which can assist the researchers to document their experiment (Kitchenham et al., 2002, Jedlitschka and Pfahl, 2005, França and Travassos,
2012). The following is an outline of the key experiment reporting criterion we can derive from these guidelines:

1. Goals, hypothesis and theories
2. Experimental plan (Design, Data collection and analysis)
3. Experimental procedures
4. Results

These criteria to some extent are similar to the outline of a reporting scheme for experiments that is presented by Miller (2005) (see Table 6.2). However, Miller gives more details that relate to our purpose. It matches these criteria against the empirical papers for the two composition strategies in order to choose one of them for our replication study.

<table>
<thead>
<tr>
<th>1. Goals, hypothesis and theories</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Aspects of goal</td>
</tr>
<tr>
<td>B. Hypotheses</td>
</tr>
<tr>
<td>C. Theories</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Experimental plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Experimental design</td>
</tr>
<tr>
<td>B. Treatments</td>
</tr>
<tr>
<td>C. Objects</td>
</tr>
<tr>
<td>D. Subjects</td>
</tr>
<tr>
<td>E. Data collection and validation</td>
</tr>
<tr>
<td>F. Data analysis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Experimental procedures</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Training activities</td>
</tr>
<tr>
<td>B. Conducting the experiment</td>
</tr>
<tr>
<td>C. Feedback to subjects</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4. Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Data</td>
</tr>
<tr>
<td>B. Interpretations</td>
</tr>
</tbody>
</table>

Table 6.2: Overview of Characterization scheme for experiments as presented by Miller (2005)

We used a qualitative assessment to evaluate these papers in terms of reporting their experiments. . The assessment uses three values to indicate how far each paper has complied with the experiment reporting criteria described above:
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- **Good**, means the paper has provided enough details.
- **Fair**, means the paper has provided some details.
- **Poor**, means the paper has provided little details.

The columns in Tables 6.3 and 6.4 list these as evaluation criteria for two groups of empirical papers. There is also another column which describes potential extensions that can be added to these empirical papers. The data in this column has been obtained by examining the discussions about future work and results provided in the conclusion section of each paper.

Tables 6.3 and 6.4 provide assessments/evaluations for the papers from the two strategies (Semantic Web & ontology and QoS papers). The evaluation is focused on the reporting criteria of their experiment in order to choose one study for a close replication. The assessment helps to identify five papers for potential replication. This exercise is undertaken considering that they provide more information about their study than the rest of the empirical papers from the same strategies. The identifications guided by the simulation experiment elements and the analysis of the simulation papers are mentioned earlier (see section 6.2.2), as well as the outcomes reported in these tables. For identification of candidate studies, we looked at the technical information provided by each paper related to the information needed to perform a replication study. These technical elements (summarised from table 6.2) are:

- **Method** (the details of the approach);
- **The experimental set-up**;
- **The experimental parameters** (independent variables) and their values (data-set);
- **The outputs** (dependent variables).

All of these five papers implemented prototype systems in order to verify their approaches for dynamic Web service composition. Some of these papers used their prototype to experimentally evaluate their proposed solutions (Zeng et al.,
## Table 6.3: Semantic Web and ontology language papers vs. Experiment reporting criteria

|-------|----------------------------------|----------------------|---------------------------|------------|------------------------|
- Service scoring approach |
| Medjahed et al. (2003) | Good | Good | Fair | Good | - Include additional semantic  
- XML-schemas user defined data-type and define data-type compatibility among message parameters |
| Mokhtar et al. (2007) | Fair | Good | Fair | Fair | N/A |
| Ponsekanii and Fox (2004) | Good | Good | Fair | Poor | N/A |
| Segev and Toch (2009) | Good | Fair | Fair | Good | - Further prototyping and evaluation  
- Create ontology for service-oriented concerns such as location and access protocol. |
| Williams et al. (2003) | Good | Fair | Fair | Good | N/A |
| Younas et al. (2005) | Good | Good | Poor | Poor | - Test the system in an open environment  
- Further expansion for mismatch role |
| Younas et al. (2006) | Good | Good | Fair | Fair | - Deployment of the composition mechanism on the pervasive computing environment |
## Table 6.4: QoS papers vs. Experiment reporting criteria

|---------------|----------------------------------|---------------------|--------------------------|------------|------------------------|
| Chen et al. (2006) | Good                             | Good                | Fair                     | Fair       | - Implement fuzzy matching  
|               |                                  |                     |                          |            | - Include service semantic in the matching process |
| Gu et al. (2003)     | Good                             | Fair                | Fair                     | Good       | - Work to support secure service composition  
|               |                                  |                     |                          |            | - Support more expressive service composition semantic |
| Gu et al. (2004)     | Good                             | Fair                | Fair                     | Good       | N/A |
| Jun et al. (2007)    | Good                             | Fair                | Fair                     | Fair       | - Further exportation to SLA  
|               |                                  |                     |                          |            | - Integrate the approach with ASAPM^1 |
| Liu et al. (2004b)   | Good                             | Good                | Fair                     | Good       | - Automate the collection of the feedback data |
| Sun (2004)          | Good                             | Fair                | Poor                     | Poor       | - Build up a detailed QoS composition profile from the business aspect, architecture aspect and technology aspect |
| Zeng et al. (2003)   | Good                             | Good                | Fair                     | Good       | - Exception handling |
Table 6.5: The five empirical papers vs. the experiment elements

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Experiment set-up</th>
<th>Experiment parameters</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheung et al. (2004)</td>
<td>Mostly</td>
<td>Partly</td>
<td>Partly</td>
<td>Mostly</td>
</tr>
<tr>
<td>Medjahed et al. (2003)</td>
<td>Mostly</td>
<td>Partly</td>
<td>Mostly</td>
<td>Mostly</td>
</tr>
<tr>
<td>Liu et al. (2004b)</td>
<td>Mostly</td>
<td>Partly+</td>
<td>Mostly</td>
<td>Mostly</td>
</tr>
<tr>
<td>Zeng et al. (2003)</td>
<td>Mostly</td>
<td>Partly+</td>
<td>Mostly</td>
<td>Mostly</td>
</tr>
</tbody>
</table>

2003, Liu et al., 2004b, Cheung et al., 2004, Sun, 2004). One study built a simulation testbed rather than using their prototype for the experiment (Medjahed et al., 2003). We observed that all these studies used simulated data-set. This is because there is no enough real-system data of Web service, or data is not available data in the form of extended Web service descriptions (semantic/ontology descriptions) that can be used to perform their experiment.

Table 6.5 shows how well each paper meets each of these experimental elements. The columns represent these elements with qualitative values (mostly/partly/little) to describe how well these elements are presented in each paper. The first two papers are selected under the Semantic Web and ontology strategy. The last three papers are selected under the QoS strategy. The outcome of this table also assists with producing a ranked list of these five empirical papers for potential replication. The paper that meets most these technical elements is in the top of the list.

1&2. Zeng et al. (2003) and Liu et al. (2004b)


Brooks et al. (1994) and Miller (2005) claimed that experiment reports must offers enough information in order to allow other researcher to evaluate the study or perform an external replication. Brooks et al. stated that “Unfortunately, numerous empirical studies in the software engineering literature are lacking in this respect”, which is similar to the outcome from these tables. (6.3, 6.4 and
6.5) showed that all these empirical papers from the two categories (including the listed papers) are not fully reported their experiments. However, after producing this list, we contacted the authors of these five papers via email for a collaboration. The collaboration helps us getting the information that we need along with the help of transferring the tacit knowledge that are not reported in the papers (Shull et al., 2002). The reply from the authors were as follows:

- No reply from (Zeng et al., 2003) authors.
- No reply from the first author of (Liu et al., 2004b). The second author however replied in saying “The set-up is running on an old version of BEA server. I am happy to host you as a student in the summer for a month to work on this problem in my lab if you can find your own financial source to come here”.
- We received a positive reply from (Medjahed et al., 2003) authors, and the first author was willing to answer all the further questions.
- The first author of Cheung et al. (2004) just replied with the same information that we found in their paper. He said “we followed quite close to what being mentioned in the paper”.
- We did not contact the authors of Sun (2004), as shown in table 6.5 that the reporting elements were not good enough that we could replicate the original study.

Taking into account the ranked list of the five papers and the results of contacting the authors of these five papers, we found that the reply from (Medjahed et al., 2003) authors made it most suitable paper for a replication study. The replication study eventually empirically evaluates the result of the original study and makes the comparisons between the results of the replicated and original study in order to investigate whether the outcomes of the original study can be generalised or not.
6.6 Summary

The outcomes of the analysis of the empirical papers of the Semantic Web and ontology and QoS categories, as shown in table (6.3,6.4), result in nominating five empirical paper for a close replication study. Thereafter, we evaluated these five papers according to the experiment reports of their study, as shown in table 6.5, and then put them in an ordered list. The paper with a high quality report was presented in the top of the list. In addition to the evaluation, we took into account the replies of the authors of the five papers who answered our questions about their experiments. Therefore, our final decision was to select (Medjahed et al., 2003) study for a close replication.
Chapter 7

A Simulation to Replicate a Web Service Composition Study

7.1 Introduction

The use of simulation for replication is addressed in this chapter as well as in the following chapter. This chapter addresses the use of simulation as a research method for performing a close replication study. The baseline study that is used for this is presented by Medjahed et al. (2003) “Composing Web services on the Semantic Web”. In the following chapter, we describe an extension study to our replication of the aforementioned study by using QoS model to organise the selection phase of the service composition process. The simulation experiments for both the close replication and the extension studies is reported in some detail. The reporting is followed the experiment report guidelines that were mentioned in the previous chapter. It also presents the details about the context of the experiments and the problems that have been examined. It identifies the independent and dependent variables, and the measures that were used in the experiments. Also we describe the simulated data-sets that were used through the experiment. Finally we describe the experimental procedure involved, and present the results.
CHAPTER 7. REPLICATION STUDY

7.2 The Baseline Study

As mentioned in the earlier chapters, the WSDL language has been recommended as the standard way to describe Web services. A WSDL description consists of service name, operation, message, inputs and outputs (W3C, 2001). However, WSDL offers little or no support for providing a semantic description of a Web service (Akkiraju et al., 2005, Bing and Huaping, 2005, Dumez et al., 2008). It basically provides a grammar that can be used to describe a Web service from a syntactic point of view. The literature shows many approaches that have been introduced to cater for Semantic Web-enabled Web services. Most of these approaches have extended WSDL by adding semantic capabilities which provide a basis for the automatic selection and composition of Web services. In the paper that has been used as our baseline, Medjahed et al. proposed such a framework for the automatic composition of Web services. The core idea behind their approach is based on combining the emerging concepts of Web services and ontologies as shown in Figure 7.1.

Medjahed et al. (2003) provided a number of definitions that can be used to add a semantic description for a Web service which can then be used through the matchmaking process. Here, we restate five of these definitions, since they represent the core part of the matchmaking process.

**Definition 1:** Web service. A Web service $WS_i$ is defined by a tuple $(\text{Description}_i, OP_i, \text{Bindings}_i, \text{Purpose}_i, \text{Category}_i)$ where:
• Description$_i$ is a text summary about the features of the service.

• OP$_i$ is the set of operations provided by WS$_i$.

• Bindings$_i$ is the set of binding protocols supported by WS$_i$.

• Purpose$_i = \{ Purpose_{ik}(op_{ik}) | op_{ik} \in OP_i \}$ is the set of purposes for the WS$_i$ operations.

• Category$_i = \{ Category_{ik}(op_{ik}) | op_{ik} \in OP_i \} \cup \{ Category_{ik}(WS_i) \}$ is the set of categories for the WS$_i$ operations.

**Definition 2 – Binding composability.** Two services WS$_i = (D_i, O_i, B_i, P_i, C_i)$ and WS$_j = (D_j, O_j, B_j, P_j, C_j)$ are binding composable if $B_i \cap B_j \neq \phi$.

**Definition 3: Operation.** An operation OP$_{ik}$ is defined by a tuple $(Description_{ik}, Mode_{ik}, In_{ik}, Out_{ik}, Purpose_{ik}, Category_{ik}, Quality_{ik})$ where:

• Description$_{ik}$ is a text summary of the operation features.

• Mode$_{ik} \in \{ \text{"one-way"}, \text{"notification"}, \text{"solicit-response"}, \text{"request-response"} \}$.

• In$_{ik}$ and Out$_{ik}$ are the input and output messages, respectively. In$_{ik} = (\tau_{ik}, \phi)$ and Out$_{ik} = (\phi, \tau_{ik})$ for notification and one-way operations, respectively.

• Purpose$_{ik}$ describes the business function offered by the operation.

• Category$_{ik}$ describes the operation’s domain of interest.

• Quality$_{ik}$ gives the operation’s qualitative properties.

**Definition 4: Message.** A message $M$ is defined as a tuple $(P, T, U, R)$ where:

• $P$ is a set of parameter names.

• $T : P \rightarrow Data-types$ is a function that assigns a data type to each parameter. $Data-types$ is a set of XML data types.
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- U: \( P \rightarrow \text{Units} \) is a function that gives the unit of measurement used for each parameter. Units is a taxonomy for measurement units.

- R: \( P \rightarrow \text{Roles} \) is a function that assigns a business role to each parameter. Roles is a taxonomy for business roles.

**Definition 5**: Qualitative composability. We say that \( OP_{ik} = (D_{ik}, M_{ik}, In_{ik}, Out_{ik}, P_{ik}, C_{ik}, Q_{ik}) \) is qualitatively composable with \( OP_{jl} = (D_{jl}, M_{jl}, In_{jl}, Out_{jl}, P_{jl}, C_{jl}, Q_{jl}) \) if:

1. \( Q_{ik}.\text{Fees} \geq Q_{jl}.\text{Fees} \); and

2. \( (Q_{ik}.\text{Security} = \text{true}) \Rightarrow (Q_{jl}.\text{Security} = \text{true}) \); and

3. \( Q_{ik}.\text{Privacy} \subseteq Q_{jl}.\text{Privacy} \).

Where \( \text{fees} \) represent the amount of money charged by the provider for using the operation. \( \text{Security} \) represents whether the operation uses security mechanisms or not. \( \text{Privacy} \) is related to the privacy of the information (the operation parameters), and whether this may be divulged to a third party or not.

The rest of this chapter studies the model presented by (Medjahed et al., 2003) in “Composing Web services on the Semantic Web”. The approach used in this, as shown in Figure 7.1, consists of four conceptually separate phases: specification, matchmaking, selection, and generation. Each of these phases is examined in some detail in the following sections and subsections.

### 7.2.1 The Specification Phase

This phase focuses on the specification of the required composite service. Medjahed et al. (2003) defined an XML-based language, called **Composite Service Specification Language** (CSSL) which can be used to describe a composite service. One of the essential characteristics of the CSSL, which is simple enough to provide a high-level description of composite services, Composers are required to have just a basic amount of knowledge about the services (functionalities) that they are interested in. These services can be provided by outsource agents.
CSSL characteristics | Other service composition language characteristics
---|---
CSSL adopts an ontology-based model (introduced in Sect. 7.2) to cater for Semantic Web-enabled Web services. | Most of the existing languages do not consider semantic capabilities of Web services.
The CSSL specification of a composite service does not refer to any outsourced service. | In other languages composers insert references to component services in their composite service specifications.
CSSL specifications can be used as the entry point for the (semi-)automatic generation of composite services. | BPEL4WS, XLANG, and WSFL languages are used for static service composition. Other languages are partially supporting the automatic generation of composite services (semi-automatic).
CSSL defines a WSDL-like language for composite services. It extends the WSDL language to allow: (1) The description of semantic features of Web services and, (2) Specification of the control flow between composite service operations. | Some of these languages have adopted an XML-based format (IBM, 2007, Leymann, 2008, Microsoft, 2001, Florescu et al., 2003). The rest have developed their own language for service composition.

Table 7.1: Four basic differences between CSSL and others service composition languages

(service providers). In other words, they do not need to provide full technical details, such as the detailed description of the outsourced services, their interaction protocols, message format, etc. Medjahed et al. noted that there are considerable differences between CSSL and existing service composition languages (IBM, 2007, Leymann, 2008, Microsoft, 2001, Schuster et al., 2000, Casati et al., 2000, Lazcano et al., 2000, Florescu et al., 2003). Table 7.1 shows four of the basic differences.

These characteristics of CSSL make the definition process of composite services as easy as the definition of single Web services (i.e. non-composite). In addition, it supports the recursive composition of services. Since CSSL defines a WSDL-like language then a composite service can be seen as a WSDL service and therefore is used as a single basic service components for a new composition step. Figure 7.2 provides a brief overview of the main features of CSSL.
Figure 7.2: CSSL specification, taken from Medjahed et al. (2003)
7.2.2 The Matching Phase

This phase is responsible for generating a composition plan that corresponds to the service specification which was developed in the previous phase by using CSSL. This phase depends on the matchmaking algorithm that was proposed by Medjahed et al. (2003). See Figure 7.3 and Figure 7.4 for more details of this. The algorithm involves searching the entire service registry which may result in generating a large number of plans. Thus, the service composers are able to control the number of generated plans by using the \textit{nb\_requested} plans parameter. To decrease the overhead of checking the compatibility of processes, the algorithm uses service interfaces (WSDL) rather than the service components. This has great effect in reducing the number of services to be accessed. In fact, the same service interface can be used by different providers, and several service implementations may have the same interface (W3C, 2001). For example, Airlines may each define service interface for booking air-flight tickets. Travel agent services would then use this interface to develop their own Web services.

The matchmaking algorithm has a number of functions (see Definition 3) that for each \( op_{ik} = (D_{ik}, M_{ik}, In_{ik}, Out_{ik}, P_{ik}, C_{ik}, Q_{ik}) \) of the composite services \( WS_i \) are used to find and match one or more operations \( op_{jl} = (D_{jl}, M_{jl}, In_{jl}, Out_{jl}, P_{jl}, C_{jl}, Q_{jl}) \) of existing service \( WS_j \). The algorithm searches for \( WS_j = (D_j, O_j, B_j, P_j, C_j) \) in order that \( P_{ik} \) and \( C_{ik} \) are compatible for at least one element of \( P_j \) and \( C_j \), consequently (lines 8 and 9 of Fig. 7.3). Then, the algorithm checks if the interacting services are binding composable (second condition in line 8). Medjahed et al. (2003) classify Web services into communities. Communities provide a means for organising ontological classifications of the possible service space. “Each community clusters Web services based on their category. All services that have similar categories belong to the same category (purpose) community. A service may belong to different communities. The use of service communities accelerates the process of discovering relevant component services”. If we presume that the category \( C_{ik} \) and \( WS_j \’s \) category are not compatible. Then, \( C_{ik} \) is not compatible with the services that reside in \( WS_j \’s \) community. Consequently the Web services from this community would not be included in the pool of discovered services.
Figure 7.3: Matchmaking Algorithm, taken from Medjahed et al. (2003)
Figure 7.4: Matchmaking Algorithm flow chart diagram
The composition plan therefore consists of pairs of operations: the operation of the composite service and the outsources operation \((op_{ik}, op_{jl})\). For these two operations to be coupled, the matchmaking algorithm (Fig. 7.3) checks operation mode composability (line 10), operation semantics composability (line 11), and message composability (line 12). A composition plan is generated for each iteration of the while statement (line 4). The algorithm uses a matched set to store every operation that has been “plugged into” a composite service operation (lines 10 and 15). The idea behind using this set is to avoid generating any composition plans that could be extracted from previously generated plans. Medjahed et al. (2003) give this example, “assume that the following two plans, \(plan1 = \{ (op_{i1}, op_{j1}), (op_{i2}, op_{j2}) \}\) and \(plan2 = \{ (op_{i1}, op_{j3}), (op_{i2}, op_{j4}) \}\) have been generated. Since \(plan3 = \{ (op_{i1}, op_{j1}), (op_{i2}, op_{j4}) \}\) and \(plan4 = \{ (op_{i1}, op_{j3}), (op_{i2}, op_{j2}) \}\) can be inferred from plan1 and plan2, there is no need to generate them again”. The pseudo code that in lines 26-28 examines composition soundness is based on QoC parameters. There are two functions used, \(complete()\) and \(relevant()\). Further details regarding the selection process and involving QoC, completeness and relevance are presented in next section.

There are a number of functions that the matchmaking algorithm uses to check the composability between two services: \(purpose\_compatible(), category\_compatible(), quality\_composable(), message\_composable()\), and \(sound()\). The first two functions \(purpose\_compatible()\), \(category\_compatible()\) are used to check the purpose and category compatibility between the composite service and discovered

---

Figure 7.5: Message composability and soundness checking functions, taken from Medjahed et al. (2003)
service, they return true or false depending on whether the purpose or category of the composite operation is compatible with the purpose or category of a discovered service operation. The quality_composable() function returns true in the case where a composite service operation is qualitatively composable with a discovered service operation. The remaining two functions are described in Figure 7.5. For these two services, the message_compatible() function returns true if a message \( M_i \) is message compatible with \( M_j \), otherwise return false (see definition 4). The match set (line 10) has been used to allow a one-to-one mapping between \( M_i \)'s and \( M_j \)'s parameters. This set holds \( M_j \)'s parameters that previously have been mapped to \( M_i \)'s. The soundness of the generated plan is then checked by sound() function. When a template has been calculated for the generated plan (lines 25), it is compared with the stored templates (lines 6-14). The templates (composition plans) is stored and return to the composer even if they are not sound.

### 7.2.3 The Selection Phase

Where the matchmaking phase has finished, a number of composition plans may have been generated. The selection phase will then be used to select relevant plans. Medjahed et al. (2003) employ the following quality of composition (QoC) parameters for this: ranking, relevance, and completeness. the selection phase may also employ other QoC parameters such as cost and time. The following list presents definitions of ranking, relevance, and completeness (as defined in the original study):

- Composition ranking: this is intended to present an approximation for its “importance”. For every plan, the algorithm in Table 7.5 determines its composition template \( CT \). Presume that \( CT \) is a subgraph of a stored template \( ST_i \). The stored template is a graph that includes all possible combinations between services that can take part in a composition and their links. The algorithm uses a function called \( R \) (R for reference) formulated on the set of stored template; \( R(ST_i) \) to calculate the number of times that services with templates that are subgraphs of \( ST_i \) have been created. With respect to \( ST_i \), the ranking of \( CT \) is the proportion of
references to ST. It is formulated as below ($n$ is the number of stored templates):

\[
\text{Ranking}(CT, ST_i) = \frac{R(ST_i)}{\sum_{k=1}^{n} R(ST_k)}
\]

- Composition relevance: or CR for short, is intended to present an approximation of the ‘soundness’ of a composition. The algorithm uses this parameter to make comparison between edges of a composition template, $CT$, with the edges of a stored template $ST_i$. $CR(CT, ST_i)$ is the ratio of $CT$’s edges that occur in $ST_i$. It is formulated as below ($E$ and $E_i$ are the edges of $CT$ and $ST_i$, respectively) which gives the percentage of the number of edges that in the $CT$ are also in the $ST_i$:

\[
CR(CT, ST_i) = \frac{|E \cap E_i|}{|E|}
\]

- Composition completeness: or CC for short, represents the percentage of composite service operations that are composable with component service operations. Use of the CC parameter allows generation of plans regardless to how ‘fully’ the composite service is composable with available outsourced services. Depending on the experience of service composers the value of CC is estimated. Medjahed et al. (2003) said that “Indeed, if the value CC is relatively low (e.g., 25%), the algorithm might return plans in which 75% of the composite service operations are not composable with component service operations. In this case, composers may need to change their specification (e.g., data types) so that the desired service can deal with other services’ features”. Below is the formula that describes the CC parameter for a composite service $WS_i$:

\[
CC(WS_i) = \frac{|\text{Composable}(O_i)|}{|O_i|}
\]

where $\text{Composable}(O_i) = \{op_{ik} \in O_i \mid \exists WS_j \exists op_{jl} \in O_j \text{ so that } op_{ik} \text{ is syntactically and semantically composable with } op_{jl}\}$. 
Composition plans are arranged and returned based on their ranking. Plans that have highest ranking are returned first. This requires that a ranking coefficient is provided for each stored template. Composers identify two thresholds $\tau_{\text{relevance}}$ and $\tau_{\text{completeness}}$ which are related to the relevance and completeness parameters, respectively. Plans are returned to composers if their relevance and completeness are greater than their respective thresholds. The parameters for QoC may be identified inside a CSSL specification, so that the “best” plans are automatically selected and returned to users.

### 7.2.4 The Generation Phase

Generation is the last phase in the approach. It starts when the matchmaking and selection processes have been accomplished. Its role is to generate a detailed description of a composite service. This description is composed of the list of “outsourced services, the mappings between the composite service and the component service operations, the mappings between messages and parameters, and the flow of control and data between component services” Medjahed et al. (2003). This phase has two important elements, which are customisation and extensibility. Customisation indicates the ability to produce composite service descriptions in different languages, such as BPEL4WS (Business Process Execution Language for Web Services) IBM (2007), WSFL (Web Services Flow Language) Leymann (2008), and XLANG Microsoft (2001). A service composer chooses the “target” composition language in their CSSL specification. Extensibility means that the approach can be extended to include additional composition languages. In fact the structure of composition plans is in an abstract form which can be adopted at an intermediate level between CSSL specifications and most existing Web service composition languages. This phase was not a part of the empirical implementation of the original study, therefore, it’s not considered to be a part of our replication study.
7.3 Performance Evaluation

The purpose of our replication study has two aims. The first aim, is to demonstrate that we can use simulation to replicate the empirical work (experiment) that is presented in (Medjahed et al., 2003), which mainly focused on the matchmaking phase. The replication therefore consists of building a simulation model that applies the logic of the original study. Our hypothesis is that the simulation model produces similar results to the results of the original study. We therefore set the same goal as used the original experiment to our experiment, which is to assess the scalability of matchmaking algorithm, this is, the capability for generating plans for a large number of service interfaces. We focus on the matchmaking phase because it is the empirical element of the Medjahed et al. study. Because it is the phase that needs to deal with a large number of Web services to examine composability rules. In other word, the goal of their experiment was to evaluate the effectiveness and speed of the matchmaking algorithm. Another goal is to assess the role of the selection phase (QoC parameters) in decreasing the number of generated plans. The second aim of our study, is based on the success of the first aim which is used a proof of validation of our simulation model. So this can then be used for further investigation into the service composition process. Figure 7.6 describes the relationship between the original study and our replication.

7.3.1 The Experimental Set-up

The experimental set-up consists of two phases: a developing a simulation program phase and a generating Simulated data_sets phase. Two software packages have been used for performing the activities of these phases: MySQL Workbench 5.2 CE and Java NetBeans IDE 7.1.1, both of them running under the Windows 7 operating system. MySQL is used as the UDDI registry to store information about composite service specifications as presented in the WSDL service interfaces. Java is used to develop a program for generating data-sets and to build the simulator program for the matchmaking process. We ran our simulation program on a Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz, 2M cache (2 processors) RAM 256 GB, and under the 64-bit Windows 7 Oper-
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Figure 7.6: Close replication description

Pickard et al. (2001) used simulated data-sets to compare data analysis techniques used for software cost modelling. They observed that “Simulation was used to create data-sets with a known underlying model and with non-Normal characteristics that are frequently found in software data-sets: skewness, unstable variance, and outliers and combinations of these characteristics” (Pickard et al., 2001). The most significant result of their study was to demonstrate the value of using simulation as a technique for evaluating different data analysis techniques under controlled conditions.

The literature review showed a lack of usage of any real data-sets with the characteristics that we needed for our replication study and that could be used as a ‘baseline’. In addition, the original study mentioned that the current Web service technologies still do not enable the semantics-driven data access and
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processing (Medjahed et al., 2003). Therefore, they generated their own data-sets that allowed the use of semantic-driven data to examine their approach. Similarly, we needed to generate the necessary simulated data-sets in order to replicate and study the use of their Composing Web Services model on the Semantic Web. The experiment focused on the matchmaking process because it is the empirical part of the original study.

The generation of the simulated data-sets followed the same steps that were described by (Medjahed et al., 2003). We used a relational database (MySQL see Fig. 7.7) to store Web service information represented as a WSDL document (service interface). Five tables were used to store this information, where these were: service, binding protocol, operation, message and part tables. These five tables represent the essential information that extends WSDL.

1. The Service table is used to store the basic information about a Web service such as name, category, purpose, etc.

2. The Binding table was used to store information about the protocols of each Web service.

3. For each Web Service in the service table, we used an Operation table to store information about its operations. Two type of information were stored, functional and non-functional properties, which were very important for the matchmaking and selection processes. Each operation had one or two messages depending on its mode. If the operational mode was “one-way” or “notification” that means it had one message either “input” or “output”, respectively. If the operation mode is "request-response" or "solicit-response" that means it had two messages “input” and “output”.

4. The Message table was used to store information about these “input” and “output” messages.

5. Each message consists of several parts. These parts represent the input/output parameters that pass between the services. Each part was described by number of characteristics such name, data-type, unit and business role. The Parts table was used to store this information.
7.3.1.2 The Simulation Program

There are number of frameworks that approach the Web service composition dynamically (Shuiguang et al., 2004, Patil et al., 2004, Liang et al., 2007, Liu et al., 2010). The matchmaking and selection processes are the essential part of their success. To implement these two processes in our simulation framework, we have used semantic Web and Quality of Service strategies, respectively. According to the outcomes from the SLR, we found that the semantic Web is the most major technique used for the matchmaking process (Medjahed et al., 2003, Cheung et al., 2004, Mokhtar et al., 2007, Segev and Toch, 2009). The Quality of the Service (QoS) has been widely adopted in numbers of frameworks for achieving a business process plan dynamically with preferable qualities that requested by the WS consumers (Gu et al., 2004, Chen et al., 2006, Jun et al., 2007). We have built a simulation framework by applying the ideas from these strategies with compliance of the Service Oriented Architecture (SOA). This chapter we mainly focuses on the use of semantic Web for matchmaking process. For the use of QoS model for selection process, we will provide more details in the next chapter.
The aim of the Simulation Framework is to assist the WS consumers to formulate their Web service composition. The framework enables the WS consumers to generate various composition plans and choose the one that meets its quality preferences. The implementation substantially depends on Java NetBeans and OO techniques. The OO techniques are useful to apply some promising ideas, such as using objects to hold the WS information. This information is used to hold the matched Web service properties such as service name, service description, purposes, categories and binding protocols. Information about service’s operation such as operation name, operation semantic and mode. Furthermore, we used objects to hold information about messages and message’s parameters (See Figure 7.8 for more details). The simulation framework implements the matchmaking algorithms (7.3 & 7.5), as we mentioned earlier. The following are the essential processes in the simulation framework:

- The simulation starts with random select of a composite service, forms a pool of composite service (10 composite services). Then, based on the description of required services, the simulation searches the database to find service candidates.

- Checking services composability: The purpose of this process is to check if the founded service interface is composable with the composite service. This means that the service interface and the composite service have the same category and purpose.

- Checking operation composability: If the service interface is composable, then, each operation in the composite service is checked with the service interface operations. This process involves checking operation’s mode and semantic.

- Checking message composability: If the two operations of the composite service and the service interface are composable, then, this process checks the compositability of the messages that is passed between these operations. The process involves checking message’s parameters data-type, unit and business role. The accomplishment of these checking compositability processes results on generating a composable plan.
• Checking composition soundness: The purpose of this process is to check each pair of operations in the generated plan with the stored templates. Stored templates are defined as sets of operations which can achieve a specific business goal. These templates either defined by experts in the field or have been learned by the system from previous composition tasks.

### 7.3.2 The Experimental Parameters (Independent and Dependent Variables)

In a similar manner to the original study, our simulator programme allows users to control the choices of range and statistical models for several of the quant-
CHAPTER 7. REPLICATION STUDY

Table 7.2: Independent variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service interfaces</td>
<td>3000–30000</td>
</tr>
<tr>
<td>Composite services</td>
<td>100–1000</td>
</tr>
<tr>
<td>Operations per service</td>
<td>10–50</td>
</tr>
<tr>
<td>Parameters per message</td>
<td>50–100</td>
</tr>
<tr>
<td>Requested plans</td>
<td>50–100</td>
</tr>
<tr>
<td>Stored templates</td>
<td>100–500</td>
</tr>
<tr>
<td>Vertices per stored template</td>
<td>10–20</td>
</tr>
</tbody>
</table>

*variable range services in the experiment. These attributes include operations per service, messages and parts per message. In our replication experiment, we followed the same method of randomly generating values for the independent variables as was used by Medjahed et al. (2003). We used a uniform distribution to randomly generate service interfaces, composite services and stored templates. For our experiment, we altered different parameters including the number of service interfaces, composite services, operation per services, parameters per message, requested plans, stored templates and nodes per templates (see Table 7.2). These parameters represent the independent variables for this experiment. The following list describes these steps:

- First set the number of services (from 3,000 to 30,000 with an iteration range of 3,000).
- For each service, then generate a category (1 out of 50), its binding protocols and the number of operations.
- For each operation, generate the mode, purpose (1 out of 100), category and quality.
- Finally, for each input and output message, we randomly generated the number of parameters, data type, unit and business role of each parameter (1 out of 37 built-in data types).

The experiment examines how these parameters affect the number of generated plans and plan generation time (dependent variables). Through the experiment, for every alteration of the independent variables we measured the number of
generated plans and the time. In addition, we also interested to study the time needed for checking compatibility of Web services, operations, messages and soundness. We conducted two experiments to study the relation between the independent variables and dependent variable. The following subsections give more details about these. Figure 7.9 gives an overview of how the experiment processes the inputs (independent variables) to generate the outputs (dependent variables).

7.3.3 Experimental Procedure and Results

In this replication study, we followed the same experimental procedure as the original study (Medjahed et al., 2003). Similarly, our experiment has examined two aspects. For the first aspect, assessing the generation time for composition plans, three execution times are examined. The first execution time is computed as the time that is spent to check mode, binding and operation semantics composability. The second execution time is computed as the time that is spent to check message composability. The third execution time is computed as the time that is spent to check composition soundness. The results of the replication study are similar to the results of original study in terms of having a same pattern/profile. Figure 7.10 shows both results from simulation in the left and the original study in the right. The following points give interpretations for the results of the replication study and make comparisons with the results of the original study.
7.3.3.1 Replication Interpretation: First Experiment Results

1. Computing for the first time involves checking operation category, purpose, mode and binding protocols processes which are less CPU-intensive. It increases linearly when the number of interfaces is increased. From the comparison of the results, we found that the first time has similar pattern for both the original experiment and the replication. The first time is represented by the mode, operation semantic and bind composability line in Figure 7.10.

2. We found that the process of checking message composability is the most time consuming through overall matchmaking/generation plan processes (Fig. 7.10). Indeed, the second time demands a high computation time for each matched pair of operations of composite service and Web service respectively, in order to compare each parameters of their input and output messages. From the comparison of the results, again we found that the second time show a similar pattern in both the original experiment and the replication. The second time is represented by the message composability line in Figure 7.10.

3. The third time, which checks the soundness of generated plans, has the lowest time of the generation processes. Indeed, the process of checking the composability of syntactic and operation semantic of composite services for all service interfaces in the services registry (3000 to 30000 service interfaces) consumes more time compared to the process of checking the soundness of generated composition plans (100 to 500 stored template). Therefore, this explains relatively a stable line which represents the time for checking composability soundness process. Additionally, the third time has similar pattern in both the original experiment and the replication. The third time is represented by the composition soundness line in Figure 7.10.

However, the plan generation time does not take into account the inquiry time for the service registry as well as the stored template repository. Our simulation results are not exactly identical values as the results of the original study, but
both results have similar pattern. We attribute this to the use of different datasets and different programming structures in the two studies. For instance, we have used a MySQL database to store the service interfaces information while the original study used a text file to store the service interfaces information. Both studies used the Java as programming language and its OO programming paradigm, but it may be different objects have been used in these studies.

Furthermore, we separated the generation time of composition plans, as presented in Figure 7.10, into three figures to make the comparison more clear. Although we did not have the real values of the results from the original study, but we were able to extract these values from their result diagram. Figure 7.11.a represents the time for checking message compasability. Figure 7.11.b represents the time for checking mode, operation semantic, and binding compasability. And Figure 7.11.c represents the time for checking composition soundness.

7.3.3.2 Replication Interpretation: Second Experiment Results

For the second aspect, we have tested the Composition Completeness (CC) ratio for its effect on the number of generated plans. Similar to the baseline study, we preformed experiments for CC = 33% and CC = 66%. Figure 7.12 shows that our experiments and the baseline results have similar profiles, with results from our simulation in the left and the original study in the right. For CC = 33%, the number of generated plans is higher than CC = 66%. Indeed, when the CC
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a) Checking message compatibility

b) Checking Mode, Operation semantic, and Binding compatibility

c) Checking composition soundness

Figure 7.11: Comparison between the three execution times of generation time
ratio is 33%, plans are generated if at least 33% of composite service operations are composable with outsourced service operations. On the other hand, when the CC ratio is 66%, plans are generated if at least 66% of composite service operations are composable with outsourced service operations. In addition, our results show that the number of generated plans for CC = 33% is, on average, greater than 50 which is equal to the minimum number of requested plans. This is interpreted as that plans have been generated for almost every particular composite service. In contrast, for CC = 66%, the number of generated plans is at most equal to 30 which is less than the minimum number of requested plans. This is interpreted as for some composite services, no plan has been generated. This supports the findings of the baseline study about the impact of CC ratio on the number of generated plans. Both studies indicate that a comparatively low value of CC ratio generates more plans, but then each plan contains a small number of composable operations. On the other hand, although a high value of CC ratio generates a smaller number of plans, each plan have more composable operations.

So far the outcome of our replication study, we found that the results of the replication and the original experiment show similar patterns. The similarity between both studies is due to our close replication study that has followed the same experimental procedure of the original study, and our simulation model applied the same logic as the original study. In other words, the replication was a close form, and we have been able to increase confidence in the original
results. In the light of the results, we can claim that our simulation model show suitably similar behaviour of the original study.

7.4 Summary

This chapter has described an external replication of a study that was presented by (Medjahed et al., 2003) in “Composing Web services on the Semantic Web”. The replication study empirically evaluated the result of the original study and made comparisons between the results of the replication and original study, in order to investigate whether the outcomes of the original study can be repeated or not. The results of the replication study have similar profiles to those of the original study, which confirms the validity of the original study results, and at the same time can used as a proof of validity of our simulation model.
Chapter 8

Web Service Selection

8.1 Introduction

This chapter introduces the use of semantic Web and QoS models for the selection process. The model used extends the description of Web services by adding the non-functional properties of the Web services. This model is then integrated with the simulation framework that we have presented in the previous chapter to investigate the effect of extending the selection process in this way. The QoS model is used to define sets of quality criteria that can be used to rank similar Web services in order to select one of them according to service consumer preferences. We perform a number of experiments to compare between the performance of the QoS model and a ranking mechanism which are presented by Medjahed et al. (2003).

8.2 Quality attributes: Definition and Measurement

Fenton and Pfleeger (1998) state that “from a measurement perspective, we must be able to defined quality in terms of specific software attributes of interest to the user. That is, we want to know to measure the extent to which these attributes are present in our software product”. The knowledge about
the software attributes of interest to the user allows us to determine quality attributes in a measurable form. The definition and measurement of an external quality attribute also have to be determined with consideration as to how the product relates to its environment. For example, in the case that the product is software code, its reliability (defined in terms of the probability of failure-free operation) is an external attribute. This attribute relies on both the user and the machine environment. When we examine a software code as our product and we look at an external attribute that depends on the user’s preferences, we surely deal with an attribute that is related to a particular view of quality (i.e., a quality attribute). Accordingly, the attributes that we consider in this chapter are related to some ideas about software quality and particularly the Web service quality. The aim of this chapter is to identify small number of relevant external attributes and determine their measurement.

8.3 Background: What is the Selection Process?

The analysis of the outcomes of the literature review in Chapter 4 shows that many proposed approaches offer promising solutions for Web service composition. In particular, the Semantic Web and QoS strategies are the major approaches in terms of the number of studies published, and how extensively they have been studied in the context of service composition (see the analysis of the literature review for more details, Chapter 4). Currently, the number of Web services that can provide the same functionality has been increasing (Yu et al., 2007, Badr et al., 2008). For example, for such purpose as booking flight Web services, weather forecast Web services, etc. Therefore, service consumers need somehow to be able to differentiate between these services. The generic composition framework discusses in Chapter 5 shows that service composition has many essential processes (steps). The selection process is one of these processes. This step is mainly concerned with using the non-functional properties of the Web service to select an appropriate WS. Generally, the outcome of the discovery (matchmaking) step results in a pool of candidate WSs that have a high degree of functional similarity for performing a specific task. By using same measure for the minimal similarity degree that is acceptable to the service
consumer, the selection step then excludes all those WSs that fail to meet this condition. The service composer performs this step if there is more than one WS that can achieve a specific task, but it offers different services, at different costs and quality levels. The selection process then involves performing a comparison between the remaining WS candidates, and re-ranking them, based upon the user’s preferences regarding the non-functional properties of the WS (such as response time, cost, availability, etc.). Examples are given by Zeng et al. (2003) and Liu et al. (2004b).

The literature review shows that all QoS strategy papers have addressed the selection process. In fact, the QoS strategy approach is mainly focused on the selection process. Their solutions are based on using the non-functional properties in order to generate an appropriate service composition plan that meets the service consumer’s requirement. These solutions employ similar techniques that are based on a QoS model and a computation mechanism for service composition. Four studies categorised under the semantic Web and ontology strategy proposed specific mechanisms for service selection (Medjahed et al., 2003, Cheung et al., 2004, Younas et al., 2006, Mokhtar et al., 2007). Their mechanisms are based on performing a semantic match of the service capabilities with the needs of the user task, then using a Web service selection function based on the QoS specification to select the most appropriate WS among those services that matched the user request. Other studies used different strategies. One study used a Knowledge-based strategy to guide the process of WS selection by giving advice about suitable WS for a specific task depending on the user’s preference data (Xiaogao and Xiaopeng, 2006). Another study used a software agent (user agent) to interact with service providers (provider agents) in selecting the most appropriate service based on a single quality attribute (cost) (Zakaria et al., 2004).

8.4 Semantic Web and Non-functional Properties

This section introduces the ideas of adopting a semantic Web model, as described in (Medjahed et al., 2003) in the previous chapter. Medjahed et al.
identified three qualitative properties for operation: *fees, security and privacy*. In addition, other qualities may also be included such as time, availability and latency. Medjahed et al. set fixed criteria for these properties. The fees of operation are given in dollars, which represents the amount of money paid to use the service. Security and privacy are considered as important features of a Web service (Rezgri et al., 2002). Businesses usually store, collect, process and share information from interested users who may have different preferences regarding the security and privacy of their information. Security and privacy are very important in many areas, for example, e-banking systems, NHS systems, etc., where people are sensitive about access to their information. Here, the security property is represented by a Boolean value used to indicate whether the operation’s messages are securely exchanged between clients and service providers. The privacy property concerns any information that a service’s consumer is not willing to have disclosed to other parties rather than the service provider. Medjahed et al. define the notion of operation quality as follows:

**Definition 1 - Quality.** The quality of an operation $op_{ik}$ is defined by a tuple $(Fees_{ik}, Security_{ik}, Privacy_{ik})$. $Fees_{ik}$ is the amount in dollar needed to execute $op_{ik}$. $Security_{ik}$ is a Boolean that specifies whether $op_{ik}$’s messages are securely exchanged. $Privacy_{ik}$ is the set of input and output parameters that are not disclosed to external entities. Here, $i$ represents the composite service number, and $k$ represents the Web service number that can achieve a specific task.

Due to the dynamic and heterogeneous characteristics of the Web service environment, and in order to improve this definition to accommodate other qualities, we can use semantic Web to describe each quality of a Web service. Furthermore, this also helps in automating the selection process for Web services. The description of qualities (properties) is similar to the description of input and output parameters used in (Medjahed et al., 2003). Each quality is described by *name, data type, unit* and *synonyms*. *Name* and *synonyms* are used to identify the quality. *Data-type* is used to define the data type of the quality. Compatible data-types belong to the same category, e.g., numerical data-types, such as integer, float, double, etc., fall under one category. When comparing between the qualities of two or more WSs, that is, their data types in all one category
and do not have the same detailed form, then all data types are converted to the data type that has the biggest memory space. For example, numerical category data types are transferred into double data-type. Unit is used to indicate the measurement unit for the quality criterion. Here, we use the same standard measurement units (length, area, weight, currency, etc.) as used by Medjahed et al. (2003) to assign values to quality units. Each quality of an operation is described by a tuple \((\text{name}, \text{data-type}, \text{unit} \text{ and } \text{synonym})\). To make comparisons between two or more operations we use the following definition:

**Definition 2** - For each quality of an operation \(\text{op}_k\), its quality criterion \(q_{ik}\) is described by the tuple \((\text{name}_{ik}, \text{datatype}_{ik}, \text{unit}_{ik} \text{ and synonym}_{ik})\). In order to make comparison between two or more operations, \(\text{op}_j\)'s qualities \(q_{jl}\), the comparison mechanism matches between these qualities and makes the required conversion.

1. \(q_{ik}.\text{name} = q_{jl}.\text{name} \text{ or } q_{ik}.\text{name} \in q_{jl}.\text{synonym} \text{ or vice versa; and}
2. \(q_{ik}.\text{datatype} = q_{jl}.\text{datatype} \text{ or } (q_{ik}.\text{datatype} \& q_{jl}.\text{datatype}) \in \text{Datatype - Category},
3. \(q_{ik}.\text{unit} = q_{jl}.\text{unit} \text{ or } f(q_{ik}.\text{unit}) = g(q_{jl}.\text{unit}) = U, \text{ where } U \equiv \text{a measurement unit that is specified by the service composer.}

For example, to compare the amount of money that a service consumer should pay to use a service, one WS might name it as fees and other name it as price. These two properties are equivalent since they are synonymous. If the \(q_{ik}.\text{datatype}\) is an \text{integer} and \(q_{jl}.\text{datatype}\) is a \text{float} then these two values are converted into the double data-type. Finally, if \(q_{ik}.\text{unit}\) is in pounds and \(q_{jl}.\text{unit}\) is in Euros, then these two units should be converted into same currency unit that is specified by the service consumer. Therefore, this definition can be used to automate the selection process and to include other qualities.

### 8.5 The Quality of Service (QoS) Model

As previously noted, the number of Web services that can provide the same functionalities is increasing (Yu et al., 2007, Badr et al., 2008). Therefore, ser-
vice consumers need some mechanism that can be used to differentiate between these services. The non-functional properties (QoS criteria) can have a significant impact on the expectations of service consumers, that can be used to make a choice between similar services. Consequently, Web service descriptions can be strengthened by adding the QoS criteria (Chaari et al., 2008). Many studies proposed approaches for QoS of Web service that address generic quality criteria such as price, execution time, reliability and availability (Gu et al., 2003, Nie et al., 2006). These generic qualities may not be adequate for some domains. Other studies have used a QoS model that contains a set of quality criteria for Web Services (Zeng et al., 2003, Liu et al., 2004b). These QoS models are more comprehensive in terms of number of qualities that can be used for most of the service domains. Furthermore, in the majority of current approaches, advertising the value for a QoS is the responsibility of service providers. Also, the model offers an interface for service providers to access these values, which are subject to manipulation by them. In addition to this, the service providers may not always advertise their QoS information in a “fair” way, for example, when quoting values for execution duration and reliability. Some approaches mainly use active monitoring mechanisms to collect QoS information, which generates an overhead due to QoS values that are checked for a large number of Web services. On the other hand, other approaches depend on third parties to collect QoS information (rate or accredit) for a particular service provider, which is an expensive and static mechanism. Our model integrates the semantic definition from the previous section which extends the study of Medjahed et al. (2003) (see the replication study chapter), and the QoS models proposed in (Zeng et al., 2003, Liu et al., 2004b). The aim of this integration is to build a comprehensive and extensible QoS model in order to enhance the selection process. Furthermore, we can compare our approach with the ranking mechanism proposed by Medjahed et al. for the selection process to determine its effectiveness.

The model has three aspects, which are discussed as follows:

- **Extensible and Flexible QoS Model**: Having one general standard QoS model that can be applied to all Web services is not a practical idea (Liu et al., 2004b). Web services are registered under different domains.
Each domain has set of different QoS criteria that are of concern to their consumers. For example, the QoS that are of concern to an e-payment Web services, such as security and privacy, are different from the QoS that are of concern to e-auction Web services, such as execution time and availability. Therefore, we define an extensible and flexible QoS model that contains domain specific criteria as well as common (generic) criteria. This approach has the ability to allow new domain specific criteria to be included and can be used to evaluate the QoS of Web services with no need to alter the fundamental computation model.

- **Preference-oriented Service Ranking:** The selection process for Web services can be driven by the service consumers’ preference (Liu et al., 2004b). Different consumers may use different QoS preferences and priorities to select a Web service. It is necessary for the QoS model to have a mechanism to represent the QoS criteria from the perspective of the service consumers’ preference. For instance, one service consumer may be concerned about obtaining low service prices, regardless of the time it takes to invoke the service, while another consumer may be more concerned about service reliability. This means that the criterion such as cancellation or compensation fees may be considered more important than the price and time. Another service consumer may be concerned about the response time, as time is considered to be critical for his application. Consequently, a QoS model should provide a mechanism for service consumers to state their QoS criteria preferences before the selection process takes place.

- **Fair and open QoS Model:** The purpose of having a fair and open model is to build a reliable QoS model that is useful to both service provider and consumer. A reliable model can also ensure that the set of QoS criteria for each domain is collected in fair manner (Liu et al., 2004b). The collection of QoS criteria can be through various means such as properties that are advertised by service providers, service execution monitoring mechanisms and service consumer feedback, depending on the quality criterion. For example, the amount of money for using the service is set by the service provider (cost, fees, price, etc.). While the time that
elapses from invoking a service to get a response back is calculated by the service monitoring mechanism (execution duration, response time, etc.), the service reputation is based on feedback from service consumers based upon their experiences of using a service. To avoid the manipulation of the QoS criteria, Liu et al. (2004b) built a policing mechanism that requires each service consumer to have an authentic identity and password to fill in the values for QoS criteria of the service that has been consumed. Moreover, this identity and password have to be approved by the service providers at the invocation of the service, which guarantees that only the actual consumer is allowed to give feedback. Besides this, to be absolutely fair, service providers can review those criteria and can enhance the QoS of their Web service if they wish to do so. Furthermore, service providers can update certain QoS information such as execution price and compensation rate at any time. Providers can then access the service registry to review how their QoS is ranked when comparing with other service providers.

These three aspects of a QoS model are essential for the service selection process. They make a QoS model suitable and beneficial for all service consumers. This model also has the particular property that requires service consumers to send their feedback to a registry each time when they consume a service. This extra effort of sending a feedback by the consumer is not an overhead task. Consequently, the QoS for a particular service is being regulated by all service consumers. All service consumers have access to the registry to look up for most-updated QoS of listed providers. Also, service providers are able to access the registry to check out and modify their services at any time. “With such an open and dynamic definition of QoS, a provider can operate its Web services to give its end-users the best user experience” Liu et al. (2004b).

### 8.6 Computation of the Web Service Qualities (QoS) Model

The experimental results from the previous chapter show a range of composition plans generated for a composite service. These plans are able to achieve the
composite service objective/purpose with different QoS values. Only one plan is then selected according to the three QoS criteria, which are ranking, relevance, and completeness. The selection process checks the generated plans for their relevance and completeness and then returns them to the composer in rank order. The plan with highest rank is returned first. In this chapter we extend the selection process by an extensible QoS model which contains a number of other QoS criteria. The extensible QoS model includes five generic quality criteria (Zeng et al., 2003). These generic quality criteria are usually found in all Web services. Moreover, these quality criteria include qualities that are advertised by service provider. Those qualities are collected through execution monitoring mechanism, and result from service consumers' experiences by using a specific Web service. The following list defines these quality criteria as:

- **Execution price (service fees)**. This represents the amount of money that a service consumer needs to pay the service provider in order to invoke/use a service operation. For a given operation \( op \) of a service \( s \), this quality criterion is denoted as \( q_{\text{price}}(s; op) \). The price for using a service operation is set by the service providers when advertising their services, or they offer means to inquire about it. The service consumer determines the currency unit to which all service fees units have to be converted.

- **Execution duration (response time)**. The execution duration time is the elapsed time when a request to a service has been made and its corresponding response has been received. For a given operation \( op \) of a service \( s \), this quality criterion is denoted as \( q_{\text{du}}(s; op) \). The execution duration is computed by using the expression: \( q_{\text{du}}(s; op) = T_{\text{process}}(s; op) + T_{\text{trans}}(s; op) \), which indicate that the execution duration is the sum of the operation execution time (processing) \( T_{\text{process}}(s; op) \) and the transmission time \( T_{\text{trans}}(s; op) \). The provider advertises the processing time of his services in the registry or provide methods to inquire about it. The value of the transmission time is calculated from the previous execution history of the service operation, that is, \( T_{\text{trans}}(s; op) = \sum_{i=1}^{n} T_i(s; op) \), where \( T_i(s; op) \) is the previous \( i \)'s transmission time, and \( n \) is the number of execution times recorded in the past. Execution duration is measured
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in milliseconds.

- **Reputation.** The reputation of service \( s \) is denoted as \( q_{\text{rep}}(s) \) which is used as a measure of a service trustworthiness. This quality depends on service consumers’ opinions and the satisfaction of their experience of using a service. Different consumers may have different opinions of their experience with same service. Therefore, the representative value of the reputation is described as the average ranking of overall values that are supplied by the end users. The average ranking is computed as
  \[
  q_{\text{rep}}(s) = \frac{\sum_{i=1}^{n} R_i}{n},
  \]
  where \( R_i \) is the reputation ranking value that is given by the end user on a service. And \( n \) is the number of times the service has been rated/ranked. Generally, service applications provide the end users with a range of values to rank the service reputation. For example, in Amazon.com, the range is \([0, 5] \).

- **Reliability.** Reliability of service \( s \) is denoted as \( q_{\text{rel}}(s) \) which represents the capacity for maintaining the service and service quality. The number of failures per month or year represents a measure of reliability of a Web service. In other words, reliability refers to the assured and ordered delivery for messages being sent and received by service consumers and service providers. The value of the reliability is calculated from the previous execution history of the service operation. That is, \( q_{\text{rel}}(S) = N_c(S)/K \), where \( N_c(S) \) represents the number of times that the service \( s \) has been successfully delivered within a specified period of time, and \( K \) represents the total number of invocations that have been made of the service \( s \).

- **Availability:** Availability of service \( s \) is denoted as \( q_{\text{av}}(s) \) which represents whether the Web service is present or ready for immediate use. Availability can be measured as the probability that a service is available. Larger values mean the service is always ready to be used while smaller values indicate uncertainty about whether or not the service will be available at a particular time. The service availability value is calculated using the following formula:
  \[
  q_{\text{av}}(s) = \frac{T_a(s)}{\theta},
  \]
  where \( T_a \) is the interval of time (in seconds) that a service \( s \) has been available over the last \( \theta \) seconds (the service community is responsible for setting the constant value of \( \theta \)). Different applications may have different values of \( \theta \). For example, for
an application domain, such as a stock exchange, where services are frequently accessed, a small value of $\theta$ gives an appropriate approximation for the availability of services. On the other hand, for an application, such as an online shopping store, where services are not accessed frequently, a larger value is more appropriate. This model requires the Web services to provide notification to the system relating to their current states, i.e., available, unavailable, (Zeng et al., 2003).

The following vector describes the five quality criteria of a Web service as:

$$q(s) = (q_{\text{price}}(s), q_{\text{du}}(s), q_{\text{rep}}(s), q_{\text{av}}(s), q_{\text{rel}}(s))$$  \hspace{1cm} (1)

### 8.7 Quality Criteria for Composite Services

In a similar way to how they are used for a single service (service component), the aforementioned quality criteria can also be applied to assess the QoS of a composite service. Zeng et al. (2003) describe in Table 8.1 a computation formula for the QoS of a composite service execution plan. The plan is described as $p = \{< t_1; s_{i1} >, < t_2; s_{i2} >, \ldots, < t_N; s_{iN} >\}$. A short explanation of each criterion’s contribution to the computation formula is given as follows:

- **Execution price**: The execution price $Q_{\text{price}}(p)$ of an execution plan $p$ is the sum of each service $s_i$’s execution price $q_{\text{price}}(s_i; op_i)$ for those services $s_i$ taking part in the plan $p$.

- **Execution duration**: Zeng et al. adopted a Critical Path Algorithm (CPA) to compute the execution duration $Q_{\text{du}}(p)$ of an execution plan $p$. Particularly, the CPA is used to compute the critical execution path of execution plan $P$, described as a project digraph. The critical path of a plan is the longest path, starting from the initial state, and going to the final state of plan $p$, and is the count of the number of service components. The aggregation of the duration of each service component in the critical execution path of plan $p$ then represents the execution duration for plan $p$. 
### Table 8.1: Aggregation formulas for computation the QoS of composition plan (Zeng et al., 2003)

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Aggregation formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>( Q_{\text{price}}(p) = \sum_{i=1}^{N} q_{\text{price}}(s_i, op_i) )</td>
</tr>
<tr>
<td>Duration</td>
<td>( Q_{\text{du}}(p) = C_{\text{FA}}(d_{du}(s_1, op_1), \ldots, d_{du}(s_N, op_N)) )</td>
</tr>
<tr>
<td>Reputation</td>
<td>( Q_{\text{rep}}(p) = \frac{1}{N} \sum_{i=1}^{N} q_{\text{rep}}(s_i) )</td>
</tr>
<tr>
<td>Reliability</td>
<td>( Q_{\text{rel}}(p) = \prod_{i=1}^{N} (e^{q_{\text{rel}}(s_i)} \times z_i) )</td>
</tr>
<tr>
<td>Availability</td>
<td>( Q_{\text{av}}(p) = \prod_{i=1}^{N} (e^{q_{\text{av}}(s_i)} \times z_i) )</td>
</tr>
</tbody>
</table>

- **Reputation**: The reputation \( Q_{\text{rep}}(p) \) of an execution plan \( p \) is the average of each service \( s_i \)'s reputation \( q_{\text{rep}}(s_i) \) in the execution plan \( p \).

- **Reliability**: Reliability \( Q_{\text{rel}}(p) \) of an execution plan \( p \) is the product of \( e^{q_{\text{rel}}(s_i)} \times z_i \). In the aggregation formula, \( z_i \) has two values; 1 or 0. \( z_i \) equals 1 if \( s_i \) is a critical service in the execution plan \( p \), otherwise \( z_i \) equals 0. For example, if \( s_i \) is not a critical service, then \( z_i = 0 \), and \( e^{q_{\text{rel}}(s_i)} \times z_i = 1 \) which means the reliability of service \( s_i \) does not affect the value of the execution plan’s reliability.

- **Availability**: The availability \( Q_{\text{av}}(p) \) of an execution plan \( p \) is a product of \( e^{q_{\text{av}}(s_i)} \times z_i \), where \( e^{q_{\text{av}}(s_i)} \) is service \( s_i \)'s availability. Factor \( z_i \) is treated in the same way as in the previous definition.

These definitions of aggregation formulas are used to produce the quality vector of a composite service’s execution plan. The vector consists of five quality criteria, which is described as follows:

\[
Q(p) = (Q_{\text{price}}(p), Q_{\text{du}}(p), Q_{\text{rep}}(p), Q_{\text{rel}}(p), Q_{\text{av}}(p))
\]  

### 8.8 Service Selection Process

As mentioned in the generic life-cycle model for Web service composition, service selection is an essential and independent process which comes after the matchmaking process. The matchmaking process results in a number of plans
that can achieve a composite service goal. The role of the selection process is to select the optimal plan according to the chosen criteria. We have used a selection mechanism that is based on the QoS model that is described in the previous sections. The QoS model involves five quality criteria. Therefore, the decision involved in selecting an optimal plan needs to be based on some combination of these quality criteria. Zeng et al. (2003) have stated that “the selection of a service is based on a selection policy involving parameters of the request, the characteristics of the members, the history of past executions, and the status of ongoing executions”. In the following subsections, we will present the computational approach used here for computing the QoS of a composite service.

8.8.1 Combination of Multiple Quality Criteria

The aim of our QoS model is to represent the QoS criteria of a Web service from the perspective of the service consumers' preference. The representation involves a combination of multiple quality criteria that our model uses to describe the qualities of a Web service. In order to combine the quality criteria in our QoS model, we have adopted the *Multi-Attribute Utility Theory* (MAUT) as described by Bolinger et al. (1978). Many studies in software engineering have used the MAUT as an evaluation mechanism when there are multiple attributes being used to describe a product (Chang and Ho, 2010, Chang, 2008, Ross et al., 2009, Hong-yu and Ying, 2010). MAUT is an evaluation scheme which is also used by consumer communities for evaluation of products. As the basis for MAUT, Schäfer (2001) defined the total evaluation $v(x)$ of an product $x$ as a weighted addition of its evaluation with respect to its relevant value attributes. For example, a flight journey can be evaluated on the basis of price, duration, luggage allowance, cabin type, the number of stop-over, etc. The total evaluation is defined by the following overall value function:

$$v(x) = \sum_{i=1}^{n} w_i v_i(x) \quad (3)$$

Here, $v_i(x)$ represents the evaluation of the attribute on the $i$-th value dimension $d_i$ and $w_i$ represent the weight that is used for resolving the effect of the
i-th value dimension on the total/overall evaluation (also called the relative importance of a dimension\(^1\)), \(n\) represents the number of criteria/dimensions, and we use the constructive that \(\sum_{i=1}^{n} w_i = 1\).

### 8.8.2 Selecting an Optimal Execution Plan

In general, the matchmaking process identifies several execution plans. Each plan consists of one or more execution paths. These execution paths are either simple paths, which means they are executed in sequential order, or complex paths, which means their execution depends on conditional operations that can drive the execution through different branches (Zeng et al., 2003). In this study, we focus on the execution plans that have only one simple execution path. The execution plan consists of many tasks, \(t_j\), and each task, \(t_j\) that can be achieved by a set of matched services, \(S_j\). The quality criteria for each service, \(s_{ij}\), in this set is presented as a quality vector (see equation 1). Depending on the available Web services, and as a result of selecting a Web service for each task in an execution path, a set of plans, \(P\), is be generated:

\[
P = \{p_1, p_2, \ldots, p_n\}
\]  

(4)

Where \(n\) represents the number of execution plans. When a set of execution plans has been generated, the next step is to use a mechanism to select an optimal plan from them. For the selection of execution plan, rather than calculating the quality vector of an individual Web service, each execution plan’s overall service quality vector needs to be calculated.

Once the quality vector for each plan has been collected, then all the execution plans’ quality vectors are aggregated together which gives a matrix \(Q\), where each row represents an execution plan’s quality vector.

\(^1\)The relative importance of a dimension also expresses the relevance of a dimension for the overall evaluation (Schäfer, 2001)
To select the optimal plan, a Simple Additive Weighting (SAW) method is applied to matrix $Q$ (Zeng et al., 2003). SAW is one of the implementations of MAUT method. Basically, there are two computation phases in using SAW:

### 8.8.2.1 Scaling Phase Using Min-Max Normalisation

The Web service quality criteria have different values for the service consumers. For some of the quality criteria (called negative criteria), the lower value they hold, is better for the service consumers, such as price and execution duration. For other quality criteria (called positive criteria), the higher value they hold is better for the service consumers, such as availability and reliability. Zeng et al., therefore, defined two formula/equations to scale matrix $Q$ by using min-max normalisation. Min-max normalisation is a process of a linear transformation of an original data that is measured in measurement units (for example, package per second, or centigrade degree) (Han, 2005). The data is transferred into a value between 0.0 and 1.0. For the negative criteria, the minimal value is set to 1.0 and the maximal value is set to 0.0. And for positive criteria, the minimal value is set to 0.0 and the maximal value is set to 1.0. This offers a simple way to make comparison between values that are measured by different units/scale (for example, price and duration). Formula 5 is used to scale the negative criteria, while formula 6 is used to scale the positive criteria.

$$V_{i,j} = \begin{cases} \frac{Q_{i,j} - Q_{\min}}{Q_{\max} - Q_{\min}} , & \text{if } Q_{\max} - Q_{\min} \neq 0 \\ 1 , & \text{if } Q_{\max} - Q_{\min} = 0 \end{cases} \quad (6)$$

$$V_{i,j} = \begin{cases} \frac{Q_{i,j} - Q_{\min}}{Q_{\max} - Q_{\min}} , & \text{if } Q_{\max} - Q_{\min} \neq 0 \\ 1 , & \text{if } Q_{\max} - Q_{\min} = 0 \end{cases} \quad (7)$$

In these two formula (6,7), $Q_{\max}^{j}$ represents the maximal value of a quality criterion $j$ in matrix $Q$, i.e. $Q_{\max}^{j} = Max(Q_{i,j}), 1 \leq i \leq n$, and $Q_{\min}^{j}$ rep-
resresents the minimal value of a quality criterion $j$ in matrix $Q$, i.e. $Q_{j}^{\text{min}} = \text{Min}(Q_{i,j}), 1 \leq i \leq n$.

However, these two values $Q_{j}^{\text{max}}$ and $Q_{j}^{\text{min}}$ can be computed without generating all possible execution plans. For example, the maximum execution price (i.e. $Q_{\text{price}}^{\text{max}}$) of all execution plans is computed by selecting the most expensive Web service of each task and summing them together gives the maximum execution price $Q_{\text{price}}^{\text{max}}$. Similarly, the minimum execution duration (i.e. $Q_{\text{du}}^{\text{min}}$) is computed by selecting the Web service that has the shortest execution duration time of each task to use a critical path algorithm to compute the $Q_{\text{du}}^{\text{min}}$. The computation cost for the $Q_{j}^{\text{max}}$ and $Q_{j}^{\text{min}}$ values is polynomial.

By applying the scale phase on matrix $Q$ we, therefore, obtain the following matrix:

$$Q' = \begin{pmatrix}
V_{1,1} & V_{1,2} & \cdots & V_{1,5} \\
V_{2,1} & V_{2,2} & \cdots & V_{2,5} \\
\vdots & \vdots & \ddots & \vdots \\
V_{n,1} & V_{n,2} & \cdots & V_{n,5}
\end{pmatrix} \quad (8)$$

### 8.8.2.2 Weighting Phase

For each execution plan, its overall quality score is computed by the following formula:

$$\text{Score}(p_i) = \sum_{i=1}^{5} (V_{i,j} \times W_j) \quad (9)$$

where $W_j \in [0, 1]$ and $\sum_{j=1}^{5} W_j = 1$. $W_j$ represents the weight of each criterion. In formula (9), the value of $W_j$ is adjusted by the end users according to their preferences of QoS (i.e. balance the impact of the different criteria) to be able to select the desired execution plan. Based on the value of $\text{score}(p_i)$, the system will choose the execution plan that has the highest value (i.e. $\text{max}(\text{score}(p_i))$). In case there are more than one execution plan with the same value of $\text{score}(p_i)$ then the system randomly will select one of them.
8.9 Validation

In this section, we present the implementation of the QoS driven selection of service as described in Zeng et al. The purpose of the implementation is to replace the selection mechanism described in Medjahed et al. (2003). Then, we conduct some experiments in order to compare these two selection mechanisms in terms of overall QoS of the composite service. The experimental results are used to evaluate the proposed approach.

8.9.1 Implementation

In this chapter, we adopt a QoS model related to the QoS of execution plans. This is used to facilitate the selection process to choose the most optimal execution plan that meets the service consumer preference. The proposed model consists of five qualities criteria and their computation technique is implemented and integrated in the simulator programme that we have already developed for close replication study. The aim of the integration is to replace the selection mechanism which is based on ranking criterion (Medjahed et al., 2003). For further details of the replaced mechanism are discussed in close replication chapter.

This is a brief reminder of what we have discussed about our simulator programme in the previous chapter. Our simulator applies some of basic operations of the Service Oriented Architecture (SOA). Mainly, we focus on matchmaking and selection processes. The implementation is based upon two software packages, Java NetBeans and MySQL database. We extended our simulator program to include a selection mechanism based on the QoS model that we described earlier. The selection mechanism applies the computation formulas to calculate the final QoS of composite service by applying the scale and weighing phases. The programme uses a MySQL database as the Service Registry. Services could be registered under many categories. To enhance the registration process—the registry uses taxonomy for naming and organising Web services into groups that share similar functionalities. These groups create classifications which assist the service providers to register their services under the suitable categories. Each category, besides its name and description has many
keywords which offer more options which can be used to inquire the registry for the appropriate taxonomy that may contain the intended Web Service. As mentioned in the description of the close replication, the database contains other tables used to store the description’s information of the WS that have been advertised in the WSDL file. In order to conduct our experiment on service selection process, we adopted a QoS model to present the non-functional properties of the WS. The model applies execution quality criteria, such as execution price, execution duration, reliability, reputation and availability, in scale or percentage, therefore, a table was added to store these items of information.

8.9.2 Experimentation

In this section, we present two experimental results. The first experiment compares the computation method of QoS model with the ranking mechanism that is used in the close replication study (see the previous chapter). The comparison is based on using the QoS metrics of the selected plans for both mechanisms. The second experiment compares the computation time of these two mechanisms. Each time, we randomly generate several composite services with different numbers of tasks. For each task, the number of selected services are varied according to the number of services (from 3,000 to 30,000 with iteration range of 3,000). Therefore, when the range get bigger, then the number of generated plans gets bigger with every iteration.

8.9.2.1 QoS Metrics of the Selected Plans

The purpose of this experiment is to compare the QoS values from using the QoS model approach with those from the ranking approach. The comparison is done in two ways. First, we measure the QoS of the selected plan as a single value \((\text{Score}(p_i))\) for both mechanisms. In addition, we compare the selected plans by the five individual qualities. In this experiment, we add the five qualities of the QoS model into the description of each Web service operation. The values of these five qualities are randomly generated. We use our simulator programme to generate ten different outcomes of composite service plans through the matchmaking phase. For each outcomes, the number of
generated plans ranges over 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 plans. We repeat this for ten different composite services. Each time, we record the QoS values as a single score value and also as individual quality values. Because we obtain very similar experimental results for all generated composite services, we only present an one set of results from these composite services (see Table 8.2). We put other four results diagrams in appendix (C).

We can conclude from the table that when using QoS model approach to compute the overall QoS of a composite service, this will have a higher score than when using a ranking approach. The last two columns show the score values for the ranking and QoS models respectively. Similarly, the last row represents the average of each quality criterion of the composite service plan, showing that the average values from using the QoS model is better than from the ranking approach. Although there are some instances where quality criteria using ranking mechanism are better than the QoS model quality criteria, this is always less than half of the quality criteria (no more than two out of five). For example, in instance 1, the execution price for the ranking mechanism is better than for the QoS model, in instance 2 and the reliability value for the ranking mechanism is better than for the QoS model, in instance 3. Both the execution price and reliability values for the ranking mechanism are better than for the QoS model. However, the overall quality score is better for the QoS model than for the ranking mechanism. Therefore, we can conclude that the use of the QoS model mechanism gives better results than the use of the ranking mechanism in terms of the overall quality criteria of the resulting composite service.

All simulations show that the QoS approach produced better plans that have higher quality score than those produced by the Ranking method. This can be seen in the last 2 columns (QoS, Ranking) in Table 8.2.

8.9.2.2 Computation Time

The other purpose of this experiment is to investigate the computation time that the simulator needs in order to select an optimal plan. The investigation again involves both the QoS model and the ranking mechanisms. We record the computation time for selecting the optimal plan using the generated composite plans which range over 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100., and repeat
<table>
<thead>
<tr>
<th>Instance No</th>
<th>Execution Price</th>
<th>Execution duration</th>
<th>Reputation</th>
<th>Reliability</th>
<th>Availability</th>
<th>QoS</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.07</td>
<td>13.6108</td>
<td>5</td>
<td>0.6904</td>
<td>0.9084</td>
<td>0.671</td>
<td>0.5745</td>
</tr>
<tr>
<td>2</td>
<td>5.6064</td>
<td>13.5622</td>
<td>5</td>
<td>0.5941</td>
<td>0.8291</td>
<td>0.5978</td>
<td>0.532</td>
</tr>
<tr>
<td>3</td>
<td>6.5211</td>
<td>20.5639</td>
<td>5</td>
<td>0.747</td>
<td>0.9201</td>
<td>0.5772</td>
<td>0.5604</td>
</tr>
<tr>
<td>4</td>
<td>5.9883</td>
<td>12.2555</td>
<td>5</td>
<td>0.9844</td>
<td>0.9004</td>
<td>0.8365</td>
<td>0.4293</td>
</tr>
<tr>
<td>5</td>
<td>1.0906</td>
<td>26.6638</td>
<td>5</td>
<td>0.7766</td>
<td>0.9998</td>
<td>0.8257</td>
<td>0.6572</td>
</tr>
<tr>
<td>6</td>
<td>1.1747</td>
<td>11.6700</td>
<td>3</td>
<td>0.967</td>
<td>0.6497</td>
<td>0.7437</td>
<td>0.2583</td>
</tr>
<tr>
<td>7</td>
<td>9.3326</td>
<td>14.7487</td>
<td>4</td>
<td>0.9985</td>
<td>0.8582</td>
<td>0.7157</td>
<td>0.4397</td>
</tr>
<tr>
<td>8</td>
<td>1.9679</td>
<td>37.4421</td>
<td>5</td>
<td>0.9882</td>
<td>0.9132</td>
<td>0.8124</td>
<td>0.4425</td>
</tr>
<tr>
<td>9</td>
<td>1.0837</td>
<td>16.6388</td>
<td>4</td>
<td>0.979</td>
<td>0.9851</td>
<td>0.905</td>
<td>0.6624</td>
</tr>
<tr>
<td>10</td>
<td>3.0999</td>
<td>20.1144</td>
<td>4</td>
<td>0.8104</td>
<td>0.961</td>
<td>0.7587</td>
<td>0.658</td>
</tr>
<tr>
<td>Average</td>
<td>4.41447</td>
<td>18.7211</td>
<td>4.5</td>
<td>0.85463</td>
<td>0.89215</td>
<td>0.76547</td>
<td>0.50143</td>
</tr>
</tbody>
</table>

Table 8.2: Comparison between Ranking and QoS model techniques
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Figure 8.1: The computation time for the QoS model vs. the Ranking approach this ten times over these plans. Again, because we obtain much the same experimental results for all generated composite services, we only present a one experiment results from these composite services (see Fig 8.1). We put other four results diagrams in appendix (C).

Figure 8.1 shows the computation time for both the QoS model and the ranking approaches. We notice that the computation time is consistently higher when using the QoS model for selecting an optimal plan. For QoS model, the computation time is linearly increasing when the number of generated plans is increased. The computation time when using the ranking only increases very slightly when the number of generated plans is increased.

In close replication chapter, we test the Composite Completeness (CC) ratio for its effect on the number of generated plans. We use two CC ratio values, 33% and 66% respectively. For 33%, the number of generated plans range between 40 and 70, and for 66%, the number of generated plans range between 0 and 30 generated plans. In order to evaluate the performance of the QoS model and the ranking approaches, we compare the generation times for 30, 50 and the 70 plans. Table 8.3 shows this comparison.

However, as been shown in Figure 8.1 and Table 8.3, the computation time for both approaches is not very expensive as all values are less than one millisecond.
Table 8.3: Computation time difference between QoS model and Ranking approach

<table>
<thead>
<tr>
<th>Number of Generated plans</th>
<th>Generation time in nanoseconds</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QoS model</td>
<td>Ranking</td>
</tr>
<tr>
<td>30</td>
<td>17416</td>
<td>993</td>
</tr>
<tr>
<td>50</td>
<td>23425</td>
<td>1244</td>
</tr>
<tr>
<td>79</td>
<td>25645</td>
<td>1535</td>
</tr>
</tbody>
</table>

Therefore, the significance of the plan generation time depends on how this time is critical for a particular system.

8.10 Summary

In this chapter we introduced two mechanisms to enhance the selection process for Web service composition. We extended the description of Web service by using semantic Web to add the description of non-functional properties to the description of a Web service. Then, we introduced a QoS model that has a set of five quality criteria as non-functional properties. This QoS model can be extended by the use of a semantic Web to include other quality criteria. Based on these quality criteria, we presented a number of computation formulas to compute the QoS of composite service. The QoS model and its computation are implemented and integrated into the matchmaking programme that we implemented in the previous chapter. The purpose of the integration is to replace the ranking mechanism that is used in the original study. We conducted a number of experiments to compare the performance of the QoS model with the ranking mechanism. The experiments showed that the QoS model has better results than the ranking mechanism in terms of overall QoS for a composite service. The drawback of the QoS approach is that it can hide major defects in a plan—for example a plan may contain attributes that are the highest ranking in 4 attributes and the lowest in one and still be chosen. If the lowest is the Reliability attribute then an unreliable plan will be chosen. This may be of course due to the weight all being set to 1. In exchange, the QoS model takes a longer time to select a composite service plan, although this time is still very small (less than one millisecond). Therefore, we conclude that the QoS model generally has a better performance than the ranking mechanism.
Chapter 9

Discussion

9.1 Introduction

In this chapter we examine the likely threats to the validity for both the SLR and the experiment in turn. Then discuss the issues presented by our categorisation of the available experiences of service composition. This chapter also discusses the experiences from other studies that have used simulation to study DWSC approaches.

9.2 Threats to Validity: The SLR

Given that the practices of systematic reviews are generally well established, we would argue that construct validity is not an issue here. Additionally, since the aim is not to generalise our results beyond a specific topic of service composition, we do not need to consider external validity.

For internal validity, there are two issues related to the processes that we follow need to be discussed:

- Did we find all of the relevant papers?
- Did we correctly classify those we found?
Previous experience from conducting mapping studies and systematic reviews suggests that the use of four electronic databases is usually sufficient to ensure that our search is likely to find the majority of papers (anecdotal experience suggests that up to 10% more can be found by snow-balling from the references of those found, although this is usually the most effective when the search terms are less well established than is the case here). In addition, to reflect the emergent nature of the topic, we consider including databases that would access major conferences. While our prototyping of possible search strings successfully identify the set of ‘known’ papers we use as a check, there remains the possibility that some papers have been missed in our search because they used terms such as ‘orchestration’ rather than ‘composition’. Thus, while our prototyping suggests that there are relatively few of these, however, there remains the possibility that some relevant papers may have been missed. While not crucial for a mapping study, this still needs to be noted.

The second question is rather harder to address, since it implicitly includes both the inclusion / exclusion phase, and also the categorisation. Both of these tasks are performed mainly by one person (the author) with reference to the supervisor when appropriate. Where the quality of the abstract for a paper is made it becomes difficult to decide about inclusion / exclusion, we consult the main paper. The subsequent task of categorisation involves reading the complete paper, and we are reasonably confident that after some discussion, we would categorise these correctly, if not always exactly as the original authors might have done.

9.3 Threats to Validity: The Experiments

Through the Mapping study we found a number of studies that employed simulation to study the dynamic Web service composition (Shepperd and Kadoda, 2001, Pfahl, 2007, Kalasapur et al., 2006). Moreover, in Chapter 6, we gave some background about simulation, followed by a brief survey of papers that employed simulation for software engineering. We analyse these based on the guidelines that have been proposed by Barton (2010). The outcomes of the analysis shows that simulation has been effectively used in several studies in
software engineering (see section 6.2.2). Therefore, we are confident that making use of simulation is an appropriate form to use for our experiment. We follow both the guidelines and the outcomes for developing our simulation framework. Zeng et al. (2003) presented a similar study to our work in terms of using same QoS model and MAUT approach. Their study proposed a global planning approach for optimally selecting WS at run time (using linear programming techniques). They conducted experiments in order to compare their approach with another technique (local selection approach) using the implemented prototype system. Their results showed that the global approach effectively selected high quality execution plan.

In our experiment we first use the simulation framework to perform a close replication for the study that is presented by Medjahed et al. (2003) “Composing Web services on the Semantic Web”. Although the implementation of the simulation is completely new, the results are very similar, giving confidence in the simulation itself. We then perform another experiment based on using a QoS model for Web service selection process. This experiment is an extension of the close replication study. As external validity, we do not aim to generalise our results beyond using simulation to study the effect of using semantic Web and QoS models on the process of Web service composition. However, some issues still remain to be addressed with regard to our simulation framework in the following subsections:

9.3.1 The Construction of the Simulation

There are some question related to construction of our simulation.

- Does the simulation deliver what we want in terms of experiment design?
- Using it, are we able to answer the RQ?
- What conclusions can be drawn from the results?

Simulation offers some scope for making comparisons between different techniques. Therefore, it provides the exploratory framework needed to give a focus for more systematic knowledge gathering. Chapters 7 and 8, described the steps
that we carried out to build our simulation framework, such as an investigation of the previous literature that studied service composition. The results show that this approach can deliver what we want in terms of experiment design. In performing the close replication, we find that the results from both the close replication and original studies have similar patterns which could be considered as a proof of validity of our simulation framework. Using this, we perform another experiment for our extension study. The results show that using the QoS model for selecting an optimal plan is better than using the ranking mechanism of the original study in terms of selecting a composite plan that has highest quality score.

9.3.2 Internal Threats to Validity

We reviewed two papers that employed simulated data-sets for their studies. Pickard et al. (2001) identified some analysis techniques and used simulated data-sets to investigate which techniques could be trusted to analyse software datasets reliably, regardless of certain problems. However, importantly, the result demonstrate the value of simulation as a method for evaluating different data analysis techniques under controlled conditions. Rothermel et al. (1999) used data-sets to investigate test case prioritisation techniques. Their data-sets and analysis have been used to provide insight into the effectiveness of test case prioritisation. Both studies demonstrated the viability of using simulated datasets for investigation software techniques.

In Chapters 7 and 8 we mentioned that for our study we need to use data-sets with certain properties. In addition, the literature review showed a lack of real data-sets that can be used to study service composition. Therefore, we also use simulation to generate data-sets with the properties that we need for our experiment. We use the normal distribution to generate the values of the data-sets. Using this, we are able to draw some conclusions from the results which answer our research questions But we still cannot generalise this conclusion. That is because we may need to use additional data-sets that have various kind of characteristics found in software data-sets (such as skewness, unstable variance and outliers) (Pickard et al., 2001).
9.4 Classification Issues for the SLR

We originally begin the mapping study with the expectation that we would find a corpus of empirical work in the form of experiments, case studies and surveys that can form the basis for a fuller review, as occurs with some other topics in software engineering. However, we realise that the relative immaturity (and incompleteness) of the service paradigm, the variety of possible approaches to service composition, and the difficulty of performing comparative studies across these, constrain the scope to perform systematic evaluations of the form we originally expected to find. We therefore broadened our searching to include all forms of ‘experience’ related to service composition.

A consequence of the very limited scale of systematic study through empirical forms is that the papers found offer little in the way of ‘comparative’ evaluation of the ideas being investigated in part, because of the lack of any real baseline for comparison. (More generally, the services community also seems to lack any good and widely accepted ‘service scenarios’ that can be used as benchmarks). Indeed, if we return to the framework proposed by Wieringa and Heerkens (2006) that was discussed earlier, then we can certainly confirm that the studies that are found are very largely world solutions rather than knowledge ones.

9.5 Interpreting the Outcomes: The SLR

Any mapping study addresses the papers that are published within a ‘window’ in terms of time and so inevitably, any conclusions need to be interpreted as applying to that period. For a topic such as this, where the relevant technology is evolving relatively rapidly, the combined lag in reporting primary studies and the secondary study may mean that more recent form (such as RESTful) may not be represented. While this does not invalidate our conclusions, it does place a constraint upon them. However, since REST is largely concerned with issues related to data transfer, we suggest that it is unlikely to significantly influence composition processes or any comparisons between them.

Regardless of the underlying mechanisms, the results from our study suggest that dynamic composition is still largely a ‘laboratory’ issue that is the primary
of interest researchers. Certainly, we find no indication that any of these forms are suitable for commercial adoption, with the systems being evaluated almost entirely being prototypes and with evaluation often being at the concept implementation level of “we built it and it worked”.

One obvious question raises is whether dynamic composition of services is seen as relevant by industry and commerce, at least, in the forms that it presently takes? While dynamic composition is widely seen as an attractive feature of software services, for the present at least, its practical value appears to be ‘unproven’.

9.6 Interpreting the Outcomes: The Experiments

In the thesis, we perform two studies, a close replication and extension study which are presented in Chapters 7 and 8 respectively. In each study, we conduct an experiment for assessment purpose. The following paragraphs provide an interpretation of the results from each study.

The first experiment is conducted to validate our close replication model. The validation has been done by comparison between the results of this simulation with the results of the original study. The purpose of the experiment is to evaluate the time required for generation of composition plans. The generation time consists of three execution times which we investigate. The first execution time involves checking the mode, binding and operation semantic composability. The second execution time involves checking the message composability. The last execution time related to checking the composition soundness. The result shows that these three execution times are similar in terms of profile with the original study. Therefore, it is considered as demonstrating the validity of our model.

The purpose of the extension study is to investigate the use of a QoS model as the selection mechanism, replacing the ranking mechanism used in the original study. We perform an experiment to compare the performance of using QoS model selection mechanism with the ranking selection mechanism. The results show that the overall QoS of selected composition plans has highest quality score
when using QoS model. However, for individual qualities, there are few cases where the ranking mechanism produces better values. However, the number of these individual qualities is always less than half of the qualities that are used in the comparison.

9.7 Summary

This chapter discussed the work that has been done throughout this thesis. We discussed the SLR and the experiments in terms of threat to validity. For the threat to validity, our discussion focused on the internal validity for both. For the SLR, we do not aim to generalise the outcomes of the SLR beyond the specific topic of service composition. As far as the experiments are concerned, the conditions are sufficiently controlled (for the close replication study, and as well for the extension study). We discussed the classification issues related to the SLR and its outcomes. Finally, we interpreted the outcomes for both the SLR and the experiments.
Chapter 10

Conclusions

10.1 Introduction

This thesis describes an approach intended to enrich the scientific knowledge about dynamic Web service composition. The study set out to investigate the dynamic Web service composition paradigm. The investigation has been performed through two elements, conducting a mapping study and developing a simulation framework. Firstly, the mapping study has been used to explore the strategies and approaches that have been used for dynamically composing atomic services to form composite services and for which empirical outcomes are available. Secondly, the thesis uses a simulation framework to experimentally study two strategies for Web service composition. These are Semantic Web and QoS model strategies for service composition, which have been studied in more detail through the use of a close replication and an extension study.

The contributions presented in this thesis may influence the research debate on some aspects (such as using simulation as investigation tool, using Semantic Web, QoS models) with respect to Web service composition. Accordingly, in this chapter we review how well we are able to answer our initial questions, and what approaches might be appropriate for improving these answers. Also we identify some possible areas for future work.
10.2 The Simulation Framework

The major aspect of this study is the development of a simulation framework to study dynamic Web service composition. We developed our simulation model with regard to the specific research questions that we asked.

- *How simulation can be used to study Web service composition issues?*

- *Can simulation be used as a research method to replicate a study from Semantic Web strategy?*

- *If the outcomes from the replication study prove the validity of our simulation, then, Can simulation model be used for further investigation into the service composition process to compare a QoS model and ranking mechanism for service selection?*

As mentioned earlier in Chapter 1, the simulation framework is particularly used to study semantic Web and QoS model strategies for Web service composition that have been identified in our mapping study. These two strategies are studied through both a close replication study, which focuses on the matchmaking process, and an extension study, which focuses on the selection process. The main empirical findings of these studies are summarised within the respective empirical chapters: A Simulation to Replicate a Web Service Composition Study and Web service selection. The following subsections seek to synthesise the empirical findings of these studies.

10.2.1 Empirical Findings: A Close Replication Study

The close replication study (Chapter 7) shows how the simulation model has been built upon a ‘baseline’ existing study that is identified through the evaluation of the outcomes from the mapping study. The simulation model is implemented and used to replicate the ‘baseline’ study. The outcomes of the experiments have similar profiles to the outcomes from the baseline study. We interpret the outcomes of the experiments as follow:
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1. The similarity between the outcomes from both studies are considered as a proof of validity of our simulation model. Accordingly, we build up confidence in using our simulation model for further investigation in Web service composition. In addition, the simulation help with trying and testing different ideas in order to improve our model, thereby, improve our approach for Web service composition.

2. Demonstrating the replicability of the ‘baseline’ outcomes also gives credibility for its results. The replication study provides another attempt to test a set of composability rules presented by the algorithm used in the ‘baseline’ study to compare syntactic and semantic characteristics of Web services. The experiment results confirm that checking the message composability between two operations takes most of the time of the service composition process.

3. Although the literature shows the lack of real data-sets that have been described by using Semantic Web, the simulation can help with generating data-sets that have appropriate semantic characteristics in order to be used for exploring our model.

10.2.2 Empirical Findings: Web Service Selection Study

Chapter 8 presents an extension study that is derived from the close replication study. The extension study employs a QoS model for the Web service selection process. The following list gives details about the contribution of this study.

1. The study presents a general and extensible QoS model which consists of generic quality criteria that all Web services should adopt. We extend the definitions that are used in the ‘baseline’ study, and which are used to semantically describe the functional features of the Web service. The model used for the extension has been employed to describe the quality criteria (non-functional features) of the Web service, which also can be used to add more quality criteria to the QoS model such as domain specific quality criteria. The QoS model is used to describe the quality criteria of Web service component and as well for the composite service.
2. Based on the presentation of the QoS model, we describe a service selection approach that uses Multi-attribute Utility Theory (MAUT) to compute optimal execution plans for composite services. The quality criteria of these optimal execution plans can be scaled and weighted to select a composition plan that has a higher quality score according to a user’s priorities.

3. We describe how the QoS model and its computation have been implemented and integrated into the simulation framework.

4. We conduct experiments to compare the proposed QoS model with the ranking selection mechanism that has been used in the ‘baseline’ study. The results show that the QoS model can reliably select high quality execution plans (i.e., plans which have higher overall QoS). Consequently, the ranking selection mechanism can be replaced by the QoS model for better performance in terms of selecting a composition plan that has a high quality score value.

10.3 Future Work

Our motivation for this research was to identify where we could most usefully make a contribution to understanding the strengths and weaknesses of particular composition strategies. The service concept, and its realisation through Web services is still relatively immature. So it is not entirely surprising that we did not find a rich set of experiences from which to draw any conclusions.

To address this, we investigated the use of a simulation framework that would allow us to turn service composition into more of a knowledge problem, and hence to be able to make comparisons between different strategies, while accepting that the wide variation in these does impose some limitation upon the measures that we can use.

In the following list, we suggest some ongoing research issues that could usefully extend this work.

- The mapping study identified a number of strategies for Web service composition, where each strategy offers an interesting area to conduct a fuller
systematic literature review. Initially, we considered choosing one of the strategies (QoS) that has been studied in this thesis for further investigation.

- This thesis used Semantic Web to define the functional and non-functional (quality criteria) properties of Web services which facilitate the automation of the discovery, matchmaking and selection processes. It should be possible to extend the semantic definition to deal with other properties of the Web service, such as a precondition that have to be satisfied before interacting with a Web service. The precondition may determine requirements that must be satisfied, such as, only a consumer from the UK can be served, or a consumer must have an account with the service provider. The definition of the precondition of the Web service will take a form of a logical expression and must be satisfied in order to invoke the service.

- Chapter 8 studied the QoS model experimentally and in doing so it mainly focused on the generic quality criteria. Future work could investigate including other quality criteria that are related to specific domains in the QoS model. The investigation could study how each domain defines and computes their quality criteria.

- The simulation framework covered two processes of the generic life-cycle model for Web service composition. Ongoing research needs to address support for exception handling during composite service runtime. For example, if a WS involved in a composition plan becomes unavailable or fails during execution, this step specifies what action should be taken, such as finding another WS to replace the unavailable or failed one, or re-planning the whole process of the service composition.
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Appendix A

The outcomes from SLR

A.1 Research Method

The description of research methods used in this papers are summarised in Table A.1.

A.2 Tables of practical solutions for DWSC but with no formal evaluations

In this appendix we summaries those papers that described practical solutions for DWSC, but which lacked any formal evaluation (concept implementation). The different categories are described in Tables A.2to A.7.
APPENDIX A. THE OUTCOMES FROM SLR

Table A.1: Categories of Research Method defined in Brereton et al. (2006)

<table>
<thead>
<tr>
<th>RESEARCH METHOD</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR - Action Research</td>
<td>Researcher participates in the action studied. Differs from participant observation as researcher is aware that their presence will affect the situation they are researching.</td>
</tr>
<tr>
<td>CA - Conceptual Analysis</td>
<td>Basic assumptions behind constructs are first analysed; theories, models and frameworks used in previous empirical studies are identified and logical reasoning is thereafter applied.</td>
</tr>
<tr>
<td>CAM - Conceptual Analysis/mathematical CA</td>
<td>CA using mathematical techniques.</td>
</tr>
<tr>
<td>CI - Concept Implementation / proof of concept.</td>
<td>Self-explanatory - ‘We built it and it worked’</td>
</tr>
<tr>
<td>CS - Case Study</td>
<td>A method, tool or procedure under investigation is tried out on a real project using the (otherwise) standard methods/tools/procedures of the organisation.</td>
</tr>
<tr>
<td>DA - Data Analysis</td>
<td>Analysis of data generated or published elsewhere.</td>
</tr>
<tr>
<td>ET - Ethnography</td>
<td>Researcher participates in the action studied. Differs from AR in that researcher has no intent of interfering in phenomenon, does not relate findings to generalisable theory and does not interpret from researcher’s point of view.</td>
</tr>
<tr>
<td>FE - Field Experiment</td>
<td>Extensions of laboratory experiments into the ‘real world’ of organisations/society. Independent variables are controlled.</td>
</tr>
<tr>
<td>FS - Field Study</td>
<td>Examines data collected from several projects (or subjects) simultaneously. Less intrusive than case study. Usually less detailed than case study because aim is not to perturb the subject under study.</td>
</tr>
<tr>
<td>ID - instrument Development</td>
<td>Development of MIS (or other) instrument (e.g. user satisfaction questionnaire).</td>
</tr>
<tr>
<td>LH - Laboratory Experiment - Human Subjects</td>
<td>Identification of precise relationships between variables in a designed controlled environment (i.e. a laboratory) using human subjects and quantitative techniques.</td>
</tr>
<tr>
<td>LR - Literature Review/analysis</td>
<td>Examine/analyse previous publication [1].</td>
</tr>
<tr>
<td>LS - Laboratory Experiment - Software</td>
<td>A laboratory experiment to compare the performance of newly proposed system with other (existing) systems.</td>
</tr>
<tr>
<td>MP - Mathematical Proof</td>
<td>Self-explanatory.</td>
</tr>
<tr>
<td>PA - Protocol Analysis</td>
<td>Used to reduce the large amount of data generated by use of ‘think aloud’. Requires the production of a protocol (a categorisation of the possible relevant utterances) and the application of that protocol to gathered data.</td>
</tr>
<tr>
<td>SI - Simulation</td>
<td>Execution of a system with artificial data, using a model of the real world [3].</td>
</tr>
<tr>
<td>ES - Descriptive/Exploratory survey</td>
<td>An exploratory field study in which there is no test of relationships between variables.</td>
</tr>
</tbody>
</table>
### Table A.2: Realisation of Semantic Web and Ontology strategies for Service Composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Interpretation of Strategy</th>
<th>Form of Realisation</th>
<th>Observations Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carnegie and Paolucci (2003)</td>
<td>Proposed a Web Service architecture that takes advantage of DAML-S information to support automatic discovery and interaction between Web Services.</td>
<td>Implementation</td>
<td>No details about its use</td>
</tr>
<tr>
<td>Dong et al. (2006)</td>
<td>Examined the association between BPEL and HPNs for modelling the use request, which also helps with analysing the composition behaviour.</td>
<td>MIS tool</td>
<td>Model the Workflow</td>
</tr>
<tr>
<td>Dumez et al. (2008)</td>
<td>Presented a UML-S (UML for Services) which is a new UML-based formalism to develop composite Web services according to MDA principles.</td>
<td>Case study</td>
<td>None</td>
</tr>
<tr>
<td>Fujii and Suda (2004b)</td>
<td>Presented a semantics-based dynamic service composition system that consists of CoSMoS (Component Service Model with Semantics), CoRE (Component Runtime Environment) and SGS-C (Semantic Graph based Service Composition).</td>
<td>Implemented a MIS tool</td>
<td>Conceptual analysis</td>
</tr>
<tr>
<td>Chuming et al. (2006)</td>
<td>Focused on verification of the produced model through checking of its properties and control flow.</td>
<td>MIS tool</td>
<td>Extended pi-calculus</td>
</tr>
<tr>
<td>Jianhong et al. (2004)</td>
<td>A semantic type-matching algorithm is introduced to match actions of the plan to suitable operations of Web services.</td>
<td>Example as use case</td>
<td>None</td>
</tr>
<tr>
<td>Kang and Sohn (2006)</td>
<td>Presented a service template authoring environment for the URC service composition system in the semantic Web services environments.</td>
<td>Implementation</td>
<td>None</td>
</tr>
<tr>
<td>In-Young et al. (2002)</td>
<td>Described the DWSC tool that employs a dynamic coordination mechanism to facilitate the creation of information management applications for processing dynamic Web content.</td>
<td>Implemented MIS tool</td>
<td>Example</td>
</tr>
<tr>
<td>Lu et al. (2006)</td>
<td>Extended OWL-S by introducing the service assumption to provide a more comprehensive service description schema.</td>
<td>An illustrated example</td>
<td>Extended form of OWL-S</td>
</tr>
<tr>
<td>Narayanan and McIlraith (2002)</td>
<td>Provided a model-theoretic semantics as well as a distributed operational semantics that can be used for simulation, validation, verification, automated composition and enactment of DAML-S-described Web services.</td>
<td>Implementation</td>
<td>Partial simulation</td>
</tr>
<tr>
<td>Narayanan and McIlraith (2002)</td>
<td>This paper is an application of their previous work which uses model-theoretic semantics as well as a distributed operational semantics.</td>
<td>Implemented MIS tool</td>
<td>Conceptual analysis</td>
</tr>
<tr>
<td>Nie et al. (2006)</td>
<td>Presented an approach for composing Web services on demand. Used Web semantics to match service functions and the SLA description is applied to QoS negotiation.</td>
<td>An illustrated example</td>
<td>Description language</td>
</tr>
<tr>
<td>Rao et al. (2006)</td>
<td>Described an approach to automatic Semantic Web service composition. The approach has been directed to provided for automated composition and semantic composition. Their method was used Linear Logic (LL) theorem proving.</td>
<td>Prototype</td>
<td>Semantic composition</td>
</tr>
<tr>
<td>Srin et al. (2004)</td>
<td>Used semantic descriptions through an ontology to aid in the composition of Web services. They presented a goal-oriented, interactive composition approach utilising matchmaking algorithms.</td>
<td>Prototype</td>
<td>OWL-S</td>
</tr>
<tr>
<td>Skogestad et al. (2004)</td>
<td>Described TrustServ, a trust negotiation framework for access control in Web services.</td>
<td>Implementation</td>
<td>No details about any experiments</td>
</tr>
<tr>
<td>Ye et al. (2006)</td>
<td>Presented a novel approach to publishing and discovering services with atomicity sphere consistency for B2B collaboration.</td>
<td>Scenario as use case</td>
<td>None</td>
</tr>
</tbody>
</table>
Table A.3: Realisation of QoS for Service Composition strategies.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Interpretation of Strategy</th>
<th>Form of Realisation</th>
<th>Observations Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di Penta et al. (2006)</td>
<td>Developed Web service Binder, which is a framework that supports the dynamic binding of composite services. Bindings are determined according to functional policies and to global and local QoS optimisation criteria.</td>
<td>Non-linear QoS aggregation formulas</td>
<td>Faults recovery</td>
</tr>
</tbody>
</table>

Table A.4: Realisation of Using Knowledge-based forms for service composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Interpretation of Strategy</th>
<th>Form of Realisation</th>
<th>Observations Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qiu et al. (2006)</td>
<td>Proposed an algorithm for Service composition using a backwards-chaining search method to find potential candidate services.</td>
<td>Prototype</td>
<td>Use case as example</td>
</tr>
<tr>
<td>Xiaogao and Xiaopeng (2006)</td>
<td>Discussed a novel, knowledge-based approach to resource synthesis and provided advice on service selection and instantiation.</td>
<td>Prototype</td>
<td>Semantic/Workflow</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Interpretation of Strategy</td>
<td>Form of Realisation</td>
<td>Observations Provided</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------------</td>
<td>---------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Baresi et al. (2004)</td>
<td>Presented an approach for monitoring the execution of composed Web services. The approach starts from BPEL processes: The user annotates the process and the system transforms it into a monitored process.</td>
<td>Use case</td>
<td>Language</td>
</tr>
<tr>
<td>Casati et al. (2000)</td>
<td>The HP Laboratory has proposed eflow as framework to support composite e-services specification and management, which are modelled as processes that will performed by a service process engine.</td>
<td>Platform</td>
<td>Workflow</td>
</tr>
<tr>
<td>Gebeelen et al. (2008)</td>
<td>Presented a framework that allows the design of WS-BPEL processes in a modular way based on reusable templates. In addition, introduced an extra layer on top of WS-BPEL that allows template processing based on parameter values.</td>
<td>Prototype</td>
<td>Framework</td>
</tr>
<tr>
<td>Kapitsaki et al. (2008)</td>
<td>Presented an approach for the modelling of the application using UML class and state transition diagrams and the transformation to appropriate platform specific code.</td>
<td>MIS tool</td>
<td>Workflow</td>
</tr>
<tr>
<td>Leymann (2008)</td>
<td>Introduced Web services flow language (WSFL 1.0) features which can be used to create new Web services from existing Web services.</td>
<td>Illustrated examples</td>
<td>Provided a new language</td>
</tr>
<tr>
<td>Liu et al. (2005)</td>
<td>Developed a new domain-specific visual language called ViTABA-WS to support modelling of complex interactions between Web service components.</td>
<td>Prototype</td>
<td>MIS tool</td>
</tr>
<tr>
<td>Liu et al. (2004b)</td>
<td>Proposed an OPD-based approach for Web Service composition; it introduced several mapping rules between OPD and BPEL4WS, and also extends OPD with the equivalent link and proposes a set of OPD templates to represent Web Service composition originally described using BPEL4WS.</td>
<td>MIS tool</td>
<td>Modelling language</td>
</tr>
<tr>
<td>Lopes et al. (2008)</td>
<td>Devvised a framework which is a Web-based application which supports basic ideas and rules of Web2.0 technology. These principles support the coordination and integration of the service and data sources; and simplify the extraction of knowledge in various scientific fields.</td>
<td>Conceptual framework</td>
<td>Workflow</td>
</tr>
<tr>
<td>Yang et al. (2005)</td>
<td>Introduces an approach to verify and analyse Web Services composition based on transformation composition specification to CP-nets (Coloured Petri Nets).</td>
<td>Prototype</td>
<td>Study</td>
</tr>
<tr>
<td>Yang et al. (2002)</td>
<td>Presented a framework to discuss the different forms of service composition and their essential characteristics.</td>
<td>MIS tool</td>
<td>Specification language (SCSL)</td>
</tr>
</tbody>
</table>
Table A.6: Realisation of Middleware for Service Composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Interpretation of Strategy</th>
<th>Form of Realisation</th>
<th>Observations Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalasapur et al. (2006)</td>
<td>Presented a mechanism to evaluate service oriented architectures for pervasive computing systems.</td>
<td>Middleware</td>
<td>Partial simulation</td>
</tr>
<tr>
<td>Limam et al. (2007)</td>
<td>Presented OSDA, a novel cross-domain service discovery architecture. It allows the service providers and consumers seamless access to service and resource discovery across domains using local discovery mechanisms.</td>
<td>Prototype</td>
<td>Case scenario</td>
</tr>
<tr>
<td>Jin and Hideyuki (2002)</td>
<td>Developed Serdget Markup Language (SML) to support developers with building heterogeneous services on the Virtual Networked Appliance (VNA) architecture. (sergdet = service gadget which is a component in their architecture)</td>
<td>Conceptual framework</td>
<td>Middleware architecture</td>
</tr>
<tr>
<td>Robinson et al. (2004)</td>
<td>Introduced Smomly middleware for WSC in pervasive computing, it offers a composition language for the service management and organisation.</td>
<td>Initial design and implementation</td>
<td>Middleware language</td>
</tr>
</tbody>
</table>

Table A.7: Realisation of Agent software for Service Composition.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Interpretation of Strategy</th>
<th>Form of Realisation</th>
<th>Observations Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrougui et al. (2009)</td>
<td>Presented a Recursive multi-agent system (RMAS), a model for dynamic and adaptive WSC. The model is composed of application, business and composition layers, each of those layers has been represented by an agent and each agent may be seen as a multi-agent system.</td>
<td>Prototype</td>
<td>None</td>
</tr>
<tr>
<td>Cao et al. (2004)</td>
<td>Proposed a service-based reconfigurable system which is based on Workflow and service agents.</td>
<td>Prototype</td>
<td>Case study</td>
</tr>
<tr>
<td>Kosuga et al. (2002)</td>
<td>Presented a multimedia service composition scheme for sharing computer and communication resources by using plural terminals in the ubiquitous computing environment.</td>
<td>Prototype</td>
<td>Agent + QoS</td>
</tr>
</tbody>
</table>
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Results from the Close Replication Study Experiments

B.1 First Experiment: QoS Metrics of the Selected Plans

![Figure B.1: Plan generation time: Replication study - Result 1](image)

Figure B.1: Plan generation time: Replication study - Result 1
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B.2 Second Experiment: Testing the Composite Completeness (CC) Ratio
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Figure B.6: Number of generated plans - Result 2
Figure B.7: Number of generated plans - Result 3

Figure B.8: Number of generated plans - Result 4
Appendix C

Results from Service Selection Experiments

C.1 First Experiment: QoS Metrics of the Selected Plans

<table>
<thead>
<tr>
<th>Instance No</th>
<th>Execution Price</th>
<th>Execution duration</th>
<th>Reputation</th>
<th>Reliability</th>
<th>Availability</th>
<th>QoS</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.422</td>
<td>40.808</td>
<td>5.049</td>
<td>1.001</td>
<td>0.924</td>
<td>0.792</td>
<td>0.401</td>
</tr>
<tr>
<td>2</td>
<td>1.979</td>
<td>15.779</td>
<td>5.182</td>
<td>0.64</td>
<td>0.901</td>
<td>0.711</td>
<td>0.492</td>
</tr>
<tr>
<td>3</td>
<td>6.03</td>
<td>23.917</td>
<td>4.742</td>
<td>0.979</td>
<td>0.888</td>
<td>0.752</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>1.665</td>
<td>23.515</td>
<td>4.95</td>
<td>0.915</td>
<td>0.957</td>
<td>0.864</td>
<td>0.448</td>
</tr>
<tr>
<td>5</td>
<td>5.661</td>
<td>13.285</td>
<td>4.857</td>
<td>0.91</td>
<td>0.858</td>
<td>0.762</td>
<td>0.594</td>
</tr>
<tr>
<td>6</td>
<td>1.049</td>
<td>27.584</td>
<td>5.06</td>
<td>0.95</td>
<td>0.903</td>
<td>0.827</td>
<td>0.248</td>
</tr>
<tr>
<td>7</td>
<td>2.397</td>
<td>28.831</td>
<td>5.857</td>
<td>0.747</td>
<td>1.002</td>
<td>0.774</td>
<td>0.343</td>
</tr>
<tr>
<td>8</td>
<td>1.051</td>
<td>11.558</td>
<td>5.567</td>
<td>0.797</td>
<td>0.925</td>
<td>0.821</td>
<td>0.544</td>
</tr>
<tr>
<td>9</td>
<td>2.75</td>
<td>35.402</td>
<td>5.855</td>
<td>0.986</td>
<td>0.587</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>10</td>
<td>1.386</td>
<td>10.279</td>
<td>5.881</td>
<td>0.892</td>
<td>0.926</td>
<td>0.914</td>
<td>0.608</td>
</tr>
<tr>
<td>Average</td>
<td>2.6372</td>
<td>22.1467</td>
<td>5.34</td>
<td>0.8815</td>
<td>0.9321</td>
<td>0.8085</td>
<td>0.4626</td>
</tr>
</tbody>
</table>

Table C.1: Comparison between Ranking and QoS model techniques - Result 1
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<table>
<thead>
<tr>
<th>Instance No</th>
<th>Execution Price</th>
<th>Execution duration</th>
<th>Reputation</th>
<th>Reliability</th>
<th>Availability</th>
<th>Overall Score</th>
<th>QoS</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.629</td>
<td>20.216</td>
<td>1.829</td>
<td>0.746</td>
<td>0.982</td>
<td>0.754</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10.903</td>
<td>46.316</td>
<td>1.783</td>
<td>0.571</td>
<td>0.929</td>
<td>0.867</td>
<td>0.752</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10.115</td>
<td>17.821</td>
<td>5.066</td>
<td>0.734</td>
<td>0.516</td>
<td>0.817</td>
<td>0.524</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10.728</td>
<td>33.575</td>
<td>2.711</td>
<td>0.762</td>
<td>0.897</td>
<td>0.826</td>
<td>0.454</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10.998</td>
<td>30.3</td>
<td>1.617</td>
<td>0.542</td>
<td>0.707</td>
<td>0.819</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10.765</td>
<td>45.878</td>
<td>2.652</td>
<td>0.751</td>
<td>0.72</td>
<td>0.847</td>
<td>0.502</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10.588</td>
<td>23.88</td>
<td>3.444</td>
<td>0.658</td>
<td>0.856</td>
<td>0.788</td>
<td>0.602</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10.98</td>
<td>40.257</td>
<td>2.334</td>
<td>0.879</td>
<td>0.794</td>
<td>0.853</td>
<td>0.751</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10.904</td>
<td>13.774</td>
<td>3.894</td>
<td>0.89</td>
<td>0.828</td>
<td>0.812</td>
<td>0.302</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10.978</td>
<td>19.258</td>
<td>4.624</td>
<td>0.67</td>
<td>0.759</td>
<td>0.775</td>
<td>0.733</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>10.7068</td>
<td>29.0715</td>
<td>3.0167</td>
<td>0.7183</td>
<td>0.7916</td>
<td>0.8059</td>
<td>0.5165</td>
<td></td>
</tr>
</tbody>
</table>

Table C.2: Comparison between Ranking and QoS model techniques - Result 2

<table>
<thead>
<tr>
<th>Instance No</th>
<th>Execution Price</th>
<th>Execution duration</th>
<th>Reputation</th>
<th>Reliability</th>
<th>Availability</th>
<th>Overall Score</th>
<th>QoS</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.427</td>
<td>40.808</td>
<td>5.039</td>
<td>1.001</td>
<td>0.924</td>
<td>0.601</td>
<td>0.782</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.979</td>
<td>16.779</td>
<td>5.182</td>
<td>0.64</td>
<td>0.901</td>
<td>0.492</td>
<td>0.711</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.033</td>
<td>23.317</td>
<td>4.742</td>
<td>0.979</td>
<td>0.888</td>
<td>0.21</td>
<td>0.752</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.664</td>
<td>22.918</td>
<td>4.95</td>
<td>0.913</td>
<td>0.957</td>
<td>0.448</td>
<td>0.864</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5.661</td>
<td>13.285</td>
<td>4.857</td>
<td>0.91</td>
<td>0.858</td>
<td>0.584</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.045</td>
<td>27.583</td>
<td>5.56</td>
<td>0.95</td>
<td>0.903</td>
<td>0.348</td>
<td>0.817</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.992</td>
<td>18.81</td>
<td>5.857</td>
<td>0.974</td>
<td>1.002</td>
<td>0.343</td>
<td>0.774</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.033</td>
<td>13.938</td>
<td>3.567</td>
<td>0.977</td>
<td>0.975</td>
<td>0.344</td>
<td>0.821</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.75</td>
<td>25.492</td>
<td>5.955</td>
<td>0.986</td>
<td>0.987</td>
<td>0.878</td>
<td>0.878</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.888</td>
<td>10.279</td>
<td>5.881</td>
<td>0.852</td>
<td>0.926</td>
<td>0.908</td>
<td>0.914</td>
<td></td>
</tr>
</tbody>
</table>

Table C.3: Comparison between Ranking and QoS model techniques - Result 3

<table>
<thead>
<tr>
<th>Instance No</th>
<th>Execution Price</th>
<th>Execution duration</th>
<th>Reputation</th>
<th>Reliability</th>
<th>Availability</th>
<th>Overall Score</th>
<th>QoS</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.211</td>
<td>39.598</td>
<td>4.174</td>
<td>0.617</td>
<td>0.628</td>
<td>0.824</td>
<td>0.824</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10.929</td>
<td>50.609</td>
<td>0.117</td>
<td>0.947</td>
<td>0.787</td>
<td>0.79</td>
<td>0.325</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10.526</td>
<td>11.878</td>
<td>0.165</td>
<td>0.922</td>
<td>0.875</td>
<td>0.783</td>
<td>0.759</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10.854</td>
<td>50.767</td>
<td>5.291</td>
<td>0.805</td>
<td>0.52</td>
<td>0.782</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10.742</td>
<td>42.126</td>
<td>5.272</td>
<td>0.672</td>
<td>0.624</td>
<td>0.752</td>
<td>0.346</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10.923</td>
<td>48.315</td>
<td>3.904</td>
<td>0.776</td>
<td>0.93</td>
<td>0.806</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10.785</td>
<td>29.01</td>
<td>3.857</td>
<td>0.746</td>
<td>0.885</td>
<td>0.809</td>
<td>0.395</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10.963</td>
<td>46.014</td>
<td>0.592</td>
<td>0.962</td>
<td>0.848</td>
<td>0.78</td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10.90</td>
<td>19.905</td>
<td>1.117</td>
<td>0.924</td>
<td>0.511</td>
<td>0.757</td>
<td>0.511</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10.963</td>
<td>31.746</td>
<td>3.74</td>
<td>0.665</td>
<td>0.962</td>
<td>0.835</td>
<td>0.521</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>10.792</td>
<td>34.4617</td>
<td>2.8399</td>
<td>0.7236</td>
<td>0.764</td>
<td>0.7898</td>
<td>0.5101</td>
<td></td>
</tr>
</tbody>
</table>

Table C.4: Comparison between Ranking and QoS model techniques - Result 4
C.2 Second Experiment: Computation Time

Figure C.1: Comparison between Ranking and QoS model techniques - Result 1

Figure C.2: Comparison between Ranking and QoS model techniques - Result 2
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Figure C.3: Comparison between Ranking and QoS model techniques - Result 3

Figure C.4: Comparison between Ranking and QoS model techniques - Result 4