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Applications of Bit-Slice Microprocessors to Digital

Correlation in Spread Spectrum Communication Systems

Nabil Abd-el-wahid Ismail

ABSTRACT

This thesis describes the application of commercially
available microprocessors and other VLSI devices to high-speed
real-time digital correlation in spread spectrum and related
communication applications. Spread spectrum communications are a
wide-band secure communication system that generate a very broad
spectral bandwidth signal that is therefore hard to detect in
noise. They are capable of rejecting intentional or unintentional
jamming, and are insensitive to the multipath and fading that
affects conventional high frequency systems. The bandwidth of
spread spectrum systems must be large to obtain a significant
performance improvement. This means that the sequence rate must
be fast and therefore very fast microprocessors will be required
when they are used to perform spread spectrum correlation. Since
multiplication cannot be performed efficiently by microprocessors
considerable work, since 1974, has been published in the
literature which is devoted to minimising the requirement of
multiplications in digital correlation and other signal
processing algorithms. These fast techniques are investigated
and implemented using general-purpose microprocessors. The
restricted-bandwidth problem in microprocessor-based digital
correlator has been discussed. A new implementation is suggested
which uses bit-slice devices to maintain the flexibility of
microprocessor-based digital correlation without sacrificing
speed. This microprocessor-based system has been found to be
efficient in implementing the correlation process at the baseband
in the digital domain as well as the post-correlation signal
processing- demodulation, detection and tracking, especially for
low rate signals. A charge coupled-device is used to obtain
spectral density function. An all-digital technique which Iis
programmable for any binary waveform and can be used for
achieving initial acquisition and maintaining synchronisation in
spread spectrum communications is described. Many of the
practical implementation problems are discussed. The receiver
performance, which is measured in terms of the acquisition time
and the bit-error rate, is also presented and results are
obtained which are close to those predicted in the system
simulations.
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CHAPTER 1

Introduction

1.1 History

The spread spectrum technique has evolved from a desire by
communication system users to protect their messages against
detection by wunauthorised users and provide reasonable immunity
to interference for the desired user. Spread spectrum is a means
of transmission in which the basic signal characteristics are:

(i) The carrier is a pseudonoise, wide-band signal.

(ii) The bandwidth of the carrier is much wider than the
minimum bandwidth required to transmit the information being
sent. As a minimum, a voice signal can be sent with amplitude
modulation (AM) in a bandwidth only twice that of the information
itself. A spread spectrum system, on the other hand, has a
modulated signal bandwidth that is at least 10 to 100 times that
of the information bandwidth.

(iii) Reception is achieved by crosscorrelation of the received
wide-band signal with a synchronously generated replica of the
wide-band carrier. This is used for despreading and subsequent
data recovery. Furthermore, in a spread spectrum system, the
information data rate does not dictate the bandwidth of the

modulated signal.

The concept of spread spectrum technology has been known
since Shannon's theorem (1) came to the light in 1940's. Costas
work in 1959 (2) indicates that the idea of employing coded

wide-band signals for communicating in the presence of noise
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could be implemented in some systems. Golomb's work (3) in the
area of codes used in communication and pseudonoise generation
which was started in 1956 has offered a further recognition to
the field. The first high performance electronic correlator by
Lee which was decribed with other correlation techniques by Lange
(4) in the early 1960's, was the important step towards the
ability to mechanise the correlation operation precisely, which
is essential in building high-performance spread spectrum
systems. At that time, the initial application have been to
military antijamming (AJ) communications, to gquidance systems and
other related applications which were employed with conventional
vacuum tube technology. The prime advances in spread spectrum
performance have come about primarily as a result of the
availability of solid state components. The advent of high
speed, high gain transistors in the 1960's gained the subject a
new area of applications such as the navigation (ranging and
direction finding) area and space exploration programs. Certain
investigations and systems were carried out, mainly in the United
States, during the 1960's and early 1970's (5)-(8), but were
largely abandoned in favour of satellite and satellite-aircraft

communicatons.

The recent advances in digital integrated circuits (IC)
technology and VLSI (very large scale integration)/LSI (large
scale integration) packages have enabled substantial reductions
to be made in both the size and the cost of communication
systems. At the same time, new analogue device developments, such

as surface acoustic wave (SAW) and charge coupled devices (CCD),



have been introduced. It seems only logical that spread spectrum
systems also benifit from such developments (9). On the other
hand, much work (10), (11) has been performed in the area of
developing special "acquirable" codes which have the required
length for the system under question, but which also have
synchronisation properties (excellent autocorrelation and
crosscorrelation properties) that permit acquisition to be

searched out without traversing the entire code length.

Although the current application for spread spectrum
continue to be primarily for military communications, there is an
increasing interest in the use of this techniques such as for
mobile radio networks and some specialised applications in
satellites. Most recently they have been successfully applied to

multiple access situations involving many users simultaneously

(12).

At present there is a limited amount of information
(unclassified) in the published literature which outlines the
applications of the spread spectrum concept to a communication
system from an overall system viewpoint. The general details on
practical performance are few with isolated theoretical

investigations of some of the problems.

In this thesis we confine ourselves to principles related to
the applications of VLSI technology to the design and analysis of
those parts of a spread spectrum communications system concerned
with synchronisation acquisition and tracking. For this complete
transmitter and receiver systems were developed using the latest

state-of-the-art technology, the bipolar bit-slice



microprocessors. It is shown that those parts of the receiver
which previously required large amounts of expensive analogue or
discrete equipment can be realised at lower cost and with

increased flexibility using all digital techniques.

1.2 Spread Spectrum Techniques

To illustrate the principle of a spread spectrum system the
block diagram of a transmitter and receiver is shown in Figure
(1.1). When viewed as a system composed of many sub-systems the
individual units of a spread spectrum system are in many ways
identical with sub-systems in conventional communication systems.
From a theoretical viewpoint there is no reason why analogue
waveforms should not be considered for bandwidth expansion in
spread spectrum systems. There are, however, constraints on the
desired correlation properties of spreading waveforms. In an
ideal spread spectrum system, waveforms with good autocorrelation
properties and orthogonality between the various waveforms are
desired. It is generally accepted that in practical systems the
best that can be achieved is waveforms which exhibit a two level

autocorrelation function and low values of crosscorrelation.

The study of binary sequences is comprehensive in the
literature (3), (10), (11). It is mainly due to this, and the
ease of generation of maximal length pseudonoise sequences
(m-sequence) using shift registers, that digital spreading
waveforms are widely used. There are many techniques to achieve
spectrum spreading (6), these are;

(1) direct sequence modulated |~ :

(2) frequency hopping

14
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(3) time hopping

(4) pulse-FM or chirp

In a direct sequence system (which is also called
PN-sequence), as shown in Figure (1.1), the data information is
combined with a high clock rate m-sequence before modulation on
the carrier, resulting in direct bandwidth expansion. Frequency
hopping (FH) has evolved from the idea that a good way to prevent
an unintended receiver from receiving a message, or to prevent
interference, is to move the carrier frequency of the information
signal in a pseudorandom manner. Instead of directly modulating
the carrier, the code sequence is used to switch the carrier
frequency in a pseudorandom manner. The synchronisation
acquisition in a frequency hopping scheme is faster due to a
larger duration of the hopping chip. However, this is a
disadvantage when the overall system requires any form of
accurate time of arrival measurements. The hardware required to
implement such schemes is always far more complicated and
expensive to implement. Like frequency hopping, time hopping
systems control their transmission time and period from a
pseudonoise sequence. Time hopping is generally not used alone
but is always employed in conjunction with frequency hopping and
direct sequence methods to eliminate time dependent interference
or allow time-division multiple-access (TDMA) system. Unlike the
other spread spectrum systems, pulse-FM or chirp does not employ
m-sequences. The operation is based on pulse compression
achieved by frequency sweep at the transmitter and compression

using a dispersive matched filter at the receiver.
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Hybrid spread spectrum systems are possible by combining

these basic techniques.

There are many advantages for spreading a signal's bandwidth
and then collapsing it through correlation with a stored
reference signal contained in the receiver:

(a) selective addressing

(b) low power density signals

(c) inherent message privacy

(d) code division multiple user access

(e) high resolution ranging

(f) interference rejection

(g) possible operation with adverse transmission distortion

(h) accurate universal timing

Selective addressing is possible through the assignment of a
particular m-sequence (code) to a receiver. The low power
density of spread spectrum signals results from the wideband for
transmission and causes low interference to other users. The
coded format of spread spectrum systems offers privacy in
communication from the casual listener. The use of different
codes allows multiple users in a spread spectrum communication
system. The good correlation properties of m-sequences in
conjunction with the wide bandwidth used for transmission allow
accurate ranging of transmitter or receiver. The interference
rejection occurs as a result of the despreading necessary for the
operation of a spread spectrum receiver. In a particular system,
the ratio of spread or transmitted bandwidth to the rate of the

information sent is called the "process gain" (GP) (7) of that
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system.  This factor is the measure of the interference rejection
in that system. The large bandwidth of spread spectrum systems
suggests that a form of frequency diversity is available in the
system which may combat distortions due to the transmission
medium. It should be noted that these advantages are not always
available and rely on reasonable synchronisation of the receiver

with respect to the transmitter.

1.3 Problems of Spread Spectrum Systems
Most of the problems discussed in this section are not

unique to spread spectrum systems. Some of them are associated
with communication via the propagation medium. The object is to
provide an appreciation of the general problems relevant to the
subsequent practical limitations in spread spectrum receiver
system. The main problems are:

(1) Interference and noise

(2) Distortion due to the transmission medium

(3) Synchronisation problems

(4) Practical implementation problems

These problems are of equal concern in that; either they
corrupt the received data or they affect the system performance.
Interference and noise in spread spectrum systems are a result
of:

(1) Interference due to other spread spectrum users; this is
increases as more users utilise the same RF band. It is required
to devise orthogonal spreading functions for the numerous users

using the same frequency band.

(2) Interference due to the geometry of links; in certain



instants an interfering transmitter may be closer to a receiver
than the desired transmitter. In this situation the wanted
signal will be received in a high level of interference. This is
known as the "near-far" problem.

(3) Interference from conventional radio systems; to a
considerable extent a spread spectrum system has the ability to
reject interference from narrowband systems. This is possible
within the jamming margin of the spread spectrum. The jamming
margin is the power level above the spread spectrum signal that a
narrowband interferer can be discriminated against, for a desired
output signal to noise ratio, including implementation losses
(M.

(4) Man-made impulsive noise; this is produced from machinary,
fluorescent lights, power switching appliances etc.

(5) Atmospheric and receiver noise; this may need consideration
as in a conventional receiver system, depending on the frequency

band of interest.

Distortions due to the transmission medium, on the other
hand, are dependent on the propagation mechanisms of radio waves

in a known environment.

1.4 Synchronisation Problems

The problem of synchronisation is of major concern in the
design and implementation of spread spectrum systems.  This is
because the interference rejection capabilities rely on adequate
synchronisation of the spreading and despreading waveforms. By
synchronisation we mean that, the signal seen by the receiver

must be precisely correlated in time with a locally generated
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reference signal.

The main sources of uncertainty, with respect to
synchronisation, in spread spectrum systems are those that are
time or frequency dependent. Time uncertainty includes any
propagation time delay due to unknown range. Frequency
uncertainty is due to the instability of the frequency sources
used in both transmitter and receiver. Code, phase, and carrier
frequency are the frequency uncertainty. Doppler-related
frequency errors often cannot be predicted and may p(affect both
code rate and carrier frequency. Another consequence of
frequency uncertainty may also exist, any clock rate offset is
accumulated in code phase offset. These factors lead to a
degradation of the synchronisation performance because; (i) not
all main correlation peaks are detected, i.e., the detection
probability PD, and (ii) false set impulses occur, as false
alarms are generated at instants at which correlation subpeaks

are above a certain threshold away from the main peaks.

The time required for achieving synchronisation between
transmitting and receiving units has become the major factor
limiting usage of spread spectrum systems. Reduction of
synchronisation time is limited by the maximum search rate a
receiving unit is capable of achieving and the length of the
m-sequence to be used. Maximum search rate, is limited by the
recognition time of the receiver's correlation detection
circuits. The receiver must be able to recognise correlation and
stop the search process before the point of code synchronisation

is passed. This requires that the bandwidth of the correlation



detectors must be commensurate with the auteorrelation

requirements of the m-sequence used.

The synchronisation process is generally separated into two
phases, initial synchronisation and tracking. The initial
synchronisation phase determines the timing of an incoming signal
and brings the receiver into initial alignment, the tracking
phase holds it in alignment. Initial synchronisation is
frequently achieved by means of a single synchronisation preamble
at the beginning of each transmission. The structure of the
preamble is known to all users, and is usually fixed. An
alternative is to intersperse synchronising signals within the
structure of the transmission, so that receipt of the beginning
of the transmission is not necessary to achieve synchronisation
and receivers which lose synchronisation during the transmission
can reacquire. For security reasons and ease of implementation
the transmitting signal itself can be used to achieve initial
acquisition. Tracking is generally accomplished by a feedback
loop which adjusts the receiver's time base to track the incoming

signal.

Most of these synchronisation methods, especially for low
data rate systems, have been performed using digital techniques
(5). The advent of analogue SAW devices and CCD technology has
led to synchronisation schemes with fast acquisition
characteristics. These are mainly used for very high data rate

systems (13)-(15).
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1.5 Practical Implementation Problems

The code sequences that are used for spectrum spreading must
fulfill two criteria; (i) denying any information about future
sequence k-tuples to the unintended user, and (ii) permitting
practical implementation, including convenient code changes.
Sometimes it is desirable for the sequence autocorrelation
behaviour to have a high peak-to-sidelobe ratio, for acquisition
synchronisation purposes. It is also desirable that the code
sequence has a proper k-tuple statistics. Practical and
effecient implementation techniques for PN sequences centre
around use of shift-registers (3). High speed shift register
implementation has been improved over the years from the use, in
1959, of large lumped-constant delay networks to present use of
integrated circuits. A special LSI/MSI packages capable of
operation at bit rates in excess of more than 300 Mbps has been
developed especially for code sequence generation in spread
spectrum systems. Increasing the code rate requires a
significant improvement in the speed of integrated circuit
technology. On the other hand, high speed logic circuits tend
toward noise sensitivity and are more susceptible to error.  This
reason, in addition to the problems of spectrum occupancy, system
synchronisation, and propagation constraints tend to limit the

code rates used for spectrum spreading, and hence to improve

system process gain.

In principle, it is possible for spread spectrum receivers
to use matched filter or correlator structures to synchronise to

the incoming signal. Sliding correlator (7) and sequential
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estimation (16) methods have been used for acquisition which
employ techniques to bring the transmitter and receiver code
sequences into a range in which digital correlator or matched
filter may be used. A time-complexity tradeoff exists. While
using a bank of correlator or matched filters provides a means
for rapid acquisition, a considerable reduction in complexity,
size, and receiver cost can be achieved by using a single
correlator or a single matched filter. However, .these reductions
are paid for by the increased acquisition time needed when
performing a serial rather than a parallel operation. One
obvious practical implementation problem is therefore the
determination of the tradeoff between the number of parallel
correlators (or matched filters) used and the cost and time to
acquire. It is important to note that this tradeoff may become a
major point, recently, as a result of the rapidly advancing VLSI

technology.

Practical system considerations such as those encountered
when operating at, HF, VHF, or UHF, and technology
considerations, such as the role of surface acoustic wave devices
and charge-coupled devices in the design of spread spectrum

systems are not included in this work.

1.6 Bit-Slice Microprocessors and Spread Spectrum Systems
Microprocessors are one of the most significant products of
VLSI technology previously mentioned. It is a monolithic device
which can be obtained at low cost and which may be made to
perform a wide range of instructions. The microprocessor system

is configured such that it may perform most of the digital signal
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processing tasks by appropriate choice of a sequence of
instructions, 'software'; stored in a read-only memory (ROM)
space. Under the user control, the microprocessor may access the
stored instructions and executes them sequentially, A
microprocessor system may be made adaptive by determinig that the
order of execution of the instruction sequence is dependent on
previous and/or present events. Because these devices are
fabricated using MOS technologies, the instruction execution time
is relatively long. In addition, their word length is limited
and instructions are fixed. The inflexibility might prevent
their use in applications where high speed or special

instructions are essential.

A bit-slice microprocessor is a bipolar device which is
designed to achieve high performance, flexible instruction
format, and much longer word lengths. It is configured such that
its control should be microprogrammed. A set of programmable
read-only memory (PROM) or ROM are used to store the program
instructions or 'microinstructions' which supervises the central
processing unit (CPU) and the other auxiliary logic circuits.
The CPU is where data is processed and it consists of one or more
bit-slice microprocessors connected in cascade. A program
counter may be used to access the stored microinstructions which
are executed sequentially or in adaptive order. Usually the

microinstruction is a dedicated user design.

This thesis describes the applications of bit-slice
microprocessors to synchronisation and other aspects of digital

spread spectrum communication systems.
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The next chapter describes the different digital correlation
techniques to be implemented with the aid of a microprocessor,
and the implementation of other discrete-time signal processsing

techniques which are used in subsequent chapters in this thesis.

Chapter 3 describes the hardware configuration of the
bit-slice microprocessor system, based on the 2901 bit-slice

devices, that has been used in the subsequent chapters.

Chapter 4 continues the description of the microinstruction
design of the system and introduces timing considerations. It
describes the microprogram support tools; special assembler,

software simulator, and other development and test equipments.

Chapter 5 discusses the analysis and implementation, in both
software and hardware, of the functions which are concerned with

direct sequence spread spectrum systems.

Chapter 6 describes how the 2901 microprocessor can be
applied to perform the signal processing for the spreading,
synchronising, and despreading of the transmitter and the

receiver.

The ideas and results obtained from previous chapters in
this thesis were combined in chapter 7 to discuss the performance
of the receiving system in the presence of a channel noise
simulator process. Formulas for estimating the synchronisation
time have been given and results obtained using the equipment

which was previously described are discussed.
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1.7 Conclusion

Although the current applications for spread spectrum
techniques continue to be primarily for military communications,
there is a growing interest, during the last decade, in the use
of these techniques for other commercial applications such as
mobile radio networks, code division multiple access, and timing

and positioning systems.

The problems associated with implementing this technique in
data communications systems are considerable because of the cost,
complexity, and the constraints on the information. Most of
these problems are related to the technology to be used and the
applications under question. One of the main tasks, which can be
all digital, to be accomplished at the receiving end of a spread
spectrum system is the synchronisation of the pseudonoise signal
generated locally at the receiver with the pseudonoise signal
contained in the received signal. This synchronisation process
must be achieved in minimum time which requires high speed

digital circuitry.

With the advent of microprocessors a relatively cheap and
powerful digital signal processor has now become available.
These microprocessors are well suited to communication systems
which require adaptability since they are cheaper than analogue

processing methods and take up less space.

This thesis describes the applications of these devices to
synchronisation process and other digital signal processing

requirements which are related to the present communication
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systems. It shows that considerable savings in cost and hardware
requirements may be made by using a primarily software-based

approach to system design.
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CHAPTER 2

Digital Correlation Techniques Using Microprocessors

2.1 Introduction

Correlation techniques have been widely used in signal
processing systems such as spread spectrum communications, radar,
and others. In all these systems correlation must be performed
in real-time, requiring the use of electronic circuits that are
compatible with the system in question. Electronic systems that
perform correlation have been around for years, but they have
been bulky and inefficient. The development of VLSI and
microprocessors have changed this; now correlation can be
performed efficiently with a minimum number of components (17).
A digital correlation circuit should be able to achieve the three
functions of correlation: time delay, multiplications, and
summation, respectively. In binary correlation, on the other
hand, the shift register, the exclusive NOR gates, and the summer

fulfill the three functions.

A microprocessor has been found to be efficient in
implementing digital correlation signal processing, especially
for low rate signals. Recent work of Cooley, Tukey (18), (19),
Winograd (20), (21), Agarwal, and Burrus (22), (23) has been
devoted to minimising the requirement of multiplications in
convolution and correlation algorithms to be implementd using
microprocessors, because multiplication cannot be perfnrrﬁed

efficiently by microprocessors.
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Many of the correlation signal processing requirements of
spread spectrum communications systems may be realised using high
speed digital techniques. Spread spectrum bandwidth must be
large to obtain significant performance improvement. This means
that the sequence rate must be fast and very fast microprocessors
will be required when they are used to perform spread spectrum
correlations. This is one of the reasons that the bit-slice

technology is very attractive in this application.

This chapter introduces the different digital correlation
techniques to be implemented with the aid of microprocessors.
Digital correlation plays an important role in the analysis, the
design, and the implementation of digital signal processing
systems concerned with spread spectrum systems and is used in
several of the parts described in following chapters. Software
implementation of efficient algorithms for the computation of
digital correlation is investigated. The possibility of applying
the other alternative, binary correlation, using the bit-slice
technology is also presented. The theory and hardware
construction of a real-time spectral analyser based on the most

recent charge coupled devices (CCD) technology is also included.

2.2 Digital Correlation

It is well known that when a received spread spectrum signal

r(t) is the transmitted signal s(t) corrupted by additive white

Gaussian noise, n(t), the optimal receiver is a correlator

receiver which computes correlation according to the equation



"
o(r) = 1T _g r(t)s(t + 1) dt (2.1)

where c(7) represents the crosscorrelation between the received
signal and a replica of the transmitted signal. In many spread
spectrum communications systems, the signal s(t) is a pseudonoise

(PN) sequence.

In general, correlation between two functions is a measure
of their similarity, i.e., it is a comparison process. Equation
(2.1) is determined by multiplying the received signal r(t), by
the transmitted signal shifted in time, s(t+t), and then taking
the integral of the product. Thus correlation involves time
shifting, multiplication, and integration. The correlation of a
function s(t) with a time-delayed replica of itself is called

autocorrelation.

Digital signal processing requires functions to be
represented in discrete form, where the time scale and amplitude
are quantised into discrete steps. The PN spread spectrum
receiver, when implemented digitally, performs the correlation

function as follows:

N-1
c(nT) = I/NY (iTs+mT)  n=0,1,.....N-1 (2.2)
i=0

where the original time functions are approximated by sequences
of length N. The N selected will depend on the durations of the
two functions and of their sampled portions, and on their
periodicities (if any). One guide often used in determining the
sampling rate 'Tu' is the sampling theorem which states that an

input signal with a highest frequency component of 'f' can be



recovered without distortion using a sampling frequency 2f (24).
A sampling rate (which is also known as Nyquist sampling rate) of
2f or greater will therefore minimise the likelihood that

analogue information is being lost in the quantising process.

A microprocessor may'be" perform correlation, operating
according to the discrete summation equation (2.2). Successive
samples of an input voltage waveforms can be collected using an
analogue-to-digital (A/D) converter. These data samples can
either be put through some interface (input/output (I/O) ports or
perhaps a peripheral interface adapter (PIA)) and sent to the
microprocessor, or they can be stored in read access memory RAM
directly by using each successive "conversion done" output of the
analoque to digital converter (ADC) to initiate a direct memory
access (DMA) cycle. After all the desired samples have
collected, the data can be processed. For a fixed data record,
the memory information is held for N complete recirculations
before being replaced by a new record. With a varying input
signal, after each recirculation the oldest memory sample is
replaced by a new input sample. Since all the data samples are
available for subsequent processing, multiplying each sample of
the recirculating data with a fast reference signal and summing
over N samples provides one point of the correlation function.
Further points are obtained on successive recirculation. This
method requires 2N memory space locations, N multiplications and
N additions for each term of the correlation. If all terms of
correlation function were desired, N2 multiplications plus NG

additions would be required. In a microprocessor system which
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does not contain a hardware multiplier or employing a single
hardware multiplier (rather than a bank of external multipliers)
the multiplication operation can take up to 300 microseconds
(u.sec). As a result of adopting this method, the signal

bandwidth will be very limited.

2.3 Transform Analysis

Certain transforms possess the cyclic-convolution property
(CCP) which may be stated as; the transform of cyclic convolution
of two sequences is equal to the product of their transform.
Transforms with the discrete Fourier transform (DFT) structure
possess the CCP. Such transforms can be applied to the discrete
correlation transform pair theorem (25) which stated as,

I'\ZI:DI
cln) = r(i).s(n+i)  n=0,1,...N-1

and x
Ck) = R (k) x S(k) k=0,1,...N-1 (2.3)

are transform pair, where 'x' denotes pointwise multiplication.

This implies that a correlation can be calculated by
&)
cen) = T (R (k) x S(k)) (2.4)

using two transforms, N multiplications, and one inverse
transform. While the direct calculation of correlation according
to the defining equation (2.2) would require a number of complex
multiplications and additions proportional to Nz, use of such

transforms have been able to reduce this number tremendously.



Fast Fourier Transform (FFT) Correlation

Fast Fourier transform (FFT) is an algorithm for efficiently
computing the discrete Fourier transform (DFT) of a finite length
sequence. The development and the computation aspects of the FFT
algorithm have taken a great stride since the Cooley-Tukey
algorithm appeared in 1965 (18). The FFT derivation will not be
discussed here (24), only technique for using the FFT for high

speed correlation computation.

To apply the FFT to the computation of equation (2.2), N may
be chosen to fulfill the required transform length, N=2v. If the
data sequence length is less than N, zeros are appended to r{n)
and s(n) to eliminate the overlap or end effects. According to
equation (2.4), we compute the following;

Compute the DFT of r(n) and s(n) using the FFT algorithm:

N-1

R(K) = Zn Kn) W k=0,1, ... (N-1) (2.5)
n=
S0 = - s(n) WK (2.6)
k = n w .

*
Change the sign of the imaginary part of R(k) to obtain R (k).

Compute the product;

Ck) = R (k) x S(k) (2.7)

Compute the inverse transform using the forward transform;

N-1
em = N1y ciaow ™k (2.8)
k=0
where W = e'jzﬂ /N.
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From the computation time point of view, the use of FFT
correlation technique would require a time proportional to
(3.(N/2)logN + N), complex multiplications, when N is a power of
Z. It is generally faster to use this technique to compute
digital correlation rather than computing equation (2.2)
directly. Exactly how much faster the FFT approach is than the
direct method depends on the microprocessor being employed and
the extra supported hardware (i.e., single or parallel-processing
scheme with either software or hardware multiplier). It should
be noted that the efficient computation of correlation using FFT
algorithm involves intermediate quantities, i.e., stored or
generated sines and cosines, which are irrational numbers, so
making exact results without roundoff errors is impossible on a

micraprocessnr.

In 1975, Winograd (20) developed a new algorithm for
computing short length DFT's known as the Winograd Fourier
transform algorithm (WFTA). This algorithm uses fewer
multiplications than the FFT, and about the same number of

additions (26).
Correlation using Number Theoretic Transforms

Since 1972, Rader (27), Agarwal and Burrus (22), (28) have
developed many transforms with the DFT structure (i.e. FFT and
WFTA algorithms can be applied) which can be used for fast and
exact calculation of finite digital convolution or correlation,
and do not require storage of basis functions (sines and
cosines). These transforms are collectively known as number

theoretic transforms (NTT's), that are ideally compatable with



microprocessors. In these transforms an integer 'a' of order N
replaces W = exp(-j2 w /N) used in the DFT, and both 'a' and N are
defined on finite fields and rings of integers with all the
arithmetic operations to be carried out modulo an integer M, e.g.
if we have a sequence of length N, x(n) with modulo M we define
the NTT of this sequence as:
N-1
Xk) =Y x() @™ mod (M)  Kk=0,1,...N-1
n=0
and by analogy to DFT, the inverse NTT is;
1 Nt -nk
x(n) = N™ ) X(k) o mod (M) n=0,1,...N-1
k=0
where the modulus, M, and the sequence length, N, have no common
factors and where N is a divisor of O(M) (the number of prime
integers in M).  is chosen to be mutually prime to M and to
have order N (22), (27), (28). These NTT's are truly digital
transforms, taking into account the quantisation in amplitude and

the finite precesion of digital signals.

Microprocessors are becoming available with fast-multiply
instructions, and for these that do not have this facility, fast
hardware multiplier chips are available which allowing non-simple
moduli and @'s and so many NTT's become practicable for
microprocessor implementation (29). The main disadvantage of
these transforms is that there is a relation between the sequence
length N and the required word length that can require long word

lengths for long sequence lengths.
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2.3.1 Correlation Using Rectangular Transforms

Agrawal and Cooley (23) have derived a very efficient short
term convolution algorithms (N=2,3,.....,9) based on the recent
work of Winograd (26), which can be used to generate a very
useful tool to compute digital correlation. The new technique
which was derived is called the rectangular transform technique.
Like the FFT method, it significantly reduces the number of
multiplications relative to the N2 multiplies of the direct
method. The authors have described a method, by which long length
convolutions can be derived using two or more shorter
convolutions, known as multidimensional convolutions. As an
example, the derivation of a two-factor algorithm for cyclic N=15
correlation will be given here, according to this rectangular

transformation technique.

Consider, in this example (to avoid any misleading due to

symbol variations), that the correlation equation is

14 _
Y; =|§ Pige X i=0,1,00000,14

and let each of the vectors H, X contains the sequence elements

h. and Xis and the vector Y contains the correlation sequence

Y It should be noted that if the discussion in this section

will be carried out on the discrete convolution equation only the

h. indices are needed to be taken in the backward direction to

i

represent the discrete correlation equation.

Let N t,d/ be a composite number with mutually prime factor,

N=r1.r2, where r;=5 and ry=3. By using the Chineese



Remainder Theorem (CRT) (23) to define the one-to-one mapping;
| — (i, , i)
ile.’
i = x'z.ql.i1 + r).Qy.i,mod (15) (2.9)
where 9, and q, are given by
TpeQy = 1 mod r q1< ]
and
ryGp = 1 mod Ty q2< ry

one would obtain
q = 2 and q, = 2

substituting 9 and a4 in equation (2.9), we get

i =6i, + 10i mod (15) (2.10)

1 2

Table (2.1) illustrates how the index i is mapped to (il,iz),

i
i 0 1 2
0 0 10 5
1 g 1 1
i 2 12 7 2
3 3 13 8
4 o 4 14

Table(2.1) Correspondence between one-and two-dimensional
indexing in the prime factor algorithm for the case

1)=5, ip=3 and N=15.
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Let Yis hi’ and X;» respectively be indexed by the index
pair “1"2) as shown in table (2.1). The two-dimensional

algorithm can be represented, in this case, as

2 4
_ Z Zh. — (2.11)
o) Il+k1,12+k2 klkz

k2=0 kl=l]

In vector-matrix notation equation (2.11) may be written as

Y= 05C3(A3A5H x( B4BgX ) (2.12)

The notation A3A5H means that, one computes the transform
A5 of the columns of H ; that is, each column contains
5-elements which can be computed using an optimal algorithm (23)
of length N=5, the result is a rectangular array of 10x3.
Similarly A, denotes a rectangular transformation of length 3.
The final result is then a rectangular transform of 10x4. The
notation B3B5X means that, one computes the transform B5 of
the columns of X and then the transformation 83 of the rows of
the result. This will give a rectangular array of 10x4. The
element by element multiplication is also a rectangular array of
10x4. In the same way the operator 03 reduces the
dimensionality, in reverse order, on the array on which it
operates; that is, it transforms the 10x4 array to 10x3, and the

operator C5 transforms the 10x3 array to 5x3 array whose

elements are the sequences y, ; . By applying the inverse

172
CRT, this will yields the one-dimensional correlation of length

15. The above algorithm can be summarised in the flowchart shown

in Figure (2.1).
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H=h(), i=01.... N
X=x(i), i=0,1,.... N-

i

initialisation
Y::yi =0 i i=0,1,. ... N=1

'

-1
1

apply CRT
i=:lq|i‘4 qqzi2 mod N
h(il ,i2J = h(i)
x(i,i,) = x(i)
compute
AH.B X

of the columns

compute

A(AH), B(BX)

of the rows

compute

C) Co(BB X) . (AAH)

!

apply the inverse CRT
Y(l) = y‘i‘.izj

FIGURE(2.1) TWO DIMENSIONAL RECTANGULAR TRANSFORM
FLOWCHART.



The rectangular transform approach is applicable for both
real and modular arithmetic, depending upon the sort of the
transform which is used in each dimension. In most cases the hi
sequences represent a reference signal and remain fixed for many
blocks of the X; sequence, the received signal. Therefore, A.H

can be precomputed and used many times.

2.4 Implementations
Two methods for implementing the digital correlation using
the direct technique and the rectangular transformation algorithm
were investigated in software using the FORTH programming
technique (30), (31):
(i) implementation using Intel-8080 microprocessor system,

(ii) implementation using TMS9900 microcomputer.
2.4.1 Implementation Using an Intel-80B0 microprocessor system

The Intel-8080 microprocessor system (32) which was used is
an 8-bit microprocessor with some instructions which operate on
l6-bit data. The B08B0 system has an instruction cycle about 2
u.sec, it does not contain multiply or divide instructions, and
these functions must be performed using software which takes
about 250 u.sec. Since it is capable of performing 16-bit
arithmetic, the FORTH programming technique was used. This
permits the routines to be made very flexible and efficient. In
performing arithmetic with reasonably complex expressions it is
convenient to use reverse Polish Notation (33) (as in FORTH)
which requires a stack to store temporary variables and to pass
arguments. Such a stack need not be large, but there should be a

reasonable set of instructions for transfering and manipulating
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data in conjunction with it, which was available in the
Intel-8080 system. FORTH programming is a very efficient
technique, since it is an interactive, high level language
compact with high speed performance that was suitable to use on
the system. However, it was very attractive because the other
alternatives, 8080 cross-assembler or any other high level

language interpreter, were not readily available at that time.

An 8-bit ADC (Ferranti ZN425E type) was used to convert the
analogue signals into sequence as shown in the system block
diagram of Figure (2.2). In operation a 'start conversion'
signal, a negative going pulse of at least 500 nanoseconds
(n.sec) duration, was sent to the ADC from the microprocessor.
The conversion takes a finite time and only when it is complete
can the digital output be read. The converter produces a
'status' signal, which when high informs the microprocessor that
a conversion is in progress, and when the data'.-valid informs the
microprocessor that the converter's output latches Ee_r_‘Eain valid

data. One output port and two input ports were required in this

case.

A simple digital-to-analogue converter (DAC) is incorporated
in the Ferranti ZN425E chip. This was used to display the output
using an oscilloscope. Two output ports were necessary, in this
case, one for the converter data (8-bit) and the other for the

'load' pulse.

Real-time correlation programs were written for an

Intel-8080 using FORTH programming language, in which two special
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FIGURE(2.2) BLOCK DIAGRAM OF THE CORRELATION MEASUREMENTS
SYSTEM USING INTEL 8080 MICROPROCESSOR.



operations were developed in order to keep the correlation
computation accurate. These are; a 16-bit by 16-bit multiply and
divide the result (32-bit) by a 16-bit number, and the second is
a routine to store the summation of the multiplication of two
sequences. A complete list of the FORTH programs on the 8080
system is shown in the listing of programs in Appendix B. The
correlation function scaling was necessary in order to get a
resolution of 8-bits. The execution time for an example
requiring 100 correlation points using the direct technique was
estimated to be about 4.5 seconds. Hence the speed is important
in this application, even using the low level feature (assembly)

of FORTH language, the system was impractically slow.
2.4.2 Caorrelation on TMS9900 microcomputer

The TMS9900 microcomputer is an efficient 16-bit machine
(34), since it includes the capabilities offered by a full
minicomputer. Its powerful instruction set including multiply and
divide providing the possibility of computing correlation using
fast transformation algorithms, such as the rectangular
transforms, in short execution time. In addition, it is highly
compatible with the FORTH programming technique, especially since
during that time there was no cross-assembler for the 9900 system
available. The main block diagram which was used is similar to
that of Figure (2.2), except that the B0OB0 system was replaced by
9900 system. A program was written using the FORTH programming
technique to compute 100 equally spaced correlation points using
the direct method. Each point required two memory words to have

sufficiently accurate results. The approximate speed of the
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execution was estimated (excluding the input/output overhead
time) by determining the total instruction-execution time. This

time was found to be approximatly 1 second.

When computing a 15 point correlation by using the
rectangular transforms, (note that 16-bit modular operations was
used) according to the flow-chart of Figure (2.1), it was found
that the execution time is about 15 milliseconds (m.sec).
Although there was a great improvements of the execution time
when using the TMS9900, the overall requirements cannot be
fulfilled by using a single microprocessor system implemented
using software only. However, it was envisaged that using binary
correlation implemented with the aid of fast bipolar bit-slice

technology would fulfill the speed required.

2.5 Binary Correlation

In contrast to general-purpose microprocessors, bit-slice
microprocessors (35) can be dedicated to the execution of a
special task, for which they may be then prove very efficient.
This procedure is especially powerful in combination with
microprogramming. The bit-sliced processors are microprogrammed
devices that can be realised with two basic types of devices:
cascadable bit-slices with the arithmetic/logic unit and the
register file on one hand, and a microprogram control memory,
which may be arranged to constitute a microprocessor with almost
any instruction set, on the other. This gives us the possibility
of writing the required algorithms as close as possible to their

hardware realisation and to get very high performance but with a

'hard-to-write' microprogram.
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An alternative digital correlator using such a bit-slice
processor was implemented, which demonstrates the feasibility of
using bit-slice microprocessors for digital spread spectrum
signal processing. In contrast to the previous methods, the
realised processor was tailored for this application, which it
therefore fulfills very efficiently. The received signal is
normally a binary modulated sequence on which the information was
embedded. Therefore, equation (2.2) simply implies a comparison
process between the respective bits in the received sequence,
r(i), and the shifted stored sequence, s(i+n). The number of
agreement bits can be obtained by an exclusive-NOR operation and
a Hamming weight function generator, whose outputs are summed.
So, the main three operations in the correlation process are
replaced by shifter, exclusive-NOR, and summer operations which
were implemented at very high speed using the bit-slice approach.
Thus for a digital correlator to be effective in this application
it must be expandable to accomodate variations in the sequence
length. The next chapter will introduce the bit-slice

microprocessor chosen for the subsequent work in this thesis.

2.6 Real-time Power Spectral Density

In spread spectrum communication it is desirable to
determine the spectral content of signals in real-time. It is
very expensive to do this on general-purpose microprocessors, and
only special array processors can provide the required digital
computing power. However, analogue circuit technology, such as
charge-coulped devices, have been widely used in such cases. An

evaluation module containing the Reticon R5601 quad chirped
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transversal filter (36) was available, which included additional
circuitry necessary to compute the power spectrum of an analogue
input signal by ‘the Chirp-z transform algorithm (37).  Simply,
the device and interface system form a discrete-time spectrum
analyser, selecting and outputing the magnitude and frequencies
of the spectral components of an analogue input signal. The
analysis band in the normal situation extends from zero to the
Nyquist frequency (one-half the sample frequency). A mirror
image also appears extending from the sample frequency
(equivalent to dc) down to the Nyquist frequency. The resolution
bandwidth in general is approximately (1/512) of the sample
frequency. The overall performance is limited to obtaining the

power spectral density and to a maximum sample rate of 200 KHz.
2.6.1 Chirp-Z Transform Algorithm

In 1969, Rabiner and Schafer (37) derived an algorithm for

" transform

evaluating the DFT, which was called the "chirp-z
(CZT), in which the bulk of the computation is performed in a
chirp transversal filter, and for this reason it is particularly
attractive for CCD implementation (38). When implemented

digitally, the CZT has no advantages over the conventional FFT

algorithm (39).

The CZT algorithm can be derived by starting with the

definition of the DFT

N-1
X0 =3 s ZTKN 0,1, v N-L
n=0

where either or both x(n) and X(k) may be complex.
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Using the substitution

2nk = n2 + kz - (n-k)2

the following equation results:

N-1
fin. i 2 . . 2
X(Kk) = e J2mk /NZ (x(n)e~T™ /N) JM(k-n)"/N

n=0

N-1
2 : 2
- o k"N Z g(n)e-jﬂ(k-n) /N (2.13)

n=0

Equation (2.13) represents the CZT. Three operations are
required

(i) Multiply each term, x(n), by the complex factor,
exp(-j-nnZ/N) to produce a new sequence g(n).

(ii) Perform a discrete convolution between the sequence g(n)
and the sequence exp(jnnsz).

(iii) Multiply the resulting output sequence by the factor

exp(-j‘nkle) for each point of X(k).

The CZT gets its name from the fact that; the sequences
exp(-jrrnsz) and exp(-jﬂkle) can be thought of as complex
exponential sequences with linearly increasing frequency. Such
signals are called "chirp" (linear FM) signals.

2.6.2 Hardware Implementation

The above discussion shows that the CZT algorithm involves

three stages of computation: pre-multiplication, convolution, and
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post-multiplication. The block diagram of a complete transform
based on the CZT algorithm of equation (2.13) is shown in Figure
(2.3).  Pre-multiplication is accomplished by the multipliers to
the left in Figure (2.3) and post-multiplication by those on the
right. The major computing task is the convolution portion; this
task is performed by the Reticon R5601 quad chirped transversal
filter (36). This device contains two separate 512-stage MOS
charge-coupled devices which are used to implement four
transversal filters using a split-electrode technique (40). The
filter weighting coefficients and internal circuit connections
are configured so that the device, in conjunction with additional
off-chip components, can implement the CZT algorithm to calculate

a 512-point DFT (38), (41).

The evaluation module which contained the R5601 device can
be used to compute the power spectrum of an analogue signal. No
phase information is obtainable with this module, as the
post-multiplier unit is replaced with a hypotenuse function which
recovers the spectral amplitude from the component cosine and
sine terms. From equation (2.13), the squared spectral amplitude

of a sequence x(n) can be expressed as

N-1
2. 2
X(k) = Zx(n}e'l"" N gm (e-n)"/N (2.14)
n=0

2
-jmk”/N
The final phase multiplier term, e jwk®/ , has been deleted

because it has unit magnitude and so does not affect the

amplitude. The input data is stepped each time a new spectral

component is calculated. Equation (2.14) then becomes:
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N-1
2, 2
Xs(k) = Zx(n+k)e"1ﬂ'n IN e-]‘rr(k-n) IN

n=0
The notation Xs(k) indicates a "sliding" CZT.

A further simplification in implementation is possible if
the input is purely real, as it is in this case. The imaginary
input is always zero so that two of the input multipliers may be

deleted and the input circuit simplified.

A block diagram of the evaluation module is shown in Figure
(2.4). The analogue (real) input signal is buffered and
converted to discrete-time samples by the input sample-and-hold,
then split into the direct and quadrature (real and imaginary)
channels. The sample values are multiplied by the appropriate
chirped waveform wusing multiplying digital-to-analogue
converters. The digital inputs to these converters are derived
from two 512-by-8 bit ROMs which contain the sampled chirped sine
and cosine waveforms. The sampled analogue products are then
used for the input to the R5601 four-channel convolution filter.
Outputs from the filter are sampled and held to give time
coincidence of all outputs, and then combined on an rms basis to

give the spectral density of the input waveform.

Four clock phases are required by the filter device to
propagate the discrete signal packets through the CCD channels.
These are designated qu - (D& and are generated by a
multi-phase clock generator circuit incorporated in the

evaluation module which may be driven either from a 1.6 MHz
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internal oscillator or from an external trigger source. The
sample rate with the on-board oscillator is a nominal 100 KHz,
but lower rates are attainable with external triggering. The
"address advance" pulse increments a 9-bit counter which

addresses the weighting factor ROMs.
2.7 Conclusion

To apply digital techniques directly to the correlation
process would seem to require high speed circuitry, in contrast
to the rather slow FIS microprocessor systems. Much ongoing
research is devoted to minimising the requirement of
multiplications in signal processing algorithms, because
multiplications cannot be performed efficiently by
microprocessors. The applications of efficient algorithms such as
FFT, WFTA, and NTTs for digital correlation have been described.
The idea of using a general-purpose microprocessor system rather
than dedicated processors for digital correlation computation
using a fast transform techniques, such as a rectangular
transforms, has been implemented and investigated, this will not
lead to a very practical bandwidth capability. The use of a
dedicated bit-slice microprocessor has been found very efficient
in implementing binary correlation and other signal processing
applications related to PN spread spectrum system described

elsewhere in this thesis.

An investigation into power spectrum using charge-coupled

devices has been demonstrated.
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CHAPTER 3

Bit-Slice Microprocessor System

3.1 Introduction

In the late 1970's, bipolar LSI devices including the
four-bit microprocessor slice became readily available (42),
(43), (44). These devices have been used in the design of 4-bit,
8-bit, 16-bit, 32-bit, and even larger CPU's (45), The
structures function under the control of a microprogrammed
memory. The microprogram memory is an N word by M bit memory used
to hold the microinstructions, e.q. 1K x 32 bits in the present
system. The data output from the microprogram memory are
distributed to most parts of the system and these constitute the

control signals.

The bit-slice approach requires each central processing
element (CPE) chip to contain a 2-bit or 4-bit slice of every
register in the CPU of the system. For a CPU constructed of
bipolar microprocessor slices, the difference between a CPE and a
CPU is that the CPE is the bit-sliced element that is used to
form the complete CPU by paralleling two or more CPE's in order
to obtain the desired microprocessor word length. A bit-sliced
CPE contains a bit group of the working register set or RAM, a
very high-speed ALU and status indicators. Multiple buses are
used to interconnect the parallel bit-sliced chips and form the
microprocessor system. Bipolar microprocessors of this type can

be used to form systems with 125 n.sec cycle times. MOS
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microprocessor equivalents are slower, with cycle times of the
order of 1-2 u.sec. When instruction times are given for a MOS
microprocessor, the instruction is a machine level instruction.
To compare this with a bit-slice system macroinstruction
execution times must be used, where a macroinstruction is a
machine instruction which the microprogram supports. The
bit-slice microprocessor developed for this project has an

effective macroinstruction time of 330 n.sec or less.

This chapter describes the hardware of the bit-slice
microprocessor system that has been used in the following

chapters.

3.2 System Organisation
Since the required speed cannot be obtained using MOS
microprocessors, a bit-slice approach was chosen for this

project.

The architecture of the bit-slice microprocessor system is
shown in Figure (3.1). It is an B8-bit microprogrammed processor
made up of two 4-bit 2901 bit-slice devices with a microprogram
control unit constructed from a PROM and a counter. Other
subsystems consist of auxiliary logic control circuits which
support the execution of the microinstructions; these are the
carry control, the skip select, and the skip control. The system
also contains various decoders and external registers which were
used for interfacing the system to the external world through an
8-bit data bus and eight control flags. The system operates

synchronously under the control of a clock which runs at 3 MHz
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and produces a low level for 83.3 n.sec and a high level for 250
n.sec. Before operation the microprogram is loaded into PROM.
The size of the PROM is 512 words, with each word being 32 bits
long (one microinstruction in length). In operation the
microprogram counter outputs an address to the PROM memory, and
this address is used to fetch the next microinstruction that is
to be executed (a microinstruction will be assumed to execute in
one clock cycle). In this case the next microinstruction address
is always equal to the current microinstruction address plus 1.
After a time delay equal to the read access time of the memory,
the memory outputs the control signals to the rest of the system.
Each microinsruction contains information blocked out in fields,
where each microinstruction field directs or controls one or more
specific hardware elements in the system, as shown in Figure
(3.1).

The 'Y' field (B-bits) is used to provide constant parameters
for the microprogram as well as the address of the destination in
the branch instruction.

Two four bit fields, A and B, are used for addressing the
internal registers, source and destination. A and B are also
used to address the 'From' (data-in) and 'To' (data-out)
registers, respectively.

An 'I' field (9-bits) is used to control the source, function,
and the destination of any external or internal data in the 2901
slices.

X2 (1-bit) when low, enables one of 16 'To' registers.

The carry control field (2-bits) is used to control the carry

into the 2901 slices.
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The skip control field (4-bit) is used to control the LSB of
the microprogram counter. It is worth mentioning here that the
two flags 'TO' and 'FO' have special uses in the system which

will be discussed later.

The following sections of this chapter will describe the

connection of each IC used in this design.

3.3 2901 ALU/Register slices

The Am2901 bipolar 4-bit microprocessor slice is designed to
be used in microprogrammed systems (46), (47). It was first
produced by Advanced Micro Devices and is now second-sourced by
many other firms. It is the most widely used bit-slice device,
because of the flexible structure of the slice's
microinstruction. The 9-bit microinstruction code consists of
three 3-bit groups that either control or determine the internal
arithmetic-logic unit's source operand, ALU function and
destination register. This breakdown reduces delays; it permits
parallel decoding of different groups of the same
microinstruction. The three groups lead to 512 possible

microinstructions.

3.3.1 Architecture

The architecture of the 2901 is shown in Figure (3.2) (46).
All data paths are 4-bits wide. One key element is the 16-word
RAM forming a bank of 16 4-bit registers. It is a 2-port RAM,
meaning that two words (registers) can be selected
simultaneously. Data in any of the 16 registers of the RAM can be

read from the A-port which is controlled by the 4-bit A address
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field input. Likewise, data in any of the 16 registers of the
RAM as defined by the B address field input can be simultaneously
read from the B-port of the RAM, The A and B busses feed two
latches. When the clock input to the slice is HIGH, the selected
registers are enabled into the A and B busses and pass through
the latches. When the clock input is LOW, the latches hold the
RAM data. This eliminates any possible race conditions that
could occur while new data is being written into the RAM, The
4-bit high-speed ALU can perform three binary arithmetic and five
logic operations. The R port of the ALU is fed from a
multiplexer, allowing us to gate the A register, the D bus (an
external bus coming into the 2901), or zeros into the R port.
Likewise, the S port of the ALU is fed by a multiplexer, allowing
us to gate the A register, B register, Q register, or zeros into
the S port. These multiplexers and the characteristics of the

register array allow us to perform operations such as:

R3 = R2 + R3 + 0/1 R3=D+Q+0/1

R3 = R3 + R3 + 0/1 R3=D+0+0/1

R3 =D+ R2 +0/1 R3=0+R2 +0/1
but not

R4 = R2 + R3 + 0/1 R3=Q+Q+0/1

where the meaning of 0/1 is that the carry condition can be added

to the operation.

The ALU has three other status outputs. These are F3, F=0,
and the overflow (OVR). The F3 output is the sign bit. F=0

output is used for zero detect, F=0 is HIGH when all outputs are



LOW.  The overflow (OVR) output is used to flag arithmetic
operations that exceed the available two's complement number
range. The chip also contains another register, the Q register.

It can be used for 8-bit shift up or down operations.

The output of the ALU can be gated to several destinations.
A 3-state output bus (Y) can be fed with the ALU output (the F
bus) or with the value of the register selected as the A
register. The ALU output can also be gated into the register
array (the register currently selected as the B register),
passing through a shifter as well as being gated into the Q@

register, passing first through another shifter.

The nine 1 inputs control the source operands, the ALU
function, the shifters, and the routing of data. The
microinstruction inputs used to select the ALU source operands
are IU, Il’ and lz. The 13, I&, and IS
microinstruction inputs are used to specify the function of
the ALU. The remaining three microinstruction inputs, [6' ]7
and IB control the two shifters, the Q-register multiplexer,

and the Y-bus multiplexer.

The clock input to the 2901 controls the registers array,
the Q register, and the A and B latches to the ALU. Data is
clocked into the Q register on the LOW-to-HIGH transition of the
clock. When the clock input is HIGH, the latches are open and
pass the values of the registers selected as the A and B
registers. When the clock input is LOW, the latches close and

retain the last data entered. New data can be fed into the B
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register when the clock input is LOW. Figure (3.3) is a
simplified view of the timing of the 2901, the clock timing of
the system will be described in the following sections. Notice
that the control inputs must be stabilised at their required
states at the beginning of the cycle. These times are called
set-up times; these are expressed relative to the transitions of
the clock input. As an example, the I signals from the current
microinstruction must be present at the 2901's pins at least 80
n.sec before the LOW-to-HIGH transition of the clock pulse.
Another timing consideration is propagation delays, the time from
when an input signal is established to when a particular output

is stable (46).

~[ Ll

control and Y status B register Q register
D-control inputs output outputs latches filled filled
stable close

FIGURE (3.3) SIMPLIFIED VIEW OF 2901 TIMING.

3.3.2 2901-Slices Interconnection

Two 2901's were connected to form a CPU with a data-path
width of eight bits. The 16 registers and the Q register are
8-bits wide and reside in the 290l's, a half in each 2901 as
shown in Figure (3.4). An B-bit data-in bus feeds both 2301's in
parallel, and the 2901's feed an B8-bit data-out bus. Figure

(3.4) also shows the connection of the control signals and the
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status outputs. Most of the control signals feed the 2901's in

parallel.

It was mentioned in the previous section that the
microinstruction inputs, IU’ ll, and I2 are used to select
the ALU source. One of these source operands is the direct data
input (D). To select D the data output (Y) must be in the
high-impedance state. This can be done by using the group
inputs, IU’ Il’ and 12 to control the output enable (OE) as
shown in Figure (3.5), when OE is HIGH, the Y outputs are in the

high-impedance state.

ALU source
micro caode operand
mnemonic I2 I1 IU octal R S OE
code
DA H L H 5 D A H
DQ H H L 6 D Q
DZ H H H 7 D @] H

FIGURE (3.5) ALU DIRECT INPUTS (D) SOURCE SELECT CONTROL.

On the least-significant slice, the carry-in is an input
from an external carry control source. Two bits X0 and Xl
determine the carry-in state as shown in Figure (3.6). On the
other slice, the carry-in is connected to the carry-out of the
first slice, enabling the ALUs to work as a single, ripple carry,
8-bit ALU. Notice also the interconnection of the shifters,

enabling the Q shifter and RAM shifter to act as two 8-bit
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shifters. Most of the status output are taken only from the
most-significant slice. The F=0 output is an open-collector
output, meaning that it can be wire-AND'ed, with a pull-up
resistor, between slices to indicate whether the output from both
ALUs is zero. The look-ahead carry pins on both slices were not
used, since the look-ahead carry logic was not used in this

design.

X1 X0 carry-in

0 0 1 carry set

0 1 0 carry hold

1 0 Cn+f; carry propagate
1 1 0 carry clear

FIGURE (3.6) CARRY CONTROL LOGIC,

From Figure (3.4) we can analyse the minimum microcycle time

for this system as follows:

The guaranteed, or worst-case, propagation times for the Am2901B

slice are (43), (42);

From inputs A, B to output Y 60 n.sec

From inputs A, B to last status output 70 n.sec
i 59 n.sec

From inputs A, B to Cﬁ+4

From input Cn to last status output 37 n.sec

From input Cn to outpud Y 30 n.sec

The propagation delay due to the ripple carry between the slices
(i.e. the carry-in to the most-significant slice is not stable

until t + 59 n.sec) means that the output of this slice will not



stabilise until t + 59 + 37 nsec. By adding the propagation and
set-up times of the external carry control (60 n.sec) this system

could not operate faster than one microcycle per 160 n.sec.

3.4 Microprogram Control

The microprogram control unit is the part of the system that
controls the other subsystems, synchronises the internal and
external events and fetches and decodes the microprogram residing
in the microprogram memory. A microprogram control unit consists
of the microprogram memory and the structure required to
determine the address of the next microinstruction; in our case
this structure is the microprogram counter. The logic diagram of
the microprogram control together with the skip control and the

skip select is shown in Figure (3.7).

Unlike the main memory in MOS microprocessor systemns, the
microprogram memory is referred to once each microcycle during
the execution of a microinstruction. Therefore, to gain the
necessary speed, the microprogram memory is always implemented
using bipolar memory devices. This memory contains sequences of
microinstructions, 32 bits wide, which apply the proper control
signals to the 2901's and the other subsystems, to execute the
desired operation. The address lines of the microprogram memory
are driven from the microprogram counter. This counter has
facilities for storing an address, incrementing an address, and
jumping to any address. The microprogram counter is controlled

by bits from the microprogram memaory.
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3.4.1 Microprogram Memory

The microprogram memory was implemented in PROMs, A 512 by
32 memory was constructed using the B82S131 device (tristate)
(48). The 82S131 is a bipolar PROM, organized as 512 words by 4
bits per word, with nine address lines and an enable line (65
n.sec access time). Eight chips were placed in parallel with all
address lines common (Figure (3.7)). The address lines are
loaded with 8 loads, under the maximum load limit (50 loads) that
could be driven by the counter, therefore no buffer drivers were
required. These are driven by the microprogram counter (9-bit).
It was mentioned before that the PROM outputs (the
microinstructions) are the microprogram bits required to control
the rest of the system, these are stable before the next clock
pulse. Figure (3.7) shows a typical construction of the output

control bits.

The PROM chips are always enabled (active LOW) except for
the two chips that are used to store the fixed constants field,
the 'Y' field, these are enabled by the strobe 'FO. In this
case the 'Y' field outputs are used as an 8-bit external register
to store fixed parameters and the destination address of a branch

microinstruction within the microprogram.

Programs were developed to take the microprogram to be
placed in the microprogram memory and slice it up among the
8-PROMSs. The microprogram support tools will be described in the

next chapter.
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3.4.2 Microprogram Counter

The address information to the microprogram control is
derived from the data bus. The microprogram counter stores the
9-bit address of the current microinstruction to be fetched from
the PROM, It consists of two parts, counter, and skip control
logic. The counter stores the most significant 8-bits of the
address, this consists of two 25LS163 types connected in cascade
(49), and it increments on the positive transition of the clock
pulse unless the load or clear lines are activated. Two D-type
flip-flops were used for constructing the skip control logic,
this generates the least significant bit (LSB) of the address
that indicates if a skip is required or not. On the negative
transition of the clock a selected skip state is strobed into the
flip-flop and if the output is LOW the LSB of the microprogram
counter is held and count enable to the counter is activated
(HIGH), so that on the positive transition of the clock the
microprogram counter contents are increased by two instead of
being incremented. If a branch microinstruction is taking place
then the skip control is used to determine if the LSB of the new
microinstruction address is odd or even (1 or 0), while an active
LOW strobe 'TO' can be used for loading the counter by B-bit data
on the data bus. In fact, that is the main use for the strobe
'TO' in the system, and it should not be used elsewhere. A LOW
level (INITL) at the clear inputs sets the microprogram counter
outputs LOW after the next positive clock transition. This
facility, reset the microinstruction address to zero on startup,
is very efficient in writing a microprogram for the system.

Usually the microprogram, to be loaded on PROM, starts with a
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microinstruction, which by loading the microprogram counter 'TO'
and skipping to give a D LSB, and not skipping to give a 1 LSB

allows a branch to any location in the PROM.,

3.5 Condition code select logic

The skip select logic was added to the system to allow a
microinstruction to test conditions generated within its own
microcycle. This consists of two 74LS151 types (50) which, under
control of 4 microprogram bits, route one of sixteen lines from
the various flags to the D input of a flip-flop, for use in
determining the next microinstruction address ("skip on result
of condition'). The microprogram counter skips one
microinstruction if the state of the flag specified is 'TRUE'
(HIGH). For microprogram simplicity, the flags were designated SO
to SF, and these assignments will correspond to predefined flags
within the system. Typical flag assignments that will be used in

the following chapters are shown in figure (3.8).

skip field flag function
(Hex) assignments

0 SO never skip (connected to +5 volt
through 1k resistance)

1 S1 always skip (connected to 0-volt)

6 S6 test flag

7 S7 test flag

8 S8 output register empty
(buffer (FIFO) output)

B SB the most significant ALU (F3)
output bit
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D SD input register full
(buffer (FIFO) output)

F SF the result of an ALU
operation is zero (F=0)

FIGURE (3.8) SKIP FLAG ASSIGNMENTS.

The other flag assignments could be used for interfacing the
system with different computer systems and connecting it to test

equipment.

3.6 1/0 External Registers Handling
The 1/O subsystem provides the communication between the

processor and the outside world. There are three types of 1/0
used according to the method of controlling the data transfer
(50), (51), (52):

(i) microprogram controlled 1/O

(ii) interrupt controlled I/O

(iii) direct-memory-access 1/O
Interrupt controlled and direct-memory-access 1/Os require a
complete hardware interface circuit; fortunately the system can
provide the suitable data paths and the control signals which are
needed for this interfacing. I/O paths can either be
bidirectional, in which case the external data will be sent and
received via the same lines, or the input and output lines can be

separate. Microprogram controlled I/O with separate input and

output lines was used in this project.
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Two sets of I/O registers were used to interface the
external 1/0 data to the data bus of the system under the control
of the microprogram memory through input and output decoders as
shown in Figure (3.9). By using 4-to-16 line decoders, any one
of the sixteen I/O read or the sixteen I/O write external
registers can be selected. Because only one output from the
decoders can be activated at a time, in a given microcycle no
more than one I/O register in the group can be used. Two four
bit fields, A and B, are decoded as input (From) and output (To)
decoders respectively. If the microinstruction indicates that
external register contents are required, then the 'A' (From)
field is decoded, to gate data from a register external to the
2901 slices onto the data bus, in which case the 'B' field is
used to select the destination register in the 2901 internal RAM.
If the microinstruction indicates an internal source of data,
then the B' (To) field is decoded and routes either the contents
of the 'Y' field or the output from the 2901 slices to the data
bus, to be strobed into the external register selected by the B
field. In the later case, if the 2901 slices output was chosen to
be the source of the data, the 'A' field is used to select the
register in the 2901 internal register array. Also it is
possible to store data in the 2901 internal RAM and an external

register simultaneously, in which case the 'B' field is used to

address these registers.

3.6.1 The "To" Decoder
The 'To' decoder was used to provide the system with sixteen

data-out registers, one of these registers was assigned as the

.
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microprogram counter (T0). This decoder consists of two 7415138
(three-line to eight-line) decoders, enabled by the 'X2' control
bit and the clock of the system, and use the output B' field, of
the PROM to generate the 'To' flags. These flags determine which
of the data-out registers in the system is to receive the data on
the bus and to generate a strobe for that register to store the

data in the second half of the microcycle.

3.6.2 The "From" Decoder

A sixteen-line decoder was implemented using two 74L5138
decoders to provide the system with a sixteen port external
source of data. The 'From' decoder decodes one of the sixteen
lines, dependent on the conditions of the four binary select
inputs and the 'A' field, and is enabled by the IU’ I1 and
I2 microinstruction code (the source operand of the 2901)
output from the PROM. The 'From' decoder outputs are used to
select data-in registers within the system and cause them to
output their data onto the common B-bit data bus while the Y
outputs of the 2901 slices are OFF. One of these registers is

the B8-bit constant field output of the PROM which is enabled by

the 'FO' line.

3.6.3 The Control Decoder

To generate the control signals (that are seldom all needed
within the same microcycle) would require a greater
microinstruction length than is really needed. By using a three
to eight line decoder, any one of an eight control signals can be

generated with only three microprogram bits. The advantages and
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disadvantages of this technique will be described in the next
chapter. The control decoder is a 74L5138 type, enabled by the
clock of the system and an output from the 'To' decoder (which in
this case is 'TF') and uses the YO0, Y1, and Y2 data outputs of
the 'Y' field to select one of the 'C' lines (CO to C7) to be
active LOW in the second half of the microcycle. These lines are
used to determine which flag within the other subsystem is to be

set or cleared.

3.7 Input/Output Buffer Memory

The input/output buffer memory provides the means for the
microprocessor system to interact with the external data medium
as characterised by a communication link. First-in, first-out
(FIFO) register stacks were used, these allow data transfers that
are continuous and do not require the processor to wait during
the communication operation. Transferring data from the
processor to the link is normally executed as a single
microinstruction that loads data, either from an external memory
or the 2901 internal RAM registers, into the FIFOs and then
issues the necessary flags to initiate the transmitting
operation. The subsystem logic circuitry provides the autonomous
timing and sequencing signals necessary to perform the shifting
operation associated with sending or receiving the serial data.

Data may be accepted in serial or parallel at one data rate and

extracted at another rate.

The interconnections necessary to form a l6-word by B8-bit

FIFO, using the Fairchild's 9403 (16 words by four bits) type,

are shown in Figure (3.10). In operation, on the input side,
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successive words (8-bits) can be loaded into the FIFO by a LOW on
T6 for each one. This can be continued for up to 16 words, if
none are removed from the output during the process of loading
these 16 words. More generally, the FIFO can continue to be
loaded until it no longer raises its SD (data request) line. At
this point, the FIFO has accepted the last word but is indicating
that it is full and cannot accept further data. Serial data can
be entered on each HIGH-to-LOW transition of the CPSI clock
input, once loaded into the FIFO, the successive data bits "fall
through" the FIFO structure and line up in order at the output.
The clock required for the output from the FIFO is completely
independent of that on the input. Data words can be extracted by
a LOW on Fé line, this can be continued with successive words in
the FIFO until S8 (FIFO empty) no longer rises, indicating that
the FIFO is empty. Data is serially shifted out on the
HIGH-to-LOW transition of CPSO. An important characteristic time
of a FIFO, for our purposes, is the "fall through time". This is
the time it takes for an input-data word to appear at the output
of the initially empty FIFO. This time, in our case, is 450
n.sec (53); this means that it is not possible to extract the
same input-data word in two successive microinstructions without

using an intermediate microinstruction to test the line S8.

The timing sources for the shifting operation associated
with the serial entering or extracting of the data will be

described in the following chapters.
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3.8 System Clock

The main source of the timing signals is the system clock.
The clock's output frequency is controlled by a stable crystal
oscillator, MC300 (12 MHz) type. A single phase clock was used
in the microprocessor system. The oscillator output drives a
binary counter, 25LS169 type, with outputs logically combined to
form a set of repetitive signals. Figure (3.11) shows the block
diagram of the clock circuit and the clock pulses.  The clock

pulse width, called the microcycle, is determined from:
c =t +t2+t+t4 (3.1)

where

tl : counter clock to output time (n.sec)

.

PROM read access time (n.sec)
: 2901 ALU execution time (n.sec)

t, : other propagation delay in the system (n.sec)

For the 2901 system a microcycle is measured from one rising
edge of the clock to the next (42). All input signals to the
2901 slices from the system data bus are captured on the rising
edge of the clock (the set-up time prior to the clock LOW-to-HIGH
transition is about 70 n.sec for the 2901B). A timing diagram is
given in Figure (3.12) showing a series of sequential
microprogram steps. During each microcycle, one microinstruction
is fetched and executed. At each rising edge of the clock, the
microprogram counter increments and settles, and the counter
outputs an address to the PROM, whose access time is greater than

the counter settling time. As soon as the outputs are stable at
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the PROM output, execution begins in the 2901 ALU slices. On the
next rising edge of the clock, the 2901 ALU result is gated into
the registers and the status signals which are being input to the
subsystem circuits are assumed to be stable. If an
unconditional branch microinstruction is to be executed then when
the outputs are available from the PROM memory, the control
signals are sent to the counter to cause it to load the branch
address. No 2901 ALU activity occurs. On the next rising edge of
the clock, the branch address enters the counter and the address
is input to the PROM. The execution proceeds as before. There
is no difference in the microcycle of a branch and nonbranch
microinstruction in this system. However, while the PROM memory
is being accessed, the 2901 ALU must remain idle, and while the

2901 ALU executes, the PROM memory must remain idle.

In the 2901 ALU, some internal operations require longer
time to execute than others. One or more of these operations
requires the maximum length of the time to complete. This is
called the worst case delay path. The minimum total width of the
microcycle, cp, is the sum of the worst case fetch and execute

times.

3.9 Conclusion

The hardware construction of an 8-bit microprogrammed
processor which is constructed with 4-bit bipolar microprocessor
slices has been described. A bit-slice approach was chosen for
this project, since the flexibility and speed required cannot be
obtained using a single fixed instruction set microprocessor.

The system is configured such that it can support a
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microinstruction cycle of up to 250 n.sec.
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CHAPTER 4

System Microprogramming Features

4.1 Microprogramming

Microprogramming was first suggested by Wilks in the early
1950s (54), (55). With the development of fast, inexpensive LSI
devices, commercial use of microprogramming spread into the
microprocessor-based systems domain. Present microprocessors
employ microprogramming in two ways. The first is the
traditional method of using microprograms to perform machine
instructions (56). The second is to combine bipolar bit-slice
devices to synthesize a microprocessor or controller system with
a particular architecture (57), (42). One can describe
microprogramming as (58) the use of a program language
(microprogram) that explicitly and directly controls the sequence
of internal machine-hardware functions (e.g., registers, ALU's,
counters, busses, memory). In this way, microinstructions
specify control terms that cause the machine hardware to perform
an elemental function such as transfering data from one register
to another. The device, in this case, is completely software
driven, having no predetermined sequence of operation implemented
in hardware, i.e., linkages of microinstructions cause the

machine to perform the desired function.

Microprogramming is considered to be the best approach to
control a bit-slice system for the following reasons (59), (42),
(60), (61):

1- A memory (ROM or PROM or related devices) is a substitute



for random sequential control logic circuits. This leads to a
more structured organisation of the design.

2- Software test routines can be developed and included in the
PROMs or, the normal PROM memory could be swapped with a special
test memory by substituting PROMs.

3- Variation of the initial design can be implemented by
substituting one or more PROMs (i.e., changing the microprogram),
and also adding PROMs expands the system.

4- The microprogram, documented in the definition file and in
the assembly source file, serves as the principle documentation
of the 'firmware' (62) (because such microprograms have been
placed in PROM or ROM, they have been called firmware, i.e.,
software modules that are "firmly protected” from being changed),
this provides a clearer documentation than multipaged schematics
can provide.

5- Subsystems can be upgraded by replacing the appropriate
PROM more easily than hardwiring or patching new components onto
a crowded printed circuit board (PCB), with all of associated

difficulty that this entails.

Three measures are useful for defining the microinstruction
characteristics (63):

A- Monophase-polyphase characteristic

A  monophase microinstruction would generate the control
signals used during one clock pulse. A polyphase
microinstruction would generate control levels and signals used

during two or more clock pulses.
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B- Encoding characteristic

This measure refers to the degree of encoding in the
microinstruction word. There are two different types. The first
is direct encoding, in which case the mutually exclusive signals
can be grouping together into fields. These fields are then
decoded to produce the corresponding control signals. This type
of encoding reduces the size of the microinstruction word. The
other type of encoding is known as indirect encoding where the
meaning of a field is made to depend on the value of a control
field in the microinstruction.

C- Serial-parallel characteristic

This refers to the method used to determine the next
microinstruction to be executed. In the serial approach, the
generation of the address for the next microinstruction to be
executed does not begin until the execution of the current
microinstruction terminates. In the parallel microprogram
approach, the addressing of the PROM for the next
microinstruction is overlapped with the execution of the current

microinstruction.

The microprogram size can be expanded in two ways (55),
horizontally and vertically. A horizontal expansion of the
microinstruction, is implemented by adding more control bits to
each and every microinstruction in the microprogram for
controlling additional hardware elements. A vertical expansion
means that you increase the actual number of microinstructions in
the microprogram to perform new functions. Although horizontal

expansion allows the microprocessor system to perform more
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parallel operations in each microcycle, it has the disadvantage
that each bit is dedicated to a single function and,
consequently, a maximum number of bits is required, i.e., a much
larger amount of microprogram memory is needed. On the other
hand, a vertical expansion can increase the capability of the
CPU, but the amount of sequential control logic in the system
increases. A vertical microinstruction usually involves little
parallel operation within the microcycle; instead it initiates a
single sequence of events, and hence, the microcycle time
increases and the speed is decreased. A combination of
horizontal and vertical microprogramming schemes is normally used

to meet the specific speed and control memory limitations.

For long microprograms ( > 48 microinstructions in length or
with microinstructions > 16 bits wide), software development
systems are required. These systems allow each field to be
defined with symbolic definitions, which is a documentation
method. Once the fields are defined, the microcode (microprogram,
microinstruction) can be written in symbolic language, similar to
a pseudoassembly language, that will provide human-readable
documentation. The development system may be used to assemble the
microprogram thus written and to create the input to a PROM
programmer. Since microprograms, like programs, seldom run
properly when first executed, the development system provides
simulators and debuggers which allow users to interact with, and
monitor the execution of, a microprogram as it is being run on
the system. Simulators usually run on a different machine and

simulate the actions of the system for which the microprograms
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were written.

Given that the microprogramming concept is closely related
with the bit-slice microprocessor system, this chapter will
describe the microinstruction characteristics and discuss tools

and facilities for the development of microprograms.

4.2 Microinstruction Format
The microinstruction has two primary parts. These are:

1- the definition and control of all micro-operations to be
carried out

2- the definition and control of the address of the next
microinstruction to be executed
The definition of the micro-operations to be carried out includes
such things as ALU source operand selection, ALU function, ALU
destination, carry control, shift control, and data-in and
data-out control. The definition of the next microinstruction
function includes identifying the source selection of the next
microinstruction address or supplying the actual value of that

microinstruction address.

The thirty-two bit microinstructions of the 2901
microprocessor system used in this investigation consist of ten
fields which provide some parallel operation as illustrated in
Figure (4.1).

SK (4 bits) is the test and skip control field for selecting
one-of-sixteen skip flags denoted by 0 through F, these values
will correspond to predefined bits within the system, as
described before.

CC (2 bits), the carry-select control field, determines the
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carry-in state as illustrated in Figure (3.6).

TO (1 bit), the external write-only registers strobe, enables
the current data value on the data bus to be strobed into an
external register when it is '0". This field also activates the
LOAD control line of the microprogram counter during branch
operations.

I (9 bits), is the 2901 instruction control lines. Also shown
in Figure (4.1) is

S (3 bits), source operand field, used to determine what data
sources will be applied to the ALU-slices.

F (3 bits), function field, used to determine what function
the ALU will perform.

D (3 bits), destination format field, used to determine what
data is to be deposited in the Q-register or the internal
register array.

B (4 bits), is the B address field, the four address inputs to
the internal register array used to select one register whose
contents are displayed through the B-port and into which new data
can be written when the clock goes LOW. This field also selects
one-of-sixteen external write-only registers (TO-registers) to be
loaded from the data bus.

A (4 bits), is the A address field, The four address inputs to
the internal register array used to select one register whose
contents are displayed through the A-port. It also selects
one-of-sixteen external read-only registers (From registers)
whose contents are output onto the data bus.

Y (8 bits), the control store literal field, an B8-bit data

word which represents a number or an address. It is used for



assignment to a register or to indicate the address of the next
microinstruction to be executed. This is rather like the

immediate field used in some machine language instructions.

4.3 Microinstruction Implementation

The system microinstructions have the capability to perform
two distinct operations simultaneously- An ALU/shifter operation
and a conditional branch or skip operation. The additional
capability to perform other operations simultaneously (such as
external register handling, and carry control) suffices to
classify these microinstructions as horizontal. Direct (or one
level) encoding was implemented in the representation of
microinstructions, this is due to the fact that most of the
micro-operations that a particular subsystem can perform were
represented in the microinstructions as a field rather than as
individual bits. Since the micro-operations that were combined
into a field are mutually exclusive, no information is lost in
this single level encoding scheme. There is only one hardware
subsystem, the control decoder, in which indirect (two level)
encoding was used. The flag TF, generated by the TO decoder (it
is not a direct control bit output), and the Y-field (YO - Y2)

are combined to select the control flags (CO - C7).

When no control signals are to be enabled by a given set of
bits, the bits are all placed in the O state. In this case, a
unique binary code must be assigned to this condition since it
represents a legitimate control pattern for a control field.
When the all-Os bit pattern is decoded, no action is generated by

that field during that microcycle. Typically, this all-Os bit



pattern is used to represent a microcycle no-operation (NOP).
Microinstruction implementation is serial (fetching the next
microinstruction to be executed is started after the execution
phase of the present microinstruction). The basic system clock
cycle is 330 n.sec, and in normal operation, a microinstruction
is read from the PROM to the subsystem and executed in one clock
cycle (there are no suboperations performed, and all operations

specified by a microinstruction are executed simultaneously).

4.4 Microinstruction Sequencing
Three techniques were combined for accomplishing this
microinstruction sequencing. These are:
1- sequential execution
2- skip control

3- multiple sequences

4.4.1 Sequential execution

In this case the PROM address of the next microinstruction
to be executed is one greater than the address of the
microinstruction being executed. The microprogram counter

increments by one on each clock cycle.
4.4.2 Skip control

The sequential execution of microinstructions may be altered
by the skip micro-operation. The microinstruction has a skip
micro-operation in which the microprogram counter is incremented
by two instead of one. A conditional skip micro-operation

facilitates an efficient one microinstruction subroutine.
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4.4.3 Multiple Sequences

The sequential execution of microinstructions may be altered
by unconditional branch micro-operations. The load control of
the counter is a single bit (T0O) defined by the microinstruction.
Whenever this bit is at logic '0' a load will be enabled. If the
load is enabled, the new (branch) address contained within the
PROM will be parallel loaded into the counter. The branch
address originates from two sources; the literal (addressing)
field of the microinstruction, in which case it is the field
supplying the actual value of the address. The other source is
the external read-only registers (From registers), in which case,

the data inputs to the counter receive the start address.

Another useful facility combines sequential and skip
execution, by assigning an address to a label or register. This
facility, with the wunconditional branch micro-operation can be

used to implement loops in microprograms.

4.4.4 Start Address
The microprogram counter is reset to zero on startup, at

which the microinstruction must be in the form:
T0 = F7 + 0 ’ 57

This loads the microprogram counter (TO) with the data on the
data bus which is the output of the 'From' register (F7).
Skipping to give a 0 LSB, when S7 is true 'l', and not skipping
to give a 1 LSB, when S7 is '0 Start addresses may now be
assigned to any location in the PROM. The 'From' register 'F7'

contains address lines driven by switches to allow all the



different states to be valid.

4.5 Special Microassembler

One of the difficulties of using the 2901 bit-slice system
is the difficulty with software support for the completed system.
It is evident that the system described in the previous chapter
is unique and a special assembler and simulator will be required.
The following two sections will describe the assembler and
simulator that have been used in this work for developing the

microprograms.

The architecture of the 2901-system is designed for maximum
speed of operation in its application, which differ from those of
MOS microprocessors. As a result, the 2901-system assembler
contains features which are unique to this system application,
e.g. the assembly language differs from standard assembly

languages, as described below.

A microassembler (we will call it an assembler from now on)
was developed for the microinstruction format described in the
previous two sections and illustrated in Figure (4.1). It
assembles a microprogram written in a symbolic language into the
bit patterns for subsequent use in microprogram PROMs, and
provides various convenient features for use in writing
microprograms. The assembler was written in the CORAL programming
language (64) and was implemented using a CORAL compiler which
runs under the UNIX operating system for PDP-11 computers (65),
(66). The language comprises several fields correspond to
microinstruction fields (operators, operands, shift, skip, and

carry control), label field, and comments. Operations specify
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transfers of information among registers. Unary and binary
operations can be written in algebraic notation, and
unconditional execution can be represented by simple 'branch'

statements.

The address space is 512 words. This is achieved using the
8 bit literal field plus the skip option. In consequence a
branch instruction requires a knowledge of whether the executing
instruction is at an odd or even address and whether the target
is at an odd or even address. There are two assembler directives
which force these conditions, *EVEN and *ODD. The addressing
given in the generated list is a 3-digit number, the numbers
being hex, hex, binary (the least significant being binary). The
source program contains function assignments and the symbolic
microprogram itself. The assembler makes two passes through the
source. On the first pass it makes entries into the label table
for each label, assigning it to a value equal to its address,
starting at location 000. On the second pass it converts the
symbolic values to the binary encoding of the microinstructions
and stores these in internal memory (binary file) for subsequent
processing. In addition to the binary output, an assembled
listing file 'ass.lst' can be produced. This file is the output
medium by which the assembler communicates its results to the
2901-system microprogrammer. This file is prepared by re-reading
the input source microprogram and matching each line to the
assembled code. It shows, for the microinstruction, each
symbolic representation, its translated binary representation,

and its assigned PROM address.
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Associated with the assembler is a 'converter' program. It
takes the binary output of the assembler and, given the
description of each PROM location, produces the proper output

(for input to the PROM programmer) for each PROM.

4.6 Software Simulator

Another development aid for the microprogram is a software
simulator. It was decided to use a software simulator in order to
test, debug, and optimise the microprogram before 'burning' a set
of PROMs. The simulator being used is specifically for the
present system (67), and runs under the UNIX operating system.
The simulator provides an interactive microprogram development
and debugging facility which operates exclusively in UNIX with no
need for the 2901-system or any associated hardware. It includes
input/output handling and has the ability to access registers,
set breakpoints (break on condition mode), and single step
execution mode. Execution can be halted at any time for
observation of the register contents, change in the breakpoint
conditions, after which execution can be continued without any
loss. Preparation of microprograms is achieved by using the
assembler (and converter) which generates a file that the
simulator can load directly into its microprogram memory.
Diagnostic messages are printed in response to erroneous

operations and special system conditions.

A block diagram of simulator is shown in Figure (4.2). The
system box represents the simulation of the 2901-system
architecture as described in the previous chapter. The operation

of the simulator is controlled by the simulator executive system
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which interprets commands and invokes required utility routines
(macros). A number of files are associated with the simulator.
The RAM file corresponds to the random access memory which is
interfaced to the system. The microprogram file contains data
that are to be loaded into the PROMs of the simulator. The table
look-up files and signal sources contain data to be read into the
internal registers. The simulator has thirty seven control/skip
status and register assignments which correspond to dedicated
hardware in the system. The simulator handles these assignments
through its communications links with the terminal or the UNIX
file system in the following ways:

(i) Default. A request is printed on the terminal for the value
of the assignments. Execution resumes when the assignment value
is entered.

(ii) Optional. The assignments can be read from a UNIX file
specified as an assignments file.

The simulator can access files in the UNIX file system, so that
system files can be loaded from and written to UNIX files. Data
to be entered into registers directly from the terminal may be
hexadecimal or binary. Files for the system are arrays in
memory. They are four different types in accordance with the
length of the data they store. The file types, characterised by
their data format and their use by the simulator, are as follows:

1- 6 types of 10K x 8 bits data RAM file

2

4 types of 15 x B bits data assignments file (option)

3- B types of 512 x 4 bits data microprogram file

4

8 types of 512 x &4 bits data table look-up files

The UNIX files are in ASCII format. They contain a filetype
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declaration which must match the binary type required in this

system.

One can be constantly interacting with the simulator and
this interaction will be controlled by the use of the 'command
library'. The command library includes commands for
re-initialisation the simulator, setting and reading 2901-system
registers, resetting monitor points, and transfer of files
between the simulator and UNIX environments. Another group of
commands are used to perform checks on breakpoint variables
during execution of the microprogram and print messages when
breakpoint conditions are met. A breakpoint can be set on a
microinstruction address, on a register value, and on the number
of clock cycles executed. The run (rn) command initiates
execution of the microprogram until a break condition is met or
for a specified number of clock cycles. While the run command
provides for continuous execution of a microprogram, the single

step command (ss) executes only one microinstruction.

The simulator makes full use of the connected terminal being
used. When one invokes the simulator, the terminal displays a
"start-up" frame. The simulator command level is indicated by a
":" prompt character. First, the simulator's microprogram memory
is loaded, using pc or pt commands, with the binary object file,
which was generated previously by the 2901-assembler from a
source program. Next, assignments, RAM, breakpoints, and any
number of monitor points up to 18 points are set. Various
actions may be taken when the breakpoint is reached; these are:

1- Print the monitor points on the terminal for investegation
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2- Write into the RAM file and stop execution, or
3- Initialise the execution.

This gives a general idea of the simulator operation.

4.7 PROM Programming

A multi-interface system has been used for programming the
PROMs. The block diagram for this interface is shown in Figure
(4.3). The PROM programmer used was the PRO-LOG M920 (68), which
permits entry from either the 6809 system (69), or copied from
another PROM. This PROM programmer puts successive pulses onto
each bit at the recommended rates (current specification is usual

for "fusable-link" bipolar PROMs) of the PROM manufacturer.

TERMINAL
UNIX
6809 M920 PROM
OPERATING > >
SVSTEM SYSTEM PROGRAMMER
i
DISC
OPERA TING
SYSTEM

FIGURE (4.3) PROM PROGRAMMING INTERFACE.
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The assembler output files are transfered from UNIX to the 6809
microprocessor system using a special program. These files, in
turn, can be maintained in 6809 system disctes for subsequent
use. The 6B09 system is connected to the parallel interface of
the M920 via a 25-pin, D-type connector. The parallel interface
provides eight parallel input data lines, eight parallel output
data lines, seven handshake control lines, and an internal
handshake program (this PROM programmer uses an Intel 4004

microprocessor to provide this and other features).

4.8 Development Test Equipments

A sophisticated microprogram requires special equipment for
testing the system functions and circuits. These supporting
tools should be efficient and easy to implement. The test tools
that have been used in this system are classified into two
groups. Software test microprograms which enable us to examine
the system functions (these will be described in the next
section) and external test equipment which allow us to control
and investigate the software routines. The external test
equipment that was used was a test box , a logic analyser, and an

oscilloscope.

The software test routines requires a test box which allow
us to select a particular test, to set parameters, and to display
the results. The circuit diagram of the test box is shown in
Figure (4.4). It consists of two TIL 311 types (an hexadecimal
display with integral TTL circuit to accept, store, and display
4-bit binary data) (70) and three 74LS367 types, hex bus drivers.

Three rows of address switches, are included that can be used to
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set up addresses or parameters on the F4 and F7 registers. It
can also be used to set or clear any of seven different types of
skip flags. The test box contains also a selector switch which
is used for displaying the contents of any of the general use
'TO' registers. The test box is directly interfaced to the
system via an B8-bit data bus, and the 'TO' and 'From' strobes.
It should be noted that the initialisation control line 'INITL'
is generated from the test box and supplied to the rest of the

system circuits.

4.9 Test Software

It was mentioned before that one considerable advantage
which is derived from the use of microprogram control of the
2901-system is that software test routine can be developed and
included in a special test memory by substituting the normal
PROMs, A set of software microprograms were used to test the
system hardware, any of which could be selected by setting up the
appropriate address on the test box registers. Each microprogram
contains one or more tests for a particular part of the hardware.

These microprograms are described below.

4.9.1 Control Decoder Test

This microprogram generates control pulses corresponding to
the value to which F4 is set on the test box. The pulses are
observed on an oscilloscope to test for correct decoding. A
continuously changing value on display TE indicates that the

microprogram is running.
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4.9.2 "To" and "From" Decoder Test

This microprogram generates pulses on lines T1 through TF in
sequence and on lines F1 through FF in sequence (notice that TO
and FO are special purpose control lines). The pulses are
observed on an oscilloscope to establish the correct operation of

the decoders.

4.9.3 2901-Slices Internal Registers Test

This microprogram tests the 'R' registers on the 2901-slices
by incrementing the 'Q' register, loading its value into
registers RO through RF in turn, and then comparing each register
to 'Q@. A fault causes the microprogram to loop indefinitely in
an error loop. This is indicated by the display TA. A
successful run through the microprogram causes the 'Q' register

to be incremented and the microprogram repeated.

4.9.4 Up Shift Test

This microprogram tests the upward shift function on the
2901-slices. A 'ONE' is shifted around registers Q@ and RO using
the up-shift function. A second 'ONE' is shifted around
registers R1 and R2 using the carry. Errors are checked by
comparing R1 and @, and R2 and RO. R3 is an error counter

displayed on TB8.

4.9.5 Down Shift Test

This microprogram tests the downward shift function on the
2901-slices. The value 'hex B0' is loaded into registers Q@ and
R1, and then shifted down one bit at a time, comparing its value

to the pre-defined value in register R3 between shifts. An error
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will increment RA while a successful shift will increment R9. RA
is displayed on TA, while R9 is displayed on T9. Resetting 56

introduces a delay loop which allows displays to be read.
4.9.6 2901 ALUs Arithmetic Operation Test

This microprogram tests the 2901 ALU's by carrying out its
eight different operations on two registers which are loaded from
the test box. The results of the operations are displayed on T8

through TE. Switch S6 selects either R-S or S-R operation.

4.9.7 Carry Control Test

This microprogram tests the carry generator circuit for
correct operation. If F7 is set to 'hex FF' and F4 to any value,
then TA will display (the contents of F4 + 1) if S6 is clear and
contents of F4 if it is set. T9 will always display the contents
of F4 while T8 will display 'FF' if Sé6 is set, and '01' if it is

clear.

4.9.8 FIFO control tests

This microprogram tests the FIFO control system and consists
of three consecutive tests. For the first test, the FIFO is
loaded with 'hex 55' and a reset pulse is generated. If the FIFO
fails to clear, a branch is made to an error routine, otherwise
the second test is entered. In this second test, the FIFO is
loaded with sixteen characters, a check for 'FIFO full' being
made before each entry, and a check for 'WIFO empty' made after
each entry. When sixteen characters have been loaded, a check
for 'FIFO full' is made. If the flag is set, the third test is

entered, otherwise the error routine is entered. The error
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routine is also entered if any of the previous checks fails. In
the third test, the FIFO is unloaded one character at a time, a
check for a 'FIFO empty' being made before unloading each
character, and a check for 'FIFO full' made after unloading a
character. When sixteen characters have been unloaded, a check
for 'WIFO empty' is made. If the flag is set, the program loops
back to the first test, otherwise the error routine is entered.
The error routine is also entered if any of the previous checks
fails. A failure in the first test is indicated by T8 displaying
the value 'FF'. R9 is an error counter, and T9 displays the

total error count.

4.9.9 FIFO Data Tests

This microprogram tests the FIFO for correct retention of
data. The FIFO is initially cleared as are registers RO through
R3. The FIFO is then loaded with the contents of registers RO,
Rl, R2 and R3 in sequence. The data is then read back and
compared with the register contents. An error increments R9 and
restarts the program. A successful pass causes RO to be
incremented and the cycle repeated. Every time RO reaches 'hex
FF' R1 is incremented, and when this reaches 'hex FF' R2 is
incremented. R3 is likewise incremented when R2 reaches 'hex FF'.
The FIFO is therefore tested for all possible combinations of
data. T9 displays the value of the error counter R9, while T8
displays either the value of R3 if 56 is clear, or the value of

R2 if Sé is set.
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4.9.10 Output Enable Test

This microprogram tests the output enable on the 2901-slices
for correct operation. F4 and F7 are set to any value. TC and
TD should display the value of F4 T8 and T9 should display the
value of F7 while TA and TB should display (the value of F7) AND

(the value of F&).

The FIFO transmit/receive tests will be described in the
subsequent chapters. The test microprograms were written such
that they will loop continuously permitting diagnosis with a
logic analyser and an oscilloscope, that will isolate faults to

particular areas.

4.10 Conclusion

The characteristics and implementation of a 32-bit
microinstruction for the system of Figure (3.1) has been
described. Microprogram development aids have been discussed.
One of these aids is a software simulator, which can be used
without access to the 2901-system hardware environment. This
simulator allows us to monitor run-time characteristics of
microprograms which cannot be observed using the system itself.
The assembler and simulator discussed in this chapter have been
used extensively in applications described elsewhere in this
thesis. The method was used for programming the PROMs has also

described.
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CHAPTER 5

Implementation of Direct Sequences By Microprocessors

5.1 Introduction

It has been mentioned in the introductory chapter that the
object of this work is the realisation of the signal processing
requirements of a spread spectrum communication system using
digital techniques implemented with the aid of fast
microprocessors. In all spread spectrum systems synchronisation
acquisition and tracking is of prime importance. The behaviour
of synchronisation systems in the presence of multipath
propagation, unacceptable levels of interference, and secondary
cross-correlation peaks of the sub-sequences used for rapid
acquisition have to be studied to set thresholds on performance
in practical systems. The cause of thresholding lies in such
things as tracking loss, and thresholding of the correlation
detector. In general, direct sequence spread spectrum
communication systems are the most widely used spread spectrum
systems (3), (6), (7), (71), (72). In direct sequence modulation
the baseband information is added (modulo-2) to a digital code
sequence whose bit rate is much higher than the information
signal bandwidth. This process has the effect of "spreading" the
signal energy over a bandwidth equal to twice Rc’ the system's
code clock rate (7). For good correlation properties and ease of
generation, "maximal" length pseudo-noise sequences (m-sequences)
were used. Despreading, at the other end, is obtained by

correlating the received spread spectrum signal with a similar



local reference signal (code). When the signals are matched
(i.e. synchronisation occurs), the baseband signal collapses to
its original bandwidth before spreading.  Synchronisation is
generally achieved in two stages

a) Acquisition or coarse synchronisation

b) Tracking or fine synchronisation
The spread spectrum system is required to accomplish
synchronisation in the presence of interference and transmission

distortion.

This chapter discusses the analysis and implementation, in
both software and hardware, of the functions which are concerned
with direct sequence spread spectrum systems. In particular,
maximal length sequences, and sequence-inversion keying (SIK)
modulation are considered. The difficult problem of initial
synchronisation of the system and the methods by which

synchronisation can be maintained are then examined.

5.2 Pseudo-noise Sequences

Binary pseudo-noise (PN) sequences (which are also called
shift-register sequences or m-sequences) are the basis for the
direct sequence spread spectrum implementation. These imply a
deterministic string of binary digits that repeat only after a
relatively long period and have statistical properties similar to
those of true random numbers. These sequences can be reproduced
by any authorised terminal. Pseudo-noise sequences have been
known for more than twenty-five years. During that time, results
have been obtained on the structural properties and are used in

many applications such as range-finding, modulation, and
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synchronisation (72),(3). Recently, MacWilliams, Sloane,
Sarwate, and Pursley (10), (11) have been examining certain
properties of these sequences and their applications in spread
spectrum communications. The sequences that have received the
most attention in the literature are the binary maximal-length
linear feedback shift register sequences which are known as
m-sequences. In m-sequences, which are the type used in this
work, the maximum length sequence L is 2%.3 bits, where n is

the number of stages in the shift register.

5.2.1 Generation and Properties

At present, MSI pseudo-noise sequence generators are
available which allow limited code generation at rates up to
several Mbps (73). In this project, software methods were
developed for the 2901 system which use a few bytes of PROM and

do not require any R/W RAM.,

A particularly convenient method for generating the
m-sequences is by using an n-stage shift register with a feedback
term formed by the modulo-2 addition of several stages which can

be specified by its feedback polynomial,

n
= . . 5.1
h(x) = hg* hyx + . + h (5.1)

where the degree n of the feedback polynomial is the length of
the shift-register generator and the binary coefficient
hi(D or 1) represents the feedback tap on the generator. The
equivalent of this operation can also be performed efficiently

using microprocessors (see Appendix B).



Mathematically, the generation of a binary m-sequence Iak}

is defined by the operation

n
8 = iz‘l c8,_; (mod 2)  k=0,1,...,L-1 (5.2)

where the sum is modulo 2 addition and both c; and a, take
the values 0 or 1. The coefficients Cps i=1,2,..n do not
depend on n and must be known in order to specify an m-sequence.
The kth state of the m-sequence generator is, therefore, defined

by the past n terms of the sequence a i=1,2,..n as shown in

k-i’
Figure (5.1).

Figure (5.2) illustrates a shift register consisting of 7
stages, representing memory elements or flip-flops, each
containing a 0 or 1 (all-zeros state is not allowed to exist).
Outputs from the last stage (D5) and an intermediate stage
(Dl) are combined in a modulo-2 adder or EXCLUSIVE-OR gate,
defined by 0 + 0 =1 +1=0,0+1=1+0 =1, and fed-back to
the input of the first stage. At each clock cycle the contents
of the stages are shifted one place to the right. In this
particular example the code sequence generated is shown in Figure
(5.3), which is cyclic with a total period 127 times the period
of a single flip-flop output pulse. This is the longest code
sequence that can be generated by 7 stages in a shift register;
that is for n stages the longest sequence that can be generated
is 2"-1. For an n-stage register, there are ¢(L) /n maximal
sequences that can be generated by using different linear
combinations of feedback taps (where @(L), is the Euler

¢-function, i.e., the number of positive integers including 1
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that are relatively prime to and less than L). Feedback
connections have been tabulated for maximal code generators from
3 to 100 stages, so that any length from 7 through 236-1 are

readily available (7), (3).

For most cases it is convenient to consider the m-sequence
as formed from the digits {+l,-1}instead of {D,l}, the {+1,-1}

sequence{ bj} is related to the { 0,1} sequence Bi} by

(o =3 - 20}

this enables modulo-2 addition to be replaced by conventional

multiplication or vice versa.

For convenience some relevant properties, for our
application, of m-sequences are summarised below.
1- The one-zero balance property : in every period of the
sequence the total number of ones (2“‘1) always exceeds the
total number of zeros (Zn-l-l) by one. For a 127 bit code
there are 64 ones and 63 zeros. This property has the effect
that the DC component in a code or in a code-modulated signal can

be neglected.

rl-(l:”z)runs

2- Runs property : in any code sequence there are 2
of length p for both ones and zeros, where runs is defined to be
a maximal string of consecutive identical symbols, except that
there is only one run containing n ones, and only one run
containing n-1 zeros. There are no runs of zeros of length n or
ones of length n-l. This property is useful for testing code

sequences of any length.

3- Autocorrelation property : if a maximal code {ai} is
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correlated with a replica of itself during a complete sequence
period L, then the normalised autocorrelation function varies
linearly from 1 to 0 in the range U+Tc (the sequence chip)
phase shift and equals to O for all other values of phase shift,
i.e. for a complete period L the normalised autocorrelation
function is given by

1- It o¢i¢r

Ra(T) 5 (5.4)

0 elsewhere

For convenience, the periodic unnormalised autocorrelation

function is often used and is defined as

L
R = :L; 88,1

L, if 1 =0 (mod L)
= (5.5)

-1, if | 20 (mod L)
Thus binary m-sequences have two-valued autocorrelation
functions. This is the most important property and it will be
discussed in detail in the following section.
4- Shift and add property : the modulo-2 addition of a maximal
code and a cyclic shift of itself is another replica with a phase
shift different from either of the originals. This property,
which allows generation of any desired code phase, can be used in
a multiple correlators scheme in order to reduce effective
synchronisation time.
5- Window property : if a window of width n is slid along a

complete code period, each of the 2"-1 nonzero binary state

n-tuples exists only once.
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5.2.2 Correlation Functions and Power Spectra of Codes

The autocorrelation properties of m-sequences are
interesting from the point of view of synchronisation as the
autocorrelation function is periodic and two valued, with a peak
only at the zero shift point. This property is important in
choosing code sequences that give the least probability of a
false synchronisation. Code sequence (unnormalised) correlation
can be expressed as the number of agreements (A) minus the number
of disagreements (D) when the code and a phase-shifted replica of
itself are compared bit by bit. The normalised correlation is

then given by

The unnormalised autocorrelation (crosscorrelation) function of a
sequence (two sequences) is the set of correlation values of the
sequence (one sequence) with all cyclic permutations of itself
(the other sequence). This is a generalised correlation
definition which coincides with the two types of code sequence
representation {U,l} and {4-1,-1} as mentioned above. Figure
(5.4a) shows the autocorrelation function of a 7-stage shift
register generator, generating a 127-bit m-sequence of Figure
(5.3a). Autocorrelation properties for nonmaximal sequences may
be different from those of the m-sequences, an example in Figure
(5.4b) shows the autocorrelation for a nonmaximal sequence
generated from the same shift register but with different
feedback taps. The Figure shows minor correlation peaks which
are dependent on the code and are caused by partial correlations

during the correlation process. When such minor correlations
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occur, the receiving system's ability to synchronise may be
impaired because it must discriminate between the major (0+1 bit
shift) and minor correlation peaks, and the margin of

discrimination (index of discrimination (ID) (7)) is reduced.

The power spectrum of an m-sequence may be determined from

the autocorrelation (74) function by application of the equation:

+
S(w) = f R(T) e W gr (5.7)

-00
Defining the sequence autocorrelation function as equation (5.4),

then its Fourier transform is

_7 { Ra(T)} = T sinc2nfT (5.8)

Since Ra('r) is periodic it can be expressed as
R (1) = -1/L + (L+1/UL)R _(7) *iﬁ(T+nLT} (5.9)
a a e

where the asterisk indicates the convolution operation. The
power spectrum can now be obtained by applying equation (5.7) and

using
= & /LT) 5.10)
7{ coZa(nnLT) ”LT.-.;oo(f +n

Thus
3 2
S(w) = (L+1/LD) sincz(w/znf);a(w-cznkn/uum 5(w)
=-0

k#0
(5.11)

where L is the length of the sequence, and f is the clock

frequency, and
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sinczx = (sinmwx /n x)2

The spectrum has a (sin x/ x)2 envelope. Figure (5.5) shows
the power spectrum of the m-sequence waveform whose
autocorrelation function was shown in Figure (5.4a). Observation
of such a spectrum will show that it is a line spectrum with a
line spacing equal to the code repetition rate, Rch. Because
the pulse of shortest duration in the m-sequence is equal in
length to the code sequence clock period, the spectrum will have
a main lobe bandwidth such that its first nulls fall at the code
bit rate. This is an interesting point in a direct sequence
system, in which the transmission bandwidth is assumed to be
equal to the bandwidth of the main lobe (i.e., is twice the code
bit rate). From the one-zero distribution property, which is
mentioned earlier, it is seen that the DC component is +1/L and

the DC power is 112,
5.3 Implementing the Feedback Shift Register on a Microprocessor

Although the linear congruential algorithms (75), (76) are
the most successful approach for pseudonoise sequence generation
in large computers, they are not well suited for use on
microprocessors because they rely on multiplication of large
integers. Instead, straightforward simulation of a linear
feedback shift register is usua!ly used to produce binary
m-sequence using microprocessors.  The term 'linear' here, means
that only EXCLUSIVE-OR connections appear in the feedback logic
(Figure (5.1)). M-sequences can be produced on the basis of
equation (5.2) by simulating the hardware methods just discussed.

A typical microcode program, when using a 2901 system, might



POUER DENSITY SPECTRUM
n-SEQUENCE

LENGTH=127

CODE RATE= 0.01KBps

0.50 0.7 1.00

S(w)

0.25

]
.00 40.00 80.00 120.00 160.00 200.00
W

FIGURE(S.5a) m—-SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

8. POWER DENSITY SPECTRUM
- a-SEQUENCE
LENGTH=127
CODE RATE= 0.01KBps
w
~
[ =]
=3
U)d
(Tp]
q -+
(=]
8.
“=-200.00 -100.00 0.00 100.00 200.00 300.00

W
FIGURE(5.5b) m—SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUN



POWER DENSITY SPECTRUM
a—SEQUENCE

LENGTH=127

CODE RATE= 0.1KBps

0.50 0.7 1.00

S(w)

0.25

=]
“b.00 400.00 800.00 1200.00 1600.00 2000,00
W

FIGURE(S.53) m—SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

POWER DENSITY SPECTRUM

1.00

S(w)

a-SEQUENCE
LENGTH=127
CODE RATE= 0.1KBps

wn

r‘: L

[ =]

B

[ =]

wn

N

2

8

©-2000.00 -1000.00 0.00 1000,00 2000.00 3000.00

W
FIGURE(S.Sb) m—SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUM.



POWER DENSITY SPECTRUM
n—SEQUENCE

LENGTH=127

CODE RATE= 1KBps

0.50 0.75 1.00

S(w)

0.25

[ =]

8
“h.00 400.00 800.00 1200.00 1600.00 2000.00
w (X107h

FIGURE(S.Sa) m—SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

S(w)

S. POMER DENSITY SPECTRUM
=T -SEQUENCE
LENFTH=127
CODE RATE= 1KBps
2
s
]
a1
[7p]
2
g |
=-2000.00 -1000.00 -0.00 1000.00 2000.00 3000.00

w (X107
FIGURE(S.5b) m—SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUM.



38 POWER DENSITY SPECTRUM
-~ w—-SEQUENCE

LENGTH=127

CODE RATE= 10KBps

0.50 0.75

S(w)

0.25

8
.00 400.00 800.00 1200.00 1600.00 2000.00
W (X1079

FIGURE(S.5a) m—SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

POWER DENSITY SPECTRUM
a—SEQUENCE

LENGTH=127

CODE RATE= 10KBps

1.00

0.75

S(w)
0.50

0.25

.00

=-2000.00 -1000.00 0.00 100000 2000.00 3000.00
w (X1079)

FIGURE(S.5b) m-SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUM.



POUWER DENSITY SPECTRUM
a—SEQUENCE

LENGTH=127

CODE RATE= 100KBps

0.50 0.75 1.00

S(w)

0.25

2

(=]

.00 400.00 800.00 1200,00 1600.00 2000.00
W (X1073)

FIGURE(S.5a) m—SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

POWER DENSITY SPECTRUM

1.00

a-SEQUENCE
LENGTH=127
CODE RATE= 100KBps
(gl
~J4
[ =1
=8.
m [ =]
(7p]
N1
[ =]
3.
=-2000.00 -1000.00 -0.00 100000 2000.00 3000.00

W (X1079)
FIGURE(5.5b) m—-SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUNM.



POWER DENSITY SPECTRUM
n—SEQUENCE

LENGTH 127

CODE RATE= 200KBps

0.50 0.7 1.00

S(w)

0.25

S
“b.00 800.00 1600.00 2400.00 3200.00 4000.00
W (X1073)

FIGURE(S.5a) m—SEQUENCE OF PERIOD 127 ONE-SIDED POWER
DENSITY SPECTRUM.

POWER DENSITY SPECTRUM

1.00

a—-SEQUENCE
LENGTH=127
CODE RATE= 200KBps
w
~ 4
(=]
=31
5o
e ]
o
[ =]
2
“-4000.00 -2000.00 0.00 2000.00 4000.00 6000.00

v (X1079)
FIGURE(5.5b) m-SEQUENCE OF PERIOD 127 POWER DENSITY SPECTRUM.



store the contents of the shift register in one or two work-space
registers depending on the length of the sequence, or in
successive memory words. When this is done, it is advantagous to
assign a second register or memory word, containing the
associated feedback coefficients, to each register storage
location. When a certain register cell is connected to the
EXCLUSIVE OR adder, the corresponding feedback bit in the
feedback register is set to 1; otherwise, the feedback word bit
contains 0. To calculate the feedback input to the shift
register, feedback coefficients must be ANDed with the shift
register content, and the number of binary ONEs in this result
must be counted. For counting the number of ONEs, table look-up
can be used. The feedback input will be 0, for an even number of
ls, otherwise 1. A successive bit isolation (masking) and
EXCLUSIVE-OR operation may also be used to calculate the feedback
input but it can be very time-consuming for multi-feedback tap
organisations. The above approach can be compared as shown in
table (5.6) by counting the number of microcycles per bit of the

output sequence.

number of microcycles code bit rate
per bit
successive bit 15 200KBps
isolation
Hamming weight 6 500KBps
function

Table (5.6)
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A parallel implementation allows especially fast generation
of m-sequences. Working in parallel, several bytes of fast PROM
are toaded with a predefined and debugged code sequence and with
a number of | shifted replicas of itself, where | is the word
length of the processor, here, B8-bits. In general, 2"-1 word
locations of PROM are required to store all the possible phase
patterns of a code sequence of length 2™-1. Several factors
make the parallel structure a good basis for effective software
implementation. The PROM store can be arranged to match the word
length of the processor and, therefore, every location produces
8-bits of the desired sequence in one clock cycle and shifting
can be performed by incrementing a cyclic counter in a direct
addressing mode. In this particular application, the parallel
output structure is easy to manipulate in signal processing
functions in which the code sequence takes part of it, such as,
spreading, acquisition synchronisation, and despreading
operations. It is important to note that with the parallel
structure, increasing the processor word length leads to faster
generators. Appendix B shows typical values (in Hex) for
m-sequences of period 127, that were produced using the 2901

simulator, to be loaded in a PROM table look-up.

5.4 Sequence Inversion Keying (SIK) Modulation

Spread spectrum communications refers to a class of
modulation methods by which the narrow-band information (data) is
transmitted via a modulated signal having much greater bandwidth.
Much of the literature refers to the direct sequence modulated

signal that is produced by a multiphase phase shift keying (PSK)
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modulation by a code sequence carrying the data (6), (7). The
way in which the data is imbedded in a code sequence is called
code modification or sequence inversion keying (SIK) modulation
(77). This form of modulation means that we must change the code
in such a way that the data is imbedded in it and can only be
detected by an authorised terminal knowing the original code. In
addition, the required code properties - good autocorrelation,
low crosscorrelation, and the distinct spectrum - should be
maintained. This process is achieved by digitising the data
(principally voice) to be sent and modulo-2 adding it to the code
sequence. This process has the effect of inverting the code each
time a transition accurs in the data stream. The data transition
rate could either be asynchronous with respect to the code
sequence clock, or synchronous, in which case the number of data
bits to be transmitted for each sequence period are restricted by
the process gain and the system thresholding sources. One of
these thresholds is the correlation detector threshold, that will
be discussed later. For purposes of simplicity, in this project,
we consider the transmission process as completely binary. SIK
may be performed in the 2901 system based transmitter as follows;
data bits are synchronised by recognising the all 1l's state of
the m-sequence generator and starting a data bit at that time. A
cyclic counter is counted to determine the start of subsequent
data bits. A typical example was implemented in which a 7-stage
m-sequence generator produces a sequence whose length is 127
(Figure (5.3a)) bits. In this example, the data bit rate was
chosen to be the repetition rate of the m-sequence. Because the

length of the sequence is a prime number, the data bit is divided
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into 16 data bytes where 15 bytes are of complete length (8-bits)
and the 1l6th byte was masked in order to isolate the required
number of bits. In this case the cyclic counter is reset to zero
after each sequence period. Thus the transmission of alternate
0's and 1l's of data is provided. Each bit of data, in this

example, can take 48-64 microcycles in order to be transmitted.

The practical advantage of using asynchronous data is
simplicity of the implemented interface between the data source,
which may be a front end-processor, and the transmitter.
Asynchronous data bits are random in length, this makes the

synchronisation problem much more difficult.

5.5 Synchronisation

Despreading or demodulation of the spectrum-spreading
modulation requires good synchronisation between the coded signal
arriving at the receiver and the receiver's reference code.
Synchronisation, here, means that the received signal and the
reference code are accurately timed in both their code phase and
their rate of bit generation, and should remain so. Changes in
code phase and/or code rate are due to propagation path length
changes, Doppler frequency shift, and nonaccurate frequency
sources in both the transmitter and receiver. Good
synchronisation requires that code phase alignment of the two
codes within approximately one code bit (chip) must be achieved
and maintained. The synchronisation process is usually regarded
as consisting of two parts; coarse synchronisation (which is also
called initial synchronisation or acquisition) and fine

synchronisation (tracking). Initial acquisition may be defined
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as the process of: firstly, adjusting the relative phase and rate
of the reference code and the received signal to within the
pull-in range of the tracking. Secondly, activating the tracking
phase. Tracking is the process of maintaining a synchronised
condition and initiating the acquisition process if tracking
subsequently fails. Those parts of the receiver concerned with
acquisition and with tracking can be mostly digital, excluding
those systems which use direct transmission of very high rate
code sequences (multiple Mbps) for which analogue correlation
techniques (by using surface acoustic wave (SAW) (9) and charge

coupled devices (CCD) filters (78)) are necessary.

5.5.1 Initial Acquisition Techniques

When the communication link is first established or after a
loss of contact, an acquisition process must take place. In this
process, the receiver sequence generator is brought into
synchronism with the incoming sequence and the tracking loop is
locked in. A number of methods have been implemented for
acquiring pseudonoise signals which can be used in the receivers
of spread spectrum systems, The type of acquisition method to be
chosen should make full use of the attractive correlation
properties of the m-sequence in order to reduce the delay errors
between local and received code sequences. Ward (16), and others
have described a technique, known as sequential estimation, which
depends on estimating n (the number of shift-register stages)
sequential bits of the incoming signal and loading them into the
receiver shift register in order to obtain an estimate of the

present state of the input. Through correlating the received

sequence with that generated locally for an examination period
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T,y @ decision is made as whether the correct estimate has been
loaded or not. In case of correct decision, acquisition occurs
and a tracking mode is entered. In case of an erroneous
estimate, a new estimate is made and the procedure is repeated.
If a data ONE is being transmitted or if a data transition occurs
during the n-bit estimate, an incorrect estimate will be
obtained. These effects will be more detrimental when higher
data-bit rates are being used. In the second method, which is
usually referred to as the sequential detection method (79), a
precalculated bias is added to the correlated code and integrated
for a variable length of time until the threshold is exceeded,
indicating only noise is present (local code out of phase). This
method is especially appealing when a strict acquisition time
requirement is imposed. These methods require a significant
amount of hardware logic circuits and the data processing
requirements for these methods exceed the capability of a 2901
microprocessor unit. Alternatively, 'sliding' correlation
process (which is also called the serial search process (80)), in
which the phase of the reference code is slipping while
cross-correlating it against the received signal until the
cross-correlation output rises to a value which exceeds a certain

threshold and the sweep is halted, is almost always employed.

One of the most useful techniques, which makes use of the
serial search process, employs a synchronisation preamble to be

sent at the beginning of each transmission. This preamble is a

special code sequence (72), which can be short (the only

difference between them and the code sequences used after
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acquisition is the length) to allow a search through all possible
code positions in a reasonable time. The disadvantages of the
preamble synchronisation method is that, its relatively short
sequence length tends to be more vulnerable to false

correlations.

The serial search method is very accurate but it is slow
because it involves correlation over a complete period of the
sequence, and the repetition of this for successive time-shifts
until the peak is found. Fortunately, correlation over a

partial-period (segment) of the sequence is adequate (81).

The receiving system, in searching for synchronisation,
operates its code sequence generator at a rate slightly faster
(or slower) than the transmitter's code generator such that the
receiver code slips past the received signal. One way of
achieving this using a microprocessor is by interfacing a
microprocessor system to a voltage-controlled oscillator (VCO)
and sequence generator in hardware. In that case a DAC is needed
in order to send the chosen value of the voltage to the VCO which
causes a frequency offset (search rate) between the local clock
rate and the clock rate of the transmitter. This method is
awkward and a compromise is needed between a small frequency

offset which causes a Ior‘lg SVBI’GQE-SEQI‘Ch til‘ﬂB, and a large

frequency offset, for which the cross-correlation peak is small
and liable to be missed (false dismissal) unless a low threshold
is set, and as will be seen shortly leads to a false acquisition

(false alarm) in the presence of noise (80). The drawbacks are

also that it depends on the machine to be used which, in some
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cases, is too slow.

In this case, the whole system was implemented within the
microprocessor system which was also used to drive the clock at
both the transmitter and receiver, as will be seen in the next

chapter.

5.5.2 Correlation Process
The performance of the 2901 system in achieving the
acquisition process depends strongly on the partial

crosscorrelation function

M M-1
Cas (i,7) = ngoaim Bl (5.12)

which represents the correlation of M symbols a, 8.4
S ai+M 1 of the receiver's replica with the M symbols

s of the received sequence, such

i+1 ? Sialar ottt SiiM-lsr
that M < L. In the case M=L the quantity cas(i,r) is
independent of the initial i, and correlation analysis becomes a
relatively simple deterministic problem. A theoretical analysis
of the relation between L and M as a function of i, and
car:(i,r) is not available to our knowledge. Instead, many
search trials were made using the 2901 simulator in order to
choose a reasonable value for M. Notice that ca;d(i, 1) is
simply a comparison of the i-th binary weight bits of the
received signals s(t,t) and the replica a(t). This comparison
can be performed by computing the number of agreement bits

between a_ and s T From that point of view the 2901 based
n n+

correlator system is effective because it can be expanded to

accommodate variations in the sequence length L. The 2901 system
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computes the number of agreement bits between two 8-bit binary
sequences in 3 microcycles, e.g., a 127-symbol crosscorrelation
takes a total of 48 microcycles (16 u.sec) to be computed. The
phase slipping process is achieved either by phase shifting the
receiver's code periodically by 1 chip increments each time and
carrying out the comparison with a stored sample of the received
sequence, or by matching the incoming sequence with a fixed
segment (< L) of the receiver's code until the proper point of
synchronisation is reached. In this case, the time spent at peak
correlation is minimum but the threshold, as will be seen

shortly, is higher.

Recognising the peak in the correlation function is an
inherent part of the acquisition process after which the receiver
starts its local code tracking before the received and local
codes drifts apart. Because the low rate binary data, which is
modulating the subcarrier, is unknown, the peak in the
correlation function may be maximum positive or maximum negative
depending upon the phase of the received signal as shown in
Figure (5.7). Therefore it is necessary to test whether the peak
is above a positive threshold or below a negative threshold. An
accurate but a very long computing time search method was
implemented using the 2901 simulator in order to choose the
optimal values required to be set as a threshold. Figure (5.8a)
provides a description of the method used to detect the
correlation peak in the microprogram design. The correlation
values are arranged without truncation such that the peak

magnitude lies in the range of the 8-bit two's complement integer
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and the threshold is added to the correlation values. The values
will change as a result of the overflow properties of twao's
complement arithmetic as shown in Figure (5.8b)., If the peak
exceeds the threshold, in either direction, the result is
negative. This requires only one microinstruction when it coded
directly into 2901 system. Note that the lower the setting of
the threshold , Y, the more assurance that a peak will be
recognised. Note also, however, that lowering the threshold
increases the noise lying above threshold, which increases the

false alarm rate as shown in Figure (5.9).

5.6 Tracking

As a result of the acquisition process the receiver's code
and the sequence embedded in the incoming signal are exactly
matched in time. In order to maintain that synchronism, the
receiver must cause its own code bit rate to match the incoming
code bit rate (usually within one chip). In principle, a
dithering loop (82), and delay-lock loop (83), (B4) are often
used for doing this, in which case, the output of the acquisition
correlator will indicate the loss of synchronisation when the
peak falls below the threshold. However, in an implementation
such as this and because of the serial nature of the signal
processing of the microprocessor implementation, it would be

impractically slow to operate both the acquisition and tracking

processes simultaneously.

The delay-lock loop uses an actuating error signal derived
from received and local sequences to control the receiver's code

bit rate. Operation of the delay-lock loop was first discussed
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by Spilker (83). A survey of the basic properties and main parts

of the delay-lock loop that are useful for the purpose of this

thesis will be given in this section.

5.6.1 Delay-Lock Loop Correlator

Figure (5.10) shows the basic block diagram of the
delay-lock loop correlator, which will be assumed to be in the
locked-on situation. The backbone of the circuit is a local
n-stage feedback shift register which generates time-displaced
versions of a binary m-sequence a(t). It is convenient to denote

sequences with a delay and advance of kT by a and a,

k k

respectively, e.g.

a = a(t-kT), a, = a(t+kT) and ag = a(t)

Each of the versions a, and a, which have amplitudes +1 is
correlated with the input signal
r{t) = s(t+u) + n(t)

where u is the delay-error. This terminology stems from the use
of the delay-lock loop in tracking and ranging systems where the
delay between a transmitted and a received sequence is a measure
of the distance between target and transmitter/receiver. The
difference between the correlator output signals is obtained by a
subtraction device which, together with the multiplier and
summation forms the crosscorrelation network. Using the
shift-and-multiply properties of m-sequences, it can easily be
shown that the contribution of these sequences to the long time
summation output of the crosscorrelation network is proportional
to

D,r{u) = R (u+T) = R (u-T) (5.13)
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where Ra(u) is the autocorrelation function of the pseudonoise
sequence in question which has a base width of 2T, and DZT(u)
is an N-shaped error signal made up of two copies of this
autocorrelation function, with a relative shift of 2T, one being
inverted with respect to the other as shown in Figure (5.11).
Thus for |u[ { 2T, the function DZT(u) provides a discriminator
characteristic or error-signal to control a VCO to maintain the
alignment between the two sequences by minimising u. In this way
a closed loop is obtained. If properly designed the loop tends
to the locked-on state, for which Ju] < T. If, at any time, the
delay-error u exceeds one bit time (|u| > T) the loop losses lock,
and the acquisition processs has to be reinitiated. In practice,
the period of sequences used is normally long (for example,
Ward's ranging system (77) uses 15-stage shift register which
produces a sequence whose length is 32767 tracking bits). The
time elapsed before reacquisition may also be long, during which
time a substantial block of transmitted data may be lost. A
variety of methods by which the error curve can be widened to
accomodate a displacement greater than T without losing lock
have been discussed (85), (86). Although these methods have a

higher threshold, permitting a larger offset to be used, the

probability of false dismissal may be increased.

5.6.2 Implementation

Direct implementation of the delay-lock loop correlator
circuit of Figure (5.10) with SIK having equally probable data
zeros and ones means that the N-shaped error curve (Figure

(5.11)) may or may not be inverted, depending upon whether the
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data is 1 or 0. One way to overcome this which has been
described (77), (84) involves duplicating the delay-lock loop
correlator, and rectifying and combining their outputs together
with an appropriate bias such that either correlation or
anticorrelation at a multiplier produces a negative feedback
loop. In this case, by adding (modulo-2) the data obtained after
despreading to the sequences Sy and S.1 prior to the loop
correlator, this dependence of the error curve on the data
polarity is avoided, this may be recognised as follows:

Equation (5.13) can be rewritten as

s(t) = m(t+u) a(t+u) + n(t) (5.14)
and this is correlated with

mlt) a, - m(t) a_y

where m(t) represents the estimated low-rate data. As a result

of the term
m(t+u) M) = 1

the correlator outputs are unaffected by the modulation. This
method is a straightforward implementation using microprocessors;
occasional errors in data despreading due to data-transmission

errors and interference can be tolerated because of the smoothing

effect of the correlation process.

The tracking correlator was implemented using the 2901
microprocessor system by generating the local sequences, a
and a_, using PROM and replacing the multipliers by

EXCLUSIVE-OR operations.
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5.7 Conclusion

In this chapter, direct sequence system configurations for
data transmission have been described. One method to data
modulate a pseudonoise code sequence is SIK. The only
restriction on the data patterns transmitted, in case of short
code lengths, is that the word length must be equal to the period
of the m-sequence. The accurate performance of the acquisition
and tracking system which has been discussed is due to the
excellent properties of the m-sequence, based on the use of a
delay-lock loop correlator. The use of a bipolar bit-slice
microprocessor system to generate the pseudonoise sequence
required as a subcarrier and to control the acquisition and
tracking modes is effective because it can be expanded to
accommodate variations in the sequence length. In addition, it
offers the advantage of being able to define the parts of the

spread spectrum receiver by software.
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CHAPTER 6

Transmitter and Receiver Design

6.1 Introduction

The advances in digital electronics have come to the point
of making circuitry and systems reasonably small, reliable, and
inexpensive so as to enable practical implementations of spread
spectrum techniques for the transmission of digital information.
The suitability of microprocessor systems for the implementation
of digital correlation and the synchronisation of spread spectrum
receivers has been demonstrated in chapters 2 and 5. The extent
to which microprocessors may be used in the implementation has
been investigated in chapter 3 and 4, because of the flexibility
that should follow from defining the procedures by software.
Relatively high throughput requirements (processing of greater
than 1 kbits/sec digital information) and several special
function requirements dictated the selection of a bit-slice

microprocessor for use in this case (other than general-purpose

microprocessors).

This chapter describes how the 2901 microprocessor can be
applied to perform the signal processing for the spreading,
synchronising, and despreading of the transmitter and the
receiver in real time. In order to achieve this it is necessary
to adapt the way of executing the various operations to the
computational capabilities of the microprocessor.  This has been
done by the derivation of suitable algorithms which specify the

different functions that have to be performed. Both the



transmitter and receiver designs are based on the 2901 system.

6.2 Transmitter

The complete microprocessar configuration of the transmitter
is represented in Figure (6.1). This hardware is generally
divided into five parts, namely, a 2901 microprocessor system
controlled by microprograms, external memories, programmable
divide by n counter, buffer memory and a test box. The 2901
system which was described in chapter 2 and 3, is the core of
this transmitter. The microprocessor includes eight 1/2 kbyte
bipolar PROMSs containing the transmitter software. The external
memories is composed of PROMs. Two IC's PROM store the code
sequence samples. These are addressed by the microprocessor
through the data bus and the stored values are fed out to the
same bus. The programmmable divider uses the main clock of the
microprocessor to generate the clock required to shift the data
to be transmitted serially out from the buffer memory, FIFO (see
Figure (3.10)). It provides square pulses at rates of fc/256 -
f (fc = 3MHz) as selected by the test box switches. Finally

c
a few latches, two bus transceivers and a test box complete the

system design.

The tasks performed by the transmitter fall into three broad
categories:
(1) data acquisition
(2) spreading by SIK modulation

(3) transmitting data.

It was found that a single 2901 system unit was not able to

perform the RF carrier modulation and all of the required tasks
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mentioned above simultaneously in the available time. One of the
main reasons for this was that the RF carrier modulation waveform
must be generated continuously, while simultaneously spreading
incoming data. In view of this, it was assumed that the RF
modulation would be achieved by some other means and the
remaining tasks were performed by this system without a separate
hardware multiplier. Figure (6.2) shows a side view of the

transmitter.

6.2.1 Data acquisition

The facility to interface the 2901 system with a host
computer or an external data source was available, and consisted
of a set of latches (plus circuits to actually carry out the
transfers, control flip-flops, and interrupt handling circuitry)
to enable the assembly of 16-bit data and address words under
microprogram control. The address word latches may be counters
so that the address can be incremented for each new data word.
This facility was capable of accommodating both asynchronous and
synchronous data (see section 5.4) by which the transmitted

signal spectrum is made to be dependent only on the clock rate of

the code generator.

In principle the baseband data to be communicated is
digital, coming either from a data terminal or digitised voice or
video. In order to measure the maximum rate of the error-free
data to be transmitted, the binary data was, firstly, simulated
by software before it was modulo-2 added with a code sequence

just as any other binary data stream would be. The data bit

length was chosen to be equal to a multiple integer of the length
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of the sequence in arder to overcome the correlation loss

problem. Therfore, it was felt, at this stage, that error control

coding was not mandatory.

6.2.2 FIFO on transmit

The input/output buffer memory, FIFO, interconnection and
operation has been described in chapter 3 which provides the
means for the microprocessor system to interact with the
communication link. The microprocessor loads the FIFO with a few
bytes of modulated data which is clocked into the FIFO from the
8-bit bus by activating "data transfer" (T6) and checking the
state of "data request" (SD) to ensure that the FIFO is not full.
The transmit signal (Cé) is then activated and latched in order
to permit the clock to strobe data out of the FIFO serially into
the link and it is only necessary the processor refills the FIFO

from time to time.

6.3 Spreading

Consideration was given to the possibility of generating the
code sequence using a purely software approach. However, the
overhead required in adopting this approach represented a
considerable proportion of the overall processing time. A
compromise was needed between a pure software generation which
results in a long processing time, and a hardware one using the
available MSI packages (73). A look-up table stored in an

external PROM (two of 825131 types) was used to generate samples

of the code sequences, the code has been fully described in

chapter 5 of this thesis. The table consists of L bytes of
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samples each of which is stored as an unsigned 8-bit number, The
table may be regarded as circular; the index of the current byte
is always calculated modulo-L. The speed limitation on
implementing this approach is due to the rate at which the data
can be extracted from the FIFO in which case up to 1 MBps can be
generated. Because the transmitter functions are entirely
software controlled, it is possible to implement any sequence

length by simple software modification.

Sequence inversion keying (SIK) or binary biphase phase
shift keying (BPSK) in which the data to be transmitted is
modulo-2 added to the code sequence, was adopted as the
modulation scheme for the system. In theory, data and code
sequences need not be synchronised, one problem of this is that
it may be possible for anyone to read the data directly from a
clean copy of the received signal. Systems which have coincident
data and code sequence clocks are often said to have a data
privacy feature (71). In this case, the data bits are completely
hidden by the randomness of the code and this implies that the
data bits cannot be extracted without first obtaining a detailed
knowledge of the specific code sequence being used. In order to
achieve a privacy feature in information transmission, and to
simplify the transmitter and receiver structure, it is necessary

for the spreading factor R defined as the ratio of the data and

code symbol durations
R = Tm / Tr.:

to be integer, and for the data and code waveforms to change

phase synchronously (87).



Therefore, we can write the transmitted signal equation as
o)
s(t) = d(t)a(t) = GZD dy/RErECty (kT ) (6.2)
c

where d(t) and a(t) are the data and code waveforms given,

respectively, by

dit) = i
(t) _derectTnEt kT ) (6.3)
a(t) ig akrectTc(t-ch) (6.4)

where {k/R} denotes the integer part of k/R, d, and a_  are
the data and code sequences whose elements belong to the set {U,l}
and the notation rect(T)(t) is used here to denote a square
T-second pulse of unit amplitude centred at the time origin.
Hence the data clock rate is l/Rth of the spreading code clock
rate. This difference in clock rates (R is large) is necessary
to produce spread spectrum effects. In this case R was chosen
equal to L, i.e. one entire period of code sequence was

contained in each data symbol.

6.4 Transmitter software

To implement the transmitter, 218 microinstructions were
needed. The initialisation and display handling take another 85
instructions, so the total microprogram was 7Kbits. Utmost care
was taken, to ensure that the part of the microprogram that deals
with the actual transmitter (data synchronising, modulation, and
data transmission), is carried out at the highest possible speed.
As many functions as possible were performed in parallel. A

listing of the transmitter microprogram is shown in the listing



in Appendix B.

To test the transmitter operation, the software was
initially set up to generate a code sequence of length 127, The
photographs of Figure (6.3) (a), and (b) show the transmitter
output sequence in different cases of code clock rate. A charge
coupled device (CCD) was available which, with its interface
circuitry, allows the power spectrum of an analogue input
waveform to be evaluated from a 512 point transform by the Chirp
Z-transform algorithm (see chapter 2) in real time. This was
used to display the power spectrum of this sequence, the result
of which is shown in Figures (6.4) (a), and (b). Figure (6.5)
shows the power spectra of the data information before spreading.
The software was then configured to permit transmission of
spreading signal with bandwidth approximatly equals to twice the
code rate. The power spectra obtained from this signal is shown
in Figure (6.6). It has been emphasised in the illustrations
that the spectral power envelope of a direct sequence signal
follows a ((sinx)lx)2 distribution. This is the expected
result, for any good set of Fourier transform pairs (88) will
show that the frequency function corresponding to a square pulse
is (sinx)/x (which is a voltage distribution function) and code
modulation produces a series of pulses. Because the power
envelope is function of the voltage squared, the ((sinx)/x)2
power spectrum results. Also due to the balanced property of
the m-sequence, the spectral line at zero frequency of P(w) is of
reduced amplitude. It should be noted that spectrum analyser
does not display phase information, only amplitude.  Observation

of any pseudonoise code sequence will show that it is made up of
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a series of variable-period pulses, which could be viewed as
half-period sequence waves. These square wave half-periods vary
in duration from one code clock bit to n bits for an m-sequence.
Each of these half-periods has a (sinx)/x spectrum associated
with it. As a code sequence modulates a direct sequence
transmitter, the output spectrum is actually a composite made up
of a series or group of spectra produced by the various half-wave
components of the code. Because the pulse of shortest duration
in the code sequence is equal in length to the code sequence
clock period, Tc’ it follows that the frequency spectrum for
the composite modulation containing this code sequence must have
a main lobe bandwidth such that its first nulls fall at the code
clock rate. Reinforcing this expectation is the fact that the
distribution of single ones and zeros in the code sequence is
such that they outnumber all other pulse lengths. Chapter 5 has
included a discussion of the distribution of the runs in an
m-sequence. The number of frequency sets available is a function
of the length of the code. For an n-bit sequence generator there
are n+1 frequency sets, and the spacing of individual frequency

components is as narrow as L/Rc.

6.5 Receiver

The computational requirements in the receiving
microprocessor for direct sequence modulation were considerably
greater than for the transmitter. The major problem in the
despreading was the synchronisation process for which it was
necessary to compute the crosscorrelation function of a locally

generated sequence which would enable the relative
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time-displacement of the received and local sequences to be
found, and hence, would permit initial acquisition.  Practically,
computing the whole crosscorrelation function would require a
long processing time, however, it was envisaged that the use of a
bit-slice microprocessor would permit the computation of the

correlation function in the required time.

After acquisition, a tracking signal is introduced to
maintain the codes in synchronism. Additional circuit may be
activated at this time to check that the received signal has
remained above threshold, which would not be the case if a noise
signal had temporarily exceeded the threshold. If the

confirmation fails, the acquisition phase would be resumed.

Figure (6.7) shows a block diagram of the receiving
microprocessor for both acquisition and tracking processes. The
2901 microprocessor includes 1/2 kbyte of PROMs containing the
receiving system software. The programmable divide by n counter,
buffer memory, and the test box are similar to that were used at
the transmitter. The external memory section consists of RAM and
PROMs. One RAM IC (type TMM2016P), having a capacity of 2kx8
bits and an access time of 100 n.sec was used to provide Zk of
continuous memory capable of operating with clock frequencies in
excess of 3 MHz. This RAM was used for data information in which
the address word latch is a counter to enable the address to be
incremented for each new access word. A look-up table stored in
the external PROMs (8 of 825131 type) were used to generate
samples of a binary m-sequence ag (reference), a delay

time-displaced version a_; (late), an advance time-displaced
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version a (early) (see chapter 5), and an 8 bit Hamming
weight function. The Hamming weight function was implemented to
provide a fast digital correlation capability in conjunction with
the ALU exclusive-nor operation. The data bus interface is
provided by two bi-directional tri-state buffers. The two
control lines, transmit enable (TE) and receive enable (RE),
allow three possible functions: data is passed from the processor
to the external circuitry or from the RAM/PROMs to the processor,
or both sides of the buffer enter the high impedance state.
Figures (6.8) (a), (b), (c), and (d) show an interior views of

the receiver.

The tasks performed by the receiving microprocessor fall

into three main categories:

(1) initial acquisition

(2) tracking

(3) data recovery (readout).
In this discussion, it is assumed that the input /is/consists of a
pseudonoise sub-carrier which is BPSK modulated by the binary
data. The RF carrier demodulation process may be achieved by

other means.

6.5.1 FIFO on receive

The input data sequence is serially clocked into the FIFO
input register using the clock output which is generated by the
programmable divider having a frequency ratio equals, fcl256 -
f. which is exactly equal to that ratio to be used at the

transmitter. When the input register is full then inbuilt logic

automatically requests that the word be dropped down the stack
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towards the output register. "data request" (tied to input
register full on the most significant FIFO (see Figure (3.10))
will go low briefly as this request is made and then honoured.
If the line stays low then the FIFO is full and an error
condition has been reached. Provided that the processor removes
words from the FIFO faster than they are received then no
problems should occur. The FIFO places a signal on "data accept"
which loads the contents of the output register onto the B8-bit
data bus. By clocking TOP (transfer out parallel) then the FIFO
will be emptied onto the bus. "data available" (tied to output

register empty 'S8' ) will indicate the state of the FIFO.

The advantages of using a FIFO buffer in this case was to
ensure a good synchronisation between the incoming sequence clock
rate and microprocessor system clock. In addition to this, one
of the most powerful tools in enhancing the data processing
capability, the pipline processing technique, was inherent when
utilising the FIFO. While the arithmetic operation on one set of

data was performed, the read-in of the next set of data were

executed concurrently.

6.5.2 Search/lock strategy

A functional diagram of the receiving system during
synchronisation is shown in Figure (6.9). The diagram is divided
into the three functions that were necessary for acquisition and
tracking, i.e., a search/lock strategy to control all
opertations, a correlator detector to recognise when
synchronisation has occurred, and an error-signal generation for

a delay lock loop (DLL) correlator. The performance of
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correlator detector and the behaviour of the DLL have been
discussed in chapter 5. In this section the intent is to realise
the microprocessor implementation of synchronisation process

including the interaction between the search and track modes.

Since rapid acquisition was desirable, the computation time
of the crosscorrelation function should be as small as is
practical. As mentioned previously, crosscorrelation over a
subsequence will result in a fast search through the phase
uncertainty region, but a low probability of detecting (PD) the
correct synchronisation when it occurs. Conversely, an accurate
computation over the whole sequence length will result in a slow
search but a high probability of detecting the correct phase.
The scan rate in this case was chosen slow enough (equal to Tc)
that the probability of detection PD is equal to 1.

The received sequence is denoted by
r(t) = s(t+1) + n(t) (6.5)

where n(t) represents additive channel noise, s(t) is simply a
pseudonoise subcarrier which is SIK modulated by binary data as
it was described by equation (6.2) (it will be assumed that s(t)
was used to modulate a radio frequency (RF) carrier usually by
using multiphase phase shift keying (BPSK or QPSK), and then
removed from the RF carrier prior to the crosscorrelation, this
can be achieved by using a harmonic sampling technique (89)
implemented with the aid of a pre-processor).  The quantity 'T'
represents the error (delay) in synchronising the received
sequence with the replica. The received sequence initially may

arrive having any phase with respect to the receiver replica.
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The receiving system computes correlation according to equation

(5.12), assuming the effect of s(t), i.e.

c(T) = '_ila(nT ) s(nT_+7) (6.6)
e c c
Single bit correlation, such as this, involves the multiplication
of two functions followed by summation of the resulting products.
The exclusive-nor multiplication logic which is the type of logic
required for comparison, since it produces a 'l' whenever two
corresponding bits agree and a '0' when they don't, was used.
That is, c(7) is a binary correlation that was computed with very
high speed (3(L+1)/8 microcycle) by an exclusive-nor operation
with the aid of the Hamming weight function which was generated
by using PROM. This operation is typically very difficult in FIS
programmable processors. The receiving microprocessor performs a
127-bits correlation in 48 microcycle (16 u.sec). By this
method, the receiver can identify a correlation during a period
of time less than Tm’ the reciprocal of the data rate. For a
time uncertainty of 7 =Tu, there are 'Tu/Tc possible
synchronisation points, each one of which must be tested for a
is

time Ts' The maximum synchronisation time, Tsync’

therefore proportional to

Ve SOOI T, (6.7)

The resultant of the correlation was then compared with a preset
threshold Y (Y > (L+1)/2) before updating the phase position of
the local sequence, synchronisation presence is then indicated

when the correlation peak outputs exceed the threshold (in some
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cases two consecutive peaks occurring would be required to
indicate synchronisation in order to minimise the probability of

false alarm P, (90)).

An error signal generation mode was then introduced in order
to maintain synchronisation (tracking) to within the range :Tc.
It was felt that fine tracking to within a fraction of iTc
range would require the VCO function to be implemented in
hardware outside the microprocessor and it was not possible to
control the VCO without incurring a serious penalty in increased
execution time. Instead, the three level error signal was
obtained using a software technique by subtraction of two binary
correlators which is given by

L-1

e = ngo(snaml = snan_l) (6.8)

where a was a priori modulated by the estimated data as was

discussed in chapter 5, i.e.,

8., =84 ™M (mod 2) (6.9)

For example, in the case of a 127-bit code sequence, every
summation of the tracking correlator output 'e' takes 144
microcycles (as shown in the listing in Appendix B). The
resultant 'e' was first compared with a predefined deviation
range, +d 0 -d, representing the error curve. For that specific
example, these values are +4 0 -4 if the levels of the binary
sequence are 0 or 1, that may be estimated by running the
transmitter-receiver microprograms on the 2901 simulator. If e

lies within this range, the current reference code sequence was
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then used to despread the incoming signal. If 'e' exceeds this
deviation and remains within the range, +2d 0 -2d, the sign of
'e'’ was used to indicate the direction of which the reference
code will slide, accelerating if 'e' is plus and retarding if 'e'
is minus.  Accordingly, the reference code address counter was

modified in the form;
new address = old address + (L+1)/8 (mod L)

Finally, if 'e' was heavily out of range or the track
modification failed in two consecutive trials which means that a
synchronisation loss has arise, then the search mode may be

reinitiated.

As described, this software technique cannot establish
correct phasing between the incoming bit stream and the receiver.
This is not a serious limitation for signals with short
interpulse intervals such as this for which the receiver can
clock in each data bit anytime during its valid state, i.e., at

any phase within a fairly broad range.

The above strategy, which was the basis for the receiver
microprogram, may be summarised as shown in state/transition form
in Figure (6.10). Beginning with the first test of a phase
position (cell), a miss will result in immediate rejection of the
cell and a phase step to the next cell. A hit will cause the
microprogram to enter the lock mode. A miss in state 2 of the

track mode will cause a return to the search mode.
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6.5.3 Receiver Software

Table (6.1) presents a processor loading summary for the
receiver implementation. This implementation was coded using the
2901 microcode (see Appendix B). The budget presented in Table
(6.1) represents the worst-case loading of a 200 Kbps PN signal.
These figures demonstrate the throughput capability and relative
efficiency of the 2901 microprocessor system. The worst case
processing load is approximately 70% of capacity, and 50% of

program and data memory.

222 instruction per data bit at 200 Kbps (BPSK)

Acquisition mode Tracking mode
initialisation 38 DLL correlator 60
correlation 64  despreading 16
peak detection 8
data readout 36

146 76

Acquisition mode = 146/222 = 70%
-Tracking mode = 76/222 = 35%

TABLE (6.1) RECEIVER LOADING SUMMARY.

6.6 Clock Frequency Effects

One of the prime sources of uncertainty for synchronisation
in the system was the clock rate error due to drift of the clock
frequency generator outputs which were used to control the rate
of code signal to be transmitted and the receiving sequence. The
preceding discussion assumed that the transmitter's and the
receiver's clocks were synchronised during the search mode, i.e.,

that each pulse of the receiver's clock would load in the
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sequence bit immediatly following the one loaded on the previous
clock cycle. If the transmitter clock runs faster than the
receiver clock, the receiver will periodically miss a sequence
bit of the incoming signal. In contrast, a fast receiver clock
occasionally loads a single bit twice in succession. These
"missed-bit" and "doubled-bit" errors have a serious effect on
the initial acquisition process. Any clock rate error is
cumulative in code phase error; that is, a one-bit cumulative
shift during the search time. These can be avoided only if the
two clocks are synchronised. A typical clock and
clock-adjustment hardware system comprises (91), (92) a VCO, a
counter, a digital-to-analogue converter, and a simple voltage
matching circuit. In that case, the number of bits between frame
synchronisation pulses is counted and converted to a voltage,
which is used to adjust the clock rate. If the number of
receiver frame bits is smaller than the standard transmitted
frame length, the clock is accelerated proportionately. Bit
synchronisation systems such as this could not be wused in this
case, because they are applicable only to signals whose frame
size is either fixed or varies according to a pattern known to
the receiver, and must include periodic frame synchronisation
patterns. One method that could overcome this clock drift
accumulation problem during the search mode was implemented using
a sampling technique. The system performance can be improved by
setting the receiver clock rate equal to ch, where n=2m+l is
an odd integer. If the number of sampled 0's exceeds the number
of sampled 1's in a block of n sampled digits, then the receiver

announces a 0, and otherwise it announces a 1. Thus an error
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occurs when m+l or more samples out of n=2m+l are incorrect.
This method coincides with the Nyquist criterion (24) for which
the received data must be sampled at twice (at least) the signal
bandwidth (ZRC). Although in principle, the choice of n to be
odd integer (rather than n=8) could be implemented with the
microprocessor, the execution time would then have to be so long
as to make this method useless. During tracking, the receiver
clock requires only minor periodic adjustments to maintain
synchronism with the transmitter clock which can be achieved

using the track correlator.

6.7 Data recovery

The receiver signal was the data-modulated sequence to which
noise had been added, as will be discussd in the next chapter.
Since the delay-lock loop closely tracks the incoming sequence,
the receiver's reference code and the received sequence were very
nearly synchronous and either correlate or anticorrelate
depending on whether a data 0 or 1 was being received. Two
different ways exist for the form of the data on the sequence,
these are unipolar and bipolar. A unipolar form has the values
0, 1 whereas a bipolar form has the values -1, +1. Practically,
a bipolar sequence has no dc component so that all its power is
modulated by data (77). In this case the input signal was
limited to provide 0 and +4 volt levels (TTL levels). Since the
reference sequence was also at these levels, a simple
exclusive-or operation was used to recover the data information
from the received sequence. If the received sequence and the

reference were anticorrelated, the data output is a '1' level.
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If the inputs are correlated the output is '0' level. This
output data was displayed and analysed using the logic analyser
as well as the test box (experimental results will be discussed
in the next chapter) and shows complete agreement between the

recoverd data with that of the transmitter.

6.8 Conclusion

The real-time realisation of the baseband signal processing
requirements at the transmitter and the receiver of PN spread
spectrum communication system using the 2901 bit-slice
microprocessor sytem, together with an external digital circuitry
has been investigated. The use of a memory buffer 'FIFO' in data
manipulation has shown to be effective. The flexibility and high
throughput in computing the correlation functions, and defining
the error signal which is required to control the tracking mode
by software have been described and experimental figures have
been shown using a 127-bit sequence length. The effects on
synchronisation uncertainty due to clock drifts has been
described and are shown to be minimised by using sampling

techniques. In addition, a data readout method was provided.
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CHAPTER 7

System Performance & Experimental Results

7.1 Introduction

Direct sequence (PN) spread spectrum system performance in
the presence of noise and interference has been analysed (93),
(94), (95) and formulas have been developed for different forms
of interfering signals (such as Additive White Gaussian Noise
(AWGN), impulsive noise, and intersymbol interference). These
formulas show the fact that the effect of the interfering signal
is reduced by increasing the spreading ratio and hence by process
gain (the ratio of clock rate of the PN code to the information
data rate). That is, by increasing the clock rate of the PN
code, the receiver will be able to demodulate the incoming signal
in higher levels of interference. Various limitations exist with
respect to increasing the code rate, and hence expanding the
bandwidth ratio, arbitrarily so that process gain may be
increased indefinitely. At present, integrated circuits are
available which allow limited code generation at rates up to 300
Mbps. As code rates become higher, operating errors will become
inversely lower, but on the other hand, high-speed logic circuits
are sensitive to noise and are more liable to error. Also,
high-speed digital circuits consume large amounts of current and
their power dissipation is high. These reasons, in addition to
the problems of spectrum occupancy, equipment implementation, and
propagation constraints, tend to limit the code rates used for

signal spreading. Data rate reduction to improve process gain is



limited by the tendency to speed up the information transfer and
by the stability of the transmission link. However, there is a
difference in high-speed codes used for spectrum spreading and in
high-speed data. The difference in the two, results from the
errors in the system; that is, an error (or errors) up to some
correctable limit may be tolerated in a data-modulated system,
whereas an error in a code sequence would completely disable the

code-modulated system until resynchronisation occurs.

Any significant degree of crosscorrelation between the
receiver's local reference and an interfering signal can detract
from performance. An important problem in the design of PN
systems lies in using codes that are too short for the rejected
interference levels. The shorter codes when multiplied with
interference tend to produce correlations that are not at all
noiselike. Therefore a synchronisation detector in such a system
is likely to give poor performance when it has been assumed that
correlator output products due to interference are
characteristically Gaussian. A good rule of thumb for selecting
a minimum code length in a PN system is to choose the sequence
used (7): code bit rate/code length >f . ~where f_. is the
lowest frequency of interest in the information being modulated.
That is, the code repetition rate should not fall in the
information passband.  Otherwise, code/interference crossproducts
may fall into the demodulated signal band, so reducing receiver
output SNR. Such crossproducts can also greatly increase the

incidence of false synchronisation recognition.



This chapter discusses the performance of the receiving
system in the presence of noise. It may be desirable to
incorporate some filtering at the input of the receiver to
minimise the effects of high level interference, however this may
cause bandlimiting influences. It is shown that local code
synchronisation errors become the dominant factor in the error

rate when the system bandwidth increases.

7.2 System Performance

It has been mentioned that a major system performance
measurement associated with the design of a PN spread spectrum
system is the processing gain (Gp) which is the difference
between output and input signal-to-noise ratio (SNR) in the
receiver processor. This can be written, in the presence of

AWGN, as (7)
(7.1)

where Bss is the bandwidth in hertz of the transmitted spread
spectrum signal and Bd is the minimum bandwidth that would be
required to send the information if we did not need to imbed it
in the larger bandwidth for protection. This can be represented
as the ratio of chip rate to the data rate, assuming that the
code chip rate is much greater than that of the data. The
process gain expression of equation (7.1) shows the ratio of SNR
improvement, which is directly related to the bit error
probability in this case, at the output of the despreading
correlator for a specified input SNR to the correlator. This
does not imply that in presence of AWGN the SNR at the output of

the spread spectrum system, prior to data demodulation, is



greater by a factor Gp compared with a narrowband scheme. It
can be observed that for a spread spectrum system since the
front-end bandwidth is much higher than the data bandwidth, the
noise power at the input of the correlator (despreading)
processor, is much larger than the output. In other words, for a
fixed signal power, the SNR before despreading is less than the
output SNR by the process gain GD. Thus there is no ambiguity
in the meaning and existence of process gain in a spread spectrum
system. However, in the presence of narrowband interference an
improvement in signal to noise ratio at the output of a spread
spectrum system will result. This is because the output signal
to noise ratio is Gp times larger than for the narrowband
scheme. Since the input noise power in this case is power
limited, the spread spectrum scheme, in despreading the signal,
spreads the noise power over a bandwidth comparable to the
front-end. In general, it may not be possible to construct such

an implementation.

The ability of the receiving microprocessor to efficiently
despread the spread spectrum signal, as measured by acquisition
time and bit error rate, is directly related to the performance
of the algorithms under actual operational conditions. The
quantisation of signals (which will not be discussed here)
required by the finite register length and processor
computations, tend to degrade the performance of the algorithms.
As a first step in evaluating the performance, a microprogram was
developed on the 2901 simulator. The simulator helped to

determine the implementation of processor functions, as well as
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to expose certain weak areas in the algorithms which could
significantly degrade performance. For example, when the
acquisition algorithm was simulated, it become apparent that a
threshold could not be found which would give acceptable
performance. If the threshold was low, the algorithm tended to
detect too early. As the threshold was raised, the peak point in
the correlation where synchronisation is declared had an
increasing effect on performance. The results of the simulation
led to refinements of the algorithms and aided the development of

the receiver microprogram.

The performance of the receiving system is measured in terms
of :
(1) the speed of synchronisation; and
(2) the bit error rate (BER) or the probability of error in the

data at the output of the demodulator.

Missing synchronisation can be attributed to two major
causes; the first is the probability of not detecting the
correlation peak due to the channel noise. The second, is the

large error in symbol timing due to clock drifts.

7.2.1 Acquisition Time Measurements

The local clock at the receiver samples the incoming
sequence at a reqular intervals and loads a one or a zero, into
the FIFO depending on whether the level of the signal is greater
than or equal to zero at that instant. Note that the sampling
clock and microprocessor instruction cycle were coherently
related, Ii.e. f = fU/r. In this discussion we will assume

that Ts’ the sampling period is regular and equals Tc (code
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chip duration), i.e.

Tc = rTO (7.2)

where T0 is the microinstruction cycle (330 n.sec.), and r is a
dividing ratio (1< r <255). For the present, the local clock f.
will be assumed to have the same frequency as the incoming
sequence clock (the effects of clock instability, and the
additive noise will be considered later). In this system, a
single correlator based on the 2901 microprocessor system was
used to achieve acquisition using the sliding correlation
technique (see chapter 5). 