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MULTI-MICROPROCESSOR POWER SYSTEM SIIULATIQI 

A Ph.D. THESIS by J.W. FI.AXJU 1987 

ARSTJUCI 

This thesis presents the results of research performed into the 

simulation of electrical power systems using a set of microprocessors 
£-

operating in parallel . The usee and methods of simulation on analog and f'. ' ·. 

single processor computers are discussed as well as on multiple processor 

machines . It then considers various methods already used in the field of 

simulation for both the dynamic and network sets of equations in detail 

and the problems of using them on parallel processors . Several possible 

methods of parallel simulation are proposed and the best of these 

developed into a detailed algorithm for simulating both the dynamic and 

network portions of the power system 

The different types of multiprocessor system are looked at , both in 

terms of physical configuration and the type of hardware used to 

implement the different types of system The problems inherent in 

parallel computing are discussed and a form of multiprocessor, suitable 

for the simulation algorithm, is then developed taking these problems into 

account . The hardware is developed using widely available hardware and 

the algorithm is then implemented upon this hardware . 

The reeul ts obtained using the simulator show that the proposed 

system provides a more economical solution, both in terms of the time 

taken· in producing results and in the cost of the system, when compared 

with a conventional single processor computing system such as a mini 

computer . 
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1 IBIRODUCJ I01 

Simulators are pieces of equipment Hhich accurately model the 

behaviour of some form of physical system They have been used in 

several engineering fields to allow control systems to be developed or for 

operators to learn about them : most often in cases where a mistake in the 

handling of the physical system would prove dangerous or costly . A prime 

example is the use of flight simulators in the training of commercial 

pilots : such simulators provide a realistic model of the cockpit of the 

aircraft in which the pilots sits The view of the external terrain, which 

is modelled by computers, is projected onto screens outside the windows of 

the cockpit . The simulator relates the manipulation of the controls inside 

the cockpit to the effects on the view outside and allows the pilot to be 

subjected to emergency conditions, such as engine failure, without 

endangering lives or expensive equipment . 

The physical system to be modelled for a power system simulator is 

made up of various items of equipment, linked together to supply power 

over a particular area . Electrical generators, driven by some form of 

prime mover such as a turbine, produce power which is transmitted to the 

consumers via lines and transformers . There are two distinct types of 

control on the system, operating on different time scales: 

First the control which takes place locally and acts very 

quickly For example, the mechanical governors and voltage 

regulators on generator sets . These attempt to regulate respectively 
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the speed and voltage produced by the generator to some set points . 

They begin to act as soon as the generator deviates from its set 

point . The set points themselves may come from some portion of the 

second type of control provided in the system 

The second type of control is the global operating scheme . This 

is the control of the system as a whole at regional or national 

level, rather than each individual item of equipment . The sorts of 

function performed centrally are the prediction of the amount of load 

in the near future and the scheduling of generators to produce the 

power required for the predicted load The regional control must 

also reduce the likelihood of equipment failures, which can 

drastically affect the performance of the entire system, and cope 

with the effects of such failures if and when they occur . 

In the U.K. the regional control system gathers its data from the 

network through a SCADA <Supervisory Control And Data Acquisition) 

computer system which is connected to many measuring devices and 

transducers throughout the system. The SCADA computer collects the 

measurements and presents them to the operators and to the control 

computers . Because of the amount of data that has to be collected it 

takes some time for the control centre to receive the data and act upon 

it: this means that the global control cannot act as quickly as the local 

control . 

The OCEPS <Operational Control of Electric Power Systems) research 

group at Durham has been developing computer software to perform many of 
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the control functions performed in the control centres, both at regional 

and at national level . To test the algorithms produced a simulator is 

required which models the power system as accurately as possible . 

Simulators have been produced in various forms for power system 

analysis for several years now The basic problem is to model the 

dynamic components of the power system, such as the power station 

generators and the consumer loads, and compute the flow of power along the 

transmission lines connecting them. The simulator must be as controllable 

as the real system and respond to the controls in as similar a way as 

possible . 

The uses and methods of simulation are varied and the accuracy and 

speed of the simulator depend on its intended purpose . The presentation 

of the calculated results and the input of changes to the system (referred 

to as the man-machine interface) also vary according to the use for which 

the simulator is designed In general they are used much as flight 

simulators are used; to allow things to be done to the model which could 

prove costly and hazardous on the real system and to monitor the effects 

of those actions in detail . 

1 .1 SIIULATOR USBS 

Power system simulators can be used for a variety of different tasks, 

each task requiring the same end result - an accurate dynamic model of 

the power system . The presentation and time scale of the model vary, 

depending upon the type of task . Four main areas of importance can be 
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distinguished : energy management 3ystem development. transient studies. 

operator training and teaching . Each of these is described and discussed 

in turn below . 

1 .1 .1 ENERGY MANAGEMENT SYSTEM DEVELOPMENT 

The development of efficient power system control strategies is 

a field where large amounts of money can be saved by a small 

percentage decrease in operating costs . For instance the annual fuel 

cost of the C.E.G.B. is some £4000 million, so even a ~% reduction 

would amount to a saving of .t20 million per year. Of course, the 

power system cannot be run safely on an economic least cost basis 

but account also has to be taken of the service to the consumer . Any 

control strategy must therefore balance the costs of running the 

system with the reliability and tolerance of the system to faults 

such as partial loss of generation, voltage reductions and so on . 

A simulator is an essential tool for the development of a 

computerised control strategy - or energy management system C EMS 

. It enables the computer programs to be tested under both normal 

running and emergency conditions without affecting the actual power 

system or the consumers it supplies . It is essential that the EMS 

should be thoroughly tested before it is used on the real system 

because mistakes and accidents can be costly to bath the generating 

board and the consumer if the power supply fails . Far this reason 
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the simulator must model as accurately as possible the response of 

the actual system to the controls applied by the EMS 

Several types of simulator have been produced as test beds 

using both digital OL Rafian et al. [1]) and analog CR. J oetten et al. 

[2]) technology. To test the latest computer control algorithms the 

simulator should be as realistic a model of the system as possible, 

providing real time simulation and also representing the short term 

transients However, the data produced by the simulator should 

correspond to the rates achieved by conventional SCADA systems so 

that the algorithms are not provided with more information than 

would normally be available The possibility of incorrect 

measurements due to noise or failure of transducers should also be 

incorporated so that data validation and state estimation routines 

can be thoroughly tested . 

The simulator for this type of use is accessed almost entirely 

by ather programs and the need for any man-machine interface is 

minimal: all actions by operators would normally come through a 

SCAD A program with its own interface . The only actions which need 

to go directly to the simulator are for debugging, which requires no 

mare than a simple monitor with access to variables and the ability 

to run the programs step by step . All other instructions involve the 

passing of commands from the SCADA to the simulator and the 

returning of the simulated values . If the SCADA and the simulator 

are running in the same machine this can be dane via a global memory 

area; if they are in separate machines a simple serial or parallel 

data line is all that is needed. 
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1.1.2 TRANSIENT STUDIES 

The next area in which dynamic simulation is useful is that of 

examining the effects of transients in a system . Most SCADA systems 

on power systems present new data to the operator at relatively long 

time intervals < up to 30 seconds ) and any short term effects are 

not seen at all . This does not matter to the operator because the 

effects are short term and he cannot do anything on so short a time 

scale However it is useful to know what transients occur in a 

system when, for example, a circuit breaker is opened . For this type 

of information to be gathered, tests can be made on the real system 

or on a simulator . The simulator must have extremely accurate models 

of all the power system components and have a short enough time step 

to catch the transients which are being studied . However there is 

normally no need for the simulator to run in real time because there 

is no human interaction required. 

Transient studies are useful in the design and tuning of the 

short time scale control which is applied locally to elements of the 

power system . The governor on a turbine can be altered to make the 

generator less likely to go unstable when equipment failures occur, 

but the tests on different governor parameters must be carried out 

with the generator connected to the rest of the system , This is 

because the response of the other generators and loads in the system 

~ay alter the response of the machine under test . 

The man-machine interface for transient stability analysis 

consists of the ability to define the set of events to take place and 
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then, once the simulator has run, to view all the resulting data in a 

convenient form such as trend graphs . It is important that the tests 

should be repeatable so that the effects of altering of certain 

elements in the system can be seen clearly . 

1.1.3 OPERATOR TRAINING 

With the high reliability of modern power system components the 

occurrence of major faults such as islanding Cthe power system 

dividing into discrete parts) and large generation failures is rare . 

However it is precisely at these times that a well-trained operator 

may be able to play a crucial part in preventing or reducing the 

catastrophic effects such failures can have . Some post-fault studies 

have shown that the response of operators to serious system faults 

was not ideal, and there is accordingly a need for improved 

facilities for training operators to deal with major faults . Since 

the mid 1970's there has been an increase in the interest in and 

amount of work on operator < or dispatcher ) training simulators [3-

9] . This is due to three main factors: 

a) Rising fuel costs have increased the amount of money to be 

saved by running the system closer to its operational limits 

and, in the case of regions with more than one generating 

authority, the exchange of power between authorities has become 

higher, pushing line flows close to limits and making unexpected 

outages of lines more important . 
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b) 

c) 

Environmental issues have forced new generation plant to 

be sited away from urban centres and hence away from the load . 

This again adds to the problem of high power flows along 

transmission lines . 

The introduction of new types of equipment, such as pumped 

storage facilities, require the operator to be trained in the 

abilities and limitations of such equipment . 

An operator training simulator must provide the trainee with an 

exact replica of the environment in which he is going to work. This 

can be achieved by building a control room and driving all the 

instrumentation and displays from the simulator instead of from the 

system itself . In this case the simulator has to have the same 

characteristics as the EMS development simulator so that the operator 

is given exactly the same amount of data as in a real control room 

in real time . As an alternative the dispatcher training simulator is 

run on the back-up computers in a real control room to provide the 

correct environment This solution also saves the expense of 

building a replica control room and utilises the computing power 

available more fully . However, care has to be taken in such a system 

to ensure that a trainee cannot accidentally influence the real power 

system and that the back-up computer is always available for instant 

use should the primary control computer fail . 

The operator also needs access to all the tools he would 

normally have at his disposal in the energy management system, such 
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as securitv analysis and generator rescheduling . Using such a system 

the operator can be trained in the use of the system and the 

software, starting with the normal operation of the plant, and then 

in dealing with major faults which can be introduced as frequently as 

the trainer wishes, giving the operator an amount of experience 

almost impossible to achieve without a simulator 

1.1.4 TEACHING 

Using a simulator for teaching purposes is really an extension 

of the operator training problem In teaching institutions such as 

polytechnics and universities where elements of power system theory 

are taught, practical work to back up the teaching is difficult 

because of the diversity of problems to be looked at and the expense 

of providing a small-scale low-voltage power system to be used as a 

model. However a simulator with a suitable man-machine interface can 

be used to give students a feel for the dynamics of the system and 

how changes in topology network configuration and system 

parameters can affect the running of the system. The simulator should 

give as much relevant information to the student as possible, even if 

this means that it no longer runs in real time, so that maximum 

benefit is gained from the time spent an it. 

The man-machine interface for this type of use must allow the 

students to display all parameters of the system in an easily 

interpreted farm, and to repeat the same scenario many times so that 
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all the effects of specific actions may be viewed . There should also 

be provision for the teaching staff to interact with the simulator at 

the same time so that parameters may be changed and the results 

viewed without having to restart the simulator with a new scenario 

of events to occur . 

1.2 XElHODS OF S I.IULATIOI 

There are three main types of simulator available . Each has its 

advantages and can be used for different types of problem: 

1.2 .1 ABALOG AND HYBRID SIMULATORS 

The first power system simulators were analog machines using 

electrical components to model the various parts of the system . 

These simulators could run in real time because the models operated 

in parallel . However, with the advent of digital computers it became 

easier to model parts of the system and perform some of the control 

and data collection using digital hardware . These digital/analog 

machines are called hybrid simulators and are still used because of 

their faster than real time capabilities , 

The digital part of the simulator is normally interfaced to the 

analog via a series of digital/analog and analog/digital converters 

which allow the computer to vary certain parameters and collect the 
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data as a normal SCADA system would . There are two main problems 

with both analog and hybrid simulators: 

aJ 

b) 

Even when the simulator is constructed out of modules, 

each module representing one type of component in the power 

system, the system topology is very inflexible . The hybrid 

simulator is slightly better than the analog, but if a new 

generator needs to be added to the system then another module 

has to be inserted by hand . If a completely different power 

system has to be simulated the simulator :must be rewired in its 

entirety. 

The cost of producing the components is high and they can 

be quite large . As a result the simulator for a large system 

can be bulky and also extremely expensive . For example the 

simulator developed by R. Joetten et al. [2] has :modules on 

circuit boards 100 :m:m by 160 :m:m and it requires 12 such boards 

to represent a bank of three single phase, two winding 

transformers. 

However for power authorities with small systems, hybrid 

simulators can be useful because the system to be :modelled is 

reasonably static and, by using a base frequency higher than the 

system frequency, faster than real time simulation is possible for 

the study of long term dynamics of the system <G.E. Ott et al. (10]). 
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1 .2 .2 LOAD FLOW TYPE SIMULATORS 

The most common type of digital simulator first uses a load 

flow approach to solve the network equations and then solves the 

dynamic equations such as the generator and load models using the 

initial nodal voltages and powers produced by the load flow <A. 

Keyhani [11]) . This technique is widely used for three main reasons: 

a) 

b) 

First, because load flow calculations have been an 

important analysis tool for a long time . There are many well 

developed methods for calculating the load flow which are both 

fast and accurate . Methods such as the fast decoupled load flow 

<B. Stut.t and 0. Alsac [ 12]) and the Newton load flow CW .F. 

Tinney and C.E. Hart [13]) can easily be adapted to work as the 

network solution part of a simulator . 

Secondly, because the generator and load models are 

separate from the network equations they can be varied in 

complexity and accuracy depending on the type of work for which 

the simulator is to be used . 

c) Thirdly, the load flow method gives fast computation of 

results, especially when the system is in a steady state 

condition, and it is thus easier to develop a simulator to run 

in real time . 
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Another time-saving feature of this technique is the fact that 

the load flow element need only be run once every few seconds while 

the dynamic model elements run far more frequently to give a mare 

accurate simulation of the transient state of the system 

1.2.3 COMBINED DYNAMIC/ALGEBRAIC SIMULATORS 

Combining the dynamic and algebraic equations of the network 

into a single algorithm and solving them simultaneously also provides 

a good method of simulation CK. Rafian et al. [1], L. Elder and M .J. 

Metcalfe [14]) . It can take longer than the previous method but has 

several advantages: 

a) The method is highly accurate and stable: even if the 

b) 

system is split into islands by a line outage the simulator 

keeps going and automatically calculates the results for as 

many islands as are formed. 

The load flaw method always has the results of the dynamic 

and algebraic equations out of step by one integration whereas 

the combined method is tightly coupled and there is nothing out 

of step . 

c) Although the combined method takes longer than the load 

flow method the correct choice of models far the system 
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components can still allow the simulator to produce results in 

real time . 

The combined set of equations can also be split into those 

which require frequent calculation and those concerned with longer 

term dynamics . By removing the long term equations from the fast 

iteration the simulation can be speeded up . 

1.3 SIXULATOR HARDWARE 

Many forms of hardware are used for power system simulation, ranging 

from the circuit board modules used in the hybrid and analog simulators to 

the various forms of digital hardware grouped under the heading 'vector 

processors'. H.H. Happ et al. [151 examined the possibilities of the future 

technology while more recently D.M. Detig [161 and M. Takatoo et al. [171 

have looked at the effects of vector processors on power system 

applications . Processors are often classified into groups according to 

their capabilities as follows: 

a) SISD - Single Instruction Single Data:- Machines which execute 

one instruction at a time on one piece of data . 

b) SIID - Single Instruction Multiple Data:- Machines which execute 

one instruction at a time on a set of pieces of data . 
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c) MIMD Multiple Instruction Multiple Data:- Machines which 

execute a set of instructions on a set of pieces of data 

simultaneously 

All the forms of hardware have their pros and cons . Those of the 

analog and hybrid hardware have already been mentioned: those of the 

digital machines available are as follows: 

1.3 .1 MAINFRAME AND SUPERCOMPUTERS 

Mainframes such as the IBM :370 and supercomputers like the 

CRAY-1 are digital computers with large memory areas and extremely 

high computation speeds, ideal for large 'number crunching' operations 

like simulation problems Unfortunately they are also extremely 

expensive and can be afforded only by large organisations and 

computer bureaux . Access to such machines is often possible but, for 

economic reasons, only in a time-sharing environment where a large 

number of users have the computer time divided between them . So a 

simulation task might run in real time if no one else was using the 

system but, under normal usage, the timing of the task would be much 

slower and entirely dependent on the load put upon the machine by 

other users 

Supercomputers often 'pipeline' instructions, that is they split 

each instruction into its component parts; fetch from memory, 

arithmetic operation and then store in memory; and can fetch the next 
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piece of data while the last one i:3 in the arithmetic stages, which 

means that a far higher processing speed is obtained Several 

pipelines often run together in step performing the same instructions 

on many pieces of data < SIMD ) 

1 .3 .2 MID I AND MIN !COMPUTERS 

Coming down the price scale in digital computing hardware are 

the midi and mini computers . These are more in the price range of 

large research groups . Naturally the power of these machines cannot 

compare to that of the supercomputers and the size of the memory 

available is smaller, but they do give a viable way of simulating 

power systems in real time, even if the systems that can be 

simulated in real time are restricted in size due to the lower 

computing power These machines normally only operate as SISD 

machines and although some degree of pipelining may be possible 

there is normally only one pipeline in the machine . 

One advantage the larger computers do have is that the 

development and operation of software 

machine Support for minicomputers 

can 

in 

all be performed on 

terms of software 

one 

and 

hardware tools available is good and, with high level languages as 

standard, software written for one machine can easily be transferred 

onto a different machine . 
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l .3 .3 ARRAY PROCESSORS 

To improve the performance of minicomputers, without the 

expense of moving to a mainframe, array processors have been 

developed to provide execution rates far higher than available on 

minicomputers for certain types of operation . These machines require 

a minicomputer as a hast and are used for performing arithmetic on 

vectors and arrays . The host computer normally loads the array 

processor by direct memory access CDMA) and lets the processor 

calculate the required result, for example a matrix multiplication, 

and then obtains the answer by DMA again . 

The array processor is similar to the processing element in a 

mainframe, using a parallel, pipelined structure to give high 

computation rates for certain types of mathematical operations. An 

array processor is a form of MIMD machine but in a very restricted 

way; having for example two pipelines, one for addition/subtraction 

and the other for multiplication/division, and a processor dedicated 

to integer and indexing problems D .M. Detig [ 16] suggests that 

array processors will not realise large improvements for power 

system applications However recent developments such as cross 

compilers for FORTRAN allow array processors to be programmed in 

high level languages . This means that the effort required to put 

algorithms on array processors has been reduced and programmers do 

IfOt need to know about the structure of the hardware or how to 

program it directly . 
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Using a cross compiler, the simulator currently used at Durham 

has been transferred onto a FPS 5205 array processor giving a speed­

up of 3-4 times and, with further tailoring of the algorithm to suit 

array processor architecture, it is hoped to improve this . 

1.3.4 MICROPROCESSORS AND MULTI MICROPROCESSORS 

The growth in power and reduction in cost of microprocessors 

and their peripherals has led to a great deal of interest in using 

them for power system applications . The development of affordable 

microprocessors with high execution rates and 16 or 32 bit word 

lengths has meant that they can provide performance nearing that of 

minicomputers at a fraction of the cost . In addition, the software 

support for them (including compilers for many high level languages) 

means that code already developed can often be transferred onto 

microprocessors with a minimum of effort . To give one example of 

the high execution speeds possible, a benchmark run on a M:otorolla 

microprocessor with floating point maths hardware took 1 .5 times as 

long as a VAX 8600 which cost at least 30 times as much . While the 

structure of this benchmark certainly favoured the microprocessor it 

shows that for some types of application their value for money is 

excellent . 

A natural step forward with such cheap processing power is to 

try to run several processors simultaneously on a problem . This 

configuration enables different operations to be carried out on 
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various pieces of data at any one time CMIMD) . Several studies have 

been made an the use of these multi microprocessor systems in power 

system analysis . H.H. Happ [18}, J. Fang et al. [19J and F.M. Brasch 

et al. [20J looked at their application to power system studies in 

general, while 'vl.L. Hatcher et al. C21J, R. Lopez-Lopez [221, S.N. 

Talukdur et al. [23] and L. Dale et al. [24J looked at transient 

stability studies and simulation Many ather researchers have 

studied the general use of multi microprocessors, including H. Mukai 

[25J, S.H. Fuller et al. [26] and A.K. Jones et al. [27] 'vlork on 

modelling their effects was undertaken by J. Grosser and S .N, 

Talukdur [28] who produced models to estimate the run time of 

algorithms when put onto a MIMD machine 

The main difficulty with the use of multiprocessor systems is 

that the problem has to be split into parts which can be solved 

simultaneously With most computing being a sequential set of 

instructions this is not always easy . Some problems break down into 

parts quite readily while others simply cannot be computed in 

parallel and so no gain can be made by using more than one 

processor. 

Several systems have been built, or designed, to utilise this 

type of architecture, the most widely known being the ex~ at 

Carnegie-Mellon University on which several of the above papers are 

based . However any system developed as a general purpose system 

will not give optimum performance for a specific task and, with the 

low price and relative ease of construction, it may well prove 
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advantageous to design the hardware around the software if it is just 

to be used for one specific task. 

1.4 XULI !PROCESSOR SIIULATIOJ 

The research group at Durham has been involved in the field of power 

system research for over 18 years and recently some third year 

undergraduates looked into the possibility of producing a power system 

simulator using a multi microprocessor system .First A. Perry [29] in 1982 

and then J. Thomson [30] in 1983 carried out work which showed that it 

should be possible to produce a simulator which would run on hardware far 

cheaper than a minicomputer . 

For any problem to be solved efficiently using a multiprocessor there 

are three requirements which have to be met by the software : 

a) 

b) 

First, the problem must be split into parts which can be 

computed in parallel on the separate processors . Some problems are 

so non linear that this is impossible but for many problems at least 

part of the solution can be split up and performed in parallel . 

Secondly, the amount of processing that has to be done centrally 

by a single processor must be minimised . The main advantage of a 

parallel processor is the speed of computation and any computing 

carried out centrally does not take advantage of this . 
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Thirdly, the time spen~ in communicating between the orocessors 

must be minimised . There is a finite limit on the speed of data 

transfer and this can be one of the major bottlenecks in any 

multiprocessor system Not only is the amount of data to be 

transferred important but the time spent on setting up each transfer 

can be significant It is, therefore, preferable to have a few 

transfers with large amounts of data than to have many small 

transfers 

Both Perry and Thomson used the TMS 9995 microprocessor for their 

studies . However with the advent of chips with 32 bit data structures it 

was decided to change to a more powerful processor The :main 

requirements for the processor for the multiprocessor simulator were those 

of processing power and support, both in hardware and software . 

Two types of processor were looked at in detail, the Motorolla M68000 

family and the Inmos Transputer . The processor that was finally decided 

upon was the M68000 for the following reasons: 

1 .4 .1 HARDWARE SUPPORT 

Hardware support is available in two forms First the 

availability of a development system on which programs can be tested 

and debugged 

?econdly the 

before implementing 

availability of 

them on 

hardware 

the actual 

compatible 

hardware 

with the 

microprocessor out of which a workable system to run the software 

can be built . 
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The M68000 had both these, a UNIX based development system 

being available within the university while boards using the 

processor could be designed and manufactured by the university . Also 

the M68000 was the first of a family of processors and more powerful 

versions would be available as the project went on . The Transputer 

was still under development and systems which emulated it were only 

just becoming available . It was, however, specifically designed for 

use as a multi processor system and in the future may well become an 

extremely powerful tool in parallel systems for all types of 

applications . 

Finally, in terms of hardware support, the processor had to have 

specialised hardware available to perform the mathematical operations 

for floating point numbers because realising them in software is far 

too time consuming . Motorolla were due to bring out their maths co­

processor for use with the M68000 family .However, other floating 

point hardware is available which can be used with the Motorolla 

microprocessor, some of which give far better performance than the 

Kotorolla co-processor . 

1.4 .2 SOFTWARE SUPPORT 

The availability of high level languages such as FORTRAN and C 

greatly helps the development of programs and makes them easier both 

to read and to change . Also any programming done in a high level 

language can be transferred onto other machines with a minimum of 
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effort so that the software does not become obsolete when the 

hardware is out of date . However when developing hardware as well 

as software it is quite often necessary to program in assembler as 

well as the high level languages and the availability of development 

software to facilitate this again saves time . 

The Transputer was designed to be programmed using OCCAM, a 

concurrent programming language for use with multiple 

microprocessors. The M68000, using the UNIX development system had 

access to some powerful development and debugging tools and a number 

of different languages, some of which were also available on the 

university's mini computers as well . Thus algorithms could be tested 

on either the development system or a mini computer before they were 

tried on the multiprocessor system itself . 

1.5 RESEARCH OBJECTIVES 

The main objective of this research was to develop a real time power 

system simulator for use by the research team at Durham in the 

development of an energy management system . This objective can be split 

into a number of separate tasks : 

a) First, to design efficient software for the power system 

simulation, capable of being used on its own as a research simulator 

and, in conjunction with an EMS, as a dispatcher training and 

teaching simulator . Also the simulator should, with the use of short 
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b) 

time steps, be able to simulate the transients in the system for 

transient studies . 

Secondly, to develop microprocessor hardware to best utilise the 

parallelism of the software developed and produce a working simulator 

which was easily expandable to model different sizes of power 

systems . 

c) Thirdly, to examine the limitations of the simulator developed . 

Both in terms of the size of system that could be modelled using the 

hardware and the time step that could be achieved by using different 

numbers of processors in the hardware 

1.6 THESIS LAYOUT 

The original work put forward in this thesis, which can be found 

discussed in detail in the conclusions, is twofold . First the production 

of power system simulator software far use an parallel processors, in 

particular a parallel algari thm far the solution of the set of algebraic 

network equations, which minimises both the data transfer between 

processors and the amount of computing to be done centrally . Secondly, 

the implementation of the software on hardware suitable for exploiting the 

parallelism of the algorithms and the timing of the resulting simulator 

far various sizes of network . 

The thesis itself can be split into four discrete parts 
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a) Chapters 2,3 and 4 deal with the methods of modelling the 

various power system components, Chapters 2 and 3 covering the 

generator, load and network models sui table for parallel computation 

while Chapter 4 looks at the theory finally used on the parallel 

processors . 

b) Chapters 5 and 6 deal in detail with the simulator that has 

c) 

d) 

been developed, Chapter 5 containing the software details while 

Chapter 6 describes the simulator hardware . 

Chapters 7 and 8 present the results obtained, both the timings 

of the algorithms and the results of certain test runs carried out, 

and the conclusions drawn from the research . 

The final part contains the references used in the thesis and 

the appendices . Each appendix contains some material to expand on a 

certain part of the body of the thesis . 

- 35 -



2 GEIERAIIOI AID LOAD XODELLIIG 

The simulation problem can be split into two parts Firstly, the 

solution of the equations relating to the dynamic parts of the system, 

such as the generators and loads Secondly the use of the results 

obtained for the generation and load values to produce a set of values for 

the val tages and power flows around the network . This split between the 

dynamic and network equations means that different generator and load 

models and solution techniques can be used without affecting the network 

solution The only connection between the network and the dynamic 

solutions are the parameters produced by one part far the other part to 

use . Thus the only restriction placed upon the dynamic models is that 

they utilise and produce the correct parameters to interface correctly 

with the network model . 

This possibility of changing the dynamic models used by the 

simulator means that different uses to which the simulator may be put can 

be accommodated . Far instance far transient studies the dynamic models 

have to be extremely accurate and the time step very short in order to 

shaw the full dynamic response of the system to any changes made . The 

simulator may not run in real time with this sort of model, but this is 

not as important as the production of highly accurate results . However 

far training purposes the transients, aver which the operator has no real 

control, need nat be as accurately simulated but the results must be 

produced in real time so that the operator is given the right amount of 

time in which to respond . 
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This separation of the dynamic and network equations means that any 

dynamic model and solution technique can be used By producing the 

software in a modular fashion the interchange of dynamic models can be 

made extremely easy . Several papers have been written an the affects of 

various load and generator models on the results produced in simulators 

[31-371 . These can help to give a guide in the choice of what complexity 

of dynamic model to use far each of the different uses of the 

multiprocessor simulator . 

2.1 GEIERATIIG EOUIPIEIT XODELS 

The models far the generating equipment in the system can be split 

into five separate parts . These are: 

1) The supply, such as the bailer or reactor in thermal power 

stations and the reservoir in hydra stations . The thermal stations 

supply section must include elements such as the fuel supply to the 

boiler 

2) The prime movers, either gas turbines, steam turbines or hydro 

turbines and the mechanical governors controlling their rotational 

speed . 

3) The shaft which transmits the mechanical power between the 

turbines and the synchronous machine . This has torsional elasticity, 
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inertia and damping due to friction in the bearings etc. which affect 

the dynamics of the system . 

4) The synchronous machine itself, which converts the mechanical 

power produced by the turbine into electricctl power for transmission 

across the grid . 

5) Finally the excitation system which alters the field winding 

voltage in the synchronous machine to control the voltage produced at 

the machine terminals . 

The most complex and important section of the model is the 

synchronous machine itself This is because of the speed at which 

electrical transients can occur and the complexity of the interaction of 

the electric fields within the machine The turbine and mechanical 

governor systems have slower time constants while the supply system 

reacts very slowly to any changes in the system . The time constants in 

the supply are of the order of minutes rather than seconds and those in 

the turbine range between about 10 seconds to 200 milliseconds . 

2 I 1 .1 SUPPLY SYSTEM 

The supply system for a typical coal fired station is shown in 

figure 2.1 . The coal is fed via conveyers to pulverisers, the coal 

dust is mixed with air and blown through fans into the boiler 

furnace, the boiler then produces the steam to drive the turbines . 
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There are several time constants involved in this sort of svstem: The 

amount of fuel processed by the pulverisers takes time to increase or 

decrease . The boiler heat output is slow to react to changes in the 

amount of fuel injected and there is often a large volume of steam 

reserve in the supply system so that changes in steam pressure occur 

slowly . 

In a hydro station the simplicity of the supply system means 

that it has far fewer time constants and the power station can react 

far faster to changes in the demand . This means that large hydro 

stations such as the Dinorwig pump storage scheme in North Wales can 

be used to control the system frequency by going from standby to 

produce up to 1800 Meggawatts in only eleven seconds . 

For thermal stations there are several different boiler models 

available, these often model the control on the boiler as several 

feedback loops using the boiler pressure, turbine steam flow and 

turbine speed . These, when modelled using the various time constants 

involved, give the boiler response to changes in turbine load . For 

the hydro supply the only time constant to be taken into account is 

that of the water supply to the turbine so the modelling is 

simplified greatly . 

2.1.2 PRIME MOVER MODELLING 

The prime movers are the machines which produce the rotation 

for the generators, this might be a series of steam turbines in a 
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thermal station as shown in figure 2.2 or a water turbine in a hydro 

station . For the thermal turbines there is a time constant before 

each of the turbines in the set corresponding to the steam chest, 

reheater or storage time . For example any change in boiler pressure 

first has to be passed through the steam chest before reaching the 

high pressure turbine, then to reach the intermediate pressure 

turbine the pressure change has to be relayed through the high 

pressure turbine and the reheater . A similar process occurs for the 

change to reach the low pressure turbines . Thus part of the pressure 

change affects the low pressure turbine a significant amount of time 

after affecting the high pressure turbine . These time lags should 

all be represented in the turbine model if highly accurate results 

are required from the simulator . 

The other part of the generating equipment which is modelled 

with the turbine is the mechanical governor controlling the power 

input to the turbine in the form of steam input in thermal stations 

or water in hydro stations . This can be simply represented by a 

feedback loop with a single time constant representing the speed of 

response of the governor, a governor gain representing the 

sensitivity of the governor and upper and lower limits set on the 

amount of power input to the turbine . The rate of change of the 

input power can also be limited to model the speed of opening or 

closing of the steam valve controlled by the governor . 
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2 .1.3 SHAFT MODELLING 

The shaft which connects the various turbines to the 

synchronous machines is usually an extremely large and heavy piece 

of equipment rotating at quite high speeds . The shaft has elastic 

properties inherent in its manufacture and damping due to the 

friction in the bearings and the drag due to the rotation of the 

shaft in the surrounding fluids . Thus the dynamics of the shaft 

itself can be extremely complex and can cause certain harmonic 

effects in the generating equipment 

For simulations in which the high speed oscillations of the 

shaft are not important the shaft can be modelled as a single lumped 

inertia with a damping term . For detailed transient studies the 

elasticity of the shaft has to be included to show the effects of 

resonance . 

2.1 .4 SYNCHRONOUS MACHINE MODELLING 

For a balanced, three phase power system the equations 

governing the synchronous machine can be split into the direct and 

quadrature axis . This is done by using Parks equations From these 

equations an approximate set of equations to represent the machine 

can be derived . The assumptions used to create this set of equations 

vary depending upon the use to which the simulator is to be put . For 

use in EMS development, operator training or teaching environments 
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the long term :system dynamics are more important than the short 

term transients Taking this into account a set of simplifying 

assumptions can be made to the synchronous machine model . These 

can give a representation as shown in figure 2.3 where: 

E' 

X0 ,X,~ 

ID. r.~ 

voltage behind generator impedance 

voltage at generator terminals 

direct and quadrature axes reactances 

generator resistance 

generator current 

direct and quadrature components of generator current 

The assumptions made to simplify the generator equations to 

this level are: 

a) 

b) 

Neglect the modelling of all the harmonics of greater then 

second order . The amount of high order harmonics in a modern 

generating equipment is small so this is a reasonable 

simplification to the model 

Assume that the magnetic circuit in the synchronous 

machine performs in a totally linear way . Far the modelling of 

slow transients this is a reasonable assumption. However, for 

transient studies needing high speed transient representation 

the saturation of the magnetic paths should be taken into 

account . 
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cl The independence of the generator's parameters from any 

frequency changes Frequency dependence can be modelled if 

required but any increase in the model complexity will cause the 

simulation time to increase . 

This model gives the following equations to govern the 

electrical characteristics of the synchronous machine. 

<2. 1. 1) 

(2.1.2) 

If the further assumption that the direct and quadrature axes 

reactances are the same is made <XD = X,~) then equation C2 .l.U 

reduces to: 

<2.1.3) 

which, by incorporating equation <2.1.2),then reduces to: 

(2.1.4) 

There are many assumptions that can be used to develop ways of 

obtaining the value for E', the voltage behind the machine impedance 

The following equation couples the voltage with the field current : 

E' = w • M • I~ <2.1.5) 

where M is the mutual inductance between the field winding and the 

armature winding and w is the rotor speed . This can be assumed to 

be constant the voltage becomes a simple function of rotor speed and 
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field current . For a far more simple model the value of E' can be 

fixed at a particular value governed by the initial conditions of the 

model . If any relation to the field current is used then a model of 

the excitation system used by the synchronous machine must be 

present to provide values of I. . 

2 I 1.5 EXCITATION SYSTEM MODELLING 

On any synchronous machine there must be some form of 

excitation system to provide the val tage to the field winding . This 

voltage produces the magnetic flux in the generator which induces the 

electrical currents in the rotor windings I 

The field voltage is often controlled by an Automatic Voltage 

Regulator CAVR> This piece of equipment monitors the terminal 

voltage of the synchronous machine and varies the field voltage 

accordingly . This is, therefore, a simple feedback control system 

and has various time constants associated with it . Typically these 

time constants are short enough to be ignored for uses which do not 

require high speed transients to be modelled . A single time constant 

is included to model the time lag between the altering of the field 

voltage and the resultant change in the voltage behind the transient 

reactance . Also there are upper and lower limits placed upon the 

field val tage, this produces a model which can be represented by the 

block diagram shown in figure 2~4 Where T is the time constant and 

K the gain in the feedback system 
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2.2 WAD !ODELL IIG 

The loads in the system also need to be modelled accurately to enable 

the simulator to produce satisfactory results . There are various types of 

load present in any network, from the simple lighting loads to the complex 

dynamic loads such as industrial motors . Several papers have been written 

on the effects of load modelling [34 - 37] and there are a series of 

models available for the different types of loads or for modelling a more 

general mixture of load . 

2 .2 . 1 GENERAL LOAD MODEL 

One of the most commonly used load modelling techniques is to 

represent the way in which the magnitude of the load varies with 

changes in the supply voltage : 

p + jQ <2 t 2 t 1) 

where P,:; + jQ0 is the load power at per unit voltage and M and N are 

constants for the particular combination of loads being modelled . 

This model can be expanded further to include variations of the load 

due to fluctuations in the supply frequency : 

P + jQ = P0 * (IVIM+A<F- F,:>)) + jQ0 * <IVIN+B<F- F0 )) <2.2.2> 

with A and B again being constants for the particular type of load, F 

is the system frequency and F0 the standard system frequency . 
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Three special cases of equation <2 .2 .1) are often used for 

simplifying the load model, these are: M=N=O which gives a load with 

constant power characteristics, M=N= 1 which gives constant current 

and K=N=2 representing constant impedance loads . 

2 .2 .2 DYNAMIC LOAD 11QD.E.L. 

Anuther way of representing those loads in the system which are 

dynamic, such as industrial motors, is to use a similar model as that 

used for the synchronous machine in the generating station model. 

This is normally done by representing a group of motors as a single 

dynamic load with inertia and damping due to friction . The model 

acts in exactly the same way as in synchronous machine model but the 

input power from the turbine is replaced by a load on the motor < 

this load may vary with speed Also instead of producing 

electrical power and injecting it into the network the motor removes 

power from the system to satisfy the load . 
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3 IEIWORK SQLUTIOI 

The second part of the simulation problem is the solution of the 

network equations to determine the voltages at the nodes and the power 

flows along the lines . The network routine has to be performed twice for 

each time step: this is because the generator routine needs an intermediate 

network solution before it can calculate the final generator solution . The 

actual network values are then calculated by the network routine using the 

final generator solutions The time taken for each network solution is, 

therefore, critical because there have to be two network solutions 

performed: thus the algorithm must minimise, as far as possible, both the 

amounts of data transfer needed and computing time taken . 

There are several ways of solving the set of algebraic equations 

which govern the network characteristics and several assumptions which 

can be made to simplify the calculations . Some of these methods can 

readily be used on parallel processors while others are too non linear or 

involve too much data transfer to be split for parallel computation 

Several methods were tried before one was developed which fully utilised 

the parallel processor architecture 

3 .1. GAUSS IEIHOD 

The Gauss method is a basic iterative method for solving a set of 

equations and it has several variations, such as the Gauss-Seidel method . 
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The standard method is simple to divide between a set oi processors for 

parallel computation and the Gauss iteration also has the advantage of 

being very simple, both in mathematical technique and in programming 

required . 

The equations representing the system can be represented in matrix 

form thus: 

v, I, 

y • = <3. 1. l) 

V, I, 

The exact formulation of this equation is covered in detail in the 

theory section, Chapter 4, of this thesis . It is simply a matrix version 

of Kirchhoff's current law which states that the sum of all currents 

entering a bus must be zero . The equation <3 .1.1) is constructed using 

complex numbers, VP is the voltage at node p while IP is the injected 

current at that node . The Y matrix consists of elements representing the 

admittance and line charging of the lines connecting the nodes . Looking 

at a single row of equation C3.1.1) we obtain : 

q=n 
Ip = E <Yp"" • Vq) 

q=l 
<3.1.2) 

IP is the current injected at node p due to any load or generation . 

If the total generation minus the total load at node p is <Pp + jQP) then 

Ip can be written as : 

If:' = (3.1.3) 
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the ~ indicating the complex conjugate of a quantity . Combining equations 

<3.1.2> and <3.1.3) gives : 

(P,- t j QF) 

< vp > ., 

q=n 
l: <Yc·q • V.c,) 

q=1 
(3. 1. 4) 

This can be rewritten in a form suitable for Gaussian iteration by 

taking the value V,~ out of the summation on the right hand side <3 .1.5). 

This equation is then executed iteratively for all nodes . The initial 

guesses for V are put into the right hand side and a new estimate 

calculated: the new estimate is then used on the right hand side until two 

consecutive sets of answers agree within a given tolerance . If V,,.' is the 

ku-. estimate of the voltage at node p then the next estimate is calculated 

by 

v k+l = 
p 

<Ypq • Vqk) 

ypp (3.1.5) 

The calculations can be speeded up further by using an acceleration 

factor on the calculated val tages . This simply in valves increasing the 

size of the change in voltage at each iteration : 

(3.1.6) 

where o: is the acceleration factor . For load flow type calculations a 

value of around 1.2 or 1.3 has proved to give the best results . This whole 

algorithm can easily be divided into sections for parallel processing . 

Each processor is given a set of nodal voltages to calculate together with 
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a copy of the required parts of the Y matrix at the start of the 

simulation The values of CP,o t- jQP) have to be updated each time step 

for those nodes with generators to incorporate the generated power 

calculated by the generator algorithm . Then at each iteration the latest 

values of V are passed to all processors and a new set calculated . This 

method has several advantages: 

a) The Y matrix has relatively few elements and this sparsity 

helps to reduce both the memory requirements for the algorithm and 

the amount of non zero terms in the summation portion of equation 

(3 .1.5) . 

b) Any changes in the network such as the outage of a line require 

c) 

very little computation and the altering of only four of the elements 

in the Y matrix . Load changes affect only the <PP + jQP) value for a 

node, which is easily updated . 

The computing can also be reduced by calculating the values of 

Ypq/YPP at the start of the simulation as they remain constant 

throughout until affected by network changes . 

d) The time for a single iteration is small and only one iteration 

is required when the system is in a steady state . 

e) Although all the voltages have to be updated in each of the 

processors for each iteration the data transfer occurs in a single 
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f) 

block at the end of each iteration . This means that the time spent 

setting up the communication is small 

Finally, all the computing can be done in parallel . There is no 

need for any central calculation which would slow the algorithm down: 

only the communication with the host computer need be done by a 

central processor . 

The Gauss method is well proven in its normal sequential form and 

the parallel form gives the same results However, with some network 

configurations it fails to converge and simulation of the system becomes 

impossible by this method The amount of data transferred between 

processors is quite large: all the nodal val tages have to be updated for 

each iteration . Also, when transients were introduced into the system, the 

number of iterations before convergence was achieved became large and the 

time taken by the algorithm, both in communication and computation, was 

far larger than the time step . This meant that real time simulation was 

not feasible . 

As has been mentioned, there are several variations on the Gauss 

method . The most straight forward of these being the Gauss-Seidel in 

which, instead of waiting for a full set of voltages to be calculated 

before substituting them back in, the most recent voltage calculated is 

always used . For example when a new value of V, has been obtained it is 

used to help calculate V2 and then both are used in V3 and so on until V., 

is calculated . From equation <3.1.5) this gives : 
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v I• +·I= 
r< 

<P" + i Q, > 
YPP. <V,-,'·) ,, 

q=n 
[ (Yr ' t V ,' 

q=p+l Y,.p 
(3.1.7) 

When this is implemented in a parallel form the data transfers 

between processors become spread throughout the algorithm instead of one 

block at the end of each iteration . This increases the overheads on the 

data transfers but reduces the number of iterations needed . 

A compromise can be obtained by each processor using the latest 

values it has computed but ignoring those calculated by other processors 

until the start of the next iteration This reduces the number of 

iterations without altering the data transfer, but does not have a large 

enough effect to enable real time simulation . 

One possible solution to the problem of the time taken by the 

network solution would be to have a variable time step depending on the 

conditions . When the simulator needed several iterations to converge the 

time step could be lengthened to allow real time simulation to continue . 

However, this would loose one of the main attractions of having a short, 

fixed time step for the simulation ; that of modelling the transient 

response of the system . 

3.2 IEWTOI-RAPHSOI IETHOD 

Another method of modelling the network is to use the Newton-Raphson 

load flow method This method relates the active and reactive power 

mismatches in the system to the voltage angle and magnitude : 
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6P J, J .;~ 68 

= • (3.2.1) 

16Q J J JA 16 vl 

The square matrix containing J, ,J 2 ,J'-' and J 4 is the Jacobian matrix 

of the system <W.F.Tinney and C.E. Hart [13]) . 6P and 6Q are the power 

mismatches in the system with the present estimates of voltage while 68 

and 6V are the changes in voltage angle and magnitude to be made for the 

next estimate This procedure is iterated until both 68 and 6V are 

smaller than a particular convergence value. 

To divide the algorithm so it could be split into parts for parallel 

computation the power system was divided into areas . The solution of each 

area was then performed by a separate processor The flow of power 

between the areas was represented by calculating the power flowing along 

the lines connecting the areas and including this power as an injection or 

drain on the relevant buses as shown in figures 3.1 and 3.2 Thus a 

processor only needs to know the voltage of the bus at the far end of 

each of its inter area lines before the start of each iteration . The 

solution procedure is as follows : 

Form the four submatrices J, ,J2 ,J,3 and J 4 from the parameters 

of the system and combine these to give the complete Jacobian matrix 

as given in equation <3 .2 .1) . 
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GEN 1 

LOAD 1 

AREA 1 

LOAD J 

I 
I 

______ I 

LOAD 4 

LOAD 2 

AREA 2 

LOAD 5 

GEN 2 

Figure 3.1) Example network divided into areas 

GEN 1 

LOAD 1 

AREA 1 

LOAD J 

I 
I 

______ I 

LOAD 4 

GEN 2 

LOAD 2 

AREA 2 

LOAD 5 

Figure 3.2) Connecting lines replaced by loads 
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2) 

3) 

4) 

Calculate the power mismatches 6Q and 6P at all buses including 

the dummy loads which represent the lines cut when the network is 

divided into areas . 

Solve the equation (3.2.1) using Zollenkopf hi-factorisation [38] 

to produce 68 and 6 V 

calculated changes 

Update the old values of V and 8 using the 

Repeat steps 2-3 until 

than a given tolerance 

the values of t.Q and t.P are smaller 

When a line outage occurs the Jacobian matrix changes . However, the 

Jacobian is only altered between time steps, never part way through a set 

of iterations . To make the calculation of the Jacobian easier the right 

hand column matrix is altered to contain t.V/V instead of t.V 

does not affect the convergence or accuracy of the algorithm 

has several advantages over the Gaussian method; 

This change 

This method 

The data transfer between areas for each iteration is limited to 

the val tages of the buses at the ends of connecting lines By 

choosing the areas to minimise the number of tie lines the data 

transfer is reduced . The transfers also all happen at once so both 

the data transferred and the overheads on setting up the 

communication are small 

The number of iterations for convergence during transient 

conditions is small and even though the calculation of the matrix 
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factors is quite lengthy this L3 only performed once per network 

solution 

The method does not have the convergence problems of the Gauss 

routine: therefore it is far more robust for use in simulation . 

The major drawback with this method is the calculation of the 

relative phase angles between areas Each processor calculates the 

voltages in its area with reference to some reference val tage To 

calculate the power flow along the connecting lines the relative angles 

must be known . The use of a generator routine which produces val tages 

with respect to a constant 50 Hz all the areas effectively use the same 

reference val tage . However, if an area is left without generation because 

of an outage, problems can arise in the calculation and convergence 

One way of avoiding this situation is to split the system through the 

buses instead of the lines < figure 3.3) . This solves the angle problem 

because any one bus must have the same voltage and angle in all the areas 

in which it appears . The power flow in the lines between the areas is 

again represented as loads on the split buses Unfortunately, the 

convergence of this method was found to be far worse than the initial 

method because the power transfer between areas became problematical . 
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G£N 1 

LOAD 1 LOAD 2 

AREA 1 

AREA 2 

LOAD J LOAD 4 LOAD 5 

GEN 2 

Figure 3.3) Network divided through buses 

GEN 1 

LOAD 1 

AREA 1 

LOAD J 

I 
I 

______ I 

LOAD 4 
GEN 2 

LOAD 2 

AREA 2 

LOAD 5 

Figure 3.4) Network representation for direct method 
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3 .3 D IAKOPT ICS 

Diakoptics is a method of solving parts of a problem as separate 

entities and then combining the partial solutions to help provide an 

overall solution . The name derives from the Greek lropto meaning to tear 

and so these methods are sometimes known simply as tearing or piecewise 

methods . The method was first put forward by G. Kron and has been 

applied to many fields of engineering including the solution of power 

system network equations 

This technique is obviously a candidate far parallel processing since 

it inherently divides the network into parts far separate solution 

Several methods have been developed for salving load flow problems using 

diakaptics <H.H. Happ [39)) . The piecewise method looked at far the 

simulator was based upon the diakaptic version of the fast decaupled load 

flow CM. El-Marsafawi et al. [40]) . 

Starting with the equation <3.2.1> this method neglects the small cross 

coupling between the real power and voltage magnitude C J 2 in the Jacobian 

) and between the reactive power and the val tage angle ( J ~ ) . Further 

simplifications are then made ( B. Stott and 0. Alsac [12J) to obtain the 

fallowing equations which have to be salved : 

t::.P/V 

= B' • (3. 3. 1) 

and 
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e:,.Q/V e:,.V 

= B" • (3.3.2) 

__ I 

These equations relate the power mismatches at each node (t:,.P is the 

active and t:,.Q the reactive power mismatch> with the changes in voltage 

magnitude Ct:,.V) and voltage angle (t:,.8) . B' is made up of the 1/x terms for 

the system ( x being the line reactance 

susceptance matrix . 

while B" is the negated bus 

The system is split into areas and the B' and B" matrices are divided 

into those parts which can be used in parallel and those which have to be 

performed centrally . Both matrices can be split into parts corresponding 

to the areas of the system . Each area is given a temporary reference bus 

and the parameters for all the temporary buses are grouped together . The 

B' and B" matrices for the system can both be divided into two . First a 

set of submatrices which are relatively full and on the diagonal of the 

original matrix and secondly a very sparse set of off diagonal elements . 

Looking first at the B' matrix : 

B' ~~ X y 

X y 

B' 8 

(3. 3. 3) 
X X 

X 
B'n Y 

X 
y 

y y B' t.b 
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8\, is the B' matrix for the area n of the torn system, B' .... is the B' 

matrix for the temporary buses in the torn areas and the X elements are 

those representing the lines which join the areas and are cut when the 

system is torn . The Y elements represent the lines connected to each of 

the temporary buses in the system . Splitting the complete B' matrix into 

three parts to separate the calculations that can be done in parallel and 

those that have to be performed centrally : 

(3.3.4) 

B'todf is the block diagonal part of the B' matrix containing the 

submatrices B'A to B'tt:o . B' '"d contains the B' elements for the cut lines 

connecting the areas <the X elements in <3.3.3)), and B'c,r=. contains the 

elements for the lines connected to the tie buses <the Y elements> 

Substituting <3.3.4> into <3.3.1) : 

(3.3.5) 

Which can be rewritten as 

(3.3.6) 

Then the Householder matrix inversion formula [41] can be applied to 

the left hand side of equation : 

(3.3.7) 

If we let 

<3.3.8) 
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and 

(3.3.9) 

Then : 

(3.3.10) 

Substituting equation <3.3.8) into <3.3.9) so that t.8 2 is calculated 

from t.8, 

(3.3.11) 

This means that t.8, can be calculated from equation <3 .3 .8) and then 

modified by <3 .3 .11) to give t.82 . These can then be used in C3 .3 .1 0) to 

give the actual angle change t.8 . 

This process( equations <3.3.3) to (3.3.11) ) can be repeated with the 

B" matrix to give equations similar to those above dealing with the 

reactive power Q and the voltage V instead of the real power P and angle 8 

as follows : 

(3.3.12) 

<3. 3. 13) 

<3.3.14) 

The equations can then be split for use on a parallel processor 

system by giving each processor the B't: .. :H and B"bd1' for an area and 

allowing the calculation of t.8 1 and t.V, for each area to be carried out in 
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parallel One of the processors deals with the temporary buses instead of 

an area using B'."' and B","" . 

The solution of the P-8 equations 1s done separately from the Q-V 

equations and they are iterated until both the P and Q mismatches are less 

than a certain tolerance . The solution process of all the equations is 

done by matrix hi-factorisation rather than by computing the inverses of 

the matrices and is as follows : 

2) 

3) 

4) 

5) 

Calculate the flow along the cut lines from the previous 

voltages at the line ends and the line admittances . 

Form the ~P/V active power mismatch vector for each area 

representing the power flows along the cut lines as additional loads 

at the buses at each end of the cut line . 

Solve equation (3.3.8) in all processors to produce values of 

~8, . These values are then passed to a central processor for the 

modification to ~82 

Solve equation (3.3.11) in the central processor to give a value 

for ~82 and then solve (3.3.10) to produce the final angle changes ~8. 

( The matrices B'i .. 1 and B'ct.b are both very sparse and this reduces 

the amount of calculation needed in arriving at ~8 . ) 

Update the angles 8 in the system by adding the angle change ~8 

to the previous value . 
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6) 

7) 

Perform steps 1 to 4 using the equations utilising the B" 

matrices and equations C3.3.12) to C3.3.14) to produce changes in 

voltage magnitude rather than angle . Update the voltages by adding 

the voltage change 6V to the previous value . 

Steps 1 to 6 are repeated iteratively until convergence is 

achieved . Convergence is checked by ensuring that the largest values 

of t.P and t.Q are both below a given tolerance: if they are not then 

the procedure is repeated from step 1 

The fast decoupled technique has several advantages compared to some 

of the other diakaptic algorithms and the Gauss and Newton-Raphson 

methods 

a) 

b) 

The sparsity of the matrices used reduces the amount of memory 

required for storage and saves execution time By using bi-

factorisation there are no matrix inversions to be performed: this 

saves both the calculation time needed to perform the inverse and the 

storage requirements of the inverse which is a full matrix rather 

than a sparse one . To save more space, the matrices containing the 

parameters of the cut lines can be broken dawn further into a 

rectangular tie line connection matrix and a smaller square matrix 

containing the tie line elements <Appendix 1) . 

The results produced by this method are the same as those 

produced if the system is left in one piece and then solved . There 

is no penalty on either the accuracy or the convergence as a result 
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c) 

d) 

e) 

f) 

of :3plitting the system into areas The timing of the :;plit and 

whole :;ystem solutions does vary slightly, but this is not 

significant compared to the speed up achieved by using a parallel 

processor system for the split algorithm . 

Unlike some methods there is no restriction on the selection of 

the lines to be cut or the temporary buses . The selection of these 

does, however, have an effect on the solution time . The less lines 

that are cut the faster the solution . Also the problem is simplified 

if the cut lines are not connected to any of the temporary buses . 

There is no restriction on the size of the network which can be 

solved in this way . 

The inclusion of the B'tal and B'';.,. 1 matrices ensures that the 

cut lines are modelled exactly in both the active and reactive power 

mismatch problem This also means that there is no difficulty 

finding the relative angles of all the areas like that encountered in 

the Newton-Raphson method . 

The hi-factorisation is only carried out at the beginning of the 

simulation and when there is a change made to the network, the 

factors are always changed before a network calculation starts, never 

part way through a calculation . 

The communication between the processors is limited to the 

central processor passing the new values of V and 8 to the slave 

processors and then the slaves passing back their values for 6Vn and 
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g) 

t.8n Thus there are only four blocks of data transfer for each 

iteration, which means the overheads on the communication lines are 

small . 

Even when transients are imposed on the system the number of 

iterations required for convergence is small, thus the time difference 

between steady state and transient calculations is far smaller than 

for the Gaussian method . 

The main drawback of this method is the amount of computing that has 

to be done centrally . There is no way to avoid performing steps 4 and 5 

centrally without vastly increasing the inter processor communication 

required for the solution . Therefore as the size of the network to be 

modelled is increased the number of areas and cut lines also has to 

increase so that the simulation can still be performed in real time . This 

means that the time spent in calculating steps 4 and 5 of the algorithm 

increases until the network can no longer be solved quickly enough far 

real time simulation 

3.4 DIRECT XETBOD 

The method finally developed for the network solution is a direct 

method using the Y matrix as given by equation <3.1.1) but inverting it to 

provide a direct solution rather than an iterative one . In this method the 

generators are represented as voltages behind a transient reactance and 

- 68 -



the loads as either constant impedances to ground, as shown in figure 3.4, 

or as injected currents . 

The theory of this method is given in detail in the next chapter 

which describes the theory of all the algorithms used in the final version 

of the simulator . 

- 69 -



4 SIIULATOR THEORY 

The theory used for multiprocessor simulation has several differences 

from that used upon standard hardware . The multiprocessor is used because 

of the high computation rates that can be achieved; however, as with any 

form of hardware, the multiprocessor has its limitations The best 

algorithms will have to be built taking the limitations and capabilities of 

the hardware into account to produce a hardware/software solution to the 

simulation problem which is as efficient as possible . Very few of the 

methods of simulation used on standard hardware have both the parallelism 

and low data transfer rates needed for successful implementation on any 

multiprocessor system . 

The final simulator algorithm developed for the multiprocessor can be 

divided into a number of smaller tasks, each of which can be split to run 

on a set of parallel processors . The tasks run in series . All processors 

must finish the first task before any can start the second, but the 

communication between processors occurs only at the end of each task and 

is kept to a minimum Far example, all processors run the network 

algorithm simultaneously to calculate the voltages in the system . 'When 

the processors have finished the network calculations the val tages are 

broadcast to all the other processors before the generator algorithm is 

started by all processors . 

By splitting the theory, and the software using it, into modules 

corresponding to the components of the power system, the theory can be 

changed to produce as accurate a model of the system components as is 
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required . The generator module, for instance, can be replaced with any 

other module which calculates the same parameter voltage behind 

transient reactance or generator current ) for output at the end of the 

module . Initially the models of the generators and loads used are quite 

simple but these can easily be expanded to simulate components such as 

automatic voltage regulators on the generators and more complex couplings 

between the load and the voltage and frequency . These enhanced models can 

then be inserted instead of the generator or load modules in use at 

present . 

The models used in the simulator are presented here in the simple 

form: these are fast but do not give a completely accurate model of the 

components . 

4.1 GEIERATOR REPRESEITATIOI 

The generator algorithm is based upon one given in Stagg and El-

Abiad [42] . The electro-mechanical equations of the turbine and generator 

represent them as a shaft or flywheel with an inertia H as shown in 

figure 4.1 . The equations relate the input mechanical power P... and the 

output electrical power P ~· to produce values of the changes of rotational 

speed w and angle o with respect to time : 

~ 
dt 

dJ.l. 
dt 

= 

= 

w - 2rrF0 

1tEo.. H * < Pm - P ... > 
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FLgure 4.2) Governor model block dLagram 
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where F,, is the synchronous frequency in Hz The Governor on the 

generator is then represented as shown in figure 4 .2 The mathematical 

equation which models this type of governor with a gain of K is : 

dl:__ 

dt == 
P... t K • < F •• - wl2n l - P. 

T" 
<4.1.3) 

Of the five components of a generating unit discussed in chapter 2 

only three are included in this model . Equations <4.1.1) and <4.1.2) give 

the dynamics of the generator: this representation models the shaft as a 

single lumped inertia without any elastic properties Equation (4 .1.3) 

represents the turbine governor response to frequency and power deviations 

from the set points ( F .,..,,t and P.u,t and includes the turbine time 

constant T c • 

The boiler is not represented and it assumed that the turbine is 

always able to produce the necessary amount of mechanical power: there is 

also no representation of the excitation system . Both these components 

can be added to the set of equations to be solved if the use to which the 

simulator is to be put requires a more accurate model 

The initial values of the generator variables when the simulator is 

started are calculated from the values passed to the simulator from the 

host: these values are the results from a load flow calculation on the host 

computer . The initial values given to the generator program are P~1 the 

generated power, Et the voltage at the machine terminals and the generator 

impedance . All these values are complex . The generator impedance is its 

transient impedance <RA + 1 ii:)\ 
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The initial current at the terminals of the machine 

calculated from Ohm's law by: 

I •. = 

The initial voltage behind the transient reactance <E') is: 

E' 

The initial power angle o is: 

= tan··l REAL <E') 
IMAG <E') 

The initial air gap power <P=) is: 

I, 

(4. 1. 4) 

(4.1.5) 

<4.1.6) 

<4.1.7) 

The initial mechanical power <Pm) is set equal to the air gap power: 

<4.1.8) 

is 

After the calculation of the initial values, the generator algorithm 

executes a modified Euler solution for each time step, obtaining from the 

master processor the latest value of the voltage at the bus to which it is 

connected and updating its power and frequency set points if necessary . 

The modified Euler routine calculates an estimate of o, w and P, after 

time t:.t based upon the previous values, then the terminal voltage is 

recalculated using those values . New estimates of o, w and P m are then 

calculated and the average of the two results taken . The equations are as 

follows : 
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To calculate the current and electrical power 

<E' - E.) 
I, = 

(RA + jXo) 
(4. 1. 9) 

P .. = REAL< I, * E I • ) <4.1.10) 

Then to obtain the first estimates for 8, i..J and P"' equations <4.1.1) 

to (4.1.3) are used to obtain values of do/dt, dw/dt and dP"'/dt which are 

then used to update the previous values of o, w and P,.. : 

o, = 8 + ~ .. t.t 
dt 

(4.1.11) 

+ 
dw_ 

t.t w, = w dt .. (4.1.12) 

Pml = Pm + d.f..... t.t 
dt 

C4. 1. 13) 

The network routine is then run to recalculate the terminal 

voltage Et using the initial estimates of o, w and Pm . Equations (4.1.9) 

and (4.1.10) are recalculated and then the final generator values are 

obtained thus 

0 = 0 + 
- 2n:F., > f t.t (4.1. 14) 
2 

w = w + (4.1.15) 
2 

) • t.t 
(4.1.16) 

2 
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These values are then used in producing the generator variable 

required by the network routine . This variable is either the value of the 

voltage behind the transient reactance E' or the machine output current I, 

depending on the type of network solution . To calculate E' the magnitude 

calculated initially in (4.1.5) is kept constant but the voltage angle is 6: 

having calculated E' equation (4.1.9) is used to obtain I, . 

L2_LOAD REPBESEITATIOI 

Of the load models discussed in chapter 2 two were used in the 

simulator, either to model a load as a current injected into the network or 

as an impedance connecting the load bus to ground The latter 

representation will be covered section 4.3 dealing with the network . The 

former can be split into two parts, the modelling of synchronous loads and 

the modelling of general loads . 

4 .2 .1 SYNCHRONOUS LOAD MODEL 

The modelling of dynamic loads such as synchronous motors is 

very similar to that of generators, the loads being represented by a 

set of differential equations such as (4.1.1) and <4.1.2). These 

equations are then solved by the application of a numerical technique 

such as the modified Euler used for the generator equations . The 
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result of the the numerical technique is a value for the current 

drawn from the network by the load . 

The parameters such as load inertia are lumped parameters for 

all the synchronous load at the particular point . These parameters 

can only be calculated by tests being performed on the real network . 

The motor load does not need any form of governor representation 

because its speed is entirely dependent on the frequency of the 

supply and the load it is being used to drive . 

4 ~2 ~2 GENERAL LOAD MODEL 

Static loads, such as lighting and heating, are much simpler to 

model I Often they are regarded as fixed current, fixed impedance or 

fixed power or a combination of these three I They are modelled as a 

current drain from the network whose value is dependent upon both 

the voltage and frequency of the bus to which it is connected I The 

load power <P... + jQ .. ) at voltage <V,~> can be calculated from the 

nominal load power <Pn + jQ,,) at rated voltage CV,) and frequency 

CF0 ) by the following equation : 

P .. + jQ .. = P" -t (~)A+B<F .. -Fo) + jQn * (~)c+D<F .. -Fo) 
n n 

<41211> 

where A,B,C and D are constants used to model the particular type of 

load required Values for A,B,C and D can be ascertained for certain 

types of load but the constants can be determined accurately only by 
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tests on the real system as the component parts of a load vary 

widely . 

Because of the length of time required to perform the raising to 

a power function ( XN ) on the microprocessor the load was modelled 

in three parts using equation <4.2.1) . The three parts correspond to 

the constant power ( A=C=O ) ,constant current < A=C=l ) and constant 

impedance A=C=2 types of load with a variation added for 

frequency changes This means the only power that has to be 

calculated is a square which can be calculated using multiplication 

The nominal load is split into three parts 

(4.2.2) 

and the following summation is used to give the total load power 

The load model is shown diagrammatically in figure 4.3 . P 1 is 

the constant power part CP0 + jQ0 ), I, is the constant current part 

of the load <P, + jQ,) and the impedance to ground produces <P 2 + 

jQ:z) . Each of the three parts of the load has its own values for the 

constants B and D to represent the rate of change of power with 

respect to frequency Having calculated the power of the load the 

current injection for the load bus is then calculated by 

I in,J = P. + 10,. 
V,..*: <4.2.4) 
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This injection is then used by the network solution which 

calculates the voltages of the buses in the system . 

This general load model is used more often than the synchronous 

load model because the loads at a bus are normally a mixture of 

different types . Equation <4.2.1) can be performed but the time taken 

for the routine using <4 .2 .1) is over twice as long as if <4 .2 .3) is 

used . 

4 .3 IEIWORK REPRESEITATIOI 

Figure 3.4 shows the way a network is modelled by the simulator with 

all the loads regarded as constant impedances and all the generators as 

voltages behind transient reactances . The generators are represented as 

buses connected to the rest of the system by a line with the generator's 

transient reactance . The voltages of these buses are obtained from the 

generator algorithms and are regarded as fixed for the duration of each 

time step 

The loads are represented as a line from the load bus to ground, the 

line impedance being calculated to give the required load power at rated 

voltage This constant impedance representation is equivalent to the 

general load model <4.2.3) with all the load in <P~, + jQ2 ) and no frequency 

variation . 

The network itself is made up of a series of buses connected by 

lines and transformers . The lines are modelled as a n model with a 
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resistance and reactance in series and line charging capacitances at each 

end of the line connecting the buses to ground Transformers are 

represented as lines with reactance equal to the leakage reactance of the 

transformer The buses at each end of a transformer connection have 

different per unit bases to account for the val tage change across the 

transformer . An extra bus C bus 0 is introduced as the ground bus, all 

line charging elements and constant impedance loads are lines connected to 

this bus . 

From this representation a matrix of the system admittances, called Y 

is built up where the off diagonal elements are given by : 

(4.3.1) 

ypq being the admittance of the lines joining bus p and bus q . The 

diagonal elements are given by 

q=n 
ypp = YP + L ypq 

q=O 
(4.3.2) 

Yr=· being the sum of the line charging to ground at bus p . This Y 

matrix can then be used in a form of Ohm's law to calculate the :3ystem 

voltages and injected currents . If VF' is the val tage at bus p and I.., is 

the injected current at bus p then, putting the voltages and currents in 

the form of column vectors we get : 

v, I, 

y • (4.3.3) 
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The row and column corresponding to bus 0 <the ground bus) have been 

eliminated because the val tage is zero and we are not interested in the 

injected current: this also makes the Y matrix non singular so it may be 

inverted If the buses are numbered so that those l-epresenting the 

generator val tages behind their transient reactances occur first then the 

Y matrix can easily be divided into four submatrices : 

A : C 

y = (4.3.4) 
B D 

If ng is the number of generators in the system and nb the number of 

buses then the matrix A is square <ngf:ng), diagonal and contains the 

generator admittances . The matrices B <nbf-ng) and C <ngf:nb) contain the 

corresponding off-diagonal terms and the D Cnbf:nb) matrix contains the 

line, transformer and load representations, in the form of admittances, for 

the remainder of the system . 

A : c vk Iu 
• 0 •• . . 

* = (4.3.5) 
B D Vu Ik 

The voltage and current matrices are divided into two portions each: 

one portion whose values are known Vk Cngf:l) and I~< <nbf:l) and one whose 

values need to be calculated Vu <nb:ll) and I,~ <ng:ll) . The known voltages 

are those calculated by the generator algorithms as the voltage behind the 
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genera tor's transient reactance, while the injected current at all buses 

without generators attached will be zero Thus the equation can be 

rewritten by moving the known and unknown values of val tage and current 

onto separate sides : 

A : 0 V,, I : -c I,_, 
: : 

• • (4.3.6) 
-B I I., 0 0 V., 

where 0 is an empty matrix and I is the identity matrix . To obtain an 

equation with only the unknown column vector on the right hand side 

premultiply both sides by the inverse of the right hand square matrix to 

give : 

I : co-l A : 0 v .... Ie-, 
: : 

• • = <4.3.7) 
0 o·-• -B I I" v,. 

And hence, by performing the multiplication of the two square 

matrices in (4.3.7) : 

A-co-l B: co-l V" lu 
.. . . : 

• = <4.3.8) 
-D- 1 B o-, I~. Vc• 
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[f all the loads in the system are represented by a constant 

impedance connected to ground then all the known injected currents are 

zero . Thus the I" matrix can be replaced by a 0 matrix which means that 

a large proportion of the terms in the square matrix can be set to zero 

and the problem is simplified . 

A-CD- 1 B: 0 v, Iu 
: 

• = (4.3.9) 
-D-- 1 B 0 0 v,,, 

The network algorithm needs only calculate the unknown voltages 

since the injected currents are calculated by the generator algorithm . 

Hence all the network program has to do is perform the matrix 

multiplication : 

nbfng ngfl nbf1 

-D- 1 B = (4.3.10) 

This multiplication is further simplified by the fact that the B 

matrix has only ng non zero elements and each column and row can have, at 

most, one non-zero element. This means that the B and D- 1 matrices are 

held separately and their multiplication is dane simultaneously with the 

equation (4.3.10) each time the network algorithm runs : 

nbfnb ng:f1 nb:f1 

I -D-1 • B • = (4.3.11) 
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The sparsity of B means that for each unknown voltage required only 2tng 

complex multiplies and ng complex adds are needed . However this assumes 

that the inverted D matrix is always up to date, any topology changes or 

load variation causes the entire D-' to change . The computing of equation 

C4 .3 .11> is very simple to split between processors: each processor is 

given a fixed set of bus val tages to calculate < v,. ) , the corresponding 

part of the D- 1 matrix c d- 1 > and the B matrix . 

nba-tnb nbfng 

-d-·1 • • 
ngf1 

l __:__! 
= 

nbaf1 

l_y..,.__ _ __l (4.3.12) 

where nba is the number of buses to be calculated by the processor . 

Thus each time the algorithm runs the most up to date values of V,. 

are obtained from the master processor and equation (4.3.12) is performed 

and the results sent back to the master processor . This model has several 

advantages : 

a> 

b) 

c) 

It is fast and non iterative so the execution times for the 

network and generator solutions are the same in both steady state 

and transient conditions . 

The computation is performed entirely on the slave processors: 

the master is only required to communicate with the slaves and 

transfer the results to the hast computer . 

The B matrix is so sparse that it only contains ng non zero 

elements . Instead of the whale B matrix, each processor is given the 
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generator transient reactances and the bus numbers to which the 

generators are connected . 

There are also three problems with the model used by equation 

(4.3.12) : 

a) 

b) 

c) 

First, the loads are modelled as constant impedance loads 

because they are included as part of the network 

for certain types of load but not for others . 

This is accurate 

Secondly, to alter the load the inverted matrix must be altered 

The technique works well for small systems, but when larger 

systems are simulated the overheads involved in altering the inverted 

matrix become large . 

Finally, the inverted matrix is full rather than sparse: this 

means far more memory is needed than for other methods which can 

use sparse matrix techniques . 

To overcome the first two problem the loads can be modelled as 

injected currents . This allows a load model such as equation <4 .2 .3) to be 

used and reduces the amount of change to the matrix inverse . This means 

that equation <4.3.8) must be solved in full: only those nodes in the 

system without generation or load have zero injected current so the 

computation for the network solution rises . However the method is still 

fast and non iterative . The parallel solution of this problem can be 

simplified if the generators and loads both produce a current injection 
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onto the bus to which they are connected . This can be done by calculating 

the value of the generator current <I,> at the end of the generator 

calculations . The equation to be solved can then be written 

nbafnb 

-d-1 • 
nbfl 

1~1 

nba-f 1 

I _z_._l (4.3.13) 

Some of the injections will still be zero but the calculation is 

larger than that required for (4 .3 .12) However with the inclusion of a 

variable time step it can easily run in real time . 

The problem of the memory required by the method is far less 

important now than it has been historically for two reasons . The price of 

memory is now very low compared to the price of the processors and other 

system components, so large amounts of memory do not increase the price 

of the system dramatically . Also with 16 and 32 bit processors the 

amount of memory which can be addressed is large and a 32 bit address 

bus poses no practical limit on the amount of memory which can be used . 

The only real limit is set by the capacitance effects of the memory 

slowing down the signals on the bus and this does not significantly affect 

the system even when 1 or 2 megabytes of memory are used . 

4.4 lAtRIX ALTERATIOI ALGQRITHX 

The simplicity of the network routine is due mainly to the fact that 

it is assumed that an accurate version of the D- 1 matrix is always 

available . When the simulator is started a copy of this matrix, the 
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inversion having been done on the host machine, is loaded into the 

simulator along with the system topology . However as soon as a line is 

removed or a constant impedance load altered the whole matrix changes and 

must be recalculated . 

The inversion of the D matrix is extremely lengthy for anything but 

the smallest systems. It has to be performed once on the host machine 

before the simulator can be run, but this does nat affect the simulator 

timings . However, because the changes to the D matrix involve a small 

number of elements the inverted matrix can be altered, rather than 

reinverted, to give the inverse of the new D matrix . Using the formula 

given by Householder [41] which calculates the inverse of a modified 

matrix using the inverse of the original : 

(4.4.1) 

where U and V are rectangular and X is square and all the dimensions are 

correctly matched . 

Because the ground bus is removed from the matrix the alteration of 

a load means that only one element of the D matrix is altered . A line 

outage alters four elements of the matrix, twa in the column representing 

each of the connected buses . The line outage case is divided into twa 

separate passes, one for each column affected by the change, so both the 

load and line cases can be handled by the special case when U and V are 

column vectors u and v, and the square matrix X is a scalar equal to 1 

which gives: 

<D + uvT) = o·- 1 - <D- 1 u) (vTD- 1 ) I <1 + vTD- 1 u) <4.4.2) 
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This is further simplified by the fact that u and v have only one 

non zero element for a load change and two for a line outage If v has 

the required complex values in it then the non zero elements of u must 

have the value 1 Using this method a line outage needs two passes 

through the routine but a load change needs only one pass. 

The equation C4 .4 .2) is split between the processors so that each 

slave modifies the portion of the D- 1 it contains for the calculation of 

the bus voltages allocated to it . A certain amount of the calculation has 

to be done on one slave and the results passed to all the other slaves for 

the modification of their own sections . The calculation required centrally 

is that of the divisor in equation C4.4.2) ; 

s (4.4.3) 

Then the value of S and the column of D·-l which corresponds to the 

bus being altered are broadcast to all the slaves in the multiprocessor 

and equation (4.4.2) is completed in each slave . 

The Householder routine is needed only when the network is changed . 

Thus if no chi:l.nge occurs a lot of time is wasted because the master 

processor waits for the correct time before starting the next time step. 

There are two ways to minimise the amount of time wasted in this way: 

The Householder routine can be prevented from running every 

time step and only allowed to run every few time steps: this reduces 

the time wasted but does not eliminate it . This method also has the 

disadvantage that the simulator may not respond as quickly to 

control commands as the real system. 
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Secondly the time step used can be varied depending upon 

whether or not the Householder routine is run: if the :3lave 

processors receive no network change from the master processor they 

use a short time step When one or more passes through the 

Householder routine are needed a longer interval is used for the next 

time step . Both time steps involve a period for changes to generator 

set points and separately modelled loads but these take an extremely 

short amount of time compared to the Householder routine This 

means that very little time is wasted and the system responds more 

quickly to commands . 

The second method does not have the disadvantages that a variable 

time step can have in iterative solution techniques In an iterative 

technique the time step is increased when a large number of iterations are 

required to produce a solution: this occurs while the network is in a 

transient state . In the direct method the time step is only lengthened 

when a change occurs . The rest of the transient can be modelled at the 

shorter time step until another change occurs . 
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5 XULTIPROCESSOR SOFTWARE DESIGI 

The software produced for the slave processors can be divided into a 

number of routines corresponding to the sections of theory discussed in 

the previous chapter 0 These routines are called by a coordinating routine 

in a fixed order: each routine ends by broadcasting its results to all the 

other processors in the simulator 0 The software for the master processor 

deals with the communication, both between processors and between the 

simulator and the host computer 0 The timing of the simulation is also 

dealt with by the master processor so that the results are produced in 

real time o 

5.1 lASTER PROCESSOR SOFTWARE 

The master processor's main task is to control the data transfer 

between the slave processors and the transfer of the simulator results to 

the host computer 0 The master also deals with the initialisation of the 

simulator and the addition of errors to the results before their transfer 

to the host computer o The overall flow of the master processor software 

is shown in figure 5 o1 but each of the four main functions is described 

below : 
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Figure 5.1) Master routine flow chart 
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5 ~1.1 SIMULATOR IN II IALISATIOH 

The first action taken by the simulator when it is started is 

to request the network data from the host computer, this data 

consists of the generator, line and load parameters as given in 

appendix 3 and is transmitted along the serial or parallel line from 

the host to the simulator I The host computer also transfers the 

initial D- 1 matrix for the system to the simulator I The D matrix is 

built from the system data and then inverted on the host I However, 

this is only done once for each system: the inverted matrix can be 

stored on the host <on disc or tape) for use whenever the simulator 

is started I 

When the system data has been received by the master processor 

the number of slave processors in the simulator is input I The master 

processor then calculates the number of buses, generators and loads 

that each slave is to be allocated I The system is split so that the 

buses allocated to a processor include those containing the loads and 

generators allocated to that processor 

communication required for each time step I 

This reduces the 

The master processor then resets the communications bus 

connecting the processors and transfers one area of the split system 

to each of the slaves I Each slave in turn is sent the numbers of the 

buses, generators and loads which it has been allocated I The slave 

is also sent the columns of the o- 1 matrix which correspond to the 

buses allocated to it I 
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5 o 1 o2 BROADCAST CONTROL 

When the initialisation of the simulator has been completed the 

master processor starts to control the use of the communications bus 

to coordinate the slave processors Most of the inter-processor 

communication is in the form of broadcasts; one processor outputs 

data onto the bus which is received by all the other processors 0 The 

rest of the communication is simple data transfer between twa of the 

processors 0 

All the communication is dane under the control of the master 

processor . Each slave can be put into either 'talk' or 'listen' made 

by the master processor . When a slave receives a talk command it 

outputs its data onto the bus: all the slaves in 'listen' mode receive 

the data . For a simple data transfer the master processor sets one 

processor to 'listen' and one to 'talk' and then monitors the 

transfer: when the transfer is over the master releases bath 

processors . 

A broadcast is mare complex . Normally all the slaves have data 

to share with all the other slaves so the master allows each to talk 

in turn The master sets all the slaves to 'listen' and then, 

starting with slave number one, sets each slave in turn to 'talk' . 

The master monitors each slave's broadcast and, when all the data has 

been transferred, sets the talking slave to 'listen' and sets the next 

slave to 'talk' This process is repeated until all the slaves have 

broadcast their data . 
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The broadcast control is also used to keep the simulator 

running in real time . A timer on the master processor is checked at 

the end of each time step and, if the simulator is ahead of real time 

the broadcasts are held up until real time corresponds to the 

simulator time . 

5 I 1~3 RESULT CORRUPT ION AND TRANSFER 

The final task for the master processor is the transmission of 

results to the hast computer . However, to simulate the real system 

accurately, the results sent to the hast must have errors similar to 

those due to the transducers in the real network . If no errors are 

impressed upon the data the simulator provides no test for any of 

the state estimation and data validation algorithms needed in any 

energy management system I 

There are twa types of error that occur in the real network 

which have to be modelled by the simulator : 

First, the inaccuracy of the measurement due to the 

limitations of the transducers and the affects of noise an the 

measurements I 

Secondly, the errors caused by transducer failure or 

failure of components in the data acquisition system 
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The first of these errors is simulated by imposing two 

different multiplying factors upon all the data sent to the host . 

The first factor is a constant for any measurement and simulates the 

calibration error of the transducer . The second factor is a random 

percentage increase or decrease to simulate noise on the measurement 

Thus each measurement M is obtained from the corresponding 

calculated figure C by : 

100 + RND<X2 ) f y • c 
(5.1.1> 

100 

where Y is the calibration error and X is the maximum percentage 

noise variation The RND is a mathematical function which 

produces an evenly distributed random number but can easily be 

changed to produce any sort of random distribution required .The 

second type of error is represented in one of two ways: the 

measurement can be fixed to any particular value or can be 

transmitted as a random varying number . 

Any measurement can be affected by either of these forms of 

error by a simple command from the host to the simulator . The 

calculation of the errors is done in parallel with the network 

calculation on the slave processors and only the data to be 

transferred to the host is affected . 

The transfer of these measurements from the simulator to the 

host is via a simple serial or parallel line connecting the two 

machines . The simulator transfers the data in a fixed order to 
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correspond to the data scan on the real network and at a rate 

similar to that achieved by SCADA systems . 

Since the calculation required for imposing the errors upon 

the data is small it can, along with the data transfer to the 

host, easily be performed in real time The master processor 

deals with all the computing necessary while the slave processors 

are calculating the next set of values . 

5.1.4 SIMULATOR CONTROL 

The simulator receives control signals from the host computer 

along the same connection used for the result transfer The 

master receives these control commands and acts accordingly The 

command from the host takes the form of a single byte which holds 

the type of change required followed by a series of bytes of data 

needed to implement the change . For example the command byte 01 

corresponds to a generator set point change and is followed by 

three bytes of data, the generator number,the new power set point 

and the new frequency set point . The command byte 02 represents a 

line outage and is followed by a single byte holding the line 

number . 

When the master processor receives a command it takes one of 

three actions 
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For a network change, such as a line outage or change in 

a constant impedance load, the master processor broadcasts 

the command to all the slave processors and then controls the 

broadcast during the matrix alteration . 

For a change in the dynamic part of the model, generator 

set points or load levels, the master processor sends the 

change to the relevant slave 

For a change in the errors imposed on any measurement 

the master simply updates the variables in its memory and 

continues . 

The master keeps count of the number of changes and allows 

only a certain amount per iteration, so the simulator continues to 

run in real time If more changes are requested the master 

postpones them until the next time step 

5 I 2 SLAVE PROCESSOR SOFTWARE 

The slave processors perform most of the actual modelling of the 

network components . The software written far the slaves can be divided 

into sections which are called in order by a coordinating routine, each 

section involving some communication between processors The 

communication nat only transfers data between the processors but also 

means that all the slaves are in the same section of the software at 
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any time . The overall pattern of the slave software is shown in figure 

5.2 while same of the sections are shown in more detail in figures 5.3 

to 5.5 . 

5.2.1 SLAVE INITIALISATION 

When the simulator is started the slaves all wait to be put 

into 'listen' made by the master processor. When this happens the 

slave reads in the data put onto the communication bus by the 

master . 

The first items of data received by the slave are the size of 

the network and the generator, load and bus numbers assigned to it 

for simulation . From these the slave can calculate the amount of 

data it is to receive in the form of generator and load parameters 

and the size of its portion of the D- 1 matrix . This data is then 

also read from the bus and the master releases the slave from 

'listen' mode and moves on to pass initialisation data to the next 

slave . 

The slave then calculates some of the constants used by the 

simulator . For example the generator inertia H is inverted so 

that in the generator calculations a multiplication can be used 

instead of a division which is far slower The slave then 

performs the generator initialisation, calculating equations 

<4.1.4) to <4.1.8) from the initial set up data. 
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Having performed the initial set up data the simulator 

continuously loops through the following routines as shown in 

figure 5.2 . 

5~2~2 GENERATOR ROUTINE 

The flow of the computation in the generator routine is shown 

in figure 5.3 I The routine is split into two parts, the initial 

estimate calculation and the final value calculation When the 

routine is entered a flag is tested to determine which of the two 

parts of the routine is to be performed I The initial estimate is 

calculated by performing equations <4.1. 1) to <4. 1.3) and <4. 1.9) 

to <4.1.13) A new value of E' is then calculated from the 

constant magnitude calculated in the initialisation and the 

estimate of the machine angle o1 • If the loads in the system are 

not modelled as constant impedances the value of E' is used to 

calculate the machine current III . This current is then used as 

an injection by the network routine The flag is then set to 

indicate that the next pass through the routine is to calculate 

the final values . 

The slave then broadcasts its calculated values of E' <or 

III) and receives the values of E' <or III> for the other 

generators in the system . The slave performs the broadcast by 

poling the bus to find out whether it is in 'talk' or 'listen' 

mode, in 'listen' mode it receives the values broadcast by other 
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processors while in 'talk' mode it puts its own values onto the 

bus o The slave then performs a network solution to produce new 

values for the voltages at the generator buses o 

After the network solution is completed the generator routine 

is re-entered Si nee the flag was set at the end of the first 

pass through the routine calculates the final values This is 

done by performing equations <4o1o14> to <401.16) The flag is 

reset and values for E' are produced and broadcast by the slave 

All the calculation in the generator routine is performed 

without using any divisions The divisors in all the equations 

used are inverted in the initialisation part of the slave software 

and multiplication is used instead . 

5.2.3 LOAD ROUTINE 

If the loads in the system are to be modelled separately from 

the network, not as constant impedance loads, a load routine has 

to run alongside the generator routine If a dynamic load such as 

a predominantly induction motor load is required, the generator 

algorithm can be tailored to use the modified Euler technique to 

simulate the dynamic response However for a more accurate model 

of the general static loads such as lighting and heating a 

separate routine is needed o 
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The general load routine simply has to solve equation <4.2.3) 

to calculate the load power and then calculate the load current 

which is used as an injection in the network routine . The load 

routine is run at the same time as the generator routine, both for 

the estimate and final value pass through . The calculated load 

currents are broadcast with the generator currents at the end of 

each pass so the network routine can use them to calculate the bus 

voltages . 

This routine is also run without using any divisions, the 

inversion of the nominal bus val tage vrl having been performed in 

the initialisation . There is no need for a routine to perform the 

exponentiation ( X" ) because the powers used in the routine are 

0,1 and 2 The square is the only power that needs any 

calculation and can be performed by a simple multiplication . 

5.2.4 NETWORK ROUTINE 

The network solution routine is run twice for each time step, 

once during the generator solution and once to produce the network 

voltages required . The routine involves the solution of equation 

<4.3. 12) if the loads are modelled with the network: if the loads 

are modelled separately then equation <4.3.13) has to be solved. 

The direct network solution is extremely fast in the 

calculation of the val tages at the nodes in the network The 

computation required is small and, in a high level language, the 
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Figure 5.4) Network routine flow chart 
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size of the program required is also small For example in 

FORTRAN the central computation can be written in 3 lines 

DO 100 I = l,NB 
DO 100 J = l,NC 

100 V<I) = V<l) + DINV<I,J>•IINJ<J) 

where NB is the number of buses, NC is the number of current 

injections, V is the column vector of nodal voltages, DINV is the D- 1 

matrix and IINJ is the column vector of injected currents . 

If the generators are represented as a voltage rather than as 

an injected current then a further multiplication is required 

However, even with this representation the calculation can fit into a 

small amount of memory which, for certain processors, can increase 

the speed of computation . When the network routine has finished the 

processor broadcasts the calculated voltages along the communications 

bus to the master and the other slaves . The processor then receives 

the voltages calculated by the other processors as they take their 

turns to broadcast . 

If there is a significant number of buses without current 

injections in the network the routine can be speeded up both times it 

is run . The network solution which occurs in the middle of the 

generator routine only needs to calculate the val tages of the buses 

with current injections . The other network solution also has to 

calculate the buses with current injections and must calculate the 

voltages at any other buses if they are to be transmitted to the host 

processor for that iteration . 
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This technique is not available in most of the standard 

iterative methods for the network solution and it can reduce the 

solution time significantly . A small amount of extra calculation and 

memory are used in order to determine which voltages are required at 

each iteration but this is normally offset by the time saved in not 

computing the voltages of all the buses in the network . 

5 .2 .5 HOUSEHOLDER ROUTINE 

The final section of code in the slave processors deals with the 

o--l matrix . The network solution requires a copy of the matrix to be 

available each time it runs The matrix must be up to date, 

representing the current state of the network The Householder 

routine updates the section of the inverted matrix held by each slave 

every time a change occurs in the system . 

The flow of the Householder routine is shown in figure 5 .5 . 

After each iteration has produced a set of results to be sent to the 

host, the master processor deals with the changes in the network , 

Each network change is sent to the slave processors involved, the 

slaves waiting to receive the type of change and the parameters 

which follow . 

There are two types of change which the slave processor has to 

undertake, the alteration of generator and load parameters and the 

alteration of the network topology itself If the change is a 

generator or load alteration the slave merely receives the parameters 
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from the host and updates the variables in its own memory . If the 

change is an alteration to the network the processors perform the 

householder inverse alteration algorithm . 

The matrix alteration is carried out in two stages . The first 

stage is performed by one slave and then the second is performed by 

all processors in parallel . First the processor which contains the 

column of the D- 1 matrix with the diagonal element representing the 

node to be altered calculates the value of S as shown in equation 

<4 .4 .3) The inverse of S is then calculated and broadcast, with the 

column of the D- 1 matrix of interest, to all the other slaves in the 

multiprocessor . When all the slaves have all the information the new 

values in the inverted matrix are calculated by substituting <4.4.3) 

into <4o4o2) to give : 

(5. 2o 1) 

By broadcasting the inverse of S the amount of division 

performed by the routine is reduced and the execution time is 

correspondingly reduced o When all the routines have completed the 

calculation of the altered inverse the master processor starts the 

slaves on either the next matrix alteration or the next time step of 

the simulation o 
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5.3 SOFTYARH FUICIIQIS 

Because the floating paint hardware can only perform the basic 

mathematical functions C multiplication, division, addition, subtraction and 

the conversions between real and integer formats 

complex functions have to be performed in software 

several of the mare 

The functions required are the sine and cosine of an angle, and the 

arctangent and square root of a number . Because some of these functions 

are used frequently by the simulator the time spent in evaluating them is 

critical . 

5.3.1 SINE AND COSINE 

The sine and cosine functions are performed in the generator 

routine each time new values far E' or It. are calculated . To obtain 

the values required as quickly as possible a look-up table is used . 

The look-up table is simply a list of the values of the function held 

in memory in the same way as in books of lagari thmic tables . When 

the cosine of a number is required the number itself is used as an 

index to calculate the position of the table in which the required 

answer is to be found . 

The table used has 4096 elements and holds the cosines of 

numbers in the range 0 to 360 degrees . The table is calculated an 

the Perkin-Elmer 3230 in double precisian and transferred onto the 

development machine . For the calculation of the sine of a number the 
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same table is used and the cosine of the number + 90 degrees 

calculated o 

When the routine is called with a number (x) in degrees uf 

which the cosine is required 1t first ensures that x lies between 0 

and 360 by adding or subtracting 360 as necessary o The routine then 

performs the following equations : 

I = INT< x f l1o378) <5o 301) 

C, = A< I ) (5.3.2) 

C2 = A< I+1 ) - C, <5.3.3) 

cos x = c, + c2 • < x- I/11.378 > <5.3.4) 

Equation <5.3.1) calculates the index to be used in the table of 

cosines which is held in the vector A . The two nearest values in the 

table are then obtained A< I and A< I+l and a linear 

interpolation between these values is used to calculate the final 

value for the cosine of x <5.3.4) . The value produced by this method 

is accurate to at least six decimal places and is obtained very 

quickly . The multiplications and the conversion between real and 

integer formats are all performed by the floating point unit: the 

division is performed by using the reciprocal of the constant and 

multiplying 
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5 .3 .2 ARCTANGENT 

The generator routine also requires the calculation of an 

arctangent during the initialisation procedure . However, since this 

is only performed once and does not affect the timing of the 

iterations, once the simulator is running the function can be 

evaluated using a numerical approximation such as a Taylors series 

expansion. 

5 .3 .3 SQUARE ROOT 

The calculation of the square root of a number is required in 

both the generator and load routines to calculate the magnitude of a 

complex quantity . Because it is so widely used the execution time of 

this routine has a significant effect on the speed of execution of 

the simulator . Unlike the sine and cosine routines there is no finite 

range of values which have to be catered for, although the likely 

range of numbers is between 0 and 2 because of the use of the per 

unit system . 

Due to the way floating point numbers are represented by the 

computer the square root problem can be split into two sections . The 

floating point representation used is to hold the numbers as a power 

of two multiplied by a fraction between !1.! and 1 : 

<5.3.5) 
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The square root is then calculated by 

(5.3.6) 

The routine takes the real number and separates the exponent 

<n> from the mantissa Cf) If n is an odd number then n is 

incremented by 1 and f is halved: n is then halved and stored in the 

exponent of the answer while the square root of f is calculated and 

stored in the mantissa of the answer . Since the values of f lie in a 

fixed range the square root of f can be calculated by using a look-up 

table in exactly the same way as the sine and cosine values were 

calculated . 

The possible values of f range from ~ to 1 and a table of 4096 

values was calculated on the Perkin-Elmer and transferred onto the 

development machine . The accuracy of the routine depends on the size 

of the number whose square root is required . However for the range 

of values 0 to 2 the routine still produces answers accurate to six 

decimal places Also the answers produced by the routine are always 

normalised, that is the mantissa always lies between Y.! and 1, which 

is the most accurate way to store the numbers and helps in the use 

of the floating point hardware . 

5.4 BOOT WFIYARE 

The software required on the host computer splits into two parts . 

One part deals with the initialisation of the simulator and the calculation 
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of the initial D-' matrix: the other part has to deal with receiving 

measurements from the simulator and passing commands from the control 

software or operators to the simulator 

The initialisation software has to read the network data either from 

a file or interactively from the operator . If the network has previously 

been simulated the D- 1 matrix can be read from the disc . If not, then the 

network admittance matrix < Y ) must be built up from the network data 

and then the D- 1 calculated from it using matrix inversion routines . The 

hast must then pass the network data and the D-- 1 matrix to the master 

processor in the simulator via the parallel or serial link between them . 

If the matrix inverse has to be calculated it should be stored on disc or 

tape to save time if the network is simulated again . 

Having initialised the simulator, the host computer then has to 

receive the measurements from the simulator and pass these on to either 

the control software or the operator, depending on how the simulator is 

being used The flow of control information from the host to the 

simulator also has to be dealt with by the host, any instructions from the 

operator or control software having to be translated into the correct 

format and transmitted to the simulator . 

The transmitting and receiving of data across the link between the 

host and the simulator can normally be performed from a high level 

language using standard input/output commands if the link is connected to 

one of the host's standard ports . At present no checking is done on the 

received data . Noise is not likely to be a serious problem to the data 

transfers,< it is more likely to occur in the real network than in the 

- 114-



simulator ) and the data validation routines in the E.M.S. should filter 

out any erroneous values that occur . 
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6 IULTIPROCEBSQR HARDVARE DBSIGJ 

The hardware required for the simulator was designed in two stages 

First the processor on which the simulator was to be based was chosen 

Then the software was developed and the design completed to allow the 

software to run as efficiently as possible . By using this approach, the 

software could be developed in a form suitable for the processor chosen 

without a fixed multiprocessor design having any detrimental effect on the 

software design 

Several previous researchers have looked at the parallel solution of 

power system problems, I. Durham et al. [43 & 441 and C. Pottle [45] . But 

much of the work was done on existing hardware used for general purpose 

parallel processing and not necessarily optimally configured for power 

system problems . 

6.1 IULTIPRQCESSQR COXPOIEITS 

The choice of microprocessor from among the wide variety on the 

market was limited by the requirements of the simulator itself . The 

floating point representation needed for simulation had to use at least 32 

bits . Therefore to reduce the time spent in moving the data around, the 

processor had to be able to cope with 32 bit data structures as easily as 

possible . The number of processors which have 32 bit data words and can 

deal with 32 bit words with a single instruction is still small and, of 
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these, two were chosen for closer study 

M68020 and the Inmos Transputer . 

These two were the Motorolla 

Another method of developing multiprocessor algorithms was also 

looked at, using a standard minicomputer and simulating the performance of 

a multiprocessor, and this method was used for the development of some of 

the software in the early stages of the project 

6~1~1 MULTIPROCESSOR EMULATION 

A system of emulating the multiprocessor's performance was 

developed on the Perkin-Elmer minicomputer to give an indication of 

the suitability of different algorithms for solution by 

multiprocessors . The system worked by having a central coordinating 

task which shared the central processor unit < C~P~U~ ) time between 

the tasks which would normally be run on separate processors I This 

worked in much the same way as the part of the operating system 

which shares the C~P~U I time between the computer users, giving all 

users the same facilities as if they each had a smaller computer 

dedicated to running their own problems I 

The tasks were written in FORTRAN in exactly the same way as 

if they were to be run on separate processors and had an interrupt 

routine added I The central task could then start each task at any 

time and the task would interrupt itself after a preset amount of 

time and pass control back to the central task I The central task 

would start all the tasks in turn, dividing the time equally between 
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them . W'hen the final task had returned control to the coordinator 

the process started again with the first task unless all the tasks 

had finished . 

Communication between the tasks was done by using an area of 

memory shared by all the tasks, which any of the tasks could write 

to or read from . The area of memory was set up as a global common 

block so that to read from or write to it the task merely had to use 

the variables defined in the common block . The accesses to the 

global common block could easily be counted so as to provide an idea 

of the amount of inter-processor communication required . This method 

of modelling the effect of a multiprocessor on an algorithm had 

several factors in its favour 

There was no need for specialist hardware, so the 

algorithms could be developed and evaluated without the delay 

involved in the design and production of a multiprocessor 

system . 

The use of the technique allowed the algorithm to be 

tested before the hardware was designed: the hardware could 

then be designed to perform as well as possible with the 

algorithm . 

Because of the simplicity of the method and the use of 

standard hardware any errors occurring in the algorithms could 
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be attributed to the software rather than the possibility of 

hardware errors o 

There were also some disadvantages with the system o In order 

to emulate properly the affect of a multiprocessor on the algorithm 

the time allocated to each task for each cycle of the coordinator had 

to be very short The tasks also had to return control to the 

coordinator if they output any data to the global common block o This 

was necessary so that the other tasks had a chance to read the data 

before it was changed 

system was quite slow 

All these control changes took time, so the 

The second problem was that in order to get 

the tasks to run correctly they had to be run at a higher priority 

than the time sharing system on the minicomputer so that they were 

not interfered with o This meant that while thE:! system was running 

no other users were allocated any C.P.U. time and for them the 

computer appeared to stop . 

This method was used to help develop, and in some cases 

discard, the methods discussed in Chapter 4 However, having 

developed the direct method the hardware was built so that the 

algorithm could be fully tested and developed on a true 

multiprocessor system . Although the decision on which processor to 

use had to be taken towards the start of the project, the development 

of this system of emulating the effect of using multiple processors 

was still useful . It allowed the software to be developed in a form 

that could readily be transferred onto the final hardware . At the 

same time the overall structure and the design of the hardware could 
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be left until the detail of the software algorithm had been developed 

and tested . 

6 .1 .2 TRANSPUTERS 

One of the two processors looked at closely was the Inmos 

Transputer . The Transputer is not strictly just a microprocessor . 

It is a single chip containing a processor, memory and interfaces to 

peripherals and other Transputers as shown in figure 6.1 It bas 

been designed specifically for multiprocessing tasks and can use the 

language OCCAM which supports the concepts of concurrent processes 

communicating via interprocess links . 

The Transputer is an extremely powerful processing element for 

building parallel processing systems and has several points to its 

advantage ; 

The architecture of the Transputer is designed for direct 

connection to other Transputers for parallel systems . The four 

serial links can be used to connect one Transputer to up to four 

others and , even though the links are serial, allow high speed 

communication . 

The processor has a 32 bit data structure and operates at 

high speed < up to ten million instructions per second ) and is 

designed specifically to support concurrent tasks . 
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The language OCCAM is a high level language which is 

closely coupled with the Transputer OCCAM produces efficient 

code both in terms of size and speed and facilitates the 

programming of parallel tasks . 

Each Transputer can support more than a single task, so 

that a parallel algorithm can be run as a number of tasks an a 

single Transputer or as a single task an a number of 

Transputers . Bath configurations run in exactly the same way 

and produce the same results . 

These ad vantages make the Transputer a very useful building 

black for any form of multiprocessor system . However, for use in the 

power system simulator there were two major problems with the 

Transputer : 

When the initial study was done the Transputer was still 

being designed and the launch date was uncertain . Emulators 

were available to enable software to be developed but the cost 

and availability of the actual Transputers were uncertain . 

No information about future development of the floating 

point capability of the Transputer was available . The amount of 

calculation required for the simulator suggested that some form 

of external floating point hardware would be required for either 

the Transputer or the Motorolla processor Because the 
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Transputer was not available the ease of using existing floating 

point hardware could not be ascertained . 

It is likely that, given time, both these problems will be 

rectified, the Transputer should soon become widely available and 

further developments in the field are being planned . When these 

events occur the Transputer will certainly become an extremely useful 

component in the design of both standard computers and 

multiprocessors 

6.1.3 M68000 AND M68020 MICROPROCESSORS 

The second processor to be considered was the Motorolla M68000 

family and especially the M68020 . The M68000 family is a series of 

microprocessors all of which have a 32 bit internal data structure . 

Although the internal data size was 32 bits the size of data that 

could be handled externally to the processor varied . The M68000 

could only read or write 8 bits while the M68010 could handle 16 and 

the M68020 32 bits . 

The M68000 family, although it is not specifically designed for 

use in multiprocessors, had several points in it favour at the time 

of the study ; 
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The M68000 was available immediately and, with the use of 

a UNIX development system, could be programmed in a number of 

high level languages including FORTRAN and C . The M68000 was 

very widely used and the tools, both in hardware and software, 

to aid development of M68000 systems were extensive . 

Any code written for the M68000 would work on the M68020 

whose release onto the market was imminent The only 

difference in the execution of the code would be the faster 

execution time on the M68020 The M68020 provided some 

additional facilities which could speed up the execution time 

still further . 

There was floating point hardware being designed 

specifically for the M68020 by Motorolla which would be 

available before the end of the research project Other 

manufacturers were also developing floating point hardware for 

the M68000 family so there would be a choice of components 

when the system was designed 

The University had a M68000 development system and 

produced its own processing board using the processor for use 

within the University . Equipment was also available for the 

design and production of printed circuit boards for any 

hardware that had to be built . 

- 124-



The only disadvantage with the M68020 was that the method of 

connection of the processors into a system would have to developed 

to enable them to communicate at speeds high enough for the 

simulation to be feasible . 

The decision finally taken was to begin development on the 

Perkin- Elmer, using the software to model the affects of a 

multiprocessor, but also to use the M68000 development system to 

produce code for the final simulator . The final simulator hardware 

would be based upon the Motorolla M68020 using hardware floating 

point and developing some form of communication between the 

processors 

6.2 IULTIPROCRSSOR CQJFIGURATIOIS 

There are several methods of configuring the processors in a parallel 

processing system . Each of the configurations has its advantages and 

disadvantages, depending on the type of problem being solved on the 

multiprocessor . Four configurations were looked at, three basic forms and 

one more complex . The complex form was the CM* multiprocessor developed 

at Carnegie-Mellon University in America on which much of the 

multiprocessor power system work had been done . The simpler forms were 

the linear, radial and grid configurations . 

It is not only the hardware that has a configuration: any parallel 

algorithm will also a particular form . The configuration is based upon 

how the separate parts < whether hardware or software ) are arranged and 
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how they communicate with one another In general the form of the 

algorithm and the form of the processor structure should match: if the 

algorithm is radial in structure then the best results will be obtained on 

a radial multiprocessor . If they do not match, the system will not be as 

efficient as possible because the algorithm will have to be modified to fit 

onto the processors . 

6 ~2 ~1 CM'* !ULTIPROCESSOR STRUCTURE 

The ex~ multiprocessor consists of a series of processors 

connected in a tree like structure , The processors are divided into 

a number of clusters, each cluster containing up to 14 processors . 

The processors in a cluster are connected by a communications bus 

which allows each processor to access the memory belonging to 

another processor I The clusters are then connected in exactly the 

same way, one cluster being able to access memory in another cluster 

via the inter cluster bus I The controllers on the buses mean that a 

processor simply issues a read command from memory and, whether 

that memory belongs to the processor, another processor in the 

cluster or a processor in a separate cluster, the controllers provide 

the data The time taken for a read or write to memory is longer if 

the data has to travel from another processor or cluster 

The advantage of this type of connection is that information 

which is accessed regularly is kept within the memory of the 

processor I Less frequently used data is kept within the cluster and 
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data which is only accessed occasionally is kept in other clusters . 

This means the the access time is, on average, quite small Also the 

system is expandable , more clusters can be added whenever they are 

required . 

The disadvantage is that if the problem requires data to be 

transferred equally between all the processors some of the transfers 

take much longer than others because of the distance between the 

processors in the tree structure . 

The tree structure for multiprocessors can be expanded further 

than the twa levels used by the CM'*= Three or more levels can be 

used but the more levels that are used the further some of the base 

level processors are from each ather . This means that the amount of 

hardware that is used in same of the data transfers increases and 

the transfers between the processors in the base level clusters take 

more time . 

6.2.2 LINEAR MULTIPROCESSOR STRUCTURE 

Each of the clusters of the CM* is connected in a simple linear 

arrangement . This form of connection requires just one connecting 

bus with all processors attached to it, as shown in figure 6.3 

Often one processor <the master> has control over the bus while the 

rest <the slaves) have to wait for instructions from the master to 

allow them to use the bus This system of connection has the 
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advantage that any processor can communicate directly with any other 

processor in the system . 

The disadvantages with a linear connection of processors are 

that only one set of data can be transferred at any one time and 

that if the communication bus breaks down there is no alternative 

data path Also there is often a restriction on the number of 

processors that can be connected to a single bus, and therefore a 

restriction on the size of the multiprocessor and the problems that 

can be solved using it . 

Some bus structures allow the broadcast of data, one processor 

being able to pass data to all the other processors in the system 

simultaneously . If this is possible and the algorithm requires large 

amounts of data to be shared between processors the linear 

configuration can provide a simple yet effective form of 

multiprocessor arrangement . More than one bus can also be connected 

in parallel to all the processors to provide an alternative data path 

if required 

6.2.3 RADIAL MULTIPROCESSOR STRUCTURE 

The second of the basic types of multiprocessor structure is 

the radial arrangement as shown in figure 6.4 . A central or master 

processor is connected via a number of buses to slave processors . 

The master processor has control over all the buses and can request 

data from the slaves . This allows all the slaves to communicate 
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directly with the master in a single transfer and communication 

between two slaves only requires two transfers . Depending on the 

form of the bus structure the system can allow more than one 

transfer at a time, all slaves sending or receiving data at any time, 

and the master can broadcast to all of the slaves . 

The number of slaves connected to the master is limited but the 

multiprocessor can be built in a series of levels . Just as the CM*' 

has two levels of linear connections, a set of master processors 

could be connected via buses to a higher level master . If a bus or 

slave processor fails in a radial network the master can redistribute 

the tasks between the remaining slaves and the system keeps working 

at reduced efficiency . If the master processor fails nothing can be 

done . 

This sort of configuration is ideal for some problems, for 

example the diakoptic solution discussed in chapter 3 is radial in 

structure . A solution for part of the system is calculated by each 

of the slave processors, the master then takes these solutions and 

combines them to produce a solution for the entire network . 

6.2 ~4 GRID MULTIPROCESSOR STRUCTURE 

The final configuration looked at was the multiprocessor grid as 

shown in figure 6 ~5 I In this setup each processor is connected to 

its four neighbours and can communicate with them directly I There is 

no master processor controlling the buses and any processor can 
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communicate with any other processor To do this however the 

processors have to be able to receive data from one neigh hour, look 

to see which processor in the network it is meant for, and then pass 

it on towards the correct processor . In a large grid the transfer of 

data between processors may have to travel through many other 

processors on its way . 

The distance between processors can be reduced by several 

methods . The processors at the top and bottom of the grid can be 

connected to form a cylindrical array and then the end processors 

joined to form a torus . Alternatively the processors can have six 

connections each and form a three dimensional box type grid . Having 

six or more connections to each processor can cause problems in the 

physical connection of the array 

The Newton-Raphson method discussed in chapter 3 possesses a 

grid structure suitable for use with a two dimensional grid 

multiprocessor The network is split into parts which then 

communicate with their neighbours to iterate until they produce a 

solution for the whole network . 

6.3 PROCESSOR CODUIICAIIOI 

The other element to be decided in the design of a multiprocessor is 

how the communication between is to be achieved . There are really two 

options for the method of communication , either to use a system of shared 
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memory areas or just to have a communications bus connecting the various 

processors o 

6 .3 I 1 COMMON MEMORY SYSTEMS 

A common memory system will have some or all of the processors 

possessing an area of memory which is accessible to the other 

processors in the system o The processors are still connected by 

some form of bus but the processors just have to issue a normal read 

or write command to access the shared memory belonging to another 

processor . 

The advantage with memory connected systems is that the 

communication between processors does not have to be synchronised o 

The processor with the shared memory can continue performing its 

tasks while another processor is accessing its memory However 

problems can arise with memory contention - when more than one 

processor is trying to access a particular area of shared memory -

and the hardware to cope with contention can be quite complex and 

slow the system down 

6 .3 .2 BUS CONNECTED SYSTEMS 

In a bus connected system the bus between the processors can be 

used in two ways, either as a synchronous link or as a channel for 
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direct memory access between processors Some buses require a 

master processor to be constantly in charge of all communication 

taking place . 

For a synchronous link this means that for communication to 

take place the sending and receiving processors both have to be 

ready to undertake the transfer In some cases where the master 

processor is neither the sender nor the receiver it oversees the 

transfer, therefore there must be three processors actively involved 

in the transfer . For some applications the synchronisation between 

processors obtained using this method is useful in keeping the 

separate tasks in step . 

Using the bus as a DMA link between the processors means that 

one processor can halt the execution of another processor and 

forcibly read or write to the halted processor's memory . This type 

of transfer is useful for transferring large amounts of data between 

two processors but is similar to the shared memory system and has 

the same sort of problems . 

6.4 DEVELOPIEII HARDYARE 

Once the software had been developed on the emulator on the Perkin­

Elmer the design of the multiprocessor could be finalised . The structure 

of the direct algorithm was such that most of the data transfers between 

the portions of the algorithm were broadcasts to all processors rather 

than simple processor to processor transfers . The linear multiprocessor 
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structure is the one which best deals with these data broadcasts because 

each processor is directly connected to all the other processors in the 

system . 

Because of these broadcasts and because the quantities of data 

transferred were small it was decided to connect the linear system with a 

communication bus rather than using shared memory . This configuration 

seemed to fit best the type of algorithm that had been developed on the 

Perkin-Elmer . 

Two separate multiprocessor systems were used to try the algorithm 

on: an existing M68000 processor board design could be connected directly 

into a linear multiprocessor while the M68020 board and its extra 

hardware were being developed and built . 

All the development for both the multiprocessors was done on a UNIX 

development system which allowed the algorithm to be written in C, 

FORTRAN or ASSEMBLER or a mixture of all three . The resulting code could 

be compiled and tested to some extent on the development system before 

being downloaded onto the multiprocessor far final testing . 

6.4.1 M68000 SYSTEM WITH IEEE BUS 

Within the University there existed a M68000 board design that 

was used widely for various high speed computing requirements such 

as control and data acquisition . A number of these boards contained 
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enough hardware to run the developed algorithm and be connected in a 

linear fashion as required o 

The processor board itself contained a M68000 microprocessor, 

a quarter of a megabyte of RAM, two serial lines and in IEEE bus 0 

There was also a small amount of ROM containing a monitor program 

which allowed the board to communicate, via the serial lines, with 

the UNIX development system and a terminal The monitor also 

contained debugging facilities such as tracing the execution of code 

a single instruction at a time and setting breakpoints to halt the 

execution at specific points o The quarter megabyte of memory was 

enough for the code < which only occupied a few kilobytes) and 

enough data for quite large networks to be tested 

The IEEE bus is a standard communications bus: it allows the 

connection of up to 16 digital devices of any sort which possess the 

correct interface o The bus can transfer eight bits of data at a time, 

so it takes four transfers to communicate a 32 bit word between two 

processors o The bus allows any one device on the bus to transmit 

data to any or all of the other devices simultaneously o One of the 

devices, the master, has to have overall control of the bus and has 

to oversee all the communication o 

The master processor can, at any time, take control of the bus 

and set the other processors to one of three modes; 'listen', 'talk' 

and 'passive' modes o If a processor is set to listen mode it can 

receive data from the bus 0 In talk mode the processor can put data 

onto the bus 0 Passive mode means that the processor can neither 
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receive nor transmit using the bus . IJhen the master processor has 

set all the slave processors to the required state it releases the 

bus so that the communication can take place . 

Only one processor can be set to talk mode at a time and this 

processor places its information on the bus The handshaking ( that 

is the protocol which coordinates the use of the communications bus 

on the bus ensures that all processors in listen mode have 

received the information before the next piece of data can be placed 

on the bus . This method of communication keeps all the processors 

synchronised because, unlike a shared memory system, all processors 

involved in the communication must perform either read or write 

instructions before the system can continue . 

Using this system the direct algorithm was programmed in 

assembler, using software floating point routines The speed of 

execution of the algorithms was not as fast as required because of 

the length of time spent performing mathematical functions . However 

the algorithms were optimised as far as pnssible while the M68020 

systP.ro was designed and built . 

6.4~2 M68020 SYSTEM WITH FLOATING POINT HARDWARE 

The M68020 processor board was simply an upgrade of the M68000 

board used initially I Room was left on the board for the maths co­

processor developed by Motorolla and more memory was fitted I It was 

decided not to use the IEEE bus because of the speed restrictions and 
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the limit of eight bit transfers at any time The system at this 

stage needed two further components to develop it into a system 

suitable for the task of power system simulation, a hardware floating 

point unit and some form of inter-processor communication bus . 

For the hardware floating point unit it was decided to use the 

Wei tek WTL 1164 and 1165 chips . These gave far faster calculation 

than the .Motorolla co-processor although they did not perform the 

more complex mathematical functions . The architecture of the Weitek 

chips is shown in figure 6.6: there are two chips to perform the 

mathematical operations, a multiplier and an arithmetic logic unit . 

Both chips have the same structure, having two input registers, A and 

B, and an output register . The chips are controlled by a number of 

inputs 

Six input lines are required to define what type of 

function is required of the floating point chip, for instance 

whether a multiplication or a division is needed . 

Four inputs are used to determine the load type . Whether 

the A or B register is to be loaded and whether the data to be 

loaded comes from the data bus or from the result register of 

one of the chips . 

One input is used to signal the chip that the result is to 

be unloaded onto the data bus . 

- 138-



POWER SUPPLY 

6 BITS FUNCTION 

4 BITS LOAD 

1 BIT UNLOAD 

4 BITS CONTROL 

32 BITS DATA 

4 BITS STATUS 

CLOCK 

Figure 6.6) Weitek floating point architecture 

- 139 -



Four inputs are used to control the sequence of events 

that make up each of the floating point operations These 

inputs have to be changed several times during each 

mathematical operation so some hardware is needed to provide 

the correct inputs at the correct time . 

The chips are also connected to the power supply, clock, and the 

32 bit data bus . Along with the data output onto the data bus the 

chips also output 4 status lines which report underflows, overflows 

and errors in operations . 

The board designed for the floating point chips is shown in 

figure 6.7 . All thirty two bits of the data bus are connected, via 

buffers and latches, to both chips so that data can be loaded and 

unloaded directly onto the data bus . Only part of the address is 

used . The board is mapped into a megabyte of memory space, which 

means that when the processor reads or writes to any part of that 

megabyte of address space it accesses the floating point board 

rather than memory . Accordingly only twenty of the address bits 

will ever change when the board is accessed . 

Of these twenty bits, only eighteen are used and these are split 

into two parts Eleven bits go directly to the chips and are 

attached to the function,load and unload lines . The other seven bits 

are used to set up a 12 bit counter . This counter is driven by the 

on board clock and counts up from the initial value set from the 

address lines . The output of the counter is itself used to address a 

microcode read only memory < ROM ) which controls the remaining 
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inputs to the chip . The ROM is programmed with the sequence of 

control inputs needed to perform the various operations For 

example, the multiply function requires different control signals from 

the add function, so the code for each function is set up in 

different parts of the ROM: the 7 bits of the address bus, which set 

up the counter, determine which function is performed . 

The microcode also controls the latches on the data bus . This 

is necessary because the time that the result is available from the 

chips is very small, so the time when it is latched onto the bus has 

to be very precise . It is possible to program more complex functions 

into the microcode ROM . Provision was made for the board to have 

its own area of memory so that the floating point board could 

perform complex functions such as polynomials while the 

microprocessor was performing other tasks . The generator routine 

could probably be calculated almost entirely on the floating point 

board, but the time to develop the necessary microcode would be great 

and the time saved would be small . Tests performed while the 

simulator was running showed that the floating point processor was 

active for up to eighty percent of the time during the generator and 

network routines 

To drive the floating point board the processor merely had to 

read or write the data to certain points in the megabyte of memory 

area taken up by the board, the address accessed by the operation 

determining the function performed . This could be performed from the 

high level language C using some of the macro functions available, so 
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the simulator could be written in a high level language rather than 

in assembler . 

The problem of the communication between processors was solved 

by using a bus similar in operation to the IEEE bus . The bus had 

the advantages that it could operate at 4 megabytes per second and 

transferred 32 bits at a time instead of the 8 bits used by the IEEE 

bus . 

This final set of hardware using the .M68020, floating point 

board and high speed communications bus was the hardware on which 

the final version of the simulator was written and fine tuned to 

achieve as high a speed as possible . The only problem found with 

the hardware was the heat dissipated by each of the floating point 

chips when they were run at high speed . This meant that the air 

flow through the rack in which the boards were mounted had to be 

increased by using two fans Both the microprocessor and the 

floating point units were run at their rated speeds but a speed up 

could be achieved by driving the .M68020 at a higher speed . If this 

is done the heat dissipation increases but for certain applications 

it might prove worthwhile . 
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7 RESULTS 

Most of the development of the algorithms was done on a standard 

Perkin-Elmer 3220 minicomputer but, because the algorithms had to be 

proved on a truly parallel machine, the final algorithms were then 

transferred onto the M68000 system made up of one master and two slave 

processors o In transferring the algorithms from the Perkin-Elmer they 

were also translated from 'FORTRAN' into 'C' because of the ease of 

producing code directly usable on the processor boards using 'C' o With the 

development of the M68020 system the algorithms were rewritten to use the 

floating point hardware so that the results for all three systems could be 

compared o 

These comparisons gave close numerical answers, but not as close as 

expected 0 However, during the testing of the floating point board it was 

found that the commercial 'C' floating point software used by both the 

UNIX development system and the M68000 multi-processor system contained 

an error 0 This error could affect the results slightly so a set of 

routines was written to perform the floating point functions affected o An 

exact match between these comparisons could not be expected because all 

three machines used different formats for storing the floating point 

numbers which altered the accuracy possible from the floating point 

arithmetic . The comparisons were run with both the IEEE 5 and 30 node 

test networks and the results obtained were all within the range possible 

due to the format differences . 
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Having established that both the M68020 hardware and the parallel 

algorithm worked, a series of tests was carried out to assess the 

performance of the simulator . 

The test results obtained can be split into two separate parts to 

deal with the numerical results obtained and the time taken to simulate 

different sizes of system : 

First, a set of tests was run to compare the numerical results 

of the parallel algorithm with those produced by a simulator used by 

the research group at Durham . This simulator uses a Newton-Raphson 

approach to solve the network equations and an implicit trapezoidal 

technique to solve the differential equations . It was run with a one 

second time step to produce results in real time on a Perkin-Elmer 

3230 mini computer . The parallel algorithm was run in real time with 

a 20 ms time step so that both the transient and steady state 

results could be compared . 

Secondly, a series of tests was carried out on the M68020 

system, using the floating point hardware, to produce timings for the 

routines used by the simulator for different sizes of network These 

timings were then combined to calculate the number of slave 

processors that would be required to run the simulator in real time 

for various sizes of network at different time steps . 

The test system was based upon the IEEE 30 substation test network 

which consists of 6 generators, 41 lines, 21 loads and 30 buses as shown 
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in figure 7.1 . The system parameters have been enlarged to include the 

parameters of the generators in the system which were not needed for a 

load flow solution but are essential for simulation . Also the inclusion of 

a varying load curve for the simulators means that the loads are different 

from those presented in the original test network data for load flow 

calculation The load curve varies the load present in the system 

depending on the time of day . The simulators were started from an initial 

set of data corresponding to a midnight load pattern: this load pattern 

and the rest of the system parameters are presented in appendix 2 . 

7 .1 llJ][BRICAL RESULTS 

Four different tests were performed to compare the numerical accuracy 

of the two simulators: all the tests were started using the midnight load 

pattern from the load curve . The first three tests were short term and 

involved the altering of load,line and generator parameters respectively . 

The fourth test was over a longer period of time and covered several 

changes in the system This final test included the dividing of the 

system into first two and then three totally separate islands . 

All four tests were carried out without any control action from 

outside the simulator after the alterations were made to the sy~tem . Thus 

no attempt was mauP. to correct any frequency errors by load frequency 

control and no generator rescheduling or load shedding was performed . The 

system was allowed to settle down to steady state according to its 

internal control alone . The only control elements active in the simulator 
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Figure 7.1) IEEE 30 bus test network 



are the governors an the turbines driving the generators . These governors 

vary the mechanical power input to the generators depending an the power 

and frequency deviations from the set paints . 

The tests were run with all the loads in the system represented as 

part of the network (constant impedances to ground): this meant that bath 

line outages and load changes required the Householder routine to be run . 

7 .1 .1 LOAD OUTAGE TEST 

The first test consisted of the removal of load number 4 , This 

load represents almost a third of the active load in the system and 

mare than a seventh of the reactive load . Thus its removal should 

have quite a large effect on bath the frequency and voltage of the 

system . 

With the removal of a large amount of reactive load in the 

system the val tage magnitude throughout the system should rise . 

Figure 7.2 shows the val tages at the bus containing load 4 <bus 5) 

and another bus well away from load 4 <bus 28) . The graphs shaw the 

load outage occurring after 3 seconds and bath shaw the rise in 

voltage expected, bus 5 being effected significantly mare than bus 28 

because of its proximity to generator 3 . The graphs also shaw the 

similarity between the numerical results obtained from the two 

simulators 
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Figure 1.2) Voltages at bus 5 (top) and 28 during test 1 
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The removal of active load from the system should cause a 

change in the system frequency . Because no control action is being 

taken C apart from the governor on the turbine ) the rise in the 

steady state frequency can be estimated . From the equation defining 

the governor response C4.1.3> and looking for the steady state 

frequency then 

in steady state 

df_ 
dt 

= 0 

into C4 .1.3) 

0 

and hence 

C7. 1. 1> 

(7.1.2) 

(7.1.3) 

Because all the generators in the system have a gain of 1 and 

there are six generators in the system with governors on then the 

left hand side of equation C7 .1.3) can be set equal to one sixth of 

the active power lost to estimate the new steady state frequency : 

0.132 = Cw/2x- 50.00) C7.1.4) 

The value of w/2x thus produced (w/2x = 50.132) is the 

estimated frequency after the load has been tripped . This assumes 

that the rest of the load remains constant which is not quite true; 

because the loads are represented as constant impedances to ground 
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then the rise in system val tage after the load outage causes a rise 

in the total load in the system Thus the active load lost is less 

than the active load shed by the outage and so the frequency rise 

given by equation C7.1.4) will be an over estimate 

Figures 7 .3 to 7 .5 show the speed and power produced by three 

of the generators, these all show that the per unit speed of the 

system after the load trip increases to approximately 1.0024 Since 

the per unit frequency base for the system is 50.0 Hz this 

corresponds to a frequency of 50.12 Hz which agrees with the 

estimate given above . 

The powers shown in figures 7 .3 to 7.5 also show that the 

reduction in generated power is shared equally among the generators: 

any variation in the governor gain between generators will 

distribute the power reduction unequally, but with all the governor 

gains set to 1.0 the power drop is distributed equally . 

The graphs also show that although the steady state values for 

both simulators are the same the transients are quite different . The 

parallel simulator using a much shorter time step shows the 

oscillations of the individual generators and the interaction between 

different generators . For example figure 7.4 clearly shows two sets 

of oscillations superimposed on one another, the faster oscillations 

of the generator have a period of less than a second, the longer ones 

have a period of four or five seconds and are caused by the 

interaction of the generators with different inertias and hence 

different response times . 
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The Newton-Raphson simulator cannot show these short term 

effects because of the one second time step needed to run the 

simulator in real-time . Also the generator model using a one second 

time step is not as accurate during transients as the parallel model 

using a 20 ms time step: this inaccuracy causes the oscillations to 

carry on far longer than they should . However this does not affect 

the steady state results produced by the simulator once the 

oscillations have been damped out . As a further test, the time step 

on the Newton-Raphson simulator was decreased to 20 ms and the test 

rerun: the oscillations on this second run damped out much faster but 

the steady state results produced were the same as with the longer 

time step . 

7 I 1 12 LINE OUTAGE TEST 

The second test deals with the removal of lines from the 

network I Two lines were outaged, one after the other, and the lines 

were chosen so that when both are outaged one of the buses, which 

had been tightly coupled to generation, becomes remote . The first 

line outaged is line 40 and then, two seconds later, line 41 is also 

removed This causes bus 28 to become remote from all the 

generation, having been closely connected to generator 4~ 

Figure 7.6 shows the effect of the outages on the voltage 

magnitude at two of the buses in the system, the first outage 
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occurring after three seconds and the second after a further two 

seconds . 

The first outage causes the voltage at both bus 28 and bus 5 to 

drop slightly: this is because the power finds alternative routes to 

bus 28 and the loads 19, 20 and 21 which it helps supply . The 

alternative routes involve a slightly higher amount of line loss in 

the system so the voltage drops throughout the system . 

The second outage causes a much larger drop in the voltage at 

bus 28 . The bus has now become remote and has no power flow 

through it: the transformer between bus 28 and bus 27 <line 36) 

serves no purpose now except maintaining the voltage at bus 28 The 

val tage at bus 5 rises when the second line is autaged . Once again 

the power flaw has found an alternative path to loads 19, 20 and 21 

and the line lasses have increased . However, the voltages at buses 

27, 29 and 30 have dropped along with bus 28 so the power of the 

loads in that area has also dropped The overall effect is a 

reduction in the total system load, sa the voltage at bus 5 increases 

. The difference between the val tages produced by the twa simulators 

far bus 5 is very small, approximately 0 .0004 per unit . This is due 

to the convergence an the Newton-Raphsan simulator being set to 

0.005 per unit sa the results are well within the convergence . 

Figures 7.7 to 7.9 show the power and speed levels of three of 

the generators during the line outages . The power drops and the 

frequency rises far bath outages: this is caused by the load decrease 

brought about by the change in voltage levels . The effect an bath 
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Figure 1.9) Power and speed of generator 5 during test 2 
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power and speed is far smaller than that caused by the load outage 

but once again the parallel algorithm shows the two frequencies of 

oscillation superimposed 0 

7 I 1 .3 GENERATOR OUTAGE TEST 

The third test involved the outage of one of the generators . 

The generator chosen for the test was generator 6: although this 

generates the smallest amount of active power it also generates the 

most reactive power 0 Because the voltage magnitude of the system is 

largely dependent upon the reactive power, the removal of this 

generator should have a large effect on both the system frequency 

and voltage . 

Figure 7.10 shows the voltages at buses 5 and 28 . Both bus 

voltages drop sharply when the generator is removed after three 

seconds because of the loss of generated reactive power in the 

system . 

Figures 7.11 to 7.13 show the speed and power for three of the 

generators left in the system . Although a generator has been removed 

from the system the power produced by the other generators in the 

system drops quite sharply and the speed increases . This is due to 

the fact that generator 6 produced a lot of reactive power while it 

was connected When the outage occurs the loss of reactive 

generation causes the voltages around the system to drop sharply and 

this in turn reduces the system load . In this test the reduction in 

- 161-



UOLTAGE 

!.0100h 

1. oosst 1 

I 

L 0010 t 
I 

I 
I 
I 
I 

0.9965 t I 

o.gg2o~1------~l_~,~x~=x==x==~x~l=x==~x==x===x~!=x==~x===x~l 
0.00 3.75 7.50 11.25 15.00 

UOLTAGE 
1. 0 140 

1. 0075 t 
I 

I 
I 
I 

1.0010+ 

l 

I 

i 
I 
j 

I 
i 
I 

I 
I 

SECONDS 

x Newton Raphson method 
-0 i rect para I I e I method 

0. gg4s + 

Q.g8804~------~l~,X~4X~X~x~~~X~x~x~x~~~X~X~~X~j 
0.00 3.75 7.50 11.25 15.00 

SECONDS 

Figure l.10l Voltages at bus 5 (top) and 28 during test 3 
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Figure l. 11) Power and speed of generator 1 during test 3 
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the active load power is greater than the loss in the generated 

active power so the governors ( which respond only to active power 

imbalances 

achieved . 

reduce the active power slightly so a balance is 

The resultant changes in the speed and generated power are 

similar to the load outage test, but the val tage response of the 

system is very different . This test clearly shows the large coupling 

between reactive power and voltage magnitude which, along with the 

active power - voltage angle coupling, as used in the decoupled load 

flow technique . 

7. 1.4 MULTIPLE EVENT TEST 

The fourth test carried out was over a longer period than the 

first three tests and involved a series of events as set out in table 

7.1 . The purpose of this test was to look at a series of changes to 

the system and finish by splitting the system into a number of 

totally separate islands Some network solution methods develop 

problems as soon as the system splits into islands, but the direct 

method used for the parallel simulator continues and calculates the 

simulation for all the islands . This simulation of islands is 

entirely independent of the way the system is split into parts for 

solution on the parallel processors . 

The sequence of events is run on a simple scenario generator 

which controls the simulator and causes the events at the required 
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times . Figure 7.14 H'ives the voltage fm· two of the buses in the 

network These show small variations in voltage for the events up to 

number 8 C i.e. the removal of line 1 0 ) and then, after the system 

islands the events only have an effect on certain parts of the 

system . Figures 7.15 to 7.17 give the generator responses for one 

generator in each of the three islands formed at the end of the test 

. These show that the three generators respond in much the same 

manner until the system becomes islanded and they become separated 

from one another . 

EVENT TIME 
EVENT NUMBER <SECS> 

1 30 REMOVE LINE 41 
2 50 REPLACE LINE 41 
3 60 REMOVE LINE 24 
4 70 REMOVE LINE 15 
5 75 REMOVE LOAD 14 
6 95 REMOVE LINE 19 
7 100 REMOVE LINE 41 
8 105 REMOVE LINE 10 
9 120 REPLACE LOAD 14 

10 130 REMOVE LINE 33<system 2 islands> 
11 150 REMOVE LINE 32<system 3 islands) 
12 155 REMOVE GENERATOR 6 
13 160 REMOVE LOAD 4 

Table 7.1 Events for test 4 

For comparison, the speeds of these generators are shown 

together in figure 7.18 . After the islanding, generator 6 is removed: 

this causes one of the islands to have no generation and the voltages 

in that island drop to zero Generator 6 continues to try to 

generate power because no new power and frequency set points are 
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sent to it . When load 4 is removed the speed in the remaining two 

islands moves together and control algorithms on the host could be 

used to synchronise the islands to bring the network back into one 

piece . 

7.2 IIIIIG RRSJJT,TS 

The second set of results were taken using the M68020 system with 

the Wei tek floating point processor board These results record the time 

taken by the various algorithms depending on the size of the system being 

simulated . All the algorithms using the hardware floating point board 

were written in 'C': some benchmarks were run on the hardware to compare 

it's speed with the minicomputers in use . The timings for the simulator 

are split into four parts, the generator routine, network routine, 

Householder routine and the interprocessor communication . The timings 

given for the software routines do not include any time for communication 

between processors . 

7.2.1 GENERATOR AND LOAD ROUTINE TIMING 

The timing for the generator routine to calculate the dynamic 

response of a single generator is constant for any network, 

regardless of the number of buses or generators simulated or the 

number of slave processors used . The second order generator with a 

first order governor equation as set out in chapter 4 ran in 0.28 ms, 
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this time was for one complete calculation, including both the initial 

estimate and final estimate pass through the generator routine . Thus 

the time spent calculating the generator dynamics for a single time 

step is : 

= 0.28 • nga 
1000 

(7 I 2 0 1) 

where nga is the number of generators salved by a single slave 

processor . The timing for the type of static load representation 

given by equation <4.2.3) is also constant regardless of the network 

size . The routine runs in 0.1 ms, so if nla is the num her of loads 

each area has to calculate : 

T1 <sec) = 0.1 • nla 
1000 

7 .2 .2 NETWORK ROUTINE I IM ING 

('7.2.2) 

The speed of the network routine is dependent on two factors: 

the number of generators ( and loads not represented as constant 

impedances to ground ) in the system and the number of bus voltages 

to be calculated by each slave processor A series of timings were 

carried out varying these factors and the results are presented in 

figures 7 .19-'7 .24 These figures present the timings in graphical 

form: the actual values are presented in Appendix 3, as a set of 

points on graphs of speed against number of voltages calculated 

Each graph is for a different number of generators in the system . 
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The dotted line on each graph represents a straight line fit 

calculated by performing a fitting routine to the entire set of 

results . The equation represented by the lines is: 

= 
2.9087tngtnba+0.2886tnba+l.8703tng+2.1892 

100000 
(7.2.3) 

where ng is the number of generators in the system and nba is the 

number of bus val tages to be calculated in the area . If either of 

the variables is held constant this gives an equation of a straight 

line . 

If the loads in the system are represented as current injections 

rather than constant impedances to ground the network time is 

increased However, the increase is less than would result from 

including the loads in with the generators to calculate ng . This is 

because using currents instead of voltages saves a single complex 

multiplication in the inner loop of the network routine . Once loads 

are represented as current injections the generators can also be 

modelled in this way: this adds to the length of the generator 

routine but reduces the time spent in the network routine Whether 

or not this saves time depends on the size of the network, but for 

networks larger than the IEEE 30 bus network this technique should 

be advantageous. 

The equation corresponding to <7.2.2) but giving the time if all 

loads and generators are calculated as current injections is : 

Tn<sec) = 1.743tngltnbat0.2168tnbat1.135tnglt2.046 
100000 
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where ngl is the number of generators plus the number of loads in 

the network . The generator routine now involves an extra complex 

divide < the longest of the floating point operations ) and the load 

currents also have to be calculated However by calculating the 

loads separately from the network, the need to use the Householder 

routine for load changes is removed and it is only used in network 

topology changes 

7 ~2 ~3 HOUSEHOLDER ROUTINE TIMING 

The speed of the Householder routine is also dependent upon two 

para:meters, the nu:mber of buses in the network and the number of 

buses contained in each area I A set of timings were carried aut on 

the routine varying these para:meters and the results plotted in 

figure 7 ~25 . These results are also presented in tabular for:m in 

Appendix 3 I The series of lines on this graph is again drawn using 

a straight line fit for all the points taken . Each line represents a 

fixed nu:mber of buses in each slave processor's area while the nu:mber 

of buses in the entire syste:m is varied and plotted against the ti:me 

taken by the routine I The equation of the straight line fit is: 

T ... <sec) 
1~943ltnb•nba+0.2696tnba+9~1326fnb+l~2671 

= 100000 
(71215) 

where nb is the total number of buses in the syste:m and nba is the 

nu:mber of buses in an area I The Householder routine is only run when 

a change occurs; either a change in load value if the loads are 
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represented as part of the network or a change in the network 

topology . 

7 ~2 ~4 COMMUNICATIONS I IM llfG 

The time taken in communicating between processors is the main 

bottleneck in many parallel processor systems . As more processors 

are added to the system, more time is consumed in keeping them all 

supplied with the necessary data I The M68000 systems used an IEEE 

bus to communicate which allowed each processor to send data to any 

number of other processors under control of the master processor . 

For the M68020 system a bus has been designed, along the same lines 

as the IEEE bus, using a 32 bit data bus instead of an 8 bit one . 

Timings were taken for the IEEE bus and then modified to represent 

the performance available from the new bus . Two types of data 

transfer are used by the simulator : 

First, any processor can send data to one or all of the 

other processors I This type of transfer occurs in the initial 

set up and when the Householder routine runs because of a 

change in the network data . 

Secondly, each slave in turn broadcasts to all the other 

processors along the bus This happens during each pass 

through the generator routine and at the end of the network 

solution I 
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The first type of transfer is the simplest and the time spent 

in the transfer is: 

transfer to one processor 

T r:: 1 <sec) ~ 
nw + 1 
1000000 

transfer to all processors 

Tc2<sec) :::: 
nw + ns 
1000000 

(7.2.6) 

(7 .2 .7) 

where nw is the number of 32 bit words to be transferred and ns is 

the number of slave processors in the multiprocessor system . For 

the second type of transfer, if each slave has to broadcast nw words 

along the bus to all other processors the total time is : 

T c:3 <sec) ~ 
ns•<nw+2)-2 

1000000 
(7.2.8) 

Because the new bus is controlled by a direct memory access 

controller, the processor can continue working while the data is 

being input or output . However, during the broadcasts the processor 

has to wait for all the new data before starting the new section of 

code . 

7.3 OVBRAJJ. TIIIIG 

Using equations <7 .2 .1) to <7 .2 .8) the total time for simulating any 

size of network on any number of processors can be calculated . 
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If the number of buses in the network is nb, the number of loads not 

represented by constant impedances is nl, the number of generators is ng 

and the number of slave processors in the multiprocessor is ns then the 

total computation time for a single time step can be estimated by the 

following method : 

nga INT ( 
ng. + 0.5 ) 
ns 

<7.3.1) 

nla INT ( 
Ill_ 

+ 0.5 ) (7.3.2) 
ns 

nba INT ( nh + 0.5 ) (7.3.3) 
ns 

ni = ng 1 + nl, (7.3.4) 

Equations <7.3.1) to <7.3.3) give the largest number of generators, 

buses and loads that a processor will have to deal with when the network 

is divided equally between the slave processors Equation <7.3.4) gives 

the number of current injections in the system: for this equation nl is 

modified to be the number of loads represented which do not occur on 

generator buses <nl,) . The number of generators is also modified to the 

number of buses which contain generators <ng 1 ) .These modifications are 

made because the injections at any bus can be summed to give a single 

injection to save time in the network solution . 

Using these values, the time for each part of the algorithm can be 

calculated . These values are then used in the calculation of equations 

(7 .2 .U to <7 .2 .5) . The resultant times are then combined to give an 

overall calculation time . The communication time is also dependent on 
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ng,nb and ns and can be calculated using equations (7.2.6) to <7.2.8) The 

timing can be split into two parts, the steady state time for solution and 

the time required to perform a network change . 

7 ,3 ,1 STEADY STATE SOLUTION TIME 

The steady state solution time is the time taken by the 

simulator if no changes are made to the network: both the computation 

time and communication time are included . The time is given by : 

<7.3.5) 

where To;;~,T 1 and T" are calculated from equations <7.2.1), <7.2.2) and 

<7.2.4) respectively T r:: ,3 
1 is the resu 1 t of equation <7 .2 .8) to 

represent the data transfer at the end of the network solution which 

is carried out twice The number of 32 bit words transferred by 

each processor < nw ) is equal to nba*2 all bus voltages are 

broadcast, each being a complex quantity occupying 2 words of 

storage). T" 3
2 is again the result of equation <7.2.8>, this time to 

represent the transfer at the end of each pass through the generator 

and load routines . The number of 32 bit words transferred for this 

broadcast is ngl•2 . 
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7.3 .2 NETWORK CHANGE I IME 

The time taken for any change in the system depends on the type 

of change performed . A change in the generator set points C or load 

level for a load modelled separately from the network ) is only a 

matter of updating two variables in the particular slave processor 

dealing with that generator ( or load ) . This means that the master 

processor need only send the type of change required, the generator 

number affected and the new power and frequency set points to one 

slave The timing is obtained from equation <7 .2 .6) with nw having a 

value of four . 

<7.3.6) 

The time taken for a pass through the Householder routine is 

governed by equation <7 .2.8) and the data transfer part way through 

the calculation . The data transferred is an entire column of the 

inverted matrix and a complex scalar: this amounts to <2•nb + 2) 

words to be transferred . Thus the timing for this type of network 

change is : 

<7.3.7) 

where Ic 2 ' is the value of equation (7.2.7) using <2•nb + 2) as nw . 

If the change is a line outage or replacement then two passes through 

the routine are needed If the change is to one of the loads 

modelled as part of the network then only one pass is required 
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The total solution time is a combination of the times calculated 

from equation 7 .3.5 and 7 .3.7 . Because the time taken is different 

depending on whether or not the Householder routine is run there are 

two time steps for use in the simulator : 

C7.3.8) 

and 

(7.3.9) 

L'lt 1 gives the time step used when no network changes are 

required: it allows time for the alteration of a series of generator 

set points or load changes if the loads are modelled separately from 

the network t.t2 is the time step used when the network is changed 

and allows time for a number of passes through the Householder 

routine for the removal or replacement of lines or the alteration of 

constant impedance loads . 

The choice of the values for X and Y depends on the size of the 

system and the length of Ts• . If T9 • is large then X and Y must be 

made large enough to cope with as many changes as are expected to 

occur in that time step If more changes occur than can be 

performed in the time step, some are performed while the rest are 

performed before the next time step . 
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7.4 SIIULAIIOJ IIIIIG RSIIIAIES 

A series of estimates was calculated for the values of e:.t, and c.t,2 . 

using the method described above, for different sizes of system and 

numbers of slave processors . These estimates are listed in table 7.2 

overleaf . The form of network routine used for the estimates is the 

injected current form so that the loads can be represented separately from 

the network . 

Two sets of estimates were made . The first set compares the speed 

of execution of the method using all the loads as constant impedances with 

the method using the injected current loads . The second set of estimates 

examines the effect of different numbers of processors on the largest 

network . 

7.4.1 LOAD MODEL COMPARISON TIMINGS 

The timings for the two types of load model were estimated for 

five networks . Only the two extremes were examined . It is possible 

to model some of the loads as constant impedance and some as 

inJected current, which gives a timing between the two presented in 

table 7.2 

The timings show that the difference in timing between the two 

methods depends upon the number of loads which are not on their own 

buses <nlD . If this is large compared to the number of generators 

then the time increase for the second method is large . 
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nb ng nl ns nll ngl X y T,.., Th f:.t 1 l:.tz 

5 2 0 1 0 2 1 1 1.0446 0.96874 1.0496 3.01307 

5 2 4 1 3 2 1 1 1.7796 0.96874 1. 7846 3.74807 

30 6 0 1 0 6 1 1 8.406 20.3223 8.411 49.1816 

30 6 21 1 19 6 1 1 29.4635 30.3223 29.4685 70.2391 

60 20 0 3 0 18 5 1 15.3858 28.8665 15.4108 73.3919 

60 20 39 3 32 18 5 1 38.9946 28.8665 39.0197 97.0007 

150 117 0 10 0 102 10 1 60.2692 57.4772 60.3192 175.898 

150 117 111 10 33 102 10 1 79. 1380 57.4772 79. 1880 194.766 

400 300 0 20 0 227 10 2 170.697 192.059 170.747 942.273 

400 300 300 20 66 227 10 2 219.890 192.059 219.940 991.466 

Table 7.2 Timing estimates for various networks (milliseconds) 

7.4.2 MULTIPROCESSOR SIZE COMPARISON TIMINGS 

The timing estimates for the 400 bus network above were 

repeated with a varying number of slave processors in the 

multiprocessor This was done for both types of load model and the 

results are shown in figures 7.26 and 7.27: these results are also 

presented in tabular form in Appendix 3 

Figure 7 .26 shows that the general trend is for an increase in 

the number of processors to decrease the time taken in performing 

the simulation . As the number of processors increases the amount of 

time spent in communication between the processors increases, so the 

decrease is not linear . The portions of the graph where the time 
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increases when a processor is added are due to the number of buses, 

generators and loads calculated by any one area <nba,nga,nla) 

remaining the same . This means the communication time rises but the 

solution time remains the same . 

7.5 SIIULATOR HARDWARE RHQUIREIRIIS 

The memory requirements for data for each routine can be calculated 

for any size of network and any number of processors . The size of the 

program code for the slave processors is very small, less than 20 

kilobytes, and is constant regardless of the size of the network or number 

of slaves used . The master processor code is even smaller than the 

slaves, less than 10 k . 

The processors all have at least half a megabyte of memory which 

would enable a single processor to run the largest of the systems given in 

table 7.2 . Even if more memory is required the processors are easily 

expandable and with a 32 bit address bus the theoretical memory limit is 

4 gigabytes < 232bytes ) . 

The use of the floating point chips was also investigated . The cost 

of these chips nearly doubles the price of each processor unit and this 

cost could not be justified if cheaper, less powerful chips could perform 

the same function . A logic analyser was connected to the floating point 

board to see how often it was in use . During the computational parts of 

both the network and Householder routines the board was in use 

approximately 80% of the time . The generator and load routines both 
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showed over 70% usage of the board . Thus any decrease in the speed of 

the floating point operations , through the use of different hardware, 

would seriously affect the performance of the simulator . 
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8 COICLUSIOIS 

This thesis has covered the development of both the software and the 

hardware for a new method for simulating the behaviour of electrical power 

systems using multiple processors . Unlike much of the work in the field 

of dispatcher training simulators the design is intended to be used on a 

number of microprocessor based boards rather than two or three mini 

computers . This means that the system is expandable as the size of the 

power system to be simulated increases and can therefore continue to 

produce accurate, real time results more easily 

The advantages of using multiple processors for computing tasks have 

been utilised for some time in several fields . However only recently have 

technological advances made it economically viable to connect several 

processors in parallel for solving the complex sets of equations involved 

in power system simulation . Research by DJL Detig [16) highlights four 

main problems with the use of special hardware for power system 

simulation which have to be overcome by any systems produced : 

1> The form of the hardware often does not fit easily into the 

solution method used, especially since most of the algorithms used 

are simply modifications of the standard sequential algorithms in use 

on standard computers . 

2) There is a lack of small, computationally intensive routines 

which are the type best suited to running in terms of the increase in 
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speed of execution obtainable by switching from serial to parallel 

computing . 

3) The communication between the processors is very expensive in 

terms of time used but is an essential part of any parallel 

processing system . 

4) The algorithms used in modelling various parts of the power 

system are constantly being revised and this could cause large 

changes in parallel systems because of the relative difficulty of 

developing code for them . 

Finally she suggested that the amount of work required to overcome 

these problems would provide only a disproportionally small increase in 

speed . However with the increase in capability and decrease in cost of 

microprocessor hardware in the last five years this position has changed 

dramatically. 

The use of a ready-designed multiprocessor, such as the CM., system, 

was ruled out and the research was carried out in such a way that the 

software and hardware designs evolved together to produce an overall 

solution to the simulation problem This method meant that the 

inefficiency of forcing an algorithm onto a piece of hardware to which it 

is not ideally sui ted is largely avoided . The algorithm developed is 

radically different from those used on single processor systems . Also, 

unlike some of the parallel algorithms, the new method requires no central 
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computational stage, where all but one of the processors lie idle, except 

for one part of the calculation if a line is outaged. 

The program size of the computational loops of the generator,load and 

network routines, when coded in C using the floating point hardware, were 

all less than 256 bytes and therefore fitted into the microprocessors 

internal high speed cache memory Using this memory increased the 

execution speed of the inner loops by approximately 25% . Within these 

loops the floating point hardware was being utilised between 75% and 80% 

of the time . Thus the main parts of the simulator were in a form that 

was well suited to the hardware being used and utilised the available 

resources to the full . Using a slower ( but cheaper ) floating point 

processor such as the Motorolla M68881 would have a significant affect on 

the overall performance of the simulator . The algorithm as a whole did 

not use a large amount of pointers and data movement, as are required by 

sparse matrix techniques, which cannot easily be economically split onto 

multiprocessor systems . 

Keeping the amount of communication between the processors low was 

one of the prime objectives of the original software design specification 

and the final algorithm required little inter-processor communication . The 

communication between the host computer and the simulator is fixed 

depending upon the type of simulator required For example a training 

simulator should produce the same amount of data as the telemetry system 

on the real power system . The master processor which coordinates the 

communication between the other processors and also communicates with the 

host does not perform any of the simulation tasks Even the data 

corruption which the master does perform could be transferred to the host 
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computer if the speed became critical . The use of a communication bus 

rather than shared memory also allows the master processor to control the 

synchronisation of the processors very easily . This synchronisation is 

simpler to achieve on a linear multiprocessor like the one used than on a 

grid type multiprocessor 

The last of the points raised by D.M. Detig was solved by separating 

the dynamic and static solutions, thus allowing the load and generation 

sections to be coded separately from the network model Thus the 

generator or load model can be changed to reflect the latest requirements 

and, providing the input and output requirements of the routines are met, 

the new routines can simply be used in place of the existing ones . The 

network routine could nat be changed so easily but even the facility of 

changing the dynamic models and being able to compare different solution 

techniques and models is an advantage over those methods which combine 

the dynamic and static portions of the simulation and require large 

program changes to implement new models . 

Two test power systems were used to compare the results obtained by 

the developed multiprocessor algorithm and a standard sequential algorithm 

on a minicomputer . These test systems were the standard IEEE 5 and 30 

bus systems, the results show a good correlation between the steady state 

results produced while the parallel algorithm modelled far more of the 

transient effects of changes in the power system . This is due to the 

faster execution of the multiprocessor simulator and hence the possibility 

of using a far shorter time step for the simulation . By reducing the 

sequential simulator's time step the correlation between the transients was 

also found to be very good . The software developed for the multiprocessor 
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was also more robust when events such as islanding occur . The sequential 

system used for comparison could, at best, only continue simulating the 

results in one island while the multiprocessor continued simulating the 

entire system even when several islands were formed and then brought 

together . 

Comparing the algorithm to many of those produced to run a 

decomposed algorithm on two or three minicomputers shows two main 

advantages: 

Firstly the major bottleneck caused by large amounts of 

centralised computation normally required by the decomposed method 

is avoided by the new algorithm The only portion of central 

computation required being one small portion of the matrix alteration 

routine . 

Secondly there are no rules to be followed over the dividing up 

of the system between processors . Many diakoptic methods restrict 

what types of buses can be connected to tie lines and nearly all 

work best when there are a minimum number of tie lines . The only 

guidelines for dividing the network with the new algorithm is to keep 

the simulation of the generators and loads on the same slave 

processor as that which simulates the bus to which they are 

connected This does nat cause any further work in trying to divide 

the system because it is natural to keep all of the functions of one 

bus on a single processor . 
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The estimated simulation times produced from the results obtained 

suggest that a realistic operator training simulator for a system of the 

size of the C.E.G.B.'s, comprising 90 generators and 150 nodes, could easily 

be solved on a multiprocessor . By using a simulator with 15 slaves a time 

step of 150 milliseconds could be achieved even if a matrix change had to 

be performed . With no matrix changes required the system could run with 

a time step of less than 50 milliseconds . Even with this number of 

processors the cost of building the multiprocessor hardware for such a 

system would still be less than the cost of a standard mini-computer, 

around £80,000 including the floating point hardware and communication 

interfaces . 

The algorithm is also suitable for any type of use . By relaxing the 

need for real time simulation and including higher order generator and 

load models the simulator can, by using a smaller time step, be used to 

simulate the transients in the system accurately The man-machine 

interfaces required for any of the uses to which the simulator can be put 

would all be resident on the host computer rather than on the 

multiprocessor Therefore they can use the full facilities, such as 

graphics and mass storage media, available on the host through a high 

level language . 

With devices purpose-built for parallel computation such as 

Transputers becoming more readily available the task of programming a 

multiprocessor system is greatly simplified . By using Occam, programs can 

be written in a high level language and have the interprocess 

communication rigidly defined . However the algorithm developed would not 

fit as readily onto a device such as the Transputer, which uses a grid 
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configuration, as onto the developed h~rdware which uses a linear 

configuration This is due to the fact that the bus connecting the 

processors in the developed hardware allows broadcasts to all processors 

simultaneously On a transputer system this can only be achieved by 

passing the data through the grid: however the algorithm could still be 

run on a transputer system successfully , 

The new power system simulator described in this thesis makes use of 

some of the latest computer technology Its major advantages over 

standard sequential simulators are; it is fast in producing results, 

flexible in both the systems which can be simulated and the uses to which 

the simulation can be put and finally economical in terms of hardware 

costs , 
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A.PPEIDIX 1 

DIAKOPTIC CUT LIIE lATRIX 

The method discussed in section 3.3 of this thesis splits the B' and 

B" matrices into three parts . To reduce the memory requirements for the 

algorithm the matrices representing the inter area lines <B'i .. t and B"i.,. 1 ) 

can both be represented by a connection matrix and a square matrix 

containing the elements of the corresponding B matrix . Looking at the B' 

matrix : 

B'ial = CM'C"t. <10.1.1) 

where C is the connection matrix and M' the element matrix . The C matrix 

is rectangular with the same number of rows as B' 1 a1 while the number of 

columns is equal to the number of cut lines All the elements C1 j are 

either 1 (first end of cut line j is at bus i), 0 (cut line j does not 

touch bus i) or -1 <second end of cut line j is at bus i) . The M' matrix 

is square with the number of rows equal to the number of cut lines: the 

off diagonal elements are all zero while the diagonal element M'.;J contains 

the 1/x value for line j . 

This process can be repeated with the B" matrix: the C matrix is 

exactly the same so does not need to be recalculated and is only stored 

once . The M" matrix contains the negated susceptance terms for the tie 

lines on the diagonal and the rest of the terms are zero . 
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The B', tt• and B'\ tt. matrices are also very sparse and can be held as 

rectangular matrices because only the columns and rows corresponding to 

the temporary buses have any elements: since the matrices are symmetrical 

only the column half need be stored and the transpose of this used for the 

row section . 
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APPBIDII 2 

TEST SYSIBI PARAIETERS 

The parameters for the 30 bus system <figure 7.1) are slightly 

different from those given for the standard IEEE test network as presented 

by L.L. Ferris and A.M. Sasson [46] . They include typical generator time 

constants and inertias and the load data used was taken from a midnight 

load distribution on a theoretical load curve . 

The system contains 30 buses, 6 generators, 41 lines and 21 loads . 

The data, on a per unit base of 100 MW is as follows 

GEJERAIOR PARAXEIBRS 

GENERATOR 
1 2 3 4 5 6 

NUMBER 

BUS 1 2 5 8 11 13 NUMBER 

POWER 0.50539 + 0.50000 + 0.30339 + 0.50000- 0.50000 + 0.10000 + 
j 0.28684 j 0.18027 j 0.12843 j 0.05873 j 0. 28684 j 0.29043 

TRANS 0.00000 + 0.00000 + 0.00000 + 0.00000 + 0.00000 + 0.00000 + 
REACT j 0.25000 j 0.25000 j 0.50000 j 0.50000 j 0.50000 j 0.50000 

GAIN 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 

H 5.00000 5.00000 4.00000 3.00000 4.00000 4.00000 

TC 0.30000 0.30000 0.30000 0.30000 0.30000 0.30000 

PSET 0.50539 0.50000 0.30339 0.50000 0.50000 0.10000 

FSEI 50.0000 50.0000 50.0000 50.0000 50.0000 50.0000 
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LIIH PARAIBIERS 

LINE BUSES RESISTANCE REACTANCE LINE CHARGING 
NUMBER CONNECTED P. U. P. U. P. U. 

1 1 - 2 0.0192 0.0575 0.0264 
2 1 - 3 0.0452 0.1852 0.0204 
3 2 - 4 0.0570 0.1737 0.0184 
4 3 - 4 0.0132 0.0379 0.0042 
5 2 - 5 0.0472 0. 1983 0.0209 
6 2 - 6 0.0581 0. 1763 0.0187 
7 4 - 6 0.0119 0.0414 0.0045 
8 5 - 7 0.0460 0. 1160 0.0102 
9 6 - 7 0.0267 0.0820 0.0085 

10 6 - 8 0.0120 0.0420 0.0045 
11 6 - 9 0.0000 0.2080 0.0000 
12 6 - 10 0.0000 0.5560 0.0000 
13 9 - 11 0.0000 0.2080 0.0000 
14 9 - 10 0.0000 0. 1100 0.0000 
15 4 - 12 0.0000 0.2560 0.0000 
16 12 - 13 0.0000 0.1400 0.0000 
17 12 - 14 0.1231 0.2559 0.0000 
18 12 - 15 0.0662 0.1304 0.0000 
19 12 - 16 0.0945 0.1987 0.0000 
20 14 - 15 0.2210 0.1997 0.0000 
21 16 - 17 0.0824 0.1923 0.0000 
22 15 - 18 0.1070 0.2185 0.0000 
23 18 - 19 0.0639 0.1292 0.0000 
24 19 - 20 0.0340 0.0680 0.0000 
25 10 - 20 0.0936 0.2090 0.0000 
26 10 - 17 0.0324 0.0845 0.0000 
27 10 - 21 0.0348 0.0749 0.0000 
28 10 - 22 0.0727 0. 1499 0.0000 
29 21 - 22 0.0116 0.0236 0.0000 
30 15 - 23 0.1000 0.2020 0.0000 
31 22 - 24 0.1150 0.1790 0.0000 
32 23 - 24 0.1320 0.2700 0.0000 
33 24 - 25 0.1885 0.3292 0.0000 
34 25 - 26 0.2544 0.3800 0.0000 
35 25 - 27 0.1093 0.2087 0.0000 
36 27 - 28 0.0000 0.3960 0.0000 
37 27 - 29 0.2198 0.4153 0.0000 
38 27 - 30 0.3202 0.6027 0.0000 
39 29 - 30 0.2399 0.4533 0.0000 
40 8 - 28 0.0636 0.2000 0.0214 
41 6 - 28 0.0169 0.0599 0.0065 
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The line charging given in the final column is half the total 

charging for the line , 

WAD DATA 

LOAD BUS ACTIVE REACTIVE 
NUMBER NUMBER POWER POWER 

1 2 0. 18221 0. 10664 
2 3 0.02015 0.01008 
3 4 0.06381 0.01344 
4 5 0.79096 0.15953 
5 7 0.19144 0.09152 
6 8 0.25190 0.25190 
7 10 0.04870 0.01697 
8 12 0.09404 0.06297 
9 14 0.05206 0.01344 

10 15 0.06885 0.02099 
11 16 0.02939 0.01511 
12 17 0.07557 0.04870 
13 18 0.02687 0.00756 
14 19 0.07977 0.02855 
15 20 0.01847 0.00588 
16 21 0.14694 0.09404 
17 23 0.02687 0.01344 
18 24 0.07305 0.05626 
19 26 0.02939 0.01931 
20 29 0.02015 0.00756 
21 30 0.08900 0.01595 
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APPEIDIX 3 

TIJUJG RHSIJLTS 

The results for the tests giving the time taken in the network and 

Householder routines are presented in graphical form in chapter 7 . They 

are given here in tabular form : 

IEIVORX TDUIG 

Number of milliseconds for a network solution with varying numbers 

of generators <ng) and buses in each area <nba) . 

N 
u 
M 
B 
E 
R 

0 
F 

B 
u 
s 
E 
s 

5 

10 

15 

20 

30 

50 

75 

100 

128 

2 

0.3646 

0.6704 

0.9980 

1.2890 

1.8880 

3. 134 

4.667 

6.230 

7.850 

NUMBER OF GENERATORS 
6 15 30 

1.0216 2.542 5.048 

1.9065 4.743 9.486 

2.8300 7.000 13.93 

3.725 9.207 18.31 

5.500 13.61 27.32 

9.035 22.36 44.36 

13.59 33.36 66.44 

17.99 44.33 88.30 

22.84 56.77 113.3 

60 120 

10.06 19.92 

18.88 37.48 

27.72 54.74 

37.63 72.10 

53.96 107.2 

88.72 176.0 

132.3 263. 1 

176.4 349.9 

226.0 449.6 

All these results were used to obtain the series of straight line 

fits which are presented in the results section on the graphs and as 

equation <7 .2 .1> 
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HOUSHHOLDHR I II IIGS 

Number of milliseconds for a Householder inverted matrix alteration 

for varying numbers of buses in the system <nb> and buses in each area 

<nba) . 

N 
u 
M 
B 
E 
R 

0 
F 

B 
u 
s 
E 
s 

5 

10 

15 

20 

30 

50 

75 

100 

128 

5 10 

1.011 --

1. 508 2.939 

2.010 3.932 

2. 507 4.939 

3.504 6.896 

5.447 10.867 

7.980 15.820 

10.467 20.667 

13.250 26.400 

NUMBER OF BUSES IN SYSTEM 
15 20 30 50 75 100 128 

-- -- -- -- -- -- --

-- -- -- -- -- -- --

5.846 -- -- -- -- -- --

7.304 9.737 -- -- -- -- --

10.282 13.696 20.212 -- -- -- --

16.260 21.573 31. 920 53.200 -- -- --

23.475 31. 080 46.500 77.600 116.29 -- --

31. 080 41. 059 61.360 102.00 153.00 203.50 --

39.400 51.733 77.700 129.50 194.50 258.67 330.40 

All these results were used to obtain the series of straight line 

fits which are presented in the results section, both on the graphs and as 

equation <7 .2 .3) . 
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APPEIDIX 4 

CODE EUIPLES 

The first listing is the assembler listing for the master processor 

in the M68000 multiprocessor system, it does not include the listing for 

the floating point software or the IEEE interface drivers . The generator 

algorithm is in two parts: 

1) The initialisation of the generator variables which is the 

section after the label "genint:" . 

2) The main simulation algorithm which is the section after the 

label "gen:" . 

Similarly the network simulation is performed in two parts, the 

initialisation after the label "netint:" and the main simulation section 

after the label "net:". 

The second, third and fourth listings are the 'C' programs written 

for the M68020 system with the floating point hardware . These all use 

macro definitions to access the floating point hardware, these macros < 

FFPU and IFPU ) take three arguments . The first argument specifies 

whether to use the multiplier chip or the arithmetic chip: 

SEQ4 - means put a parameter into the arithmetic chip . 
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SEQ5 - means get an answer from the arithmetic chip . 

SEQ6 - means put a parameter into the multiplier chip 

SEQ7 - means get an answer from the multiplier chip . 

The second argument specifies which register in the floating point 

chip to load or unload: 

LAS - load the A side of the appropriate chip 

LBSF - load the B side of the appropriate chip and perform a 

function 

UNLOAD - unload the answer register of the appropriate chip . 

The final argument specifies which of the possible functions the 

arithmetic unit is to perform <the multiplier will always perform a 

multiply): 

SA - single precision add . 

SS - single precision subtract 

SD - single precision divide . 

The second listing gives the algorithm used for the network 

calculations, the third gives the generator algorithm and the final listing 

gives the householder matrix alteration program o All these listings are 

those used for timing calculations and do not include any interprocessor 

communication o 
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string s for outout 

tt S 1 v : 'J M \ r ., 

ne x t : " \r\nnext: - " 

g stroo: o35:i ! "\r\n sg: p oint s for ~e nerator n ~mJ! : II 

a s troo: o3.5Ci l a l te r ed \r\n " 

I s tr e:): o3.S::i ? "\r\1 value ::Jf load nJ:nber " 

t st r o o: o ~5:: i 1 "\ r \n l i n e n..J n oer .. 
c str c:1: o :~sc i z ::J :.J ta;ed \r\ :1 " 

is t ro:1: o3.5 C i l ' ' ;J u t o a c l<. i :1 \ r \ n " 

aSK n s l : o 3.5r.il ., i n o u t n J :n h er :: f s I a v e s i n h ~ x \ r \ 1 ' ' 

t;.; ~ n s t~ : . 35: i ... 
n e tst l : o 3.:> :: i :.­
:; t als t : o1 5 :: i 
s ta :? st: e 3 5: i ? 

lnor> s t : o 3.S:: i " 
linot ;1 : o 3.5 ::i z 

'' \ r \ n \ r \ n J ~ n e r a t o r i ., i t i , I i s ., ? o o J t t :: ::; t: -; r ;:, \ r \'1 " 

a ltno: 
ino:.Jt : 

tem::J: 
te:no~: 

L3 mo 2 : 
::. uf: 
ns lav ~ : 

.. ,.,a in: 

" \r\ n n~ t H ::J r K i., i t i a I i 5 ~ 

·• \ r \ n ~JC~ fr om s': a l I ::" 
'' \ r \ n g :J t o s 't: co ~ " 

• ev e :1 

• I J!1 J 

.I J1" 
. a 'II E! :1 

,, 'r \ :"1 inp..Jt 
·• \ r \ n i n or 

:. xooc ~::') 0 0 

: x O:J GOOO Or 

.;+. 
= .:) +. 

.j +. 

I in e 
O 'J t 

3 ')+. 

.., a I •: ., <. ., ; ~ ~ ~· 

.ta><: 

.e" ? '1 
• :JI 'J J I >- ..,a i., 
r::Jvl ~ ~.tenul 

...... 

num o" r 
( ! 'J r :. l 

J DOU f: t:: :; t ; r t \ r\ 'l " 

p l eas " \ r\ :"1 " 
\ r \n " 

nov I =asl<.nslo ; 'l a sk f ; r ne~ :n 1 e r o f 5 I a v -c o:; i :; 5 ','.:; t 2 .., 
tr1o il5 
• ..:or ::1 1 " 

'l'IOVI ;\:J •. Jf.a5 
tr:tP ns 
• .-~or: :; 



t r l :J 
,.,j:> rJ 
no v I 
jbsr 
j 0 :;r 

n::>vl 
n:Jvl 
nov I 
nov I 

red i v: n:Jvl 
d i vu 
no v I 
Eljl 
31jl 
:; e~ 

:~j jl 

noa11: 3 .J:l l 
I ') o l : no v I 

~U:.J I 

J"'= 
3 j j I 
::; -r.J I 
::> n :: 

n:l vl 
nov I 
11r'l lll 

r q (j i v :': ne vi 
::!ivu 
na vl 
3 :1JI 
l :1 J I 
.. ~ .... 
~ - ... 
:Jj::! l 

no a~ :: : e:> vl 
.:i uJI 
$UJ I 
J'18 

n :>v I 
t r ! o 
• "':l r :: 
J~.:;r 

:l:J\11 

tr1c 
• "'J r :.: 
j::>.:;r 
J=>.3r 

se c ?~: nJvl 
3 P.CIJ: 

jJsr 
j ~ :;r 

j J 5f 

ns 
1? 
::c , ns lave 
:s8 t uo 
:l'l tin 

lS I Jve.o:J 
~'J xO,d S 

lg tdl 
~s lg eno.a:) 

jl .:12 
j() ,d <: 
:12 t d3 
~O xO ODOffff,d2 

~O xff ff 'JO QQ,d3 

1oajl 
n , ::l Z 

:l " ' :n 
::J'5 t'l 0 @+ 
'i l t j 2. 
lo :>l 
~ 1 'd 5 
~ 'JxD, dl 

r e ::l i 11 

lSI3ve, dJ 
ll:ltil 
~ s l r. s"1o . a0 

j 1 t d z 
j " d z 
J~ o ::l 3 

i OxDC~ :ff ff,d ' 

'f0x ffff :'O~J.j3 

10ad ~ 

~ 1 t j 2 
:J:: . a:- @+ 
; 1 t j ~ 

j:? ' j 1 
r ~jiv 2 

;.:J3 , S tit ~~ 

~ 1 5 
i. 0 
;;~l"li~t 
c ,at~t:., .:i?· 

!: l 5 
1 0 
1 ?. t i n t 
v o I ~'-' t 

i l.J t t?'Tlr' L 

;):?1 
18t 
st3r t 

initi:~lisf> co1t r:JI 2r f J r i :: e2 ous 
Jet ::! 3t3 fr::>~ nost 

~' 'I 



su::>l 
o1a 
J:l5r 
j r 1 

IIOIOLOt! ll:J\11 
Is I I 
3jjl 

nov I 
j:>sr 
j:>sr 
11:>111 
tr1o 
... :>r:: 
110111 
:djl 
::m:> I 
jna 
11:>111 

n::ne~l: n:J11I 
rt;; 

start: tr:~o 

• fll :J r J 

:;m::: I 
J1~ 

ll:Jifl 
J~sr 

r t;; 
aroun1: j:~;;r 

C"TI:J:J 

j ;q 

::"TIJJ 

je~ 
::1'JJ 

j;q 

;::nr: 

:; "TIJ :J 

j e::; 
JrJ 

j:J:;r 
TIJIII 

r.Jvl 
j Ol :;r 

11:Jvl 
j :)Sf 

SJJI 

lSI I 
l j J I 
11~111 

11::1111 
SUJI 
:t:!JI 
110111 
ll:l¥1 

'-'1.tamp2 
32CI::J 

.- o I OJ t 
3ac2D 

tell:Jlod'J 
• 3. j ::J 
~'JusvolodD 

:JOt aD 
)Utoeh 
)utoeh 
~OxOatdO 

ns 
2 
te11olodO 
~ 1. j ::J 
H>t c:IG 
1:1teo1 
'i'l,d,) 

J'J,tellol 

¥15 

'i "'· j;; 
3fOUn::l 

i}JCffffffff,iel 
1CJ'1t 

;ten;.~, 

ol':',:jQ 

JChr 
• 1 'rl J 
1 ochr 
~~.:lJ 

I i chr 
<~1,:H1 

:;istoo 
start 

Jten..J, 
JJ,j3 
::!J.altnc-
;tenu~. 

:!'J.~4 

;;':enu.,. 
~l,'j3 

<",j;: 
H'l:>et.d< 
:::3t"!:l 
J4oaC:J 
:os:!to·1~ 

~fset.u< 

:Bo'i:l 
:lJt'iO~ 

~at:: sinula~or stJ::J r~uti'"l~ 

stor.; pset 

.:>tor~ fset: 



:>JJI ~fset.a-: 
ajjl ncontr.d3 
nov! j3,a0 
r.:>vl ~l.aO;;J 

nov! :i::Jstroo.a3 
trao ns 
eNOrJ 1 f) 
n:>vl ~alt:-~o.ao 

nov I >4,jl 
trap ns 
• "'0 r :J 11 
n:>vl ~astrop.a3 

tr:1p ns 
•"':>rJ 1') 
jra 3tart 

Ioehr: 
j:>sr ;Jtenu-n 
ll:llll j:),r!3 

fin; whic~ loaa is tJ u~ 'llt2re1 

n:Jvl :1'h'11tno 
jtl:;r ;Jtenu, 
n:>vl j'),te'llp 
j ::l :;r J t e nu.., 
nov I ~'),teno+ .. 
SJ:ll ~l.j3 

110111 n.iel 
as I I ~3.::13 
,Ijjl ;J:>::IaJl'-0~ 
n:JIII j3o::tl 

calc:.Jiate aiff<:!re1c" I:J L::! 3?~"~t to 18US"' 

110111 '=tencoa':' 
nov! ~11loa2 
j:>:;r ::onsu:, 
n::lof i<:altd3 
:lSI ~~.j3 ;Jet loa~ bus 
aj:J 'ilcc::u.u3 
nov n, a3 
11::111 l3iio.J3 
S;J:l d. :3 
11::111 n.i~l 
':IJII l"il+oalO'+ 
llJol :IJ:il ... ,al:;' ... 
ll:lv ~ ... ' i "'2 
nov ~':'.v2 
r.::lv •1ov2+4 
j:>:;r 1::::nt 
11~111 ~l:itro;J.al 
tr:~.p '='15 
•"':>r: l " 
11:1111 -altnoo'!i.J 
,,Ill ~4,jl 

tr:1c •15 
• 1'1 :l r:. 11 
ll:l\/1 Pl:itroo.a"' 
tra::: Jl5 
• ..,or: 1'"' 
jn 5tart 
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I i chr: 
nov I ~lnJpst.a3 
trip HS 
o NOrd 10 
jJsr ~tenum 
:nov I jQ,d3 
1lJIII j:loaltno 
sua I Htd3 
as II 112td3 
nov I Ht :ift. 
a:t:tl llicon.d3 
nov I jJ,a4 
.nov I i4~tinout 
nov I 'linotooa3 
tno ns 
oN:lra 10 
jJsr ;Jtenum 
nov I jQ, :B 

okuorl: : :nJ I i4iltd3 
je~ 5tart 
nJvl j4td5 
11Jifl j4,jb 
3.1:ll liie.,al,d5 
:~.jjJ ~iend2od6 
nov I j5,aO 
:nov I j~tal 

:n:>"l i0iltd5 
SUJI !i1 ,j 5 
nov I j5,iel 
nevi 3.li1td6 
S:JJI n.:H, 
navl ::1S,ie2 
as I I 'ilt:14 
1lJIII j4,j5 
ad:ll ~linadmod4 
a:t:ll ~I I ,:r.,.td5 
nov I j4,aO 
nov I ::15,al 
nov I "vlta2 
j!nr ::>nadd 
nov I 3.'J3+,v2 
110111 :!.Jil,v2+4 
nJvl ::13oa4!il 
j a~ :>uttne 
a :>r I ;JxBOOOCOOOov2 
a :>r I ;::lxSOODC0'10ov2+4 
j :l :;r 1c:>nt 
jr:~. HICths 

putt:-~<:>: :! :> r I i!')x800C':'GO:lovl 
9tH I ¥0x900vOOOJ,vl+4 
j bs r ,cont 

nexths: 11)111 iel,temp 
nov I ia2oiel 
nov I tano.ie2 
jJH 1:ont 

finj which line is to be altered 

finj wnether line is in or out 

finj busses at bot:1 enos oi the line 

stor~ ouses-1 as iel and ie? for 1ous~ 

set up vl ana v2 for ,ouse from 
I in a~mittanco and line char]inq 

vl=l ina1mfll+l in:r:~CI> 
v:-= I i na~;n( I l 

one of vl and v? nust ~e negated 
depending on insertion or ~eletion 

I secon1 cal I to hJJse with ial ana ie2 swaoo? 



oopst: 

sistoo: 

;:;eZiea: 

tops.ot: 
• 

zorc: 

nJIII 
tr1o 
• ..:JrJ 
n:>lll 
n:>11l 
tr1o 
•"'Jr:: 
:: mJ I 
je4 
TIJ\11 
tr1o 
·"':>ra 
jn 
TIJ\11 
trap 
• "'or J 

jn 

tr3o 
• "'J r ~ 

n J ~ I 
3..., j I 
5JJI 
:1 s I I 

TIOIII 
j~.:;l 

je~ 

I >I I 
~JJI 
::.t:;t 
j" • _.., 
:l~::ll 

J r I 
r J I( I 
r~JCrl 

rts 
n :111 I 
r t::. 

J~:; 

3.'1jl 

3j:JI 
I ,., r I 

110111 
an~ I 
::>rl 
J1~1 

~tstrop.a3 

ns 
1 0 
'laltno,aO 
ll4,jl 

n:J 
11 
n.inout: 
JO:>St 
~istrop.a3 

ns 
ta 
:;tart 
\::>strop,a3 
ns 
l:J 
:;tart 

qs 
i4 

j'J,jl 
~:1x7f00~J:'l),cl 

i'h?Q4C:'.:J'JJoJl 
t2' j 1 

:J'),jZ 
'iOxC:Jffffffod2 
z~ro 

d. jz 
~"h01"1J:'CD.::.dl 

:t24t:l? 
t'Jset 
ii::lxC.Jffffffoa2 
] 1' j <. 
~ 1' ~:. 

1 -I-
• t - L 

~ J' j;: 

!~ro 

~"'x"7fC:~OJOOtd1 

~ "),.; 40~ or.o:-J. :Jl 
•n, :n 

jr),jZ 

+':'x~.: 7 fffff od~ 

~"lxrJogor.c~.;.J2 

: ()x o o t.. .:; -:- a~ .: , ~ 1 

convert f. J. 

d~ :ontain3 fractiJ'13 I ~~rt 



divt>y4: :::,tst 
j"l9 

Jtst 
Je=l 

n :J r r'ld I : ! s r I 
ajJI 
jn 

okas;nb: J r I 
3. s I 
j ~ ~ 
~-

::Jsat 
r9toe: rts 

a at in: J J s r 
nov I 
j::-sr 
nov I 
J~sr 

n:Jvl 
jJSf 
nov I 
j J :;r 

T.::JIII 

T,J J I 
in itt.. s: TIJo/J 

nJ11l 
SUJI 
j1a 
nov! 
nJvJ 
jo:;r 
no" I 

j JSf 

nOv' I 
j:-o:;r 
iJ:)I/1 
j J :;r 

nJ .-I 
i 'l i t i ,; : Ti:JIII 

S.JJI 
j1.: 

n'"' 
1101fl 

j:>sr 
n :> 1 I 
j::Jsr 
11::!111 
nov I 
j :J s r 
ll::Jv'l 
j~~r 
llOv'l 
j :::n r 
nOI/I 

~22tjl 

1 J r rna I 
~23tdl 

Jl<asmtl 
n. ::l<: 
~OxC'04000r:JC,dl 
jj 11Jy4 

:!l,j2 
n .:10 
ratoe 
Blt d2 

st::oa 
l#nb.a4 
1exin 
~:lloa4 

1exin 
Et'1l:>ta<. 
lql(j1 

\"1;;.a4 
1exin 
!r~.JSVOI ,a4 
lbt::15 
;ox3f30:'G':'0,3.4ii:+ 
il~h.'.',a40l+ 

n.::!:; 
initos 
;iendlt34 
1 I, ::1:. 
Hr y i 1 

;ie1.:::2.~'+ 

Hryi, 
~li13::l~oa4 

~rry:o 

~li1:r~·a4 
~rry::: 

"i:J,,a~ 

•lt34::l+ 

i, it i c 
"ilo::Ju • .J4 
11JtjC: 
:~,. r y i 1 

~IJj3d11o3.4 

~rry:-, 

1gt::!5 
"igen~u.;.4 
;.rryi1 
'f~o..:r.a4 

;;rry:a 
;;;;a'1aj;noa4 
:H r v:: o 
~Tli1t3.4 

: ., J r m'l I i s a t h "' n .J 11 J a ~ 

rea sse mb I ~ i n to CJ. 2 • format 

iniJ~t nJ mber of o .J sse s 

inp~t n.J:nber ;f I i 1 e:.: 

inp.Jt n.Jmber ~f I J :iJ:. 

i'1~Jt nJ11her of J"'ler3.tor: 

inif::ialis~ ous V::Jitage.;; 

il1oJt I i ncr:- CJrr:~v 

SJt ico, 3rrav to 

in;J.Jt. ,;<>nor3t:Jr :>.J3 n~~:-,e:.r 

ii10Ut ,Jener:ttor oo,.,?r 

i'1;l:.Jt ;;;t'ner:!tJr ~jnitt3nc<> 

i:,put ;~nF>r'!tnr ;] 3 in 



j :>s r 1rryr I 
nJvl ~'1.a4 

j JH :~rryrl 

11:Jvl ~tcoa4 

j!:J:;r H r yr I 
ll:J\/1 ~:'lsat.a4 

josr H r yr I 
11:!111 ~fset.a4 

j :lH H ryr I 
n:::.tl ltjaltat.a4 
j :~s r :uryr I 
11:>vl fticontr.a4 

initct: 110111 ~'J,aft.;+ 

S:JJI 'll,j5 
j13 hit::t 
ll:JIII ttitinera4 
11:1111 ~~~.a4iil+ 

n:>•l "l:>tj4 
11:>111 1::>tj5 
muiJ j4,j5 
ll:loll ~dnatra4 

j J:; r ~rry:::> 

r.:::•l 1(Jtj4 
nfJvl 1bt:E 
11UIJ J4,j5 
11Joll ~Oll"!t.a4 

J::JSr 1rry:o 
ll:llll 'fC'Tiatoa4 
j:>:;r 1rry:p 
ll:lvl 1g,j4 
11Joll l:)tj:i 
muiJ j ft., j ~ 

n:>vl ?"lllat.at. 
j J .:;r Hry:p 
r t 5 

arryrl: 010111 j5 d4 
arrllo: j J ~ r 1 '! l( i :1 

11 J J I 32::;,jC 
j~:ir Ja?i~e 

~ ")' ' .., ""' - ..... 
- - • "! c: --

~ .J J I q,·:E 
j 1 J Hrll::: 
f.'1111 j4,j5 

r t 5 

arryi,: nJv I ):::,:'!<. 
::.ri'1I'J: j ::>:;;r 1~xin 

;; J.:: I q, j5 

j"'~ . - Hi :11 J 
-:nvl J4,j5 
r •-

- .l 

ar rye:>: j :::sr 1 r r yr I 
j:) :;r Hryr I 
rt;; 

input go::>ner3.tor -t 

inouL .;JenP.r3.t:lr t i roo::> const 

i no: . .n gener~t:>r o:>.;er 3-?L. Joint 

input ;;enerator fraauenc•; 5et point 

inout ,;Jenerat:>r ai;Jorith"' stan le'l-Jtn 

set i contr=~ 

zer:> ti'Tie 

input j ,natrix 

in::>e~t;:; :rntrj)( 

inp.Jt c m<Jtrix 

in::>Jt 3. 11atril( 

i'1;):Jt 31 array 1f r~3.1 1J~~~T~ 

l"!n-;Jth :>f arr:Jy j-, :'!3 i..., l:c-~ic:'"l 
;)oi~tej tn :-y a4 

convert fr::~ n.o.. tJ 
j?::~e~a,~ :'Junt~r 

in~Jt 31 ~rray ~f inte~qrs 
sture"J 1t 14 

i'1~~t comol!x 3rr1y cy ' ~ails to r!al 
arr'!y routi,.,e 



oct z~ 12:1~:za 198~ 

hexin: j :n r 
n :>11 I 
no11 I 
'Tl:J\11 
"!1:>111 
tr1o 
•"':>rJ 
no~tl 

tr:to 
• 111 J r J 

rt:> 

stcoc: TI:J\11 
stnex: n:>11::: 

j "'-- ... 
tr:~p 

• "'J r:. 
jn 

rete:::: ~r3.n 

oiOI::Jr:J 
.::1:::~ 

:::'Tl'JJ 

j ., ::: 
rts 

CJtoeh: nJ.-1 
n :>J I 

n~x.,o: n:>v:J 
1 ., .-: '1 
I ::; r ~ 
3~jb 

:nJJ 
jl 2 

::!":!..!~ 

nu'n:"lr: :r3.r> 
,.. .... r ., 

• ..J I ... 

71111" 
:nj~ 

31::t: 
:..,:= 
j I a 
3 ::; ':l 

nunorl: tr:sc 
•"''Jr::: 
.:>.J:>I 
j ... ; 
tlJ\11 
trir> 
•""Jr:: 
':lOIII 

tr::!;') 

•"'Jr:: 

;penJn 
3.4,aD 
3.4t3.2 
jQ,a4:il+ 
~~.::!1 

ns 
11 
f#:l~Xtt3.3 

'115 
10 

L>ti~:>.a5 

3.~1J+,d0 

r~te::: 

n::; 
' .. 
:>t1e)'; 
n:> 
3 
>';x7f,a'1 
"'h2~.ao 
rete: 

:~:J,al 
~4,jl 

3,'}i),j0 

!t'Jxfc,ar 
-tt.,.,~;; 

-r")x3C.~,..,. 

~'Jx3~.a0 

:1un::-r 
~')x::lJ.~"' 

n..J 
-
i10l+tdel 
~t')xl'\ftd~ 

OJ:)x3c,c~ 

~')x3::l,d" 

n~11:>rl 

~C'x~7•u""~ 

~!5 

d' :!l , ~ )(., ·;) 

"'~X~Otj':: 

!l15 
2 
~')K"'a•C" 
q:; 
~ 

writes 3 conm3nd tJ nost t: star~ 
dat:~ tr3nsfer 

for 
r~tJr'li.'l~ tJ 

char:;.:t"r 
:::a I I~; 



let 26 12:1~:28 1987 cf~Ol;217::> Page 10 

rts 

goenu11: llOifl *0,:17 
gcnaro: t r1 p H5 

• "'Jr :::1 3 =i, j I ¥0lC0000007f,dO 
SU:lO WOlC30,d0 
j I'll i JCharO 
CllJb ~0)(09od0 
jle JOt it 
StJ:J!J JO~e07,d0 
C11:lb II O~e 0 f. dO 
jle JOtit 
jn JCrur o 

gcharl: t r1 p rll5 
•"'JrJ 3 
a1:::ll ~())(0::>00007fod0 
:no J ~:llC7fodO 
je;:, JCnarl 
suob li0x3~1.d:l 
j 11 j e.,dnum 
cn:>::J ~C'lCO~,dO 
j I a JOtit 
S:J:>!:l fiOxC7,dO 
CllJ~ !I())(Qf, dO 
j I a JOtit 

en::Jnu"!'l: nJvl j7,::lO 
rts 

gotit: Is I I Y4,d7 
31jJ !IOxOfodO 
JrJ j:J,j7 
jn ;;cnarl 

gtenu:r~: n:>vl ;~.d7 

.,;th:u~: tn.p 1115 
• "'J r ::J l 
3. ,j I 'J0l(:)Q00007f.d0 
SJJ~ 'f(!)(30td':' 
j 1l i ;tnara 
C11J~ l!':hO:fod~ 

j I a Jtt it 
S.JJJ ~ol(o7.ac 
:: llJ J ~OxOf,dO 
j I e Jttit 
jn Jtnaro 

gtnarl: tr1o 1115 
eoiJr:::l 1 
a.,jl VOxOOOCC07f,d0 
:: n:>:> ~)l(7f,d0 

je~ Jtnar 1 
SUJJ tt0x30,d: 
j 11 i etdnu:n 
C,JJ '10lC09,dC 
j I a Jttit 
S.JJJ 'iOx~H.ao 
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::: n:> b ¥01C0ftd0 
j I e ;)ttlt 

etonum: n :)Ill H, dO 
rts 

gt t i t: Is I I ~r..:n 

a1::Jo ~OlCOftdO 
or:> jQ,cH 
jra gtnarl 

genint: 
n:»vl llslgeno.a6 
no111 IIO,:H 

ngenin: n 011 I ibil+t db 
110111 H, :25 
is I I '12.:25 
n:»11l j5,dlf. 
as II HtcH 
11:!il llgo.,r,aC' 
j :> sr sen::18 
nov I l#gain,aO 
j :> s r ;endlf. 
11:>111 !fjaltat.aD 
j :J 5r :;en::14 
n:>"l ~h.aJ 

j:>:or send4 
110111 ~tc,aO 
j :I ::;r 581d4 
nov I lloset.aD 
jbsr send4 
no111 Vfset.ao 
j :> :;r sen::14 
n:u I fl;;ana:::l'lloa~"' 
josr sen::18 
n:»vl lli;~e:'lbuoaO 
j:>sr ;;end4 
n:>vl ¥i;Je'"lbUoa0 
no.- I :~.O:HO.c5:1 ltd4 
S~JI Ht:::l4 
a. sl I !.!2,j4 
n:>vl \!busvol .ac 
jtlsr sendB 
a::J:H ¥1, :n 
: 11J I ,;;,:n 
j•H! 1ganin 
jn ;)'!'l 

netint: 
n:>vl II!SibSI"IOoa6 
110\fl !tQ,j~ 

n:>vl liO,j7 
nnetir,: no" I !6Git:15 

:~.jjl H, :::l5 
110111 j7,temp 
nov I ¥ta'nPtaC 
no" I j6,:f0 
11:!111 '4,j 1 

initialise gener:~.t:>r programs 
a6 ooint to slave nJmber 
d.., holds gen no 
d6 1olds slav~ nJn:>er 

d5 holds gen nocr.. 

d4 holds gen no.:tB 

sen:::l gpwr for currer,t ;en no 

send gain for current gen no 

send delt~t f :Jr :~rrent den no 

sen1 h for current :Jen no 

send tc for current gen no 

send oset for :urrant gen no 

send fs~t for curr~nt gen no 

sen1 gena1~ f:>r :Jrren~ ~en np 

send i.Jenbus for ::.;rrent ;;an no 

sen1 busvo I f :::>r :: Jr rent i gen::>us 

aut:>~atically :::lo ;;en 

initialis~ 1etwor< orograms 
a6 ooints to no. ~f busses #Jr sl~v~ 
d~ 1olds slave n~~oer 
d7 ,Oids 'T1Y:JUS1 

d"i 1ol\:ls 1Tlyous2 



J :> s r 
11::1~1 

nov I 
n :u I 
110~1 

j::~sr 

11011'1 
11011'1 
11011'1 
j bsr 
'!lOifl 
nov I 
11:>~1 

jbsr 
11::1111 
11011'1 
1 s I I 
nov I 
j J5r 
no J I 
110111 
J. s I I 
11::1111 
j 05r 
11::111'1 
no11l 
:~s I I 
11::1111 
:nJIJ 
3::l::JI 
'!10111 
mulu 
:as I I 
n::J,;I 
j::Jsr 
nJII'I 
;tjjJ 

:: MO I 
j ., ~ 
jn 

;,;en: 
TI::JII'I 
110111 

n:Je,..,: 11:llll 
11JII I 
3.S I I 
111111 
3 5 I I 
n:>11l 
joH 

•• 11Jifl 
a::l:ll 
110111 
no~· I 

:t:;;::o:n 
j5,tamp 
~ta'TlD•an 
]6,j:) 

'14t::l1 
:tscom 
~:"!~taD 
jb,jQ 
~4.:11 

:tscom 
ff,b,aO 
]b,jQ 
;4, ::n 
:tscom 
fli~a!"!bu.aD 
,g,::ll 
~ 2' j 1 
jS,jiJ 
::tsco11 
tJa,a:Ln.aa 
1C]t::ll 
!;! 3. j l 
jS,jQ 

::ts::o'T' 
t~111at.3.0 

j"' t ::!3 
~3td3 
1Dt::l1 
Ht ::l3 
j1,aD 
:~6il+,d2 
::P ,j l 
:!3,::!1 
jS,j~ 

:tsco'll 
j") t j7 

::i 1. j;, 
1Siave,d6 
1'1~t:in 
1~t 

!<SI J~"''.Jtc:~.6 
~-),j7 

lS~+,1t.. 

J7,15 
~~t1S 

j<;,j .. 

"l,jt, 
:iicontr.a~ 
:; an :1.:. 
~ic:::-~tr.i:1"} 
]"i,a::, 
;'),a:J;I 
j4,j:; 

outJu'-: '!'ybusl 

out:>ut -rybusZ 

out:Jut ng 

cutout nb 

outJut antire i')a1:.J "rray 

outJut :>nti r2 ~e·p..;n ?rray 

aut011>tic:lly "" ~~t ... r.r~ -::::::.L:. 

sen1 icJnt =Jn"'! b.n,;::~l 

a~ :~oint to slav~ nJn~cr 
d 7 1-)ola<; 1en ~J 
d~ 101~~ slav~ nJ~J~r 



TIJIII 
TI:>Iff 
SJJI 
nl I 
n :> v I 
j::>sr 
11:>111 
n :> 11 I 
a::l::ll 
11:>111 
je:l 
n:>vl 
j:>sr 
11:>111 
j J3 r 

nose to: 'l.jjJ 

:no I 
jna 

nJvl 
n:>vl 

ne1cng~: n J" I 
n:>vl 
3.:; I I 
n ::>' I 
j:>sr 
n Jv I 
; ::>s r 
n:>vl 
j:>sr 
.d :H 
::m:> I 
j1;! 
r+-_, 

net: 
n :>" I 

nnet: -n!Jvl 
11~111 

r. J" I 
.iS I I 
j::;:;r 

a::l.:;l 
:: :r::; I 
jl3 

nov I 
l'IJJ I 
11:'!111 

nnat.:: '1~111 

a:-JJI 
n: 11 I 
n:v'l 
:lSI I 
i:i:jjf 
llJIII 

n:Je:ibUtc:!O 
1:Jj)( :}, dr:;: I l, d4 

~ 1. j" 

~ 2' j 4 
~bJsvoJ.aQ 

>ends 
::l3t::l4 
~i:::J:itr.ao 
j'3,a0 
3Diltj3 
1oseto 
ltoset.a'J 
:;end4 
~fset.a" 

>end4 
~l.::l7 

lg,j7 
1gen 

~51 ;)210t:i~ 

#O,~i 

~5ii+td:. 
j7,j4 
¥1t::l't 
1/:g;>wr.aO 
r e:etl 
~iti.aJ 
-e~ee 

fie::la:.h.aO 
rece3 
~ 1, :H 
1~t::l7 

1:,Jan;;e 

~'),jj 

~eJa"h,a2 

::1 ~ t j: 
1;;' ::! : 
~ 3 t j ~ 

:t5::o~ 

on, ::l:: 
1slave,("b 
11et 

'fSitosno."'-~ 

•'J·1= 
i:!J,j'? 
:!.6il.j~ 

::l7.1:: 
~b.Jsvol oa:l 
j7' ::l3 
nt:t;, 
:n' a: 
:s5:)+,11 

go f:>r 1ext gen if i::ontr=2 

a~ :>oint t:> slave nJ~b9r 
a" hol:::is ;)e'l no 
d"> :,orcs si3V"' n.J'!lJ?r 

receiva gPn e::lasn 

s~n1 ~l3sh values 

af noin~~ tc n~. Jf ~u~s~s &;r 3IJII" 

:~ 1olds ~lav~ n;n:er 
::l" .,:::l:::i-=; -nyJusl 

a-::: 1otc~ Ty:>us2 

a" Joints to :lUSIIJI C11y;;u::;11 
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nil 
n:>11l 
jJH 
';]Jill 
djl 
:: '!1J I 
jn~ 

r t 5 

ncont: 
t'llplab: J J 5 r 

TIJIII 
jJsr 

t11~ld.,; ::'0::. I 
J~4 
nJIII 
j J :n 
';]Jill 
j ~ :;r 
l1JIII 
j J:; r 
nJIII 
JD:>r 
TIJII I 
j:>sr 
J:>sr 
j:>sr 
rts 

rth~on: j JH 
rt:; 

senr14: ~jjJ 

TlJIII 
TlJofl 
jn 

s"!n12: ~ 1::! I 
TIJIII 
n Jll I 
jr~ 

recp6: .d:11 
Tllofl 
jr1 

all! is: n :>"I 
<:allli?: TI::JII'I 

jJsr 
;ijjl 

::: m:J I 
011!! 

j ::~sr 
rt:; 

~ 1' j 1 
)(),jQ 

5tc::J'11 
J 5' j 7 
n, :1~ 
lSI:ive,d6 
1net2 

~I II is 
li~l.aG 
: t a I I::: 
:t''hffffffff·iel 
·t1con 
~i:-~.ac. 

:'::a I I c 
ov1t<:~C 

::tallc 
~vl+-:.,38 

:tall: 

:: t a I I c 
iv2+C.,a"' 
:: ta I I c 
J n I at 
;; ta I I c 

::J",aO 
i4,jl 
::!S,j:J 
:ts:::o'Tl 

:14t30 
1s:t,jl 

j5,jQ 

:::tSCO'Tl 

j4,a0 
j(),jQ 
;;tc:::J:n 

,,, :13 

j3,jO 
;;gtln 
f 1, :B 
1Siave.r13 
1 I II I 2 
:o1ot 

dl lOids n~noor :>f oytes 
dO ,olds slave nJn:Jer 
;~t busvol fr:>:n sl:1ve 

do next slave 

sen1 v1.v.,, i clt i32 
SPt 3.11 s I aves t:> I i sten 

out:>ut iel 
if =fffffffc then 10 ch1n~e: return 

out:~.;': vl 

outnL..t v2 

;:}Ut::~ut v2+4 
r~>leas8 sl1ves 
l~t slave cont~i1i1~ i~l t1lk to all 

release sl:~ves 

S!'t all slave to listen 



ctallc: controller outputs~ ~ytes 
n::>11::J :~:Jil+,dC 

j::>sr JUtO:.Jt 
Tl::lll::l ;~:J,)+,::jQ 

j ::>:; r Jut out 
Tl::lil::l 30il+-,d0 
josr JUtJJt 
nJII::> :l!Jil+.d:) 
j ::> ;:;r ::;s:>rtn 
rts 

static: 
n:>"l ~ o, j 3 

one sl3.ve tJ 3ll<ilcludinq cc'ltroll~r) 

TlJIII ~~)(ffffffff.d7 

TlOifl ~slbsno.aO 
stat I?: o:~ ::l J I :i':'il+,j3 

.i::!::!l q, ::!7 
: '!'J I i~l.d3 
o I~ ::; ta I I 2 
TlJifl ~ 1. ::1!:: 

d. ·;J d i n .,_: n::>.tl ~".::!3 
5~31 1.,: n ::>" I J~t::!G 

: 'llJ I ::3.:17 
je:j i"'l~St3 
j ::>sr :;~ti1 

incst1: ::.::!::!1 ~l.::l3 

:"~=>I 1S I::J.If e, :B 
~13 :;tall3 
n::>vl ::7,::!0 
TlJ\11 ~593~ 

jJsr :;tc:::>rn 
5JJI 'il,j::: 

J~:l 3Jai13 
r .. -- :;, 
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~incluj~ <stoio.h> 
l<incluc~ "f::;u •. l" 

I* test PrJgrl~ for n2t~ork calcul~tio~s *I 

/'!:! 

;r, "l i , ( ) 
{ 

fiJat :usvr(l28J,j~atr[l6384J.~~naar(25],~Jasnrr~cJ; 
fl:llt Jusvi[12SJ,1nati[l638t.],~en"lCi[?51,eJa5ni[2cJ: 
f I J a t * o Z r , ::: iJ 2 i , ::: e> 3 r , ::: p 3 i : 
i'lt i12''DUS[25); 
i'lt n:->=3:>: 
i'lt 1'1=!>; 
i1t 11=1JOD: 
i'lt n.;,,(; 
char rub: 

main IJ:o tJ calcul~te Jusvol 

regis':c;r j,1:::;..,r,to3r.t~r,t;.i; 

r~;;i star f I J3.~ ''J4r ,:::o .. i ,=~;::lr ,::'J1 i 

f';. initialis;; fou *' 
S"'t.-ltl(); 

forr~~o:.,c,~:,••> 
{ 

ige1:::us[1l=h: 
} 

oriltfl":;tart "'at::1 a1a pr;;ss r~tur'l\~"l: 
s:a'lfl" ;":: "• ::ru:J); 
forfh=J:n<ll :1++l 

{ 

j:;lr=Jusvr: 
;:!i=:)~S\/i: 

f :Jr f i = ~: i <n!:l; i ++I 
{ 

V":~(<::plrl = Q; 
~t,S)f;~olil "o: 
Jlr++: 
Jli++: 
} 

J?r=,Jen,~r: 

o"i=;Jen1::i: 
J"-r=ed:::.snr; 
J"-i=edao:;hi 

f::;rfi::o::;<.,?:i++l 
{ 

'( =' i << 7): 
J4r = :~,~trL><J: 
o4i 4a;n'3tiek): 
:>lr = uusvr: 
:>1 i = ;;usvi: 
to 2 r = W) D I •.:o r l : 
to3r= :t,SDf*P rl: 
forCj=O:j<nb j++l 

{ 
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I~ complex mult ::1matli.kl~ge:1aarn(jl ~I 

11: F=?UI S!:Q~ • LAS 0 *p4r: 
I ~p U I SEQ6 tLBSF ' 0 = tp2r~ 
;:t::JU( s::o4 • LAS 0 FFPU! SE07 ' U'lLOA::> • 0 l ; 
FFPUI S EQb ' LAS 0 *P21: 
FFP'JI SE Qb tLBSF 0 *P4i; 

I 3: 

I 2: 
FPU( SEQ4 ' LBSF, SSI = FFPU( SE 07 ' U'IIL OlD ' 0 ) ; 
tlr = IF?UI SEQ5 • UNLOAD ' 0 , ; 

14: 
FFPJI SEQ6 , L BSF 0 = *P4r: 

I 5: 
FPUI S!:Q4 ' LAS ' 0 = FFPUI SEQ7 ' UNLOA) ' ') , ; 
FF?UI S:: QS ' LAS ' 0 , *P4 i; 
I F?UI S E C6 tLBSF • 0 ) = tp2r: 
F :, U I s:: Q4 • LBSF, SAl FFPUI SEQ7 ' U'!L OA) ' I) , ; 

I 6: 

t 1 i = l"'UI S!:Q5 ' UNLOAD ' 0 ) ; 

/'!.: como I ex multi::>ly tl*ed:;.snl jl *I 

17: I=? J I S!:QS ' LAS ' 0 = tlr; 
I :p J I s = 06 tLBSF 0 = tp3r: 
FI=:IUI s = Q4 • LAS ' 'J l = -=FPUt SEQ1 • U'JLDA) ' 0 ) ; 

I 8: F=? Ul :;EQ6 • LAS ' 0 , = *P3 i; 
I F'U I S!:Q6 tl!3SC ' c , = tll: 
;:=,ut s = 04 ' LoS F. SSI FFPU( St07 ' U"!LO~) . 0 , ; I 9: 

Ft:'UI s::Q4 ' LAS ' G ) = CFPU( SE 05 ' U~!LOA) ' ') ) ; 
I d: 

;::: .::::~ U( s::c4 ' LBSF, SAl = *plr: 
::O:::Jlr = t:;=PJ( SE 05 ' J'JLOAO • J ); 

I a: 
I"':> U I .:;::os , L 3S F • 0 = t 1 r; 
F"' Ul :.:: Q4 ' LAS ' " = ~=;:P~! SZ:Q7 ' U' 1 ~ :'AJ ' :) ) ; ,J 

I o: I"? U I S:CQt. • LA$ • c = t 1 i ; 
I t::J U I s = Qb , L9SF ' 0 = tp3r: 
F='Ji s ::o4 ' Las;:, SA I = "'FD u ( SE07 ' J"!L~~J . ·') ) : 

I c: 

FPUI s = Q4 • LAS ' ') = FF!' U! <;EQ5 ' J'JLC'AJ ' a , : 
1 e: 

F!:'JI S!:Q4 • LgSF, SAl = *pli: 
*::11 i = ==():J( S::')5 , J'ILOAJ , 'J l; 
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1 ~ inc re~ ~ 1 t JJS ~o i nter s ~ / 

I~ 

or i ., t f < " 
i f ( j ( 

} 

s "t o1 t I ( l 
{ 

I * set 

} 

3 t J) 

~ 
{ 

i f ( J 
i f ( j 
i f ( J 
i f ( j 
i f ( j 

i f ( J 
f ( j 
f ( .J 

f ( j 

f ( J 
f ( J 
f ( J 
I ( j 

fl j 
) 

t in~r 'i 
I=::> J I 
I = ? J ( 
I =::>'_I ( 

I = :> j ( 

I = ~ J { 
I = ::> ~( 

I =::>J( 

I =') j ( 

C3::~ '; ( 
} 

i oct t 1 
{ 

} 

t i 

--
- -

--

--
- -
- -
- -

--
- -

- -

J 2r++; 
J~i++: 

J3 r++ ; 
J3 i ++; 

o l r ++; 
;:. 1 i + +: 
p 4 r+ +; 
p 4j++ ; 
} 

ni 1g \ :1 " ) ; 

- 1 :,; Jt ~ I 1 ; 
- 2 g at a I 2 ; 
- 3 .,J ot a ' 3: 
- 4 :;n tn I -. ! 
- 5 QOt:) I 5 : 
- :, ,.JtO ' 6 : 
- 7 g o t o I 7; 
- a ~c to ld: 
- '1 ;rn 'J I ~ . .., . 
- l:; l ;J ::Jt:) I a : 
-lll got:J lu; 
- 1 2 l ·,Jo to I ~ . v. 
-1 3) gJ t:J 1 :n 
-14 l go to I .:! ; 

J J t ., c I ) i ._) s :;: I 
~~ ~ t. ~30~, L~~:: 
J :; t. lo.1 :; l ~·-~ ' L ·i ~:; 

- C4 --~:.: ~. L ~---
.:; .: ~ !.. • M :')~""" t l "\ :;) 
..) : .:.:'> \4 =. ~ '•i. L ·l:: ;:; 
...) .. :':o ~31 .... ' L"'JQ 
J .. -~ \1 3., :·~' L ·~ J •:) . 
.l':.;':o '~a~ f-i. l v~ ·-

1 .. ..... 

) : 

1 ::, 
10 
l -" 
! ~ u 

1;:. 
1: 
: 2 

= 1 -" 



nc luj2 <.:.tai o.h> 
liinc luae "fou.n" 

I* test pro~r1~ fnr ~ener~tor ~alculation~ *I 

float ~?~aJr, i itr, ietr, iedasnr,oajasnr[25J,J;elaJr(251: 
float ;;elaJi.iiti.ieti.ieja3ni,oedashi[?S1,o;el'l:ii[2':1: 
f lo:n u~:~.tr [16384] .d11ati [163841; 

na in I ) 
{ 

re;;ister 
register 

flo~t ;)etO~tihtitc.i;Jain.id~lt3•iJelt3.t: 
float .. it,:)il:,pifrq,pifo2•osto,fstp,aiat: 
flo"!t ::!i to,jwdt,,.d to.1p:nat.o:ntp; 
float silta::>[40qo),costao[4')9!>]: 
fl~at index = 4')96: 
float ta1lor.temoi: 
float ed~s~mag,oi: 
flo'lt i-::llttz; 
flo3t '•o~tr,t;p4j: 

int '~Jl: 

int igenous[25],myous; 
i1t n~=!>; 

i"1t nl=lJ')J; 
C"1ar r J~: 

i ' , 9 < ; 
floi>.t ·:=o~r.'::o.2i .~';J3r.'::o3i: 

I'• 'lSSul1e i~it:i1li53ti:>n has Je<>n jon~, ti"1il:,; Jnly for r.;rlnirJ IJ,.-..J <'' 
I~;. !J s: ;; e 13. .. r ~ o t J en i mn , i ., vert i h ~ i <: • i : c b" for h 1.,::: t J ::~ v ~ i ; -:< i v i ",; ':'' 
I::: i (; I t t 2 = i ~" I tat /2 t a II t ~ i s i s sEt u ;:J uy in i t i 3. I i "e ,:, I 
for! i=J:i<:-.'?: iH·) 

( 

i:.Jen:JJs(il=i 
} 

se-c.-.~ti!J; 

pri1tfl"start Natc1 a1~ press return\~"); 
scanf!" ~- ", ~rJ~ J; 

for { n=.: :n<"l I: ·a.- l 
( 

/ .•. ..• it i 

;:c:p~( -- .... , .l-: ... -
F"::I'J( :; :: :;4 

LAc:-. . 
• L~~F. 

I <. , • -.... t <> ~::l i = =c:ou, S = :Je 
F=:lJ( ~=:t. • u.~ . 
I="? : . .'t .:; ~ ~-t.. L ~- . ... ~r• 
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i f ( , -- -b) ';):Jt:::: I 6; 
i f ( , -- -71 ::~oto 17: 
i f ( n -- -3) go to I~; 

i f ( 1 -- - ~ l go to I q; 
i f ( , -- -1~1 go to 110; 
i f ( 1 -- -11) go to I 11: 

# ( , -- -121 ;;atCI I 12 ; 
f ( n -131 ~~to I 1 3; 
f ( n -- -141 ;; J t::J I 14; 
f ( ., -- -10:) ;, ::Jt~ '' ~. .. J I 

f ( n -- -16) ,:,oto I 1 S: 
f ( , -- -171 :JOt'J I 17; 
f ( 1 -- -11!) ::;::Jt') I l 0 ; 

f ( 1 -- -1?1 :i:~=' I 19; 
f ( ') - z ('!) ·:; J t :"\ I 20; 
f ( n -- -211 Jr:l t 0 I 21 ; 
f ( ., -- -221 ............ 2 2; '::1 -· .. v 

f ( , -- -231 -""+-"" 23: ~- ..... 
f ( .1 -- -2.41 ;;:Jto 24; 
f ( , -- -Z"il ............ 

-::1""' L. .... 2 5; 
f( , -- -261 JJt; 26; 
f ( 1 -- -271 ,;~t~ 27: 
f ( '1 -- -ZPJ ;,Jt~ "'0. c.. .. :. 
f ( 01 -- -2::1) ::!a to z~; 

i f ( , -- -3:'1 ;;ct:J ~ .... ::) J. 
i f ( 1 -- -311 ,pt:l 31; 
if ( ') -- -321 ;p 'CO 32; 
i f t 11 -- -331 ~:no p· 

J • 

i f ( n -- -341 y:ltO 3t.; 
i f I , -- -3::1 ;;'JtO -" . .) .. 

, J'IL~H~, 0 li 

• J'LOU ' 
,., ) ; 

' lJ".!L~t." ' (' ) ; 



: lt I C4Cf> lit- -- L I J 
! .:t I ClC!' l~e- -- u l I 
: e::- I c1c: leE- -- L I J 
: G E 1 Cl ::E (i::?- -- L )j 
:LE c~ce (./.:- == L I j 
~se C1CF ('1,:0- -- L I J 
~ s £ t.!Cf: !~~=- -- L '. J # 
:.,p .::.1c;: ,.,~- -- L ) # • 

~ t r .:.1c~ I.: E- -- L ) J 
: (. E "-~Cf ( i ~- -- L I J 
!H C'lC': ('L2- -- L I i . - ~ ~lCI'C !.. E- -- L ) J • IW C 

!tL C1Cf lcL- -- L l j 
: ;;_L c·-F CoL- -- L l j 

:~L J 1 ~ t: t~L- -- L l j 

!Sl ..... .-,:::. 1'1L- ,, 
IJ '"-- --

!~LI 
~·., ~ ~ (,.L- L I; ! ~ .. -· --

~<JL c1ce: IH- -- L l J ! 
:u ~leE lt:L- -- L l J ! 
: ZL C1CE liL- -- L ) J ! 
!lL ClCf:S ILL- -- L l.t! 
!CL .. 1 c f. !CL- -- l ll 
:c~ ClCE tc9- -- u ) J 
:&<; c~c~ (b9- -- l I J 
:L9 ClCB (L<;- -- l II 
:c;9 ClCf. ('19- -- L ) J 
:s9 G'lC!" (SC- -- L I J :.,c; C1C5 ("1C,:- -- u I J 
!t.9 ClC!" (£C:- -- L ) J ! 
:zs C'lC~ tzc;- -- L JJ! 
•• 0 ~~ce !It;- -- L IJ! • l . 

~ c t; l C"",.., ~ . " ~ (C<;- -- l JJ! 
: ~ S I o~c5 (t s- -- u I J ! 
! be; I ClCE ( 0:;- -- L '; ! 
:gl ClCf (Lt;- -- L I J ! 
:<;!:;I Clt.E ( s s- -- u I J ! 
!SSI ClCF (:.!:- -- L I J ! 
! ., S I C"!Cf ('JS- -- L I J ! 
: £f I qcE (~c;- -- L I J ! 
! ZS I C1Cf5 12S- -- L ) j ! 
: 1 S I OlCE (IS- -- L I J ! 
! GS I O'lCf. ccc;- -- L; I J ! 
!c., I qo<:. lo'J- -- L: I J 
! ll 'J I ClCE (b'J- -- L I J 
: L'J I C1C5 (L'7- -- L )J 
:9.,1 O)OE (9"7- -- ~ ) J 
!5'71 O)Cf5 lS'J- -- L I J 
! 'J'J I C)CE ('J'J- -- L l J 
!£'71 ClC5 (£"1- -- u ) j 
: 2 'J I 0106 IZ'J- -- L ) j 
: l ~I C)CE 11'7- -- l ) j 
!C"?I qcf· !C"1- -- L I J 
: t £I OlCf' ( t £- -- lJ I J 
:a£1 CJQF\ (t3£- -- u l J 
:L£ I ClC!: !H- -- L l J 
:S£1 C)Cfi ( <; £- -- L I J ! 

c atec ~~-C~/Z~x;~sanc~J,ci/IOCOS/JSn/ L861 ~2:11 sz 
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} 

setl'ltlll 
{ 

I* set 

} 

i o:;t 1! 1 
{ 

} 

i f ( 
i f ( 
i f ( 

l == -92) 
l -93) 
n -9C.) 

,10tJ 192; 
goto 193; 
goto 19ft; 

r: i n e r s i ) :lOth en i os *I 
I ~' 'J! s:::Qr.. 1.1BO.l, L"'JD:O 
I ;: > U! s::: QC. MBlAo L MJD<= 
I=> U ( S:'Q4 "~BZA, L -IJD>: 
r=;>~H s = QC. I.IS3A, LMJD 10 

I P!J! s;: Q~ lolgQM, L"'JD"' 
It:> U! s = !;~ I.IBlMo uno!" 
I=' 'J ( S!:Q~ ~:I?M, L.'-110"' 
j"Jj( ::; ::: Q& 1.1;3 ~ ,..,. L'OD!:" 

1 0 
1:) 

10 
= , ~ 4u 
= 10 
= 1 G 
= 1 c 

lD 
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11includ"' <staio.,1> 
#inclua<? "fou.r~" 

I::: t 2 s t or o g r ;1 'Tl far '' o use., o I de r c a I c u i l t i a '1 s *I 

float ~:Jli,*o2i: 

flo3t on:~tr[l63Q4),vlr,vzr.:::r[l25J ,jr.[l2BJ: 
flo:~t ~n:~ti [l63Q4),v:i .v2i .ci[l231,di[l~3J: 
float unitr=l.o: 

m3 in I l 
t 
r'!gister 
r<?gister 

i'1t s::>no=O: 
int n::>=3:>: 
i'lt nl=lJQQ; 
int n1a=30: 
i'lt h.j, iel, iez: 
c'lar rub: 

i .ten~r.tenoi .sr.si 
flo3t *Jlr,Oo2r,*~~r.*o3i 

i e l = 5: 
ie2 P: 
s~twtlll: 

orintfl" start ":ttc., anJ oress return\..,"); 
:.ca,.,fi"~:",S:rJJl: 

/C worK outs first O/ 

f'lrf n=G:h<nl :I')++) 

i. 

= i '!l << 7 

j :: i ez 
= ;.. i e! 

;)lr ~~:-1-.:r[j]: 
>.:li :.~01'\ti[jJ: 

;:: e D 'J ( :. = ..; :- L ~ S 
r:=~~J( 3~:-:, tl~j~ 

t!:~F~~c s=~~ • L~3 , 
F I= P 'J I ~ ': ;;, !l L A ~ ['I l 
FC?~! S~QS •L?:= , ) 
l~:~~~vr ?=o; , L~s~ • 

FI=?J[ ~=~~ •L~5= n 

t4:=r~cl :=o4 , ~~s , 
i=CPJ( 3:'~~ , LA~ • ,., 
F~;~l i~Q~ tl~5~ • ~ 
t~:eF~vl 5E~~ , ~1se, 

l6:t~.T.Ji = tr=:-.:1 Si:O:-

= v;;r: 
= *plr: 

..: l = ri=PU! s=-:1 ' 'J~~LJ~::; 

= v .. i : 
= *:Jl i ~ 

.;q = ==o•l( -;::; ~ . U!'\I_C~: 
u\!;.JlC. ') "' ' : 

= ·~olr: 

= FFPUI :"' ~ ""'~ ..) .. ,.j• U~L;:~~ 

= v 2r : 
= *:Jli ; 

s ~ l = F I= P L' I .) -= Q7' ~\lS~;:; 

J:-.;._'JlO • , : 

J 

' 

' 

• J 

l : 

} : 

I : 
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olr = f.chatr(i ); 
oli i:c1nati[i): 

F~PU( SEQ~ , LAS , ~ l = vlri 
FF?UI S~Q~ tL3Sc • C l = Cplr: 
17:~FPU( SEQ4 , LAS , C l = =FPUI S~~7 • J~LDAu , J 1: 
FFPUI S~Qb , LAS , 0 l = vli; 
FcPut s:::o~ .L3s= • r. 1 = *oli: 
Jg:cF~U! SE04 , L9SF, SSI = F~PUI SEQ? • UNLOAD, J I; 
Jq:FFPU( SEO~ , LAS , C I = FFPUI S~QS , ~NLO!D , J 1: 
p:pul SEQ4- • L3S;:, SAl tampr; 
llO:FcPUI S~Qt,. , LAS , 0 l = ~F 0 U! SE~5 , UNL~AD • 1 li 
FFPU( 5'704- , Las=, SAl = .Jnitr; 
I ll:sr = TF~JI S~05 , U~LDAD, " l; 

*olr: F=PUI EO~ .us= 
112:Fc"UI s;:\oi.:. • 
FC:PIJI :;::o~ , LA~ 

;:cpiJ( :::::~:, •L3S= 
113:FFP'JI S'=::,4, 
ll4:FcP:.J( SE::Ot. , 

' :) 
LAS , 0 l = ;:FPUI 

vlr: 
SE)7 , U~LJA~ • J l: . () 

'~Jli: c 
L3SF, 
LA<; , 

'.41 :: ~F 0 ul 

0 ) = ~FDU( 
SE~7 , ~~L~A~ , J l: 
s=~= , ~~L lA~ , J ); 

IC;>J( s::::;t. • L:>~=. t:Al = teMpi: 
ll5:si = TF~.J! 5=05 , U~L1l~ • ~ l; 

I* ~egata 3 t:J ~ive adcition in i~ner I~J~ *I 

si = :;i "~x81JJ"JJ::l~ 
sr = sr • JxB2J~~10~ 

I* I oop t) ;JrJa.J:'! 
( i e 1 « ,. 

~ 
j = i ei. « .., ) <; 

olr = Z.:::ln::ttr [i l: 
pli i:::!n:tti(i]: 
p:?r : S.11lHr(j]: 
p2i !:~n'Hi[j]: 
p3r = :r; 
p3j = c i; 

for! i=.:ii(1::-.J.: i++l 

{ 

F=;>J( .J-: ... =» 
==puc .: ~ ·~s 

I 1'-. .... ;::c:;>!J( s = ~4 
;:::p 'J' .,.) = ~.:, 
,:c;,~:J( : ~ ,:.<, 

I 1 7 ~ F"'''JI ~=~!... 

c ( i ) *I 
sono: 
sbno: 

• L:.' 
• Las~ . 
• LA<; 

• L',. ~~ 

tl~3= . L ~ ~;:' 
1113: t"'n:-r I"=:>tJc :) c ~" 

;::CP•J ( .)':0~ tL9~;: . 
119: F=?UI s:: ~4 ' LAS • 

;: ;: ;:l 'J ( s-c ~~ • LA~ . 
Fl=::l'J( 3" :~ ... , U!S'= 

"' = :':o l r : •0 

0 = v 1 r ; 
~ = c;:)')i.J( s ~ ~)7 • 
0 ) = '~P 1 i : 
..... ) = v1i ; 
SSl ':: c F" uf s::~n ' 

U!'<LC~J ' - l : 

..... 

' = v1r; 
!'I l = ~ ;:o u ( sc 07 • .... ) : '~O 1 r : 
a I = v 1 i ; 

~''L "'l.:) ' 

u '' L '? l) • 

J\'Lr!~) • 

1 l ; 

~ l : 

"' l ; 
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120: 
I 21: 

I 2 2: 

123: 
124: 

I 25: 

12&: 

127: 
128: 

I? 9: 

I 31: 
132: 

13): 

1~7: 

FFPJI 
,: cPU I 
F:::'J( 
F=i' Ul 
FFPUI 
F"''UI 
f'"''UI 
I c i'UI 
t"!nor 

;:e'UI 
F t:? Ul 
i="'PIJI 
::::::);)( 

f'C) Ul 
;:c:p Ul 
I:::' J I 
t~n~i 

! c:) J ( 

I =' 'J I ;: =, J ( 
1::: P iJ I 
r=out 
F:::' !J I 
~' ::l3 r 

1 cp Ul 
;::::'J( 
1::: j) IJ( 

I FPUI 
":::, J ( 
!~ J 3 i 

I = :> 'J I 
l:!:)'J( 

I: t> :J[ 

lPJ( 

t:onnr 
F"'Ut 
l: ::t "' ( 
ta11::>r 

s=::4 , L3St=, 
r cPu' s = o~ 

s:: Oo • LA~ 

:; E ~~ tLBSi= 
~=cc. LAS 
S:: OS LAS 
st: Qo , L BS~" 
:. = ~4 L i3 SF. 
S':Q4 LAS . 
s = Q4 • L 55 F, 

It:P;,J( S E Q5 

s =: Qo •L~SF 
:>EQ4 ' LAS 
s = :s ' LAS 
s = J? •LBSF 
s: Q4 L 3 SF, 
.) = ~4 ' LAS . 
:;:::!_ L c q:, 
:: j:::, u ( s:: or 

.)=os , L~~ • 
S:C~~ tL~S 10 , 

S':Ot. • LAS • 
se:s LA<; 
::~s .L9S::: , 
5 ~~c. • 

:: :::;:..,:.;( 
L~<:;;:, 

s [: :).5 

3:::~s .L3s~ • 
S"' :,.4 LAS 
s:::s L\~ 

:::::s tL3.>= 
:;=:t. , l~~F. 

~ ""="..:< s::::::: 

3?.:~ • 

3: ·=:. ' 
..i: ;.<; 
.)":JS 

L:.::r:. 
LAS , 
L~: • 
L~':F, 

= r=;>:.JI .J .:;" 

j~:!t. • L,l~ ' 
..;:;J4 , Lg'";::• 
= 1 :p u ( 5:: :J" 

S.'\1 = c;:nuc SE07 
JNLOAD , ..; l: 

() ~'P 2 r : 
0 vzr: 
(1 CFPU( 
0 ~p2 i : 
0 v 2 i : 
s s l = =FPUI 
') l CFPU( 
S AI te:npr: 

JNLOAD • 0 

0 vzr: 
') "FPUC 
~ = '~ p 2 r : 
a = v 2 i : 
SAl F F!) U I 
1'1 ) c;:o Uf 

"") t e'Tlp i: 

' JNLQ~J ' ' 

0 = ta-r.pr; 
IJ sr~ 

" I 10 F:J Ul 
'J l = te''IP i 
~ = s i : 
SAl = i=F"UC 

• JNLC'IA~ • " 

~ l = -;r: 
" l = FF!'l~( 
"l = te~pri 
!"' l = 5 i : 
ss l = 10 F"'L,( 

, J"ll~A') • 

sc: 01 

SE'H 
SE ~5 

) ; 

sc: 01 

SE 07 
s = ')5 

l : 

s:: 07 

' J'!L~~J • 

' UI-.JLQ~J ' 

U\ILO~) ' U"JLN':l ' 

' i.J\ILDAJ ' 

U 'IL C ~ i 
U '!Lf'.U 

.., I 

n I 

" l 
.... l 

= s r: 
!:j=!'l J [ sc:'J7 , J '' L CA ~ , 

= s i: 
s i : 

, Ji•L:.~c; , 1: 
') l = unitri 
~Jl = ta'T!pr; 
UNLC~J, '); 

l I; 

') 

j l; 
') I; 

0 I ; 

) ; 
l; 

" I; 

" ) ; 
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140: 

I 41: 

l "P Ul 
*:>3r 
Fl=i>J( 

I "'PUC 
*) 3 i 

:>lr++: 
:J:?r++: 
p3r++: 
pli ++: 
:JZi++: 
::J 3 i + +: 
} 

SC:Q6 
F== 0 ul 

s: Q6 
:) :06 • 

==:lJ( 

L 3S F, J l = t 2"!pr; 
SE 07 J'H'JA') • 
L!.<; • 0 l = o::p3 j; 
La<;F, 0 l = t empr; 
s i: 07 .;'ILIJA1 • J 

I* ouL:r I:J:>p of 'latrix alte>r3tio., :'::/ 

p2r = cr: 
:J 2 i = ;:; i ; 
for!J=G:j<l:>3: j++ l 

( 

i J ( < .. I ; 
::Jlr i:jnatr(i): 
cli = 0:1n3';:i(i]: 
c3r jr; 
;; 3 i :j i : 

I* in.,,:r IJJ::J *I 

I 42: 

I 43: 

I 44: 

for< i = J: i <.,b; i ++ l 
c 

::::?UI : = ~5 
=o::puc S"" ::lS 
:::pUC 5':04 
==t>Ui s :'Q6 
==?uc .) = ~., 
==;>ut s:: ·~4 

==:l!j( 3C:..:;4 
=;: ;> 'J ( ::; :: ~4 

• Lt.::; 
, L ?, S := 

LAS . L t." 
•L~S'= 

Lc<iF. 

• L ., ~ 
H, 

L::lSF. 
I 4 5: ~:)lr = =r::~ u ( c:-,..-

-~-J 

,:::p u ( ;:: ': ~0 •'-;~~ 
I t... •• ==:>uc or: ~· L.:.' ,:lo ... - .;-t • 

='=P'JI s:: .. 5 ' LA<; 
:>:")~( s: Q5 ,~_351= 

I 47: =<=puc S':: Q4 Lc~r. 
I 4S: =CPU( ..>:: :Jl.. LAS 

==Puc s:: ·:)4 ' L ;:~;:. 

., 
"' 
~. 1 

"s l 

": .:.l ,,, 
v ·.L 

':: 
... 

'" AI 

" l 

~A l 

I; 

= ~: P.? r : 
'~ p3 r : 
"F.,u~ 

:~p::' i ; 
=':o~ i : 
c FDU( 

= ~'.:) :_; ~ 

,., ;:;1 r ; .... ~ .. • 

:: ,.,o, r : 
= r: FO J( 

:·: :J? r : 
'~ ::>3 i : 

= q:?~( 

:: ::F.,;.,! 

"::>1 i . 
Jl.q: ;'::) l i = <=t=PLJ( c; = ":: ll'!ln!..":' • "I 

'* i n~r~-ne1t ") 0 i :1t2rs *' 

7 = C7 J "1:.. 
.... ~ ' 

' 

~ = "7 .... '~ L,.,..:. ""' ., ) 

,.. =- ""= J '' L,.....:.. ... 

) ; 

.. :. ")7 
' ..;\l;.C:;."' ' 

"\ ) 

c; E ~7 w ': L "'~ :--
-:: C C5 ~\!l~.!.'"' 

) ; 
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Jlr•+: 
J1i•+: 
J3r++: 
~3i++: 

} 

J z i + +: 
c ::' r +- +: 
} 

} 

printfl" st o J t i n i :-~ g \n" I; 
i f ( j / J ) ·, 

{ 

f ( j -- -1 go to I 1: 
f ( J -- -2 g:>to I 2: 
f ( j -- -3 go to I 3: 
f ( j -4 ;;at a I 4; 
f ( j -5 gat a I .5 ; 
f ( j -- -6 gat:> I o: 
f ( J -- -7 got:> I 7: 
f ( j -- -9 ) g:>to I 8: 
f ( j -'1 ) ;;a to I 9: 
f ( j -- -1 ~ 1 got a Ill; 
f ( j -l!) ;;at a I 1?: 
f ( j -1 2) ~oto I 13; 
f ( j -- -131 go to I 14; 

i f ( j -- -14) ;pta I 1" : 
i f ( j -1~1 gate I 1 S; 
i f ( J -- -H:1 ~JtO 117; 
i f ( j -- -171 .JOtO I 1 B; 
i f ( J -1 ° 1 go to 119; 
i f ( J -- -l:l1 ;JOt:> 120: 
. f ( j -- -2:01 got:> I 21; 

f ( j -- -211 ;,;oto I 2?; 
f ( j -- -221 QJtO I 2 3; 
f ( j -- -23) J~ta 1 24; 
f ( j -- -2.4) ·gate I 2 5; 
f ( J -- -2 ~I •;a to I 2 6; 
f ( J -- -251 .;ot:> I ., 7 • ... . 
f ( J -- -,27) ,jOtO I ~ "l ; 
f ( j - 2!:' l go to 129; 
f ( j -Z~I ;jJtO I 3 ':': 

i f ( j -3':') ,;ot~ 131: 
i f I .J -3 l 1 ;;~tC' 13 2; 
j f ( J -- -3?l go to 33: 
if ( J -- -3?) JOt a 34: 
if I -- -34) ;:>to 3". J 

/ ' i ,., 
.J -- -3~) ;pta 3S; 

i f ( j -- -361 g::n 0 37; 
• f ( j -- -3"') ;,a to .3q; 

f ( J -- -3=l) •go to 3Q; 
f ( -- -3:l1 got:J ..... .J v. 
f I J -- -4::') ~~t') .. t; 
f ( J -- -41) g::>tC 42: 
f ( j -- .-4 21 gC~:l 43: 
f ( J -- -4'~1 g::>to i-4; 
f ( J -- -.:.4) J'HO -:.::; 
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} 

setwtl(l 
{ 

set 

} 

ioctiCJ 
{ 

} 

i f ( J 
i f ( J 
i f ( J 
i f ( j 
i f ( J 
} 

tinero 
I<=:>U( 
l c: i> U I 
l F:> Ul 
I f=:>Ut 
I=;> J I 
I: 11 J I 

r='J< 

-4"1 gJtCl I 4 ~; 
-46) go to 147: 
-47) gate 148: 

-- -49) go to 149; 
-<.:l) go to I 1 0 ; 

i1:JJth:1ios *I 
.3':\.)4 l.1BrlA, L'1JDE 
SE~4 , ~81A, L~JOE 

) = :/4 
s:: Q4 

s=o!> 
s:: Q'> 

s = Q6 

~3'?.:., 

M83A, 
"!3~M. 
MSP,I, 

~S?M. 

L'·lJQ:O 
L 'IJO:: 
uno:: 
L "J.:'D': 
L'OD:: 

I=:> U I S:: ;~ ~ 
:;~:•=< l: 

~83"'· L ~Jo:: 

1 0 
1 0 
1 :J 
1 :J 
1 J 
1" . .., 

= 1" • v 

1 :J 




