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ABSTRACT 

Data used for the present study were recorded at the 

small aperture cross-linear array station which was installed 

at Kaptagat (in m.v Kenya) by the University of Durham. The­

seismic array data from local earthquakes have been analysed 

by filtering Apparent velocities 

and az-imuths for first and later arrival phases were measured 

fox local rift events from the immediate east, for local 

events from the south west and for more distant rift events 

to the north and south of Kaptagat. 

Data from local rift events originating from the immediate 

east of Kaptagat were used in the present analysis to study 

the structure of the lithosphere beneath the Gregory rift at 

about 0.5°N latitude. The first arrival data (apparent 

velocities and azimuths) were determined to a high degree of 

accuracy. The first and later arrival data have been inter­

preted in terms of a simple two layer model with a horizontal 

refracting interface at a depth of 13 + 5 km and having upper 

and lower layer uniform velocities of 5.8 ± 0.2 km/s and 

7.2 + 0.2 km/s respectively. The minimum lateral extent of 

the top surface of this refractor is at about 30 km. 

A maximum dip of about 6° on the interface is allowed by the 

data. 

In the preferred three layer model, a 10 km thick top 

horizontal layer of velocity 5.8 km/s overlies a 10 km thick 

intermediate layer in which velocity incre-ases uniformly from 

6.0 km/s at 10 km depth to 7.5 km/s at a dep·th of 20 km. The 

intermediate layer, in turn, overlies a 7. 6 krry' s refractor. 



The models derived from the present data are consistent 

with the theory that upward perturbation of the 

asthenosphere boundary giving rise to domal uplift, lithos­

pheric tension and magmatic activity, is the primary cause 

of rifting. 



ACKNOWLEDGEMENTS 

I thank Professor M.H.P. Bott and Dr. R.E. Long for the opportunity 

to work in the Department of Geological University of Durham. I 

givra special to my supervisorp Dr. R. E. Longp for his 

adviceg guidanceg encouragement and criticisms over these years. 

I should also thank the Commonwealth Scholarship Scheme for financial 

support during the first part of my stay at Durham and the Federal Government 

of Nigeria for the scholarship that supported me during the remaining part 

of my stay. 

My thanks also go to Drs. J.E.G. Savage and W.G. Rigden for their 

usefuld discussions and suggestions. I thank the staff of the Computer unit 

at Durham for helping with computing problems. To the staff of University 

of Durham Science Library, I am very grateful for the provision of workspace 

and other library facilities. 

Finally I thank my wife, Ifeoma, whose care and firm support over 

these years have helped to sustain me. 



CONTENTS 

CHAPTER 1 THE EAS'r Al' ... RICl\N RIFT SYSTEM 

1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 

l. 7.1 
l. 7. 2 

1.7.3. 

l. 7. 4 

1.8 

Introduction 
':':'he Fast l\.ft" ican Rift System 
The Gregory Rift 
Evolution of the Gregory Rift 
Petrochemistry 
Summary 
Relevant previous geophysical work in Africa 
Africa outside the rift zone 

for of anomalous upper mantle 
beneath the rift· zone 
Crustal structure close to but outside the 
Gregory rift 
The structure of the lithosphere within the 
Gregor·y rift 
Theories of the rift formation 

DA'rA COLLECTION 

Introduction 

CHAPTER 2 

2.1 
2.2 
2.3 

Geology of Yaptagat area 
Array siting and instrumentation 

CHAPTER 3 VBLOCITY FILTERING 

3.1 
3.2 
3.3 

3.3.1 
3.3.2 
3.3.3 

3.4 
3.4.1 
3.4.2 
3.4.3 
3.4.4 

3.5 

3.5.1 
3.5.2 
3 0 5. 3 
3.5.4 

3.6 
3.6.1 
3.6.2 
.3.6.3 

3.7 

Seismic arrays 
Review of some array processing techniques 
Array response 
Introduction 
Array response in the of coherent noise 
Array response in the presence of incoherent 
noise 
Data processing 
Processing facilities 
The velocity filter program 
Performance tests on the filtering program 
Interference problems 

of error in apparent velocity and 
azimuth measurements 
Ftror due to assumption of plane wavefront 
Frror Cl_'le to finite sampling rate 

of the centre of correlator peak 
Error from incorrect assumed velocity/ azimuth 
Processing of Kaptagat data 
Analogue to digital conversion of the array data 
Velocity filtering on 1 computer 
Filtering on 360/370 computer -
The data 

1 

1 
1 
4 
6 

13 
15 
16 
16 

22 

34 

65 

·66 
-6.6 

Gil 

72 

72 
77 
84" 
84 
88" 

94 
•95 
95 
91 

101 
114 

121 
121 
126 
132 
135 
137 
137 
141 
148 
19J 



CHAPTER 4 OF EPICENTRES 

4. 1 
4.2 
4.3 
4.4 

4.5 
4.6 

Introduction 
l'brmal mul tis tat ion location procedure 
Location orocedure from a single array station 
Structure of the seismograms and the identity 
of a prominent arrival 
Focal deoth estimates 
mtimating epicentral distances from 
P-X times 

CHAPTER 5 INTERPHETATinN ()F CLOSE JN EASTERN RIFT DATA ------
5. 1 

5 .1.1 
50 l. 2 

5.2 
5.2.1 

5.2.2 
5.2.3 
5.2.4 
5. 2. 5 

5.3 

5.4 

5. 4. 1 
5.4.2 
5. 4. 3 

5.5 
5.6 
5.7 

5.7.1 
5. 7. 2 
5. 7. 3 

5.7.4 

ill TERMS OF PLANE LAYERED MODELS 
Introduction 
The gravity starting model 
The seismic starting model 
The data 
Comparison of the present data with the data 
of Maguire and Long(1976) 
Velocity/P-X time relationshio 
Distance/azimuth relationship 
Velocity/azimuth relationship 
Conclusions and inferences 
Discussions on focal denth and the effect of 
shallow structures close to Kaptagat 
Jnterpretation of first arrival data in terms 
of plane layered models 
Introducti0n 
Two layer plane model with horizontal 
Gently dioping boundary 
The effect of a steep dip on the boundary 
Lateral variation in velocity 
Vertical variation in velocity 
Introduction 

The ray tracing program 
Interpretation in terms of uniform increase in 
velocity with depth 
Summary 

CHAPTER 6 INTERP-qETATION OF SECOND ARFIVAL 11\TA 

6. 1. Introduction 
6.2 to the identification of some later 

6.2.1 
6.2.2 
6. 2. 3 
6. 2. 4 

6.3 

6.3.1 
6.3.2 
6.3.3 
6.3.4 

6.4 

arrival phases 
Introduction 
Direct waves 
Wide anqle reflections 
A ITUl tiple reflection phase 
Refractor estimates from some identified 
ohases 
The 5.8 km/s arrivals 
Refracted reflectionq? 
Wide angle 
A multiple ohase 
Summary 

197 

197 
197 
!99 

200· 
206 

2·11 

·226 
226 
226. 
228 

. 

216 
243 
24 7 
24 9 
254-

256 

263 
263 
264 
271-
29 5 
28 9 
291 
291 
293 

296• 
312 

318 

318 

319. 
319 
120 
3 23 
326 

129· 
3 30 
3 35 
336 
3 40. 
340 



CHAPTER 7 DISCUSSION AND CONCLfJ SIONS 

7o1 
7o2 

7 0 2 0 1 

7o2o2 

7.2o3 
7o3 
7.4 

7.4.1 
7.4.2 

7.5 

The comoared with previous models 
Some limitations of the present data 

in the estimates of focal depth 
and distance 
Application of velocity/azimuth filtering 
technique to records from local earthquakes 
The volcanic/sedimentary cover 
The present data and theories of rift formation 
Suggestions for further research 
'J.'he crust 
The upper mantle 
Conclusions 

APPENDICES· 

A 

B 

c 

D 

The velocity filter program for Mod 1 computer 

Program that generates a decaying sine wave for 
storage in ten channels on tape/disk 

Programs Tn Fl\ D and VF IL 

for travel times of head waves from 
a plane dioping interface in a two layer medium 

REF E:RENCES 

3 46 

146 
352 

352 

353 
351 
3 56 
359 
360 
362 
364 

3 68. 

'3 71 

373 

382 



L1 
1.2 
L3 

1.4 

L5 
1.6 

1.7 

1.8 

1.9 

1.10 

1. 1la 

1.11b 

1.12 

1.13 

1.14a 
1.14b 
1.15 

2.1 

3.1 

3.2 

3.3 
3.4a 

3.4b 

3.5 

3.6 

3.7 

LIST CF F ICD RES 

The Afro-Arabian rift system 
Major faults of the Gregory rift 
Isobases of the sub-Miocene erosion surface 
in Keny<: 
CANS D, AF RIC South African shear wave models 
of the lithosphere 
Seismic crustal models for southern Africa 
Gravity models for the Kenya dome and the 
Gregory rift 
A seismic section of the Kenya dome after 
Savage and Long (1985) 
A contoured map of the upper surface of the 
upper mantle low velocity zone beneath the 
western flank of the Gregory rift 
A crosssection of the model for the western 
flank of the rift at about 0.5°N latitude 
P-wave velocity models for the crust close to 
but not within the central part of the 
Gregory rift 
Locations of the seismic lines used in the 
refraction studies of Griffiths et al. (1971) 
and Swain et al. 
Seismic model of the crust beneath northern part 
of the Gregory rift (Griffiths et al., 1971) 
(a) Velocity section derived from KRISP first 
arrival data. (b) .Gravity profile at about 0.5°N 
(c) Location of the KRISP85 seismic experiment 

sho.wing the lines and shot points (d) Velocity­
depth structure along the axis of the rift from 
Lake Baringo to Lake Magadi 
Seismic crusta] model across the Gregory rift 
at about 0.5°N latitude 
Crustal tension and the formation of grabens 
Graben formation by wedge subsidence 
Stages in the development of a domed and 
rift structure 
Plan of Kaptagat array with red(R) and yellow 
(Y) lines of seismometers 
(a) LASA plan and (b) the configuration of a 
typical LASA subarray 
A plane wavefront crossing a two dimensional 
array of seismometers 
Contoured correlator response for Kaptagat array 
A decaying 5hz sinuosoid linked to each of the 
ten Kaptagat pits 
The decaying sinusoids of fig. 3.4a with delays 
inserted to correspond to a velocity of 6.0 
km/s and azimuth 225° 
TAP traces for data of fig. 3.4b at an 

0 azimuth of 224 
Plot of measured normalized correlator output 
against velocity for an azimuth of 224° 
Velocity responses at azimuths of 130° and 135° 

2 
5 

9 

17 
20 

24 

29 

33 

33 

36 

39 

39 

41 

43 

47 
61 
61 

64 

70 

75 

80 
93 

102 

104 

107 

108 
112 



3.8 

3.9 

3.10 
3.11 

3.12 

3.13 

3.14 

3.15 

3.16 

3.17 

3.19a 

3 .18b 

3.19 

3.20a 

3.20b 

3.21 

3.22 

3.23 

3.24a 

3.24b 

Reduced travel time graphs for some prominent 
phases from the crustal model of Maguire and 
Long(1976) for a surface focus 
Correlator for window lengths of 0.05s, 
0.10s and 0.20s when two interferring signals 
cross the array with phase velocities of 6.0 
and 8.0 km/s resnectively 
Plot of peaking velocity against averaging time 
Plots of normalized corr5lator output against 
apParent velocity at 224 azimuth and for 
averaging times of 0.05s and 0.20s . 
Schematic diagram for a curved wavefront 
crossing an array 

diagram illustrating difference in positions 
of nlane an1 spherical wavefronts at a distance 

source 
Velocity correlator response at an azimuth of 
90° when the array is tuned to receive a signal 
with velocity 7.0 km/s and azimuth 90° 
Azimuth correlator response at the velocity of 
7.0 km/s for Yaptagat array when the array is 
tuned to receive a signal with velocity 7.0 
km/s from an azimuth of 90° 
Plot of correlator peak azimuth response 
against search velocity 
Plot of correlator peak velocity response 
against search azimuth 
A record of event number 7 including six 
seismic channels 
Correlator outout from unfiltered record of 
event number 7 for an azimuth of 105° and a 
range of phase velocities . 0 
Velocity response for event number 7 at 105 
azimuth 
The data (velocity and azimuth) for closein 
immediate eastern rift events assuming first 
and later arrival azimuths are the same 
The velocity and azimuth data for distant rift 
events to the north and south of I<'aptagat 
A record of a closein local rift event frum the 
immediate east of Faptagat 
Contours showing the three peaks indicated 
in table 3.7 
"!?irst arrival velocity resPgnses for event 
number 7 at azimuths of 112 , 114° and 116° 
Correlator olot output for times close to the 
first arrival of event 11. ·One peak plotted 
every 0.02s 
Correlator output for times close to the first 
arrival for event 11. Two peaks plotted every 
0.01s 

118 

121 
122 

123 

125 

125 

133 

134 

136 

138 

143 

145 

146 

149 

153 

157 

162 

165 

166 

168 



3.25 

3.26 

3.27 

3.28 

3. 29a 

3.29b 

3.30 

·3.31 

3.32 

3.33 

4.1 

4.2 

4.3 

4.4 

4.5a 

4.5b 

4. 6a 

4.6b 

4.7 

5.1a 

Correlator plot output for event 11. One peak 
clotted every 0.05s 
Correlator pl.ot outnut for event 11 beyond 
12.50s. One peak at O.D2s intervals 
Flat of correlation, apparent velocity and 
azimuth as functions of time along the 
seismic trace 
Plotter cutout from program for event 7 
with two peaks plotted at intervals of 0.04s 

outnut for event number 7 with 2 peaks 
plotted at intervals of 0.01s 
Flatter output for event number 7 with two 
peaks plotted at 0.01s Velocity 
and azimuth incremented by 0.1 km/s and 1° 
resoectively 
Flat of correlation , apparent velocity and 
azimuth as functions of time along the seismic 
trace for event number 7 
Apparent surface velocity(km/s), azimuth 
(degrees) and relative onset time data for 

closein local rift events from the immediate 
east of Yaotagat 
The data (velocity and azimuth} for rift 
events to the north and south of Yaptagat 
Data for local events originating from the 
immediate west of Kaptagat 
A record of a closein local rift event coming 
from the inooediate east of Kaptagat 
Correlator clot output for event 11 in the time 
range containing the onset of 'X' arrivals 
Vertical distribution of earthquake foci : 
(a) from east to west through Lake Manyara, 

along the southern part of the Gregory rift 
Plot of epicentral distance against time 
difference between selected pairs of phases 
for assumed models 
Location of epicentres in relation to rift 
structure 
Location of eoicentres of local events to the 
immediate east of in relation to the 
rift structure 
Location of epicentres of the immediate eastern 
local events in relation to the Bouguer anomaly 
mao 
Location of some eoicentres in relation to the 
Bouguer anomaly mao of central part of the 
Gregory rift 
Location of eoicentres in relation to the 
conductivity anomalies of Eanks and Beamish 
(1979) 
Bouguer gravity profile and crustal model of 
the central Gregory rift (Eaker and 
Wohlenberg, 1971) 

169 

170 

176 

177 

178. 

179 

183 

188 

192 

195-' 

201 

203 

210 

215 

220 

221. 

222 

223. 

225 

229 



5.1b 

5.1c 

5.2a 

5.2b 

5.3a 

5.3b 
5.4 

5.5 

5.6a 

5.6b 

5.7 

5.8 

5.9a 

5.9b 

5.9c 

5.9d 

5.10 

5.11 

5.12a 

5.12b 

5.13 

5.14 

5.15 

5.16a 

Seismic crustal model for the Gregory rift at 
about 0.5°N 234 
A gravity model from Baker and Wohlenberg 
(1971). ? or comparison the top surface of 
the seismic model of Savage and Long(1985) is 
shown by the dashed line 235 
Location of epicentres of local events to the 
immediate east of Kaptagat in relation to the 
rift structure 237 
Location of some epicentres in relation to the 
Bouguer anomaly map of central part of the rift 238 
Epicentres of events used by Maguire and Long 
(1976) 239 
Epicentres of events used in the present study 240 
Plot of first arrival apparent velocity 
against P-X time 244 
Event P-X time plotted against first arrival 
azimuth 248 
Plot of first arrival apparent velocity against 
azimuth 250 
Plot of first arrival apparent velocity against 
normal distance of epicentre from rift axis 253 
Epicentral distances of the 11 events plotted 
as ray path distances in the crustal model of 
Maguire and Long (1976) 257 
Two dimensional interpretation of gravity 
profile at about 0.5°N (Swain et al.,1981) 260 
Plot of hypocentral locations assuming the ray 
paths are all in a material of velocity 5.8 km/s 265 
Plot of maximum refractor depth, H , against 
focal depth, h, for the two layer 
plane model 268 
Ray paths for head waves travelling down dip 
from focus to Kaptagat 272 
Ray paths for head waves travelling up dip 
from focus to Kaptagat 272 
Plot of refractor velocity against refractor 
dip consistent with mean apparent velocity 
of 7. 2 kn:Y s 27 4 
Maximum vertical depth of the refractor beneath 
the epicentre plotted against focal depth 278 
Pefr.actor positions for different fogal depths 
taking the dip on the refractor as 6 up towards 
the 280 
Positions of the 5. 8/6. 5 kn( s interface for 
different focal depths assuming the dip on the 
interface is 9° up towards the west 284 
Diagram to illustrate the deviation of a ray to 
Kaptagat as it encounters a steep plane boundary 
between materials of velocities V 

1 
and V 2 286 

Fay path deviation, D, plotted against refractor 
velocity, v 2 for different angles of dip 287 
Ray tracing (using RT01) through the lithospheric 
model of Savage and Long (1985) 297 
Ray diagram for direct waves from the model 
shown 300 



5.16b 

5.16c 

5.16d 

5.16e 

5.16f 

5.17 

5.18 

6.1a 

6.1b 

6.2a 

6.2b 

6.3a 

6.3b 

6.4 

6.5 

Reduced travel time plot for direct waves shown 
in fig. 5.16a 
Ray diagram for reflections· from the interface 
at c'!epth of 10 km for the model shown 
Reduced travel time plot for reflections shown 
in fig-. 5.16c 
Ray diagram for diving waves sampling the 
intermediate layer of uniform increase in 
velocity with depth 
Reduced travel time plot for the diving waves 
and reflections shown in fig. 5.16e 
Apparent surface velocities derived from the 
travel times calculated for the model of fig. 
5.16 are plotted against epicentral distances 
assuming an average focal depth of 9 km 
The positions A, Band C of the 5.8/7.2 km/s 
refracting interface in the model 
(assuming mean focal depths of 5,10 and 15 km 
respectively) are superposed on the structural 
model of Savage and Long (1985) 
Theoretical apparent velocity for direct waves 
in a material of velocity 5.8 km/s plotted 
against focal depth for epicentral distances 
of 40,50,60, 70 and 80 km respectively 
Plot of travel time against focal depth for 
direct waves and for head waves from 
interfaces at depths of 10,15 and 20 km respecti­

assuming epicentral distance of 60 km 
Plot of apparent velocity of wide angle 
r2flections against focal depth for reflector 
deoths of 10,15 and 20 km respectively at a 
distance of 60 km 
Plot of difference, t, between the onset times 
of head waves and wide angle reflections frum 
the same interface depths 10,15 and 20 km 
resoectively assuming epicentral distance of 
60 km 
Flot of apparent velocity of multiple reflect­
ions (of the type described in section 6. 2. 4) 
against reflector depth, H, for focal depths 
of 5, 10, 15 and 20 km respectively 
Plot of difference, t, between the onset times 
of headwaves and multiple reflections (described 
in section 6.2.4) against interface· depth H for 
focal depths of 5,10,15 and 20 km respectively 
Flot output from program VF IL applied to data of 
event number 7 in the region of the first arrival 
Values of refractor depth H calculated from the 
difference of 1.20s between the onset times of 
direct and head waves (assuming a focal depth 
of 5 are plotted against epicentral distance 
for distances in the range 30 to 100 km 

3011 

302 

303 

304 

305 

311 

321 

321 

325· 

325 

328 

328 

333 

334· 



6.6 

6.7 

6.8 
7.1 

7.2 

Ray paths (arrowed) illustrating refracted 
reflections in a simple two layer structure 
with plane interface 
The two layer model consistent with the first 
and later arrival data 
The three layer model consistent with the data 
Comparison of tlte preferred structural model 
with some other previous models for the 
Gregory rift 
Stages in the development of a domed and rifted 
structure 

334 

344 
345 

347 

358 



2.1 

3.1 

3.2 

3.3 

3.4 

3.5 

3. 6a 

3.6b 

3.6c 

3.6d 

3.7 

3.8 

3.9 

3.10 

3.11 

L Isr OF TABLES 

Kaptagat seismometer site coordinates and 
altitudes 
Normalized amplitudes in the neighbourhood 
of (6.0 km/s, 225°) when the array is tuned 
to the signal (6.0 km/s, 225°) 
Normalized correlator amplitudes in the 
neighbourhood of the signal (7. 0 km/ s, 270°) 
to which the array is tuned 
t-brmalized 'rAP amplitudes for sbgnals in the 
neighbourhood of (7.0 km/s, 135 ) when 

0 
array is tuned to (7.00 krn/s,l35 ) 

Measured velocities and azimuths at different 
azimuths when the outputs of the array sensors 
are given delays corresponding to a signal 
crossing the array with velocity of 7.0 km/s 
at each of the given azimuths 
Step-out times of 6.0 km/s and 8.0 km/s arrivals 
at Kaptagat nits when the two interferring 
signals come in from an azimuth of 225° 

1 f () N' Va ues 0 av computed for Kaptagat pits at 
signal azimuths in the range 75° to 115° for 
an apparent velocity of 6.0 km/s 

rl T\1 I Values of computed for Kaptagat pits at 

signal azimuths in the range 75° to 115° for 
an apparent velocity of 7.0 km/s 

aN' Values of av computed for ¥aptagat pits at 

signal azimuths in the range 75° to 115° for 
an apparent velocity of 7.5 km/s 

() N' Values of ae computed for Kaptagat pits at 

signal azimuths in the range 75° to· 115° for 
phase velocity of 7.0 km/s 
Correlator print output from program VF 
showing first arrival parameters for event 11 

peak correlator outputs and the 
corresponding first arrival velocities measured 
at azimuths close to the azimuth of the first 
arrival for event 11 
Correlator print output for event 11 in 
time range containing 'X' arrivals 
Correlator print output for event 7 with 
peaks clotted every 0.01s 
Measured P-X times and the corresponding 
arrival measured apparent velocities and 
azimuths of the local rift events to the 
immediate east of Kaptagat 

the 

two 

first 

69 

106" 

110 

Ill 

113 

120 

128 

129 

130 

131 

159 

164 

171 

181 

184 



3.12 

3.13 

4. 1 

4.2 

4.3 

5.1 

5.2 

. 50 3 

6 0 1 

6.2 

6.3 

6.4 

Measured J'-X times and the corresponding 
measured first arrival apparent velocities 
and azimuths of rift events to the north and 
south of Yaptagat 
Beasured P-X times and the corresponding 
measured apparent velocities and azimuths 
of events originating mainly from the south 
west of Kaptagat 
Heasured F-X times and azimuths for the 11 
local rift events to the immediate east of 
Yaptagat 

of labels on the curves of 
distance against time difference shown in 
fig. 4.4 

eoicentral distances for close in 
local ri!:t events to the immediate east of 

185 

212· 

216 

Yaotagat 219 · 
Normal distances of epicentres measured from 
the rift axis, positive to the east and negative 
to the west 252 
A portion of the print from the program 
SEIS 83 applied to the model of fig. 5.16 

of apparent velocity, V, estimated for 
the ·diving waves from the model of fig. 5.16 
for various distances, and times, t 

of refractor depth based on inter-
preting the 5.8 km/s arrivals as direct waves 
and at focal depths of 5, 10 and 15 km 
Step-out times between the first arrivals and 
the 'b' and the calculated focal depths 
Parameters of the phase marked 'w' in fig. 
3.31 and identified as wide angle reflections 
Farameters of the phase marked 'm' in fig. 
3.31 and interpreted as multiple reflections 
of the described in sections 6.2.3 and 
6.3.4 
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CHAPTER 1 

THE EAST AFRICAN RIFT SYSTEM 

lol Introduction 

The rift system (figolol) includes the Gulf 

of Aden 9 the Red Sea and the East African riftso These three 

rifts form a triple junction in the Afar region thus 

trisecting the Afro-Arabian plateauo The East African rift 

system is the world 9 s largest and best exposed example of a 

continental rift systemo It is apparently connected 9 via 

the Gulf of Aden 9 to the Carlesberg ridge of north west 

Indian oceano Hence 9 unlike other continental rifts 9 it 

appears to be a continental extension of the global mid­

ocean ridge systemo 

In the Red Sea nnd the Gulf of Aden 9 there has been 

complete separation of the continental lithosphere and the 

evolution of a new oceanic lithosphere by sea floor spreadingo 

A thorough understanding of the magmatic and tectonic 

processes beneath the East African rift is required to 

establish whether the rift system is at the closing stages 

of a stalled evolution or is marking the initiation of an 

episode of lithospheric spreadingo 

lo2 The Easi_A!rican 

The East African rift system extends southwards from 

Afar depression to Mozambique for a distance of about 3000 km 

(King 9 197B)o On a continental scale 9 the rift system is 

essentially a north-south trending feature although its 
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structural elements only exceptionally show this trendo Over 

much of the rift system a simple graben structure is expectional 

and the series of rifts are not continuously connected (Le Bas 9 

197l)a The actual rift pattern is considered to be largely 

controlled by the influence of the structures of 

the basementa Within Eastern Africa 9 the Tanganyika shield 

with east-west trends 9 appears to have acted as a resistant 

block deflecting the fault patterns to either side 9 thus 

forming the western and eastern rifts (figo lol)a These two 

branches appear to frine;e the East African plateau on the west 

and east and cojoin a broad zone of faults north of 

Lake Malawi at about latitude 8°So 

Apparent faultinE ends in the neighbourhood of the Limpopo 

River (King, 1970)o But heatflow and seismic data suggest that 

rifting may extend to as far south as 23°8 (Chapman and Pollack 9 

19759 Fairhead and 1969)o Seismicity studies 

the existence of a tensile zone extending the eastern branch of 

the East African Rifts'9 on land 9 from North Tanzania divergence 

in a north-west to south-east direction to the Tanzanian 

line at about 7°Sa From there the eastern rift is further 

extended through northern Mozambique continental slope south­

wards along the Kerimbas and Lacarda deep grabens to as far 

south as about 17°So Hence the Tanzanian rifts form a link 

between the eastern rift and the troughs along the Mozambique 

continental margin (Mougenot et alo 9 1986)., 

The East African rift system is a zone of normal faults 

indicating tensile stressfield (Heiskanem and Vening Meinesz 9 

1958; Fairhead and Girdler 9 197l)o It traverses two broad 

elongated domal uplift::s 9 the Afro-Arabian (Ethiopian) dome in 
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Ethiopia and the I<enya dome further south in Kenya. The main 

Ethionian rift, starting from .l\far, traverses the crest of the 

Fth iopian c.ome and extends about 4 50 km south -·south westward 

before dying out in a series of splayed tilted blocks 

(Shackleton, 1978). 'T'his splayed strecture seperates the 

f:'thionian rift to the north from the Gregory rift to the south. 

1.3 The Gregory Rift 

The Gregory rift (fig. 1. 2) is that part of Eastern 

rift lying within Kenva and northE'rn Tanzania. It bisects the 

funva domal uplift which is a second order structure and local 

culmination on tte eastern ri.m of the more extensive East 

African plateau. The dome is elliPtical. in plan, about 

1000 km long and 300 to 400 km vtide (Logatchev et al, 1983). 

Elevations along both the shoulders and the floor of the rift 

rise towards the central sector of the dome. The dome may be, 

however, more a reflection of volcanic accemulation than of 

vertical uplift, which can only be judged from the displacement 

of leve.ls of the basement 1978). 

The fault pattern in the Gregory rift has an element of 

symmetry about thE; minor (east-west) axis of this uplift while 

the main rift is located on the crest and major 

axis. The Gregory ri_ft r:tDoroximates a discorotinuous fault 

bounded graben for about 45C km between latitudes 2°S and 2°N 

along the axis of the uplift (Ki.ng, 1978) although later 

estimates suggest that the main uxial depression is over 600 km 

in length (Logatchev et al,1983). Thtimates for the overall 

width of the Gregory graben are all in the range 60-90 km (Baker 

et al., 1972; et al,1983; F"ing, 1978) while the width 

of the central graben is estimated at about 20-30 km (Baker and 
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197l)o Generalised structural map of the Gregory 

rift shows a sinuous swine; in trend betwe'en about 0° and 1 °S 

latitude lo2)o 

The faults are essentially normal dip-slip type and marginal 

faults have throws up to 4 kmo Height of the fault escarpment 

in the central sector of the rift ranges up to 2000 m (Baker 

and Wohlenberg 9 19719 Kinc 9 1978)o Step faults and ramps lead 

from the margins to the central grabeno The graben floor and 

step fault platforms are composed of Plio-Pleistocene volcanics 

cut by dense swarms of closely spaced sub-parallel faultso' The 

faults on the rift floor are locally hidden by late Quaternary 

volcanic piles (McCall 9 1968)o 

Northwards around Lake Turkana 9 by a succession of splay 

faults and downwarps the rift zone widens·to an ill defined feat­

ure about 200 km acrosso This region separates the Gregory rift 

from the Ethiopian rift indicating that 9 at least superficially 9 

the two rifts are not a single continuous featureo 

too 9 in Tanzania 9 the Gregory rift widens by splay faulting 

and merges into a zone of tilted blocks (Baker et 

The Kavirondo rift branches from the Gregory rift at the 

centre of the Kenya domal uplift and trends west and southwest, 

bisecting the highest part of the Western plateau and descending 

westward into Lake Victoriao Estimates for the width of the 

Kavirondo rift are in the range 15 to 30 km (Baker et al:,l9?2; 

King, 1978)o 

lo4 Evolution of the 

The Eastern rift and its associated uplifts are 

impressed on the late Precambrian - early Palaeozoic 
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Mozambique orogenic belt whose age is estimated to be 

in the range 835 to 400 my (Cahen and Snelling, 1966). 

During most of the Palaeozoic, Eastern Africa was 

occupied by fold mountains being eroded (Baker et 

al., 1972). Marine transgression started in the late 

Triassic - lower Jurassic in the Horn of Africa and 

extended westward to cover NE most of 

Ethiopia and SW Arabia by the end of the Jurassic. 

This marine transgression resulted from the opening 

Indian ocean (Shackleton, 1978). Downwarped sediments 

up to 2000 m thick in north central Ethiopia suggest 

that a subsiding trough lay along the future site of 

the Ethiopian rift as early as the Jurassic. 

Regression of this sea began by the end of the 

Jurassic or early Cretaceous and continued with minor 

periods of transgression into the early Tertiary. The 

Cretaceous regression in eastern Africa may have been 

caused by continental epeirogeny (Baker et al., 1972). 

But evidence for localised differential uplifts in 

Ethiopia and Kenya are found in well preserved planar 

erosion surfaces (Saggerson and Baker, 1965). From 

these erosion surfaces it is inferred that uplift of 

central Kenya and Ethiopian domes took place in three 

synchronous pulses seperated by long periods of crustal 

stability and erosion. In both Kenya and Ethiopia, the 

three uplift stages are estimated as late Eocene, lower­

middle and Plio-Pleistocene. 

In central Kenya there was an uplift of about 

500 m in the lQtc Eocene and a further uplift of 300 m 

in the mid-Miocene. There was a major uplift of about 
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1500 m in central Kenya in the Plio-Pleistocene (Baker 

et al., 1972; Shackleton, 1978). The amount of each 

uplift decreased towards the east and was accompanied 

by flexuring and subsidence of the coastal region. 

The isobases of the erosion surface is shown 

in fig. 1.3 which indicates that the sum of uplifts 

since the mid-Tertiary reached a maximum of 1800 m. 

The upper Eocene uplift of the Afro-Arabian region 

marked the initiation of the Ethiopian domal uplift and 

of the eastern rift system. The uplift was preceded 

and accompanied by the outpouring of the Eocene-Oligocene 

Trap series fissure basalts (which cover most of 

Ethiopian and Somalian plateaux and the Yemen highlands 

of south-western Arabia) and axial in 

Ethiopia. The Trap series represent the largest single 

volcanic event in the history of the eastern rift and 

covered 750, 000 km
2 

in Ethiopia and 30,000 km
2 

in south 

west Arabia (Gass, 1970). Its estimated total thickness 

reaches 4 km in northern Ethiopia (Mohr, 1967). There 

was no equivalent Tertiary volcanism 1n Kenya (Logatchev, 

1972) 0 

By late Oligocene - early Miocene time, embroyonic 

troughs had formed along the present lines of the Red 

Sea and the Gulf of Aden. This mid-Tertiary phase of 

development extended southward through Afar and Ethiopia 

and was manifested by downflexing and faulting of the 

Turkana depression of northwest Kenya. 

The formation of the Gregory rift started in the 

lower to middle Miocene (about 23-16 my ago) with the 

monoclinal upwarping of of the Kenya-Uganda border area 
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accompanied by downflexing of Turkana depression 

(Shackleton, 1978; TUng, 1978; Logatchevy 1972). 

10. 

During this period, alkaline carbonatite central 

volcanoes of eastern Uganda and of the future Kavirondo 

rift were formed on the uplifted area. In the com-

plimentary Turkana depression, this was accompanied 

by massive fissure eruptions of basaltsy mugearites 

and ryolites. The central rift area was uplifted about 

300 m (Saggerson and Baker, 1965). 

During the upper Miocene (about 13.5-12.0 my ago), 

the area of volcanic activity shifted to the Kenya 

domal uplift and lost its connection with.the Ethiopian 

volcanic area. Immense fissure eruptions of phonolites 

and phonolithic trachytes occured through systems of 

fractures on the crest of the volcanic uplift along the 

strike of the future Gregory rift. Fissure eruptions 

dominated this stage which has the highest magmatic 

productivity in the whole history of the rift develop­

ment. Estimate of the total volume of upper Miocene 

phonolites is 25,000-30,000 km 3 (Logatchev, 1972). 

In the lower-middle Pliocene times (about 10 to 

5 my ago), volcanic activity was restricted to a 

narrower zone but extended southwards beyond the 

limit of the plateau phonolites at the latitude of Lake 

Magadi. The mode of eruptions changed from mainly 

fissure to predominantly central. The numerous volcanoes 

were situated along the rift floor or over the s6arps 

of the rift shoulders thus suggesting a connection with 

the future rift which at this time was still noL 

defined as a real trough. At the same time, the 
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petrochemical composition of the volcanic rocks changed 

substantially from being strongli alkaline to being 

more variable. During this period, fault displacements 

took place along the Elgeyo escarpment and to the 

north of it within a flex ure zone seperating Turkana 

depression from the Eastern Uganda upwarped area. 

Marginal faults of the Kavirondo rift were possibly 

formed at this time (Logatchev et 1972). 

On the western side of the rift zone vertical 

displacements embraced nearly the whole length of the 

structure from range in the north to Crater 

Highlands in the south. Displacements on the 

eastern side occurred only in a limited section at the 

foot of the Aberdare range. Hence extensive rift fault-

ing following "1iocene uplift produced a meridional 

asymmetric trough faulted mainly on its western side. 

There was minor trachyte volcanism on the rift floor 

of this trough. This was followed by much more massive 

voluminous basaltic eruptions along L the whole 

length of the trough together with the formation of the 

dominantly basaltic Aberdare Central volcanic range. 

The next stage in the rift development was in the 

upper Pliocene-Lower Pliestocene (about 5.0 to 2.0 my 

ago). In the upper Pliocene, massive eruptions of 

trachytic ignimbrites began in the central part of the 

rift floor locally filling the rift and overflowing its 

banks. The basalt series was formed mainly by fissure 

eruptions on the rift valley floor. Major upliftphase 

beyan which raised central Kenya by a further 1500 m. 
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This uplift was accompanied by major graben faulting 

along most of the Gregory rift at the end of the 

Pliocene. It was followed by mainly fissure trachyte 

volcanism which flooded most of the graben floor (Baker 

et al., 1972). At the end of this phase an outline of 

the Gregory rift was created as the shoulders were up­

lifted while the floor was downfaulted (King, 1978). 

Simultaneous with the immense basalt volcanic activity 

was the establishment of autonomous magma chambers to 

the east of the rift. These chambers started the 

formation of the gigantic volcanoes of Kenya and 

Kilimanjaro and probably Kulal (Logatchev, 1972). 

Volcanic activity to the west of the rift stopped com­

pletely at the start of the rift downfaulting. From 

that time on, volcanic activity was restricted to the 

regions within and to the east of the rift. 

During the lower-middle Pleistocene times (about 

2.0-0.7 my ago), the developing graben was partly filled 

by flood trachytes. This stage witnessed the formation 

of rift trough along the whole length of the Gregory 

rift. There were further local rejuvenations of the 

main graben and stepfaults which deepened the central 

sector of the rift. The graben floor was shattered 

closely spaced minor faults which in some cases reach 

densi tie·s of 2 to 3 faults per km (Baker and Wohlenberg, 

1971). Deepening of the rift valley and formation of 

stepfaults at its margins were produced by movement along 

these minor faults. The overall effect was to produce 

"rift in rift" struct.urP.s with marginal platforms. 
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In the northern and southern ends of the rift valley 

there was intensive fracturing of the crust. In these 

regions, systems of splay faults formed with dominantly 

eastward dip-slip displacement of the blocks. 

By the late Quaternary, from about 0.7 my ago to 

the present, fissure eruptions had stopped and wide-

spread area of volcanity on the floor disintegrated 

into seperate areas of central volcanoes. Trachyte, basalt­

trachyte and phonotite caldera volcanoes built up axially 

in the floor of the inner graben. The chemistry of the 

of the rift floor diversified. In areas well 

to the east of the rift there were extensive basaltic 

eruptions (Williams, 1969). Hence the eastward migration 

of magmr.tic activity, started in the upper Pliocene -

lower Pleistocene continued into this period. 

1.5 Petrochemistry 

Basalts, phonolites and trachytes are prominent 

amongst Gregory rift volcanics. Basalts have been 

erupted repeatedly throughout the history of the Gregory 

rift and in total volume has been estimated at not less 

than 70,000 km 3 0\Tilliams, 197.2). The total volume of 

the Cenozoic volcanics is about 230,000 km3 (King, 1978) 

which is higher than the previous estimates of about 

150,000 km3 (Baker et al., 1972; Williams, 1972) 0 The 

thickness of the volcanics is estimated at about 2.5 km. 

The volcanics of the Gregory rift can be divided 

into two geochemical series, one midly alkaline and the 

other alkaline (Baker et al. 1972; King, 1978) 0 



In the early stages of the rift developmentv from early 

Miocene to early Pliocene (about 25-5 my ago) r the 

proportion of strongly alkaline rocks was 30-40% of the 

total volume of outflows. In the later stagesr from 

early Pliocene to the present, the proportion of strongly 

alkaline rocks decreased to about 1% (Logatchev et al.r 

1983). Kenya basalts contain less Si0 2 and more CaO-MgO­

FeO than Ethiopian basalts and this suggests a deeper 

origin for the Kenya rift basalts (Baker et al., 1972). 

The Miocene pre-rift flood basalts and the Quaternary 

flood basalts outside the rifts are more strongly 

alkaline than the Pliocene basalts of the rift floor. 

This suggests, as in Ethiopia, shallower melting under 

the rift than under the adjacent plateaux (Green and 

Ringwood, 196 9) . 

Goles (1975) reached a similar conclusion from 

studies of Kenya basalts. He studied two suites of 

basalt, one from the Chyulu range, about 300 km to the 

south east of the culmination of the Kenya dome and the 

other from Olorgesailie, the southern part of the 

rift. The Chyulu suite seems to have been derived from 

magma which equilibrated at a temperature of 1450°C and 

pressures substantially less than 25 kbar (about 80 km 

depth) . The Olorgesailie suite being more evolved and 

having equilibrated at shallower depth (1200°C and 3-10 

kbar pressures), is thought to be derived from a 

secondary magma chamber located within the crust. A 

series of such secondary magma chambers along the rift 

axis would give rise to the positive Bouguer anomaly 
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observed by Searle (1970). 

Baker et al. (1972) from available geological data 

argue that ''volcanism and tectonism are dual expressions 

of thermal events in the asthenosphere, along an up­

lifted zone of crustal dilatation." The geothermal 

gradient is lower under the eastern rift than under the 

mid ocean ridge. Consequently a greater depth of melt­

ing under the eastern rift compared with the oceanic 

spreading zones is indicated by abundance of strongly 

alkaline volcanism (Green and Ringwood, 1969). Further­

more, the long duration of alkaline magnatism is nbt con­

sistent with the view that the African rifts simply 

represent embryonic stages of sea floor spreading (Murray, 

19709 Le Bas 9 197l)o But contrary views are widely heldo 

1.6 Summary. 

Formation of the Gregory rift started in the early 

Miocene. Volcanic activity was not in general restricted 

to the confines of the rift valley. Volcanic activity 

developed in the west in the Miocene and to the east in 

the Plio-Pleistocene to recent times. Within the rift, 

volcanism commenced in the north and extended to the south 

in the Pliocene (King, 1978). 

The downwarping trough was largely or wholly filled 

with products of episodes of volcanism and sedimentation. 

Throws on the main faults range up to 4 km. Faulting has 

produced a graben about 80 km wide in places and about 450 

km in length to the north and south of which the faults 

splay outwards over much broader zones. 
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King (1978) infers the presence of basement rocks 

beneath the volcanics in all parts of the Gregory rifto 

This suggestion is supported by other geological and 

geophysical data (Chapman et alo 9 19789 Swain et 

1981)o He therefore argues that although there is a 

possible crustal extension of about 8 km 9 there is no 

evidence for crustal seperationa Current centres of 

activity are along the rift axis and to the easto 

lo 7 previous Geopgy.§ical Work in Africao· 

la7ol Africa Outside the Rift Zoneo 

Geophysical data indicate that 9 away from the rift 

Africa has a structure similar to that found in 

stable shield areaso 

Gumper and Pomeroy (1970) measured Rayleigh wave 

phase velocities in the period range 30 to 67s for paths 

from Helwan in Egypt to South Africao They also deter­

mined Rayleigh and Love wave group velocities for the 

African continent utilizing all available data from 

WWSSN and LGO stationso These authors observed a 

similarity between their phase velocities and those 

obtained for the Canadian sheild by Brune and Dorman(l963)o 

Gumper and Pomeroy (1970) also obtained travel 

time data for paths traversing the African continent in 

the distance range 100 to 4700 kmQ A velocity of 8 .. 07 

krn/s was found for Pn while Sn velocity varied from 4o55 

to 4o 72 km/so 

The mean structural model (AFRIC model) satisfying 

their seismic velocities was derived and compared with 

models for shield and continental regions (fig .. · 1 .. 4-) o' 

This comparison indicated that the structure .for par·t;s 
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of Africa away from the rift zone is similar to the 

structure associated with normal stable shield regions 

exemplified by the CANSO model of Brune and Dorman (1963). 

Bloch et al (1969) determined Rayleigh wave 

velocities (in the period range 20-100s) from an array of 

stations located near Johannesburg, South Africa, and from 

WWSSN stations at Pretoria, Bulawayo and Windhoek. Multi­

mode Rayleigh and Love wave group velocities from the 

records of a number of earthquakes originating near Kariba 

dam and in southern Malawi were also measured. The group 

velocities extended from the period range 2-40s for the 

fundamental mode and 2-12s for the higher modes. 

The multimode dispersion data indicated that the 

crustal and upper mantle velocities to the east of a line 

through Pretoria and Bulawayo are higher than those to 

the west. The phase velocity and group velocity curves 

for the path Kariba-Pretoria were found to be similar to 

those for shield areas. The phase velocities -obtained for 

the array area confirmed the high subcrustal shear velo­

cities previously determined for southern Africa from 

refraction studies (Willmore et al, 1952; Gane et al., 

1956; Hales and Sacks, 1959). The model derived from the 

data of Block et al, (1969) for South Africa matched closely 

the CANSO and models. These models are illustrated 

in figure 1.4. 

Details of crustal structure for southern Africa 

come from the refraction studies of Willmore et al, (1952), 

Gane et aL (1956) and Hales and (1959). Willmore 

et al• ( 195 2) stud ted seismograms of the Wi twaterstrand 

earth tremors at distances up to 500 km in Western Transvaal. 
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These tremors ')rigi.nated at depths between 1 and 2. 5 km. 

Travel time data on 210 seismograms obtained from 150 

tremors recorded on three component sets were interpreted 

in terms of a single Jayer crust with crustal and Moho 

velocities of 6.09 (3.68) and 8.27 (4.83) for P and (S) 

waves (fig. 1.5a). The depth to the Moho was estimated 

at 36 km. 

These authors observed second P phases" in 

the distance range 200 to 290 km. ThesE: Phases were too 

early to be regarded as P . They could be headwaves 
g 

from an intermediate layer within the crust. The data 

interpreted in terms of a two layer crust gave a mode]_ 

shown in figure 1.5b. This gives an average depth of about 

39 km tc: the Moho and about 23 km-to the too of the lower 

layer. But tecause of possible uncertainty in the 

identification of the second P and S ohases the authors 

did not forward this two-layer model. They preferred 

an alternative intE:roretatioh of the data in terms of a 

single layer crust in which velocity increased uniformly 

with dePth. 

Gcme et al. ( 19 55 ) used seismograms from the \-Ii twater-

srand area around Johannesburg out to epicentral distances 

between 50 and 500 km at 25 km intervals. Tremors were 

of magnitude not exceeding 3.5 and have normal focal depth 

of 1.5 km. T1averses were made west, south, east and north 

of Johannesburg. 

Their data were consistent with one layer crustal 

model in which t:he dePth to Moho is 3 5. 1 + 1. 2 for Pwaves and 

3 3. 3+1. 3 km for EWaves (fig. 1. 5c ) . Crustal and Moho veloci tie: 

were obtained as 6.18 and S.27 kms- 1 for Pwaves and 3.66 
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and 4.73 kms- 1 for S waves. No significant differences 

were observed in the results for different directions. 

The depth estimates include 1.3 km of superficial material 

of lower density. 

These authors observed "rare occurrences of weak P 

and S phases" preceding the normal P and S beyond 180 km. g 

Those phases could suggest the existence of an intermediate 

crustal layer as indicated above. The authors, however, 

interpreted them in terms of an increase in velocity with 

depth within a single layer crust. A relation of the form 

o( = 6.00 + O.Ollz 

p = 3.60 + 0.007z 

was suggested. o{ and represent.P and S velocities 

respectively and z represents depth below the surface. 

Because of insufficient data, this model was not advocated. 

Tremors from the same source area as discussed above 

were recorded along a route in East Transvaal (Hales and 

Sacks, 1959). On the resulting seismograms, the authors 

found P and S phases which they interpreted as associated 

with an intermediate crustal layer. They therefore inter-

preted the travel time data in terms of a two-layer crustal 

model as.shown in figure l.Sd. The layer thicknesses were 

derived from P-wave data. 

Bott (1971) suggests that the P and S phases which 

these authors associated with an intermediate crustal layer 

may well be Moho reflections because of their high amplitude. 

It is evident, however, that reflection from the intermediate 

layer could have more energy than Moho reflections if the 

lower crust is thin compared with the upper crust (Clowes 



and othe1s , 1968, Berry and West, 1966). And that 

may well be cnse with the data under discussion. The 

model velocities and thicknesses (35-40 km) are typical 

of normal continental crust in shield areas. 

From seismic data, therefore, it is evident that 

Africa away from the rift zone has a crust and an upper 

mantle structure typical of stable shield regions. 

1.7.2 Evidence For Existence of Anomalous Upper Mantle Beneath 

the Rift Zone. 

Evidence from geophysical data confirm the existence 

of anomalously low density and low velocity material in 

the upper mantle part of the East African ?lateau. 

Available data further show that this anomalous zone 

rises closest to the surface beneath the Gregory rift 

tn Kenya. This implies extreme thinning of the lithos­

phere under the rift. 

The first evidence for the upper mantle anomaly 

comes from gravity data. Bullard (1936) carried out 

large scale gravity survey in East Africa using data 

from pendulum measurements. He interpreted 56 of his 

own measurements and 33 measurements made by Kohls­

chutter in 1899 and 1900. From these, he observed 

broad negative anomalies over the East African plateau 

and established that the plateau as a whole is appro­

ximately isostatically compensated. This was inter­

preted (Bott, 1965) as requiring a low density body 

at th9 base of the crust or within the upper mantle. 

Later and more refined gravity data have shown that 

this anomaly is associated with low density upper 
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mantle. 

Since the work of Bullard, the East African rift 

zone has been covered wj more and better refined 

gravity surveys. Long Bouguerpro=ilAs across the East 

African nlateau show that the uplifted region is 

characterized by broad negative anomaly values as low 

as -150 mgal with still more negative values over the 

rifts. Over the axial part of the Gregory rift, there 

is a small amplitude (40-50 mgls) shorter wavelength 

(40-80 km) positive anomaly superposed on the long 

wavelength anomaly (Searle, 1970). This axial positive 

ridge will be discussed in a later section. 

All the different workers interpret the long wave­

length negative Bouguer anomaly to indicate the presence 

of an anomalously low density material in the upper part 

of the upper mantle. But details of shape and thickness 

of models differ. Sowerbutts (1969) interprets it as 

due to the presence of a broad subcrustal lens of low 

density upper mantle or basal crust under the plateau. 

According to Girdler et al (1969), it is caused by a 

slightly lower density asthenosphere expanding to higher 

levels and engulfing part of the lithosphere. Darra­

cott et al, (1972) interpret it as due to a low density 

asthenolith. The existence of low density upper mantle 

beneath the rift zone is also clearly supported by 

gravity data of KhRn and (1971) and Baker and 

Wohlenberg (1971). The various ·models describing this 

upper mantle low density are shown in figure 1.6. 
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The existence of anomalously low density material 

in the upper part of the upoer mantle suggested by 

gravity data is supoorted by various other geophysical 

data. Surface wave dispersion data indicate the 

existence of anomalously low velocity upper mantle 

under the rift zone. The material of low density 

should exhibit low seismic velocity since reduction 

in density may arise from higher than normal temperatures. 

Sundaralingham (1971) and Long et (1972) studied 

the dispersion of Rayleigh waves travelling between 

permanent stations of Addis Ababa (AAE) , Nairobi (NAI) , 

Lwiro and Bulawayo (BUL}. They measured inter­

station phase velocities for events close to great 

circle paths through these stations. Their dispersion 

curves were then compared with the dispersion curve for 

AFRIC model of Gumper and Pomeroy (1970). The two curves 

tend to merge at shorter periods indicating some uniform­

ity of the crust over Africa as a whole. Compared with 

the AFRIC model, there is a significant reduction in 

phase velocity at longer periods indicating anomalously 

low upper mantle velocities under the rift zone. They 

observed that this anomalous zone is well developed for 

the oath AAE-NAI (which traverse.Sthe rift zone) and 

less extensive along other paths. The main anomaly, 

therefore, extends along the eastern branch of the rift 

system and is much less extensive beneath the western 

rift. 

Knopoff and Schlue (1972) measured fundamental 

mode Rayleigh phase velocities from four telesoisms 

sufficiently close to the great circle path between the 
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recording and NAI in the period range 

20-125s. The observed Rayleigh wave phase velocities 

for the path AAE-NAI which samples the rift structure 

were comparable to those obtained for paths in the 

Basin and province of the In comparison 1 

the Canadian shield profile of Brune and Dorman (1963) 

gives extraordinarily high velocities. The data of 

Knopoff and Schlue (1972) indicate that the upper 

mantle sampled along the path AAE-NAI has an extensive 

region of material with unusually low S-wave velocity. 

A region of perhaps 120 to 200 km in thickness has an 

S velocity between 4.25 and 4.45 kms-1 with little or 
n 

no variation in gradient. Mueller and Bonjer (1973) 

have also used surface wave dispersion data to infer 

the existence of a well developed low velocity zone 

for S waves (asthenosphere) in the upper mantle in the 

deeth range 80 to 210 km beneath the rift zone. 

Studies of teleseismic P-wave delay times have 

shown that stations close to the rift indicate large 

positive delays compared with delays observed at 

stations sitting on normal shield structure. This 

suggests that arrivals at rift stations have passed 

through a low velocity zone on their path. Sundara-

lingham (1971) measured teleseismic delays at AAE, NAI 

and LWI relative to Bulawayo (BUL) using events in the 

distance range 25° to ·go 0
. The relative delays are as 

shown below. 



Locality 

AAE 

NAI 

LWI 

Eastern rift station mean 

Delay (s) 

2.7+0.3 

2.3+0.3 

1.1+0.3 

2.5+0.3 

27 0 

These delays have been interpreted to indicate the existence 

of a substantial low velocity zone in the upper mantle beneath 

the eastern rift in comparison to the typical shield structure 

beneath Bulawayo. 

Analysis of teleseismic events recorded along a 600 km 

long profile across the East African rift (Kenya) show delays 

greater_ than 1. 5·s centred on the rift which indicates a low 

velocity zone beneath the crust (Dahlheim et al., 1986). The 

delay pattern was explained as due to the upwarp of the 

asthenosphere/lithosphere boundary. 

Savage (1979) and Savage and Long (1985) interpreted tele­

seismic P-wave delay times measured across the Gregory Rift near 

the equator and along a south eastern radius of the Kenya dome. 

The observed variation in delay time shows a broad zone over 

which there is substantial delay with a superimposed minimum 

along the ridge axis. This observation could only be explained 

by the presence of anomalously low velocity material within the 

uppermantle. The top surface of the anomalous zone comes to 

within 20 km of the surface along the rift axis. The data 

suggest the anomalous zone extends some 270 km south eastwards 

from the culmination of the dome. In general the zone thins 

rapidly to the south east away from the rift axis, mirroring 

the attenuation observed, from Kaptagat, for the same zone to 

the northwest by Long and Backhouse (1976). There is, however, 

a subsidiary thicknening under mount Kilimanjaro. A seismic 
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model of the axial intrusion is shown in figure 1.7. 

, Gumper and Pomeroy (1970) studied the propagation of Sn body 

waves and Lg along paths within Africa. They found that Sn is 

observed over all paths less than 3000 km in length that do not 

cross either the African rift zone or the Red Sea rift. Sn and 

Lg propagate across the southern part of the East African rift 

zone below about but their propagation across the northern 

part above the equator is inhibited. If Sn propagation is in­

then a high attenuation or low Q material exists 

(Oliver and Isaacks» 1967). The indication then is that at 

least the northern part of eastern rift zone is underlain by 

abnormally hot» less rigid upper mantle or that there is an upward 

protrustion of the asthenosphere into the more rigid lithosphere 

above (Molnar and Oliver» 1969). Upward protrustion of this high 

attenuation (low Q) mantle material has sproduced what Gumper and 

Pomeroy call a "gap" in the mantle portion of the lithosphere 

which closes towards the southern part of the rift zone. Nolet 

and Mueller (1982) do not agree with this interpretation of the 

observed Sn and Lg attenuation. These authors adduced some 

evidence to show that the only conclusion that may be drawn from 

Lg attenuation is that there is a gap in the crust. They also 

argued that Sn attenuation can be affected when not just the 

lithosphere (the upper 100 km or so), but a considerable portion 

of the upper mantle is disturbed. 

Nolet and Mueller (1982) used simultaneous inversion of 

previously existing seismic data to obtain models for the 

western and eastern branches of the East African rift system in 

the latitude range 1°S to 10°N. These authors showed that the 

western branch is characterized by a 35 km crust and a thin 

high velocity lid over lying a channel possessing both low S and 
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low P velocities (4.47 and 7.69 km/s respectively). A strong reflector 

at a, depth of 140 km marks the lower boundary to the low velocity 

material. Their data suggest that the eastern branch has a crustal 

thickness of 40 km and is characterized by low S velocities9 4.43 km/s 

in the lid to a depth of 78 km9 4.09-4.21 km/s in a low velocity 

channel which extends to a depth of at least 161 km. 

Geomagnetic deep sounding data provide evidence for 

anomalous upper mantle material under the Gregory rift. 

Banks and Ottey (1974) tried to define the anomalous material by its 

expected high conductivity. They investigated the response of 

short period variations in the .earth's magnetic field using arrays 

of magnetometers. They found a region of high conductivity about 

20 km beneath the rift floor and another at approximately 100 km 

to the east and at a depth of 100 km. Their model was however 

heavily dependent on previous gravity and seismic data and 

can hardly be said to offer independent evidence. But this 

interpretation has been confirmed by subsequent geomagnetic deep 

sounding data (Banks and Beamish 9 1979). The deep body of high 

conductivity at a depth of about 100 km appears to correspond to the 

core of zone of melting in the upper mantle. This zone is 

responsible for the seismic and regional gravity anomalies and 

supports a part of the topographic elevation of the Kenya dome. 

The magnetotelluric data of Rooney and Hutton (1977) 

provided the first independent evidence for the existence 
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of high conductivities at depths corresponding to the 

upper mantle below the Gregory rift. Their data required 

the presence of a conductive material at a depth of less 

than 8 km below the rift floor. To satisfy their long 

period data, a conductive material was also required at 

depths greater than 30 km, corresponding unambiguously 

to the upper mantle below the rift. The depth and 

thickness of this upper mantle conductor could not be 

resolved because of the obscuring effect of the crustal 

conductor. 

The interpretation of slowness data provide another 

evidence for the presence of upper mantle low velocity 

zone beneath the Gregory rift. Array data recorded at 

the temporary station at Kaptagat have been used to 

study apparent slowness of teleseismic arrivals. 

Measured values of slowness differed significantly from 

the values expected from published epicentral deter-

minations and travel time tables. 

Backhouse (1972) interpreted the slowness anomalies 

in terms of a westerly thinning, plane sided wedge of 

-1 
anomalous low velocity (7.5 kms ) material embedded 

within normal 8·1 kms- 1 material. Forth (1975) reached 

the same general conclusion but showed that the data 

could be better explained if a curved surface was 

introduced for the top of the anomalous zone while 

assuming a flat base. 

Long and Backhouse (1976) interpreted slowness 

and delay-time data for teleseismic P-wave arrivals 

recorded at Kaptagat. They used apparent slowness 

vectors.for 29 well recorded events in the distance 



0 0 range 30 -90 . Measurements of delay times at 

Kaptagat relative to Bulawayo were made for 78 events 

. h d' t 25°-99°. 1n t e 1s ance range Average positive delay 

of 2.4s was observed. This value was not significantly 

different from the values obtained for Nairobi and Addis 

Ababa relative to Bulawayo. 

The authors explained the slowness anomalies in terms 

of lateral variation in velocity associated with a steeply 

dipping upper surface for the low velocity zone in the 

upper mantle. This upper surface of the zone was mapped 

(fig. 1.8) from the delay-time data to show a broad 

elliposoidal structure (lying. at about 150 km depth) 

on which is superimposed a steep sided structure con-

necting it to the crustal intrusion along the rift 

axis. Fig. 1.9 represents a two dimensional model 

along a west-east profile assuming a uniform velocity 

of 7.3 km/s for the anomalous zone. 

The authors showed that the zone thinned not only 

westwards away from the rift axis but also northwards 

to correspond to the dying out of the rift in northern 

Kenya. But they did not see any evidence to suggest 

that the zone is not continuous with the low velocity 

zone below Ethiopia indicated by large delay time at 

Addis Ababa. From the data, it is suggested that the 

centre of the structure corresponds to the centre of 

the uplift of the Kenya dome. This indicates that the 

uplift reflects the thickness of the low velocity zone 

in the upper mantle. 

Thus geophysical data confirm the existence of 

anomalously low velocity and low density upper mantle 
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beneath the East African rift zone. This anomalous 

material could result from partial melting in the 

normal upper mantle. The expansion resulting from 

this would give rise to upward migration of the low 

density upper mantle material with the attendant 

increase in temperatures. Surface manifestations of 

this will be seen in the localised increase in heat 

flow (Crane and O'connel, 1983; Morgan, 1983) and 

magmatic and seismic activity in the rift zone. 

Extension of this anomalous mantle material up into 

the crust will obviously produce positive contrasts 

in both density and velocity. These are all evidenced 

in the structure of crust under the rift inferred from 

geophysical data. 

1.7.3 Crustal structure close to but outside the Gregory Rift. 

The structure of the crust in the central part of 

the Gregory rift has been found to be anomalous. It is 

manifested by high seismic velocities and signi­

ficantly positive density contrast. But this anomalous 

crust has a limited lateral extent. Normal shield crust 

is found to exist in close proximity to the rift 

structure to the western and eastern flanks and also in 

the southern extremity of the Gregory rift. These 

conclusions are indicated by the following seismic data. 

Bonjer et al (1970) analysed seismograms of two 

deep focus teleseismic Hindu Kush earthquakes recorded 

at Lwiro (LWI) on the western flank of the western rift, 

Nairobi (NAI) close to the eastern margin of the Gregory 
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Rift and Addis Ababa (AAE)o From these seismograms 

they determined {;he spectral response ratios of long 

period body waveso From inversion of these data they 

produced thick two layer crustal models with horizontal 

crustal thicknesses of 43 and 35 km 

were obtained for NAI and LWI respectively (figo 

lolO)o The observed average velocities and thicknesses 

are typical of shield areaso These crustal models for 

NAI and Lftll are further confirmed by similar data 

obtained by Mueller and Bonjer (l973)o 

A further confirmation of the crustal thickness 

in this region is obtained from data on P to S conversiono 

Long period teleseismic P waves recorded at AAE and NAI 

show comparable P to S (Ps) conversions (Herbert and 

l985)o The timing of the Ps conversion relative 

to P suggests crustal thickness of 41 km for both stationso 

Rykounov et ala (1972) showed that the crust in the 

southern part of the Gregory rift is near to typical 

for continentso They studied this part of the rift 

using P and S wave travel time data from· local earth= 

que.k0 s in the magnitude range 1 M S 3 o The region 

of study was from Lake Magadi in Kenya to mount Hanang 

in Tanzaniao They showed that within the part of the 

Gregory rift contained in their survey area, the most 

probable focal depth was 10-20 km although their method 

of derl.ving focal depths was not 9 howeverg statedo· 

They derived a two layer cr)IJstal model lolO) 

for their region of studyo The P wave velocities for the. 

upper crust'i lower crust and Moho were 5 .. 8, 6o5 and 8.,0 
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-1 
krns respectively. was 35-37 and 

the npnt'l tn the :i_ntermediate ,,,Et_s ahout 1.8 ':!Tl. 

c·he.-::e r"'SU 1 ts I·.Ti ":h th9 data 

Maguire and Long (1976) measured apparent 

velocities and azimuths of first arrivals from local 

and regional earthquakes recorded at Kaptagat array 

station located about 15 krn west of Elgeyo escarpment. 

Data from arrivals corning from the west of the array 
e o 

(azimuth 160-360 ) were consistent with a two-layer 

crustal model. An intermediate boundary in the crust 

+ at a depth of 26 - 7 krn was introduced to explain the 

-1 
6.5 krns peak in the histogram of first arrival apparent 

velocities. A crustal thickness of 44 ± 2 krn was con-

sistent with the data. Their preferred model shown in 

fig. 1.10 has upper crustal and sub-Mohovelocities of 

-1 
5.8 and 8.0 krns respectively. 

This structure is similar to those obtained for 

southern part of the Gregory rift (Rykounov et al.,l972) 

and for Southern Africa (GQ!ne et aL, 1956; Willmore et 

al., 1952; Hales and Sachs, 1959}. The conclusion to 

be drawn from this work is that normal shield type crust 

with normal sub-Moho material exists at least up to 

within 30 km of the rift axis on the immediate western 

flank of the Gregory rift. The implication, therefore, 

is that a steep structural boundary seperates normal 

shield crust and sub-Moho material beneath the western 

flank of the rift from a mantle derived crustal intrusion 

beneath the rift axis. 
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1.7.4 The structure of the lithosphere within the Gregory Rift. 

Geophysical data discussed above confirm that the 

crust within the Gregory rift differs significantly from 

the normal shield crust outside the rift zone. 

Over the axial part of the Gregory rift there is 

observed a positive ridge of short ( 40-80 km) 

Bouguer anomaly of low amplitude (30-60 mgal) superposed 

on the long wavelenth Bouguer negative anomaly (Searle, 

1970). Quaternary volcanoes and &egments of increased 

geothermal activity are confined to this axial anomaly. 

This positive anomaly is interpreted by several workers 

in terms of a dense mantle derived basaltic crustal in­

trusion probably continuous with the low density upper­

mantle material associated with the long wavelength 

anomaly. 

Estimates of the depth to the top surface of this 

crustal intrusion vary from 2 km (Searle, 1970) through 

3.5 km (Fairhead 1976) to 20 km (Khan and Mansfield, 

1971). The width within the crust is estimated at between 

10 km (Baker and Wohlenberg, 1971; Fairhead, 1976; Darra­

cott et al., 1972) and 20 km (Searle, 1970). 

Griffiths et al. ( 19 71) used explo.sion (refraction) 

data t0 determine the structure of the crust beneath the 

axial zone of the northern part of the Gregory rift. 

Disposition of the shot.' points and seismometer positions 

are shown in fiq. Shots were let off in Lakes 

and Hannington and recorded at ten stations set up roughly 

along a line joining the shot points. Each station con­

sisted of eight 2Hz vertical component seismometers laid 



3 9 0 

Fig·1·11d:.Locations of the seismic lines used in the refraction 
studies of Griffiths et al-(1971) and Swain 
above 1500m s.hown shaded· From Swain et al-.(1981) · 

P wave velocity 
km/s 

3· 0± 0·5 

S wave velocity 
km/s 

1· 8±0·3 
( assumed) k 2 · 8 ± 0 · 5 k m __________ 8± 0·5 m 
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6·38±0·07 3-53±0·14 

18·5±4·5km __ __;__ ____ _ 
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4·53±0·21 

Fig-1·11 b: Seismic model of the crust beneath northern part 
of the Gregory rift (Griffiths et al· J 1971). 
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out in a linear N-S array over 1 km and including a three 

component set near the centre pointo The maximum range was about 

367 lana 

The profiles were 9 however 9 effectively unreversed because the 

Turkana shot was recorded clearly at all stations except station 

number lo Interpretation was based on first P and the correspond­

ing S arrivalso A head \'lave with a velocity o.f 6a4 k:m/s was 

7 
=1 0 recorded from shots in Lake Hannington 9 whereas a5 kms veloc1.ty 

was recorded using shots in Lake Turkana in a similar distance rangea 

This may suggest strong lateral heterogeneity but was inconsistent 

with large dips on·the main refractor interfacea The data was 

consequently interpreted in terms of a horizontal layer of material 

of velocity 6o4 lons-l overlying a material of 7o5 lans-l velocity at 

a depth of about 20 km (figo lallb)o These were unreversed velocity 

estimateso 

The apparently high velocity of 6a4 km/s for crustal material 

at depths above 20 km suggests the presence of an axial crustal 

intrusion of higher velocity basaltic magma rising to shallow depthso 

Such intrusion model is consistent with gravity data discussed aboveo 

Swain et alo(l981) analysed the data from a 50 km E-W reversed 

refraction (explosion) profile from Chebloch Gorge (C) to Lake 

Baringo (B) at the latitude of Kaptagat (figo lolla)o1 This 

experiment was designed to confirm the presence.of the 6o4 km/s 

material and if possible establish its lateral extent and to provide 

control for the interpretation of the gravity data along the same 

profile a 

The seismic data (first arrivals) were interpreted in terms of 

two/three layer model (figa lal2a)a The top layer of P wave velocity 

3o7 km/s is about 3 km thick and represents lavas and sedimentsa· 
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This layer overlies a layer of velocity about 5.8 km/s which 

represents the metamorphic basement and is observed throughout 

the profile. The seismic data, therefore, suggests that that 

metamorphic basement rocks exist below the full width of the 

rift floor at 0.5°N. This is in agreement with geological data 

(King, 1978; Chapman et al., 1978). 

The 6.4 km/s refractor of Griffiths et al. (1971) was not, 

however, detected by the first arrival data, used by Swain et 

al. (1981). Such a body at a depth of more than about 6 km 

would not·give rise to refracted first arrivals along this 

short line (about 50 km long). The 6.4 km/s refractor, if it 

exists, must therefore be deeper than about 6 kmo 

Although the 6o4 km/s refractor was not detected by their 

0 seismic experiment, their gravity profile at about OoS N 

suggests that such material may exist as an intrusion within 

the basement in the form of either a broad region of dykes or 

an elongated lopolith with the later being favoured (fig. 1.12b). 

The configuration of this dense rock responsible for the axial 

high gravity anomalies seem to form a broad (20-35 km} zone with= 

in the basement, with strike along the rift axis, and of limited 

vertical extent (4-6 km) . It has its top surface at a depth of 

about 6 km for the profile at about 0 0 5°N. For the profile at 

1°N the body shallows and the minimum depth to its surface is 

probably the base of the Caenozoic rocks at 3 km depth. 

Khan et alo (1987) have derived a velocity model for the 

lithosphere beneath the axis of the southern part of the 

Gregory rift from KRISP 85 data. Their experiment consisted 

of two seismic refraction lines (fig. 1.12c) 0 The 300 km long 

north-south line was located along the rift axis with end shot 

points at Lakes Baringo and Magadi. These and other inter-



0" 309 

EWA 
X 

1•oos 

.. 306 

totOII'llfO RIH 
lntornotl Ol\lO I 
!!loiamfll 

N 

I Sh3fpolnt 

IOICm 

\ ., -4-,.,, .... 
l:tim\l!l 

NAK 
X 

Nairobi 

C7 

Fig .I. 12c Location of the KRISP85 seismic 
experiment showing the lines and shot points. Rtcor.ting 
station locations for the eo st -west line ore diagramatic, 
u!i the SI"Jucing is too small to be show(! on this scale 

= 20 a. 6·6 
Gl 

0 

--?·5 -·-

--
20ICIII 
1---t 

.Fig, 1.12d : Velocilv- depth structure along the a11is of the 
riff from Loke Baringo to Lake Magadi (velocities in Km/sl. 

(Khan et al., 19871 



44. 

mediate shots were recorded by 42 three component recording 

stations at 3.5 km intervals between Chepkererat and Susua. 

Across the rift an E-W line was completed with end shots at 

Ewaso Ngiro (EWA) and Makuyu (MAK) with recording stations at 

1.25 km intervals. Interpretation was based only on the axial 

N-S line because the data from the E-W line were of poor record 

quality. The explosion program was also followed by three 

earthquake recording experiments. 

Analysis of phases observed up to a few tens of kilo-

metres from the shots on the N-S line and previous experiments 

show that the rift infill has velocities ranging from 1.4 to 

4.6 knis and thicknesses ranging from 2 km (beneath Lake Baringo 

and Susua) to 6 km (beneath Lake Naivasha). From phases 

fied as P , the authors established that the uppermost basement 
g 

dips south from Lake Elmenteita to Lake Naivasha. Basement 

velocity increases from about 6. 1 k.II.V' s at the top of the basement 

to about 6.25 krrVs at 10 km depth. 

The authors observed four correlatable phases three of 

which they identified as reflections. These phases were combined 

with others mentioned to the model shown in fig • 

. l.l2d. The model suggests crustal_thinning away from the 

nation of the Kenya dome where a 7.6 km(s layer at about 35 km 

depth is overlain by a 10 km thick lens including anomalous velo-

city (6. 6 k:.nY s) material regarded as the base of the crust. 

The results suggest that the compensation of the Kenya 

topographic dome is due, at least in part, to crustal thickening. 

The basement velocities (about 6.1 krrVs at the top} appear too 

low to be associated with the dense axial intrusion within the 

crust usually associated with the superposed axial positive 

Bouguer gravity anomaly. However, 6 .1 kn;Y s co'uld represent 
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intrusive material, since lower basement velocities (about 5.8 

km/s) have been measured off the rift axis (Swain et al.v 1981; 

Maguire and Long, 1976) and velocity increases with depth, 

possibly indicative of multiple dyke injection from below. 

The results of this study also suggest significant variations 

in crustal structure both across and along the rift axis. 

Maguire and Long (1976) analysed first arrival data from 

local and regional earthquakes recorded at Kaptagat. The 

eastern events (0°-160° azimu·th) fell into two groups. The 

first group were those with P-S times greater than about 15s 

which originate from the rift at long distances (about 180 km) 

to the north and south. Apparent velocities for events in this 

-1 group fall in the range 6.8 to 7.6 kms • No attempt was made 

to interpret them as they may not have sampled the rift structure .. 

The other group includes events with P-S times less than 

15 s which originate from the rift immediately to the east of 

Kaptagat. Events in this group were used to study the rift 

structure. These events could be divided into two satistically 

seperate groups with velocities of 7.9 + 0.3 and 7.1 + 0.3 kms-1 

appearing at similar azimuths and P-S times. The authors offered 

-1 
no explanation for the 7.9 kms group. 

They explained the 7.1 kms- 1 arrivals as headwaves from a 

shallow and nearly horizontal boundary. This interpretation 

immediately implies the foci must be near the surface for this 

group. 
-1 They argued that the 7.5 kms velocity observed by 

Griffiths and others could be due to a dip, towards the north, 

-1 
of the 7.1 kms refractor whose true velocity 

-1 -1 7.5 kms and probably greater than 7.1 kms 0 

must be less than 

The 7 o 1 kms - 1 

material may exist beneath the 6.4 material of Griffiths 

et al. (1971) 0 
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(1979) and Savage and Long (1985) measured vertical 

delay times teleseismic events recorded at stations on the 

Gregory rift close to the equator. Significantly smaller delay 

times were observed at the centre of the rift than at the edges. 

This dip in times runs along a line coincident with the rift 

axis and corresponding to the positive gravity anomaly. This was 

shown to indicate that the anomalously low velocity and low 

density zone within the upper mantle penetrates the crust to form 

an intrustion of relatively high velocity material along the rift 

axis. 

The derivation of a structural model to fit their delay time 

data was based on certain reasonable assumptions. Their model 

assumes that a uniform crustal structure exists, both to the east 

and west of the rift as derived from Kaptagat (Maguire and 

Long, 1976). A P-wave velocity for the anomalous zone at crustal 

depths was assumed as 7.5 krrls as recorded by Griffiths et al.(l971). 

This data was then satisfactorily interpreted in terms of a 

model with a high velocity axial intrusion into the crust (fig. 

1.13). The width of this intrusion at the normal base of the 

crust was estimated as about 30 km while the to its top 

surface was estimated to be about 20 km. The delay time data 

thus establishes, independently, the existence (suggested mainly 

by gravity data) of the low density, low velocity material in 

the upper mantle beneath the Kenya dome and the intrusion of this 

material to crustal levels. 

The delay time minimum is associated with a localized region 

of topmost crust some 20 km deep and 20 km across, suggestive of 

a magma chamber (Long, 1986). evidence indicate that 

this chamber is probably being fed by a hot column of material 
. 

arising from sub-lithospheric depths. 
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Teleseismic data are unlikely to give a unique and detailed 

geometry/size of the top surface of the intrusion at shallow 

crustal levels. Hence the depth to and the lateral extent of 

the top surface of this intrusion need to be determined more 

accurately by more suitable methods. 

The existence of normal shiedl type crust in close proximity 

to anomalous rift structure implies the existence of a sharp 

boundary between the two structures. In. this study attempts will 

be made to define the western limit of the rift crust/lithosphere. 

Velocity depth profile for the lithosphere beneath the Gregory 

rift at about 0.5°N latitude will also be derived. 

1.8 Theories of the rift formation. 

The Cainozoic continental rift zones are associated with a 

number of common observed characteristic features. These features 

include higher than normal heat flow, large amplitude long wave­

length negative Bouguer anomaly with a superposed positive low 

amplitude high along the rift axis, delayed·teleseismic body wave 

travel times, seismic and volcanic activity with various depths 

of magma source. The crust/lithosphere in these rift zones is 

uplifted, thinned, domed and extended. These observations have 

been interpreted in terms of the existence o;f hot low density 

and low velocity material in the upper mantle. This material 

which is probably less dense than the mantle part of the lithos­

phere shallows beneath the rift zone resulting in thinning of the 

lithosphere. Isostatic equilibrium is maintained by crustal up-

lift and doming. Some of these geophysical data are discussed below. 

Morgan (1983) analysed heatflow data from the Cainozoic con­

tinental rifts: Baikal, East Rhine and Rio Rande = Most 

of the data indicate than normal heat flow with means of 



about mW/m- 2 restricted to the volcanic areas of the 

grabens in the rift systems. In the Gregory rift 1 a high mean 

-2 heatflow of 105 mW/m was observed in a zone (on the rift floor) 

dominated by volcanics while on the eastern and western rift 

shoulders, normal heat flow values of 39 and 57 mW/m respect-

ively were observed. This is consistent with data from geothermal 

mapping along the Gregory rift which indicate that an average of 

11-30 MW"km of heat is advectively emitted along the rift (Crane 

and O'Connell, 1983). The bulk of the advected heat is lost 

through the central part of the Kenya dome on the rift floor. 

Local graben heat flow anomalies are thought to be primarily 

due to convection of heat through the lithosphere of the rift 

zones by ascending magmas. 

Conductive zones have been detected in the lower crust and 

upper mantle beneath the Gregory rift by magnetotelluric and 

geomagnetic deep sounding data {Banks and Ottey, 1974; Rooney 

and Hutton, 1977; Banks and Beamish, 1979). Similar conductive 

zones have been observed in the Baikal, Rhine graben and Rio 

Grande rift zones {Jiracek et al., 1983). The intra crustal 

conductive zones are generally interpreted in terms of high 

temperatures and partial melt at crustal levels although Jiracek 

ef al. (J983) argue that there can be alternative sources for a 

similar electrical anomaly observed in the Rio Grande rift. 

The upper mantle electrical anomally is associated with the low 

density low velocity material indicated, by gravity and seismic 

data, to exist in the upper part of the upper mantle beneath 

the Gregory rift. 

Regional Bouguer anomalies of 100-200 mgal (Gregory rift), 

160 mgal (_Rio Grande 20-30 mgal {Baikal rift) and + 10 
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mgal (Rhine graben) have been reported (Neugebauer, 1983). 

These regional anomalies are associated with low density upper 

mantle. Superposed on the longwavelength regionals are shorter 

wavelength highs that may be related to magmatic intrusion in 

the crust (Baker and Wohlenberg, 19711 Searle, 19701 Banks and 

Swain, 1978). 

Olsen (:1983) has reviewed available seismic data ,from these 

rift zones; thinned crust and anomalously low compressional wave 

velocities in the upper mantle, generally interpreted as evidence 

of asthenospheric upwelling, are indicated by the seismic data 

in the rift zones studied. 

The rift zones are also all associated with domal uplifts 

of the order of 1 to 2 km with diametres of a few hundred kilo­

meters or more and with crustal extension. In the Gregory rift, 

geological evidence suggests that uplift began to grow- in the 

Miocene before the development of the rift (Logatchev et aL, 

1983} . This would suggest that here uplift may be cause ot 

rifting. Crustal extension relative to the initial width of 

the graben zones have been estimated as about 25-35 km for the 

Kenya rift, 32 km for the Rio Grande rift, about 10 km for the 

Baikal rift and not more than 5 km for the Rhine graben 

(Neugebauer, 19B3). The extension correlates with thinned crust 

and anomalous upper mantle indicated by the presence of low 

density and low velocity material beneath the rifts. 

All these continental rifts exhibit pre rift and late ri,ft 

volcanism. Crustal extension and total volume of volcanism 

appear to be proportional for example the total volume of 

volcanics is 20 times greater in Kenya rift zone than in the 

Baikal rift zone (Logatchev et al.,l983). In the Gregory rift, 

the maximum volumes of magma erupted during the pre-
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and late rift periods. 

These common features observed in the Cainozoic 

continental rifts suggest that one common mechanism 

of continental rifting may prevail. This common 

mechanism may be modified by the volcanic-tectonic 

activity in the plate induced by boundary conditions 

prevailing on the plate. Any acceptable mechanism 

for the rift formation must therefore be able to 

explain these observed features. The Gregory rift 

is the best example of a continental rift and a 

mechanism for its formation may be modified to apply 

to other continental rifts. 

Current mechanisms proposed for continental 

rift formation generally fall into two classes: 

active and passiveJ Burke, 1978). In 

active rifts extension and subsequent break up of the 

lithosphere result from convective upwelling of the 

asthenosphere due to gravitational instability. The 

asthenospheric upwellings thin the lithosphere causing 

isostatic uplift and lithospheric failure (Neugebauer, 

1978). For active rifts,doming probably precedes/ 

causes rifting (Crough, 1983; Mareschal, although 

(Baker et 
this view is not generally acceptedC Kenya r1£t is 

generally held to be active (Girdler et al., 1969; 

Fairhead, 1976; Logatchev et al., 1983). Passive 

mechanism for continental rifting generally relate 

the tensional failure of the lithosphere to pre-

existing tensional stresses, which are perhaps a 

consequence of large-scale plate interactions. 
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In this case the lithosphere is stretched and the 

asthenosphere plays a passive role (Keen, 1985). 

Hot less dense asthenospheric rocks rise passively 

through the colder and more dense mantle part of 

the lithosphere to the vicinity of the Moho and may 

displace crustal rocks. Uplift is caused by lateral 

spread of these diapiric rocks near the Moho (Turcotte 

and Emerman, 1983). 

The sources of lithospheric stress have been 

reviewed by Bott and Kusznir (1984). Two main cate­

gories of lithospheric stress are suggested : the 

renewable and non-renewable. The renewable stresses 

are those that persist, as a result of continued 

presence or re-application of the causative boundary 

or body forces, even though the strain energy is 

being progressively dissipated. Important examples 

include plate boundary forces (Forsyth and Uyeda, 

1975 ; Solomon et al., 1975) and isostatic effects 

associated with anomausly uplifted areas such as 

deeply eroded mountain chains or high plateaus 

(Artyushkov, 1973; Turcotte and Oxburgh, 1976; Batt 

and Mithen, 1981). The non-renewable stresses are 

those that can be dissipated by release of strain 

energy initially present- these include bending 

stresses, thermal stresses and membrane stresses 

generated in a moving lithospheric plate in response 

to non-sphericity of the earth (Turcotte and Oxburgh, 

1973; Freeth, 1980). 
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An important phenomenon that can generate large 

stresses at shallow depths is the stress amplification 

caused by lithospheric creep (Batt and Kusnir, 1984}. 

This causes externally applied stress to be con­

centrated in the upper lithosphere as a consequence 

of creep and stress decay in the lower lithosphere. 

This stress amplification is applicable to renewable 

stresses and is most pronounced in regions of very 

high geothermal gradients; in these regions the 

stress can be amplified to levels sufficient to 

fracture the whole brittle-elastic part of the 

lithosphere. For the stress caused by isostatically 

compensated surface loads, the effect of stress 

is most conspicous if the isostatic 

compensation is deep seated, that is, in the upper 

mantle (as in East Africa). Bott and Kusznir (1979) 

showed that the continental lithosphere of a plateau 

uplift region of 2 km elevation (as in East Africa) 

modelled in terms of an upper elastic layer 10 km 

thick above a visco-elastic lower crust and upper 

mantle, can give rise to stress differences of about 

200 Mpa in the elastic layer at the top of the crust. 

This is sufficient to rupture the lithosphere. 

In both active and passive models for rift 

formation, three basic mechanisms have been suggested 

for lithospheric thinning,and riftingo These are 

thermal thinning, mechanical thinning (or lithospheric 

stretching) and diapirism. In thermal 
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thinning the lithosphere is but material is removed from 

the base of the lithosphere by conversion to asthenosphere 

and removal in an asthenosphere convection systemo In mechanical 

thinning or lithospheric the lithosphere material 

moves laterally in response to a regional extensional stress 

field 9 and the asthenosphere rises passively to fill the void 

created by the thinning lithosphereo asthenospheric diapirism 9 

the asthenosphere penetrates the lithosphere driven by the 

gravitational instability of the 

a more dense mantle lithosphere 9 

· lithosphere and asthentOSphereo 

less dense asthenosphere under 
flov:J 

and thenAoccurs in both the 

All current theories of rift 

formation involve these mechanisms in varying degreeso Some of 

these proposed theories are now discussedo 

McKenzie et alo (19?0). applied the concept of sea floor 

spreading and plate tectonics to explain the formation of the 

Eastern rifto In this the Red the Gulf of Aden 

and the Eastern rifts are considered as three limbs meeting at a 

triple junction at Afaro These three axes separate the Afro­

Arabian region into the Somalian and Arabian plateso· 

The relative motion between the plates on each side of the 

eastern rift can be obtained from the opening of the Red Sea and 

Gulf of Aden spreading axeso If the motions between the Arabian 

and Somalian and the Arabian and Nubian plates can be 

the motion between Somalian and Nubian plates may be calculated 

from the postulates of plate tectonicso 

Laughton (1966) used the strikes of transform faults in the 

Gulf of Aden to determine the motion between the Arabian and 

Somalian plateso He obtained a pole at 26o5°N and 2lo5°E with a 

rotation angle of ?o6°o This result was consistent with geological 
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evidence 9 seismicity data, fault plane solution for earthquakes 

(Sykes and l9G'I-) nnd. mnr';net:Lc lineations in the Gulf 

of Adeno 

From the fitting of the coastlines on both sides of the Red 

Sea, McKenzie et alo (1970) obtained a pole of rotation for the 

Arabian and Nubian plates at 36o5°N, 18°Eo This is supported by 

the fault plane solul:;ion oJ' earthquakes located in the Red Seao· 

Combining the poles of opening and rotation angles for the 

Red Sea and Gulf of Aden 9 a pole and an angle of rotation between 

Nubian and Somalian plntes were obtainedo The resulting pole is 

at Bo5°S 9 3lo0°E with the rotation angle of lo9°o This implies 

that the openine; that has taken place on the Eastern rift varies 

from 65 km in northern Ethiopia to 30 km in Kenyao 

But geological dc:rta will allow only bet\"'een 5 and 25 km of 

crustal extension in the central sector of the Gregory rift but 

not more than about 3 km at its extremeties (Baker and Wohlenberg 9 

1971)o The rift formation is therefore difficult to explain in 

terms of the concept of plate tectonics in the simple form 

suggested aboveo 

The concept of crustal (lithospheric) plate motion over 

mantle hot spots has been advanced by Wilson (1963) to explain the 

origin of the Hawaiian and other island arc chains., Morgan (1971) 

suggests that the mantle plumes or hot spots could also explain 

the formation of continental rifts and their transformation into 

ocean basinso He :Lnfers that there are about 20 deep mantle 

plumes bringing heat and relatively primordial material up to the 

asthenosphereo Horizontal currents in the asthenosphere flow 

radially away from each of these plumeso The currents produce 
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stresses on the bottoms of the lithospheric plateso These 

stresses combine with st;rcsses c;enerated by plate to plate inter­

actions to provide the energy and direction for plate motiono 

It is argued that a line of hot spots could produce currents in 

the aesthenosphere in snch a way as to cause continental break:upo 

Burke and vlilson (1976) suggest that the Eastern rift may 

have formed as a result of the African continent coming to rest 

over a number of hot spotso The clome (eogo the Kenya or the 

Ethiopian dome) that swells up over each hot spot is subsequently 

subject to fracturing which has characteristic three-arm patterno 

Two successful arms on the Ethiopian dome (ioeo the Red Sea and 

the Gulf of Aden) opened up to form an ocean basino The third 

arm (striking south into Ethiopia from Afar triangle) remains a 

dry fissure on the continental land masso 

Could this·hypothcsis lJe applied to the Kenya dome? The 

Gregory rift v1ith its swine; in direction at about the equator may 

represent the possible prospective successful .two armso· The 

Kavirondo rift may then represent the third (failed) armo· 

Opinions on this view are di videdo \'!bile some workers regard 

the Gregory rift as markine; the initiation of an episode of 

crustal spreading, some ecological data (King,.l978) suggest 

that the rift is at the closing staGes of its evolution. Model 

calculations shov..r that the continental litho sphere can be thinned 

to the base of the crust by mantle plumes in 50-75 million years .. 

The long length of time required appears to rule out this 

pheric erosion mechanism as a viable mechanism for lithospheric 
. . 

thinning and ('l'urcotte and .Emerman, 1983; Oxburgh·., 1978)., 

Although "the plUiile theory is not viable on its own, it may serve 
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as energy source for some models requiring heat inputo 

Membrane tectonic::: theory has been suc;r;ested as an explanat­

ion for the formation of the rift. system in East Africa (Turcotte 

and 1973 9 Turcotte .. 1974·9 Oxburgh 9 1978)o\ Accord= 

ing to this theory 9 the radii of curvature of a plate change as 

the plate changes latitudeo This change of curvature enables the 

plate to accommodate its shape to the change in curvature of the 

geoid between the equator and the poleso It has been shown that 

a plate moving towards the equator should have. its margins in 

compression and its central part in tension9 for motions away 

from the equator the tensional and compressional zones are reversedo 

Oxburgh and Turcotte (1974) applied this theory to explain 

the formation of the Eastern :Rifto From palaeomagnetic evidence 

they infer that Africa started moving northwards since about 100 
. .. 

million years (my) aco at a constant rate of about Oo25°/myo 

The African plate is of a size roue;hly 90° by 90°o The 

tensile stress in the centre of a circular plate of that size 

moving northw-ards towards the equator is of the same order as 

the strength of the plate and should be sufficient to rupture 

the plate .. · It therefore 'il are;ued that the East African Rift 

System was produced by membrane stresses in the lithosphere, 

developed in response to the rapid latitude change experienced 

by East Africa during the late Cretaceous and Tertiary., 

This theory seemecl capable of explaining most major features 

associated with the Gree;ory :Rifto The East African Rift system 

seems to have develope(l in the central part of a plate moving 

towards the equatoro Accordine; to the membrane theory'i the 

central part is the· rer;ion of tension.. Accordine;ly·;· the crack 

(rifting) and accompanyinc; volcanism will migrate southwards, 
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which is consistent 1.'li th obsorvationo The nature and finite 

extent of the extension o.re alco explainedo But the exl:;ension 

across the Red Sea and the Gulf of Aden is too much to be 

explained by the membrane.tectonic theoryo Perhaps membrane 

stresses may have slarted the initial fractures whose later 

developments were controlled by other processeso 

Gass (1970 9 1972) explains the formation of the Eastern 

Rift in terms of unusually high temperatures in the upper mantleo 

He argues that doming 9 rifting and magmatism are expressions of 

well localised thermal disturbance in the upper mantleo; This 

disturbance is perhaps produced by (1966) lithothermal 

systems involvine; both heat and mass transfero 

Heat from risine; lithothermal systems aided by the blancket­

ing effect of radiogenic heat would cause partial melting in the 

upper mantle and therefore make magma availableo Thermal 

gradient is necessitating the downtvard movement of the 

main phase boundaries in the mantleo The lowering o.f phase 

boundaries \vould result in an increase in volume because the low 

temperature 9 highpressure minerals would revert to their less 

dense high temperature equivalentso The increase in volume would 

then be relieved by vertical uplift of the overlying crust and 

upper mantle (eogo Kenya dome) consistent \'lith isostatic equili­

brium (Bullard, 1936)o 

The continental crust (or better the lithosphere) is 

consequently to relieve tensile stresso Lines o.f 

structural vJeakness thus created facilitate further .faulting 

and magmatic activityo Gass shoHs that the zone of partial 

melting extends hiGheJ:> nearer the surface \IIi th time and crustal 

separation result.s from injection of mae;rna which later solidifies., 



Using field petrochemical data, he shows that the 

chemistry of products of volcanic activity depends on the 

depth and temperature and pressure conditions in which the 

parent magma was formed. The deeper the magma source, the 

farther away the stage is from crustal seperation and format­

ion of ocean floor. 

The uplift stage is preceded and accompanied by eruption 

of alka]j_ basalts. This is perhaps close to the present 

stage in the Gregory rift zone. In zones of crustal atten­

uatJ.on_where the continent ir:: extremely thiL but still present, 

the volcanism is of intermediate type.that on fractionat­

ion to peralkaline differentiates. Perhaps the Ethiopian rift 

typifies this stage. Where the seperation of the crust has 

taken place, new ocean floor of tholeiitic basalt is formed 

as in t!!.e Red Sea and Gulf of Aden although spreading in the 

Gulf is at a more advanced stage. 

The lithospheric stretching mechanism first suggested 

for the formation of sedimentary basins (McKenzie, 1978) has 

been subsequently applied to graben formation. This involves 

uniform stretching of a section of the continental lithos­

phere resulting in the thinning of the lithosphere including 

the continental crust. Hot asthenospheric material -we.lls up 

.beneath the thinned lithosphere. The heating and thinning 

of the mantle part of the lithosphere causes isostatic up­

. lift, but this is by the subsidence caused by 

thinning cif the continental crust. unless the lithosphere 
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is unrealistically thick. This mechanism, in its present 

form, is not considered as a viable mechanism because of 

lack of obvious evidence for intense crustal stretching and 

is also rejected on the basis of geothermal arguments (Bott 

and Mithen, 1983; Neugebauer, 1983). 

Vening Meinesz (see Beiskanem and Vening Meinesz, 1958) 

has shown how tensional stress within the crust can lead to 

the formation of a graben. .He assumed that the continental 

crust can be treated as an elastic layer floating on a 

denser fluid substratum formed by the underlying topmost 

mantle. The first stage is the formation of a planar normal 

fault (with hade in the range 50°-70°) in response to the 

crustal tension. The down-bending of the crust on the down­

throw side produces a supplementary tension which initiates 

the formation of a second normal fault at the position of 

maximum bending, calculated to be at about 65 km distance 

from the first fault. If the second fault also dips inwards, 

then a downward narrowing wedge of crust subsides isostati­

cally between the faults as adjacent parts of the crust bend 

upwards to form rim uplifts. The isostatic principle is not 

violated since the central block narrows downwards and has 

to sink farther before its weight is supported by hydrostatic 

upthrust (figo 

The Vening Meinesz hypothesis predicts a small crustal 

root beneath the graben, produced by the wedge subsidence. 

This is not borne out by which suggest that 

the Moho certainly is not depressed and may even shallow 

beneath rift systems. 
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The classical Vening Meinesz hypothesis has been extended 

to apply to subsidence of a of brittle upper crust 

(rather than the crust as a whole), with outflow of ductile 

material occuring in the lower crust (Batt, 1976, 1981; Batt 

and Mithen, 1983). This modified wedge subsidence hypothesis 

is based on the loss of gravitational energy as the wedge of 

brittle upper crust subsides with bordering rim uplifts in 
. 

response to deviatoric tension. Fig. 1.14billustrates 

the process. The underlying part of the lithosphere can 

deform by creep so that outflow can occur in the lower crust 

in response to the wedge subsidence. The existence of a 

ductile zone within the crust of the rift zones is supported 

by heat flow and geomagnetic deep sounding data and by 

seismicity studies. The brittle-ductile transition is 

estimated at about 15-25 km depth within the crust. Batt 

and Mithen (1983) estimate that for continental rifts, a 

deviatoric stress of the order of 100-200 MPa (1-2 Kbar) 

is required if subsidence of the order of 5 km (with sediment 

loading) is to be explained for a graben about 40 km wide. 

During rift development, therefore, this stress must 

be developed within the upper crust either as intraplate 

stress related to plate boundary forces, or as a result of 

lateral density contrast within the plate. 

Plate boundary forces appear to be inapplicable to the 

present day situation in East Africa because ocean ridges 

developing ridge push force occur on both sides of the 

African plate. It has been shown that the required stress 

difference of the order of 100-200 MPa (1-2 Kbar) can develop 
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in the upper elastic part of the crust in regions such as 

East Africa in response to a 2 km plateau uplift isostatically 

supported by a low density region in the upper mantle caused 

by thinning and heating of the lithosphere (Bott and Kusznir, 

1979; Bott, 19811 Neugebauer and Temme, 19811 Crough, 1983). 

The isostatic loading effect thus seems to be the most viable 

explanation of tension and rifting in the present day up 

arched rift regions such as East Africa. But as has been 

pointed by Bott (1981), it does not necessarily imply that 

doming must precede the main stages of rifting. 

It is clear that the rift formation can not be fully 

explained by one of the mechanisms discussed above. The 

rift formation is probably a·result of interplay between 

individual mechanisms, the contributions from a particular 

mechanism being a. function of time. 

In doming and.rifting processes in East Africa 

are probably caused by magma upwelling from the underlying 

mantle (hot spot) impinging at the base of the lithosphere 

198l)o Possible stages in the rift development as 

suggested by Bott (1981) are shown in fige lel5e 

In the first stage hot spot forms below the 

continental lithosphere by upwelling from deeper parts of 

the mantleo In the second stage (b) 9 the continental 

lithosphere becomes thinned 9 with consequent isostatic 

uplift and development of tensile stress system in the 

upper cru.sto In the third stage (c) 9 graben formation 

starts when the tensile stresses become significan·l;ly largee 
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Strong support for this active mechanism for the 

formation of the Eastern H:Lft comes from theoretical and 

experimental studieso From theoretical studies-u 

Neue;ebauer (1983) explained continental rift formation in 

terms of mantle diapirs resulting initially from inverted 

density t-Tithin the lithosphere/asthenosphere systemo The 

resulting instability culminates in the thinning and 

doming of the l:LI;hosphere and the elastic deformation of 

the upper crustal layers<> \'Jendlandt and Morgan (1982) 

studied dated igneous rocks within the .Kenya dome from 

\'lhich they showed that the depth of origin of the source 

magma ·for rocks within the Gregory rift decreased from 

about 170 km (about LH my ar;o) to crustal levels (about 

5 my ago) o 

The mechanism suggested by Batt (1981) is broadly 

similar to the mechanisms suge;ested by Gass (1970 9' 1972) 

and Gass et alo (1978L Rifts form at the crest of 

Eventually 9 the continent may split along a line of 

connectine; rift arms of several domeso 



2.1 Introduction. 

CHAPTER 2 

DATA COLLECTION 

66. 

Data for the present study were recorded at the cross­

linear array station which was installed at Kaptagat (in 

Northern Kenya) by the University of Durham. It was 

operated continuously from late 1968 to June 1972. The 

array was set up to supply data for the study of local 

seismicity and the structure of the crust and upper mantle 

in East Africa. 

2.2 of Kaptagat Area. 

Kaptagat station (fig.1.2 ) at an elevation of about 

2390 m was located on the Uasin Gishu plateau composed of 

tertiary phonolite lavas which dip gently to the west. 

Below the phonolites the geology .is horizontally layered. 

The Uasin Gishu plateau is an upstanding block defined by 

the following major boundary faults. About 15 km to the 

east of Kapatagat is the Elgeyo escarpment which forms 

the western boundary of the Gregory rift. About 60 km west 

of the array station is the NNW-SSE trending N@ndi fault. 

To the south is the Nyando fault which is the escar­

.pment of the Kavirqndo rift 

There are two .major lava flows. The lower· flow 

exposed to the west of Kaptagat is sparsely porphyritic. 

The upper flow contains abundant large nepheline and glassy 

.feldspar phenqcrysts. The greater part of the flat land · 

of the plateau is formed by the lower flow. These phono­

lite flows were erupted after the early periods, of major 

tertiary uplift and overflowed from the rift trough onto 
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the plateau. Age is estimated in the range 12-13.5 my. 

(King and Chapman, 1972). The lower flow lies directly 

on Precambrain basement system gneisses in the north 

(Jennings, 1964). The only borehole which pierced the 

phonolite showed a total thickness of 144 m. As this 

is only 15 km southwest of Kaptagat, it is inferred that 

the thickness of the phonolite beneath Kaptagat is 

between 150 and 200 m. 

2.3 Array siting and instrumentation. 

Birtill and Whiteway (1965) discuss the necessary 

conditions to be satisfied before a location can be 

chosen as suitable for siting an array of the type used 

in this study and the optimum spatial distribution of 

the array elements. The location should have low seismic 

noise level; this implies that the station must be.far 

removed from coasts and major industrial centres. The 

geology of the site should be laterally homogeneous and 

horizontally layered. Well consolidated and unweathered 

rocks should be near enough to the surface so that the 

seismometers can be firmly coupled to them with minimum 

drilling costs. The elevation of the stations should 

be as constant as possible with a maximum tolerance of 

no more than + 60 m. The sharpest velocity and azimuth 

response is obtained when the array aperture has 

dimensions to the longest .wavelength of the 

signal of interest. Spacing between adjacent seismo­

meters be small to ensure coherence but 
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large enough to decorrelate noise across the array. 

Kaptagat satisfies most of these conditions. The 

array dimension (about 5 km) makes it suitable for the 

study of local and some regional events. In the present 

study, dominant frequency of selected events is about 

4 to 5 hz; measured apparent surface velocity for the 

-1 p wave is in the range 5.6 to 8.0 kms . The longest 

apparent wavelengths are therefore about 2 km; the 

array dimension is, therefore, about times the 

longest apparent wavelength. Very sharp velocity and 

azimuth resolution should thus be achieved. 

is about 600 km from the nearest coast 

(the East African coast); hence microseismic noise is 

low, about 7 To ensure efficient ground coupling, 

the seismometers were placed in solid phonolite out-

crops which cover the entire area. Sites were surveyed 

to an accuracy of + 30 m and differences in height were 

less than about 100 m. The site coordinates relative 

to the crossover point are shown on table 2.1. 

was a small aperture cross-linear array.· 

It consisted of ten Willmore Mark II short period seismo-

meters set vertically to 2s period and arranged in an 

inverted 'L' shaped form The arms of the array 

run approximately east-west (yellow line) and north-south 

(red line). The inter seismometer ·spacing on each arm 

was about 1 km and the total .. length (dimension) of each 

arm was about 5 km. 
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Table 2.1 

Seismometer site coordinates and altitudes 

Pit X(km) Y(km) Estimated Altitude 
error(km) (m) 

R1 -0.098 -0.766 +0.010 +10 -

R2 -0.114 -1.425 +0.020 +20 -

R3 -0.365 -3.077 +0.010 +30 -
R4 -0.663 -3.736 +0.030 +10 -

Rs -0.925 -5.200 +0.010 +30 -

y -0.446 0.166 +0.001 0 1 -
y2 -1.888 0.003 +0.015 -30 -

y3 -2.645 0.025 +0.030 -50 -

y4 -3.720 -0.013 +0.010 -50 -

Ys -4.750 -0.250 +0.060 -70 -
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The recording equipment used is similar to that described 

by Long (1968). Within each seismometer package the output 

from the seismometer was amplified and then frequency modulated. 

The frequency modulated signals from the ten seismometers were 

communicated to a central recording station by twin field 

telephone cables. These signals and a signal from a long period 

instrument were recorded onto one inch fourteen track analogue 

magnetic tape. 
15 . 

The speed of the tape was 160 inch per second. 

A binary time code giving the day, hour, minute and second 

was generated by a quartz crystal clock and recorded on one 

track of the tape. Another track of the tape was used to record 

standard time signal from radio (Greenwich Mean Time) . This 

·was used to calibrate the local clock when radio reception was 

good enough. 

To check that the seismometer lines were functioning and 

to give amplitude information, calibration pulses were generated 

in the seismometer package by a remote calibration unit that was 

triggered by a pulse sent down the line from the central record-

ing station. Power for the whole array system was taken from 

a set of twelve 6 volt accumulators at the central recQrding 

station. Power (d.c.) was fed to the seismometer packages down 

the same twin telephone cables that also carried the frequency 

modulated seismic signals. Direct current was transmitted to 

simplify the seperation of signal and power. Each magnetic 

tape recorded for about eleven days. 

Play back facilities were available at Kaptagat central 

recording statidn for preliminary picking and listing of events. 

But Lhe main playback facilities and seismic data processing 

laboratory are housed in Durham. 
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VELOCITY FILTERING 
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A seismic array is considered.here as a deployment 

of seismometers at three or more sites on the earth's surface. 

The spacial extent (or aperture) may one kilometre 

to hundreds of kilometres. The array is characterized · 

uniform instrumentation and a common time base. For small 

and medium aperture arrays, outputs from all seismometers are 

communicated through amplifiers and filters to a central 

control·point and recorded on a multichannel analogue or 

digital magnetic tape as an ensemble. Beneath such arrays, 

it is assumed that the geology is uniform. Then provided that 

the distance to the source is large compared to the dimensions 

of the array, the signal of interest is assumed to be coherent 

across the sensors while noise is random or incoherent. The 

degree to which these assumptions are satisfied depends on 

inter-seismometer spacing, the nature of the noise prevailing. 

in the locality and the degree of crustal homogeneity. 

Furthermore if the signal source is at a large enough distance 

from the array, the wave front can be assumed to be plane. 

Data from·seismic arrays are subsequently machine pro­

cessed to achieve a number of objectives. By introducing time 

delays to compensate for the signal propagation time across 

the array and summing the coherent outputs from each seismometer, 

an improvement in signal-to noise ratio (SNR) of arriving 

signals is obtained. Time delays required to bring the 

into phase provide a direct estimate of the azimuth and apparent 

velocity (or slowness) of the signal. Signals, from different 
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events, which nn-ii'(' i1l- .1n inst-rument superimposed can be 

seoerated in time if they cross the array with different 

apparent velocities and/or azimths. Seismic array data are 

also used for the study of seismic noise structure (Lacoss 

et al., 1969). 

The earliest l1est known seismic arrays are the medium 

aperture crossed linear arrays which have been operated since 

early 1960s and which have since then been used for global 

seismology studies. The arrays sponsored by the United 

Kingdom Atomic Energy 1\uthority (UJ{AEA) are operated in 

collaboration with the relevant scientific authorities of 

the countries in which they were established. They were 

installed in (EIU\) , Scotland; Yellowknife (YKA) , 

Canada; Gauribidanur (Gl3l\), India; rr.Jarramunga (WAA), 

Australia; and Brazilia, Brazil. These medium aperture 

linear cross arrays were designed primarily for the recording 

and analysis of teleseismic events (ranges > 25°) . These 

were 21 element arrays in which the elements were arranged 

in two orthogonal lines (usually identified as the 

red and blue lines) each of ten short period vertical com­

ponent and using apertures up to 25 km (Carpenter, 

1965). 

The interseismometer spacing of about 2.5 km was found, 

from empirical experience, to be small enough for teleseismic 

signal coherence but large enough to decorrelate noise across 

the array (Lacoss, 1975). With this condition, an achieve­

ment of /n in SNH VI<ls from delay and sum processing 

(Birtill and WhiteWi1y, 1965). 
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Results achieved by.the use of medium aperture seismic 

arrays were sufficiently promising to suggest that substantial 

further improvements in SNR and identification might be 

expected from an even larger array having more than an order 

of magnitude greater number (n) of seismometers. Such a 

large aperture seismic array (LASA) was sponsored by the U.S. 

government and installed in Eastern Montana in 1965. The 

location chosen for this array was sparsely populated, 

relatively uniform geologically and remote from oceans. 

A description of the geometry of LASA at about the time 

of its installation is given by Mack (1969) and Forbes et al. 

(1965). LASA consists of 21 subarrays or clusters in the 

configuration sho\'111 i.n fig. 3.1 and deployed over an aperture 

of about 200 km. The subarrays are considered to be located 

on 5 non circular rings labelled B, C, D, E and F with a 

central subarray labelled A . Each ring has four subarrays so 
0 

that each subarray is identified by a letter and a number. 

A subarray consists of 25 short period (SP) vertical seismometers 

arranged in six radial arms and has an overall diameter of 

about 7 km. This aperture was chosen to allow suppression of 

surface wave modes of velocity lower than about 3.5 km/s and 

frequencies above 0.2 hz. The seismometers in each subarray 

were placed at the bottom of deep cased and cemented boreholes 

(about 152 m for the central hole and about 61 m for the other 

holes); this had the effect of further suppressing noise at 

higher frequencies. 

At the centre of each of the 21 subarrays is a set of 

three component set of long period (LP) instruments. The 

LP instruments respond to frequencies in the range of about 
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0.01 to 0.20 hz. On the whole, therefore, LASA consists of 

525 SP instruments and 21 ·three component LP sets. 

In a concrete vault near the centre of each subarray, 

a subarray electronics module multiplexes and digitizes the 

25 seismometer outputs into a single bit stream which is 

then transmitted to the LASA data centre. At the data centre 

the bit streams from the 21 subarrays· are combined, computer 

processed and the results displayed or transmitted to remote 

locations for further processing. 

Most processing techniques for array data assume that 

the signal does not change within the area of the array or that 

it changes in a predictable manner. In the case of LASA this 

assumption is not valid for the array as a whole because of 

the large aperture involved. 

The subarrays are of the right size to reject surface 

wave noise propagating at relatively low speeds. The short 

period data at each sub-array is processed as an ensemble to 

remove this surface wave noise leaving body wave noise coming 

across the array with much higher velocities. A second stage 

of processing would be to combine the processed outputs from 

the different sub-arrays to basically get rid of this body 

wave noise with the aim of maximising improvement in signal­

to-noise ratio. In principle, applic-able processing techni­

ques include beam forming, filter and sum processing and 

frequency-wave nwnber spectral analysis. 

Lacoss (1975) observed that the desired goal of signifi­

cant improvement in signal to noise raiio has not been achieved 

with the short period data because assumptions about noise 
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and signal characteristics are usually not fully satisfied. 

The inter seismometer spacinq (about 0.5 km) within the sub­

array was, for example, not large enough to decorrelate noise. 

Furthermore, crustal heterogeneity results in some loss of 

signal coherence. On the other hand, more significant improve­

ment in SNR has been recorded with the LP data. 

Experience gained from the operation of LASA has been 

utilised in the installation of other large aperture arrays. 

The Norwegian seismic array (NORSAR) installed in 1970 is 

similar to LASA except that there are 22 long period sites 

and subarrays; the aperture is about 100 km. The Alaskan long 

period array (ALPA) has about· the same ·aperture as NORSAR but 

contains 19 LP sets of instruments and no SP instruments. 

3.2 Review of some array processing technisues 

The output of each seismometer in an array is usually 

considered to be a composite waveform made up of the desired 

coherent signal perturbed by coherent·and /or incoherent 

noise. For teleseismic events, the desired signal may be 

taken as the first P-wave arrival whose apparent surface 

velocity increases from about 8 km/s to 24 km/s as the 

distance increases from 2° to 90°; this signal is equally 

likely to come from any azimuth. 

The noise obscuring the signal .include noise generated 

locally by the signal fromP-Rayleigh wave mode conversions 

at the surface near the array (Key, 1967). Also coherent 

and propagating mainly as Rayleigh waves are ocean micro­

seisms and noise from local sources like factories and land 
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vehicular traffic. The surface wave noise mentioned above 

sweep through the array with.apparent surface velocity of 

2.5 to 4.0 km/s. There will also be high velocity coherent 

noise from multiple Rayleigh to p-wave mode 

conversions and other unwanted coherent phases. Incoherent 

noise arise from sources or scatterers within the array area 

including. locally generated wind noise; the instrumental noise 

is also incoherent but the amplitude is usually small comp<tt:rg.d 

with the amplitude of other seismic noise. The signal and 

noise cover different frequency bands, about 2 hz to 20 hz for 

signal and about 0.1 hz to 10 hz for low velocity seismic noise. 

It is, therefore, sometimes useful to do wide band frequency 

filtering of individual seismometer outputs to improve signal/ 

noise ratio prior to the array processing. 

Usually the range of apparent horizontal surface velocity/ 

azimuth covered by the coherent noise is different from that 

covered by the desired signal. Advantage is taken of this 

difference in array processing techniques designed to improve 

signal to noise ratio and confidently measure signal parameters. 

The beam forming concept (Birtill and Whi teway, 1965) .. is 

fundamental to most techniques used for processing cross­

linear array data. In its s.implest form, beam-forming (array 

phasing, azimuth a·nd velocity filtering) involves the summat­

ion of individual seismometer channels after steering delays 

have been inserted to align a group of arrivals with a 

part.icular velocity and azimuth and then taking the mean. 

Consider an array of n seismometers deployed over a 

horizontal surface. The output recorded ·by seismometer, i, 

after the insertion of propagation delays, ti' corres-



pending to the desired signal with anoarent velocity v and 

azimuth 8 is a time series with k sampled time ocints and can be 

ex:rressed as ., 

x .. = s. + n ... +e .. ; i=l .•. n,_j=l ... · .• k 
l] J lJ 1] 

where 

x .. is the ith samole of thE: outout of seismometer i 
l] 

sj is the jth samole of the desired signal, a coherent term 

identical on each trace. 

n .. is the ith sample of the coherent noise at i 
l] 

eij is the ith samnle of the incoherent· noise at seismometer i 

The T j_, ·at seismometEr i relative to the coossover point 

of the array (fig. 3.2) is comcutE:d from 

T. = 
l 

d. ens ( 8 - a . ) 
l l 

v (3. 2) 

where d. and a. are the nolar coordinates of the site of seismometer 
l l 

i relative to the origin 2t the crossover point. the traces 

have been time shifted hv T., s. which is identic2.l cr. all traces, 
.. l J 

is in phase across the 

The beam is then from the relation 

1 
b. = 

n 
f. 

l n i=l 
X .. = s. + 
ll l 

n 
y; 

i=l 
n .. + 
l] 

n 
I. e .. 

i=l l] 
(;3. 3) 

nii will be out of phase across the array since it is evident 

that the parameters of the desired signal (e,v) are different from 

those of the coherent noise. e. . is assumeB. random so that its. 
l] 

summed outout over all se.ismometers will. 1-Jave a mean close to 

zero. resultant is the enhancement of the desired 

signal. component with respect to noise. 

lli it is that the desired signal is 

coherent across thE: while is ra.ndom. wnere this 
/ 
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Fig 3·2: A plane wave front crossing a two dimensional 

array of seismometers· 
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assumption is not valid it becomes necessary to weight the 

channE:ls prior to clo. L.•yinq <end f;umming (Capon et a.l., 1967). 

It is also som8times useful to frequency filter the channels 

before beam-forming. 

Muirhead (1968) suggested the Nth rcot beam forming 

method as a means of suporessing the effect., on the: beam, of 

large. noise impulses recorded on cne or more signal channels 

of the array. This is a non-lim:·ar filtering technique vrhich 

involves delaying the various channels by time lag, Ti, as 

given in equation tc align a group of arrivals with a 

particular velocity and azimuth, taking the Nth root of the 

absolute. value Gf each individual seismometer outout vdth the 

original sign preserved, summing t.hem and then raising the mean 

of the result to tr.e l\.th power; N is, in gr-,neral, any positive 

jnteger (usually 2,4 or 8). J£ we denote the output of the 

i th SE":ismometer after the insertion of delay T. as x. . then 
l :l.J 

the beam r. is given by 
J 

r. = {.!_ 
J n 

n 
L: 

i=l 

l N 

Kanasewich et al. (197 3) conclude, on the basis cf 

analysis of synthetic signals and real data, that the Nth 

(3.4) 

root processing o:f:fers improvement in signal to noise ratio 

( SNR} anci provided better resolut.ion in velocity and azimuth 

than any linear processing method previously tried. The 

method is also much better than linear processing methods at 

handling non-Gausstan noise although at the excense of signal 

distortion (Pam anc1
. l'vlereu, 19 7 5; Mui rhec>.d and· Ram, 19 76) • 



ThE: delay- sum-correlate te chrcique (Birti 11 and Whiteway 1 

1965; J9G:>) is U10 rno!'";t ccrnmonly used method for 

processing the out[•Ut of cross-linec: r arrays o In this 

method, the partial sums ( bei'!ms) , R ;:md B, of thE; red and 

blue lines after phasing are cross multiplied and the ?roduct 

averaged over a moving square time window of fixed length 

containing M sample points. This oroduct is the correlation 

coefficient the s0uare root of which is designated the time 

averaged 9roduct (TAP). Por a fixed length window containing 

M sample points and centred at the jth samole, the TAP, t., 
J 

can be obtained from the relation 

k 

= 
B R ) 2 

( m • m } (3o5.i) 
· m=r 

'-'There R anc. B are the partj al beams formed from the red and 

blue lines respectively; r = j - M/2, k = j + M/2 assuming 

M is E:ven o lf M is odd, the reference samole j may be taken 

at the start of the window and the TAF is then given by 

t. = 
J 

k 

m=i 

where k = !VI + j 1 . 

R • B ) } m m (3.5b) 

Synthetic and real data studies show that the cross-

correlation method gives better resolution in velocity and 

azimuth t:han simple beam forming (Birtill and Whiteway, 

1965; Whiteway, 19€5; Somers and Manchee, 1966). The cross 

correlation or TAP processing method is extremely useful in 

the identification of secondary phases, although it is 

incapable of resolving small differences in the values of 
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apparent velocity and azimuth of such phases (King et al., 1973). 

Cleary et al. (1968) describe a manual technique for measur­

ing relative onset times to 0.01s thus enabling precise deter­

mination of apparent velocity and azimuth. This 'eyeball' 

technique is not only tedious but also does not make full use· 

of the shape of the signal waveform. It is prone to mistakes 

even with noise free records and can lead to erroneous 

results in the presence of interfering signal pulses. 

In the adaptive processing method, precise determination 

of relative arrival times is done automatically. The method 

was originally by Gangi and Fairborn (1968) and 

subsequently described and evaluated by Farrel (1971), Bungum 

and Husebye (1971), King et al. (1973) and Ram and Mereu (1975). 

In this method, the arrival times of a wavefront at each 

seismometer is accurately determined by cross correlating the 

observed wavelet of interest with the corresponding wave on the 

beam trace. The position of the maximum value of this cross 

correlation function is used as the relative arrival time 

position of the wave. The new arrival times on the array sensors 

are then used to create a new and improved beam and the whole 

operation is repeated in an iterative manner until convergence 

takes place. The values of apparent velocity and azimuth which 

produce a maximum filtered signal are determined as the required 

signal parameters. This technique is now widely used for the 

processing of teleseismic array data. 

Seismic signals recorded at a large seismic array can be 

analysed in terms of energy content of incoming signal as a 

function of azimuth and slowness. If the azimuth is known, 
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the TAP trace can be used to map power as a function simul­

taneously of slowness and time. This is the principle of 

the VESPA, velocity spectral analysis, process (Davies et 

al. (1971). These authors have used real data from LASA to 

show the effectiveness of this method in picking out tele­

seismic signals approaching the station from same azimuth 

but with different phase velocities. Since information on 

time of arrival and dT/dAis the method allows for 

confident estimation of the source of ene·rgy. 

3.3 Array response 

3.3.1 Introduction 

Geophysically, crossed linear arrays have been primarily 

used to study the mantle and the core. Such studies have 

used teleseismic events and have concentrated on the 80 urce 

window in the range 30° to 90°. Refinements and innovations 

in processing techniques are aimed at improving accuracy in 

the meas· .urement of signal parameters and consequently 

improving the ability to resolve overlapping phases in the 

presence of noise. Array response measures the ability of 

an array to emphasize the properties of a desired signal at 

the expense of those of random and/or coherent noise. 

Theoretical responses of arrays· of different configurat­

ions are given by Birtill and Whiteway (1965) and Whiteway 

(1965). They considered an array tuned to receive a signal 

from azimuth e1 and sweeping through the array.with apparent 

horizontal surface velocity v 1 and then calculated the· 

normalized response of the array to any other signal (e,v). 
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The general conclusion from these studies is that the accuracy 

of determination of velocity or azimuth depends partly on 

the sharpness of the velocity or azimuth this in 

turn depends upon the dimensions of the array in relation 

to the wavelength of the signal, and to the array configurat-

ion concerned. 

For cross linear arrays and for a single signal component 

with high signal to noise ratio, an error of up to about 

3° in azimuth and 5% in velocity is feasible when the length 

of each line is equal to the signal wavelength. Better 

accuracy can be achieved for larger dimensions of the array 

in relation to the signal wavelength although excessive 

dimensions should be avoided because the coherence of the 

signal across the array may then be degraded. 

In general, for L shaped and symmetrical cross arrays, 

the correlator response is considerably better than the sum· 

squared response and the L shaped array gives a better 

correlator response than the symmetrical cross. With the 

L shaped the best azimuth discrimination obtained 

from correlator response is at the azimuths ( a1 ) of 45° 

and 225°. At these azimuths the width of the normalized 

azimuth correlator ai the half level point is 26° 

if the dimensions of the array equal the signal wavelength. 

Birtill and Whiteway (1965) estimate that the error in 

1 azimuth at these azimuths can.not be greater than "20th of 

this half level response width; i.e. the error in azimuth 

0 in this case is 1.3 . The corresponding error in azimuth 

at the azimuth of 90° is then 1.8°. 
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The best velocity discrimination for an L shaped array 

using correlator response is at the signal azimuth of 135°. 

At this azimuth, the width3of the correlator velocity 

response which estimates the error .in velocity are 0.14, 

0.18 and 0.21 km/s for signal velocities of 6.0, 7.0, 

8.0 and 9.0 km/s respectively. At 90° azimuth, the errors 

in velocity are 0.20, 0.23, 0.26 and 0.30 km/s for signal 

velocities of 6.0, 7.0, 8.0 and 9.0 km/s respectively. 

King. et al. (1973) argue that for medium .aperture cross 

linear arrays, beilln forming, TAP and VESPA are·limited in 

their ability to resolve small differences in slowness and 

azimuth of partially overlapping phases. They showed that 

the adaptive processing technique has better resolution than 

these methods. 

Experiments with synthetic data recorded at 20 samples 

per second and applied to a medium aperture array (Gauribi­

danur) showed that in the case where no interference and 

noise were present, values of velocity and azimuth of the 

signal computed from adaptive processing differed by no 

more than 0.5% from the correct values (Ram and Mereu, 1975). 

results could be produced by increasing the sampling 

rate. 

To illustrate the ability of the array to resolve small 

differences in velocity and azimuth, the authors introduced 

two overlapping wavelets of equal amplitude and duration (3.0s) 

with an apparent azimuth of 200.0° and apparent velocities of 

9.8 km/s and 10.2 km/s respectively across the array; the 

overlapping interval was O.Ss. Three sets of this array 
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record were produced. The first set was clean or noise free; 

the second and the third sets had medium and high seismic 

noise introduced. For the clean, medium and high noise 

records, adaptive processing gave computed azimuths correct 

to within 0.3°, 0.3° and 0.8° respectively of the given 

true azimuth (200.0°). Computed apparent velocities varied 

systematically from one value (9.8 km/s) to the next (10.2km/s). 

The noisier record produced the greater departure of 

measured values of velocity from the correct given values, 

e.g. for the clean record the measured adaptive processed 

velocities had values from 9.76 through 9.88 to 10.11 km/s. 

The same synthetic data were also processed using 

root beam method at a constant azimuth of 200.0°. 

Values of velocity between 9.5 and 9.6 km/s were obtained 

for the first wavelet (9.8 km/s), and for the second wavelet 

(10.2 km/s) the computed values of velocity were between 

10.1 and 10.2 km/s. 
was found 

Overall, the adaptive processing method l_ more success-

ful than the ·Nth root operation for precise and accurate 
method 

determination of signal parameters. The adaptive processing; 

can resolve differences of 1 to 3° in apparent azimuth of 

interfering signals. The Nth operation, however, is better 

at enhancing signal to noise ratio at the cost of signal 

distortion. 

Figures estimating array performance at resolution.dis-

cussed above relate to theoretical models of signals and 

noise. Experience with medium aperture cross linear arrays 

show that beam forming and TAP processing d0 not qive 

adequate resolution in slowness and azimuth for later phases. 



King et al. ( 19 7 3) shc:wecl that this occurred because the o.per-

ture (up to about 25 km) of such arrays is not large enough 

compared -.:.d th apparent wave length of the incident tEleseismic 

signals. However for Kaptagat the array dimensions are about 

times the apparent wavelength of the recorded local events 

(see section 2.3). Simole beam forming and TAP processing 

are, therefore, considered adequate for apparent velocity 

and azimuth resolution. The present data are processed using 

cross correlation or processing 

Because of the short involved, a desired signal 

is often by onsets of other interfering coherent 

and/or random noise. A study of the array response in the 

presence of coherEnt c-.nd incoherent noise is, therefore, 

essent.ial . 

. 3.2. Arrv in the nresence of coherent noise. 

Consider a plane wavefront crossing a two dimentional array 

of a seismometErs on the x-y plant: (fig. 3. 2) with apparent. 

velocity v, waveJ.encth A from an azimuth 8. Let the rth 

seismometer at point P(x,v} have polar coordinates (d , a ) with · r r 

respect to the origin at 0. Betv.'een crossing P and 0 the wave-

front travels a distance d cos (8-a ) . The ohase difference B 
r r r 

between the outputs at P and 0 j_s therefore 

d 
r 

B = 2n cos(O-a ) 
r A r 

The output of the rth sej_smometer may be represented by a 

vector of amplitude a and angle B • The sums X,Y of · r r 

orthogonal comoonents cf the seismometer outputs are 

(3.6) 



n n 
X = [ ar COS Y = [ ar sin Sr 

r=l r=l 

The amplitude, P.n, of the sum of the of all n 

seismometers is given by 

89. 

n 
}; a cos 

r 

n 
[ a sin S ) 2 

r r 
( 3. 7) 

r=l r=l 

The ohase angle Yn of A v•ith respect to the output at 
n 

origin 0 is 

-1 
n n 

Yn = tan ( l: a sin Sr)/ ( }; a cos Br) 
r=l r r=l r 

If the outputs of all seismometers are equal (a =a, say), 
r 

we have 

n 
l: 

r=l 
cos 

n 
l: 

r=l 

If, in addition, the sej.smometer outputs are all in phase, 

(3.8) 

(3.9) 

Br = 0 and the resultant summed output has amplitude Bn given 

by 

2 2 = n a a 

This corresponds to j_nfinite signal and vertical 

incidence. It also corresoonds to a situaticn where the 

array has been correctly tuned to receive a required signal 

by insertion of appropriate steering delays to the various 

channels. The amplituee E (sum squared response) which is 
n 

obtained by normalizing An to unity with resnect to Bn is 

given by 

E2 [1_ 2 n 
(3 ) 2 

n 
8 )2} 2 

= n = { ( l: cos + ( [ sin /n n 2 r=l r r=l r 

B n 

(3.10) 
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If the array aperture js D, equation (3.6) can be written as 

d 
B = 2n r 

r D 

where D is introduced as a scaling factor to make the response 

dependent only on arral· configuration and not on array size. 

Hence: from equation (3.10), contoured sumsquared response 1 E, 
n 

can be obtained in polar fcrm as a function of II A <:md azimuth 

8 • 

For L array, the correlator resnonse gives better 

resolution than the sum squared response (Birtill and Wb.iteway, 

1965). arrav has the shape of an inverted 'L' with 

the two arms called and yellow(y) arms. In the corre-

lation method, the outr:·uts of the red and yellow lines are summed 

(after the insertion of ao?rooriate steering delays) separately 

to oroduce partial beaffis. two partial beams are then 

cross multiplied. li there are m seismometers on the red arm, 

the number on the vellow arm will be: n-m. 

Assuming thE: out. puts of all seismometers are equal (a. = a, 
l 

say}, then the amplitudes A , of the partial sums are given 
r y 

by 

A =­
r 

A = y 

a 

a 

{ ( cos 
r=1 

{<r:m+1 
cos 

B ) 2 + ( 
IT' 

Br) 2} E sin (3.11} r r=1 

n Br/} 2 
+ ( r=ili+1 

sin (3.12} 
sr) 

Hence, the correlator outout A"is given by 

A = A 0 A 
r y 

2 f( ·rzl B 
2 

= a cos r) 
l 

sin B 2} r) 
{ n 2 ( 2; cos + 

r=m+1 
\. 

n 
B r) 2} 1,. 

{ E sin '2 

r=m+1 
(3.13} 
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If the cutouts of all seismometers are in the corres-

pending resultant output A is given by 

2 A = m(n-m)a (3.14) 

If the SE::ismometers are equally r'l.istributed between the two 

arms, we have m = n/2 and A= n 2l/4. Hence the correlator 

resoonse, 

becomes 

E , normaJ.ized to unity for the j.nphase condition 
n 

4 {( n/2 
En= l: 2 r=1 n 

cos B ) 2 
r 

+ sin B 2} 
r) 

l ' ( £ sin Br)2 

r=!!.+1 . 2 
(3.15) 

From equation (3.15), tt.e correlator response as a function of 

(I/).., e) can be plotted as before in polar form. lh c>.pplicat-

ions of equations 3.10 and 3.15, delays are normally inserted 

so that the inphase condition corresponds to a desired signal 

of apparent velocity v
1 

from an azimuth e 1 . The to 

any other signal ( 0" A, 8) is then required o the signal 

([()..,8) the resultant rhase shift for the rth seismometer 

out out a.t p relative to that at 0 for this condition l.s 

d d D cos (e1-ar) 0 (e-a ) 2'Tf r 0 r cos -
Br -· 2'Tf - r 0 AI 0 A 

d 
(_12 e- I' (S sin e- 0 sine 1 )sina 2rr r cos 

e 1 ) + = no r::IS cos a - r 
A AI r A "' d 

D ( 8 1 -a ) (3o16) 21T r cos 
= . >..' r 

0 

where 0 e I 
_p cos 8 _J:! 

81 (3o17) -:-x cos = cos 
A A 1 

0 sin e' D sine I' sin (3.18) - = -
-J A1 e 

A 1 



92. 

Hence the resultant phase shift :produced corresponds to that 

would be oroduced by a signal of azimuth e' and wave-

length A ' • The vector representing this signal is equal to 

D D vectors ();,e) and (J;,e1 ). The 
I 

the difference in the two 

response as a function of (V,G) when the array is tuned to 

(V 1 ,e 1 ) is thus determined by olacing the origin at +n). 
"'I I . 

The array response rtoes not change; it is the origin that shifts. 

In the above equations, A and A
1 

correspond ·to the same 

frequency. Array resoonse is, in general, a function of 

frequency. However, for the local earthquakes recorded at 

Kaptagat, observed signal frequency variation is small. 

Variation of response with frequency is therefore ignored in 

this analysis. 

The data in the nresent. study was analysed using the cross 

correlation processing technique because, as has been discussed 

above, it gives better resolution than sum squared processing. 

The irrmediate eastern loce.l rift events used in t.his study have 

azimut.hs and velocities centred around about. 90° and 7. 0 km/s 

respectively. The dominant frequency of the first arrivals is 

about 4 to 5 hz. The cross correlator resnonse (with no 

scaling) for Kaptagat array and for a frequency of 5 hz is cal-

culated and illustrated in fig. 3.3 for v 1 and e1 taking on the 

0 values of 7.0 km/s and 90 respectively. The illustration covers 

a range of velocities (3.2-10.0 km/s) and azimuths (50°-130°) 

cent.red at the point reprEsenting the signal (7. 0 km/s, 90°) to 

which the array is tuned. Fig. 3.3 shows prominent side lobes 

at about (6.0 km/s, 55°) and (5.8 km/s, 123?) which cc.uld be 

mistaken for genuine second arrivals. 
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3.3.3 Array resoonse in the presende of inboherent noise 

It can be shown that \'i'hen the array of n sensors is perturbed 

by random noisep beam forming improves signal to noise ratio by 

a factor of In . If the noise-: is considered white, the amplitude, 

a, at each seismometer will be constant but the phase will be 

random. LEt the phase a.ngle at the ith seismometer be q,. • If 
1 

R is the resulta.nt summed noise amplitude and y its phase angle, 
n 

then · 

R n 

R n 

= a 

n 
cos y = a E cos .pi 

i=1 
n 

sin y = r. sin .pi 
i=1 

a2 ( ( 
n 

= r. cos 
i=l 

2 n 2 {( E cos .pi + 
i=1 

n n 2 
E sin cpi + 2 

i=l 
r. 

i=l 

cp )2 
i + 

n 
2 r. 

i=l 
J 

sin .p
1 

n 
( E sin q, )2) 

.1. 
1=1 

cos 

n 
r. 

j=1 

.pi 

sin 

n 
r. 

j=l 

.p . ) 
J 

cos .p . ) + 
J 

(3.19} 

In the typical terms 2sin.p.sin¢1. and 2cos.p.cos.p. of the double 
1 J 1 J . 

summations, si.n.p. , sincp., cos¢!. and coscp. have random values 
1 J 1 J 

between ± 1 and tt..e averaged sums of sets of these oroducts is 

effectively zero since .pi is random. 

The average value of sin2 

o2 = a2 (!!. n) 2 aence nn 2 + 2 = na • 

If the signal has amplitude, a, at each of the seismometers, 

then the summed signal output for the i.npr.ase condition is 
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Thus without using the array the is unity. But on using 

the array, beam forming increased the SNR. by a factor of 

R s na 
R 

n 

3.4. Data Processing. 

3.4.1. Processing facilities. 

= /i1 . 

Local earthquake data recorded at Kaptagat array were used 

in the study of the lithosphete in and around the Gregory rift 

at the latitude of about O.SN. These data were recorded on one 

inch analogue field magnetic tapes stored at the processing 

laboratory housed at Durham University's Department of Geological 

·sciences. 

The processing laboratory consisted of one inch EMI tape 

deck with supporting electronics for demodulation and flutter 

compensation, a 16-channel jet pen recorder, a bank of three 

analogue band pass filters (Krohn Hite, and later Kemo) and a 

12-channel oscilloscope. Digital processing was done on a CTL 

Modular One computer 1) with 16K core store and 8 bit word. 

Communication to this computer was via a teletl'pe terminal. Out-

put from the computer was routed through a matrix board to the 

jet Pens, the oscilloscope, the teletype or the Hewlett Pakard 

X-Y Plotter. Analogue signals on the field magnetic tapes were 

converted into digital form using an A/D converter. Backing 

storage for the computer was provided by attached tape and disk 

units. 

A part of the core space is occupied by the executive, 

compiler and £ilters (programs). The remaining space is used 
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for the storage of the array data in time series channels. Each 

sejs®ogram is allocated a time series channel. The process of 

velocity filtering involves application of positive and negative 

delays to these channels. It is therefore necessary to have 

sufficient samples in store at a given time to allow the necessary 

delays to be applied. The of samples required to be 

stored is, consequently, in direct proportion to the digitization 

rate. 

Each of the records used in this study was digitized at 

two sampling rates 50 and 100 samples per second. The normal disk 

file was 43 pages long and could contain about 13s of 8 channel 

array data recorded at a sampling interval:of O.Ols. However, 

several disk files could be concatenated to produce a file of up 

to 250 pages corresponding to about 80s of 8 channel array data 

recorded at lOOs/s. For higher/lower sampling rates, the 

length (in time) of the record that can be held is proportionately 

less/more. 

Flexibility in processing on Modular one comouter was 

enhanced when records at 50s/s were used although the 

resolution in velocity and azimuth was then limited. On the 

other hand, flexibility in processing data recorded at lOOs/s 

was severely limited because of the small storage space available 

in the machine. However, the veloqity and azimuth resolution 

for such records was accurate enough without provision for 

interpolation between samples. For greatar speed and flexibility 

the data recorded at lOOs/s were all again processed on the NU.MAC 

IBM computer. 
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3.4.2. The Velocity filter program. 

Velocity/azimuth filtering on Mod l computer was implemented 

using a program developed by Forth (1975) and written in a special 

language called (seismic record analysis compiler). This 

program is here modified (as listed in A) and used for 

. the present to perform a search over ranges of velocity, 

v, and azimuth, G. The operation of the program will be illus­

trated below for the case where the azimuth of a single arrival 

is known it is required to determine its apparent surface 

velocity. 

For the given azimuth, a value of starting velocity is 

selected. Steering delay, Ti (with respect to the crossover 

point), for the seismometer, i, at the starting velocity and 

the given azimuth is calculated using equation 3.2. The output 

of the seismometer, i, is then dalayed in time by amount Tl,· At 

desired time points, the delayed seismometer outputs on the red 

and yellow arms are summed seperately to produce the red and 

partial beams. The partial beams are weighted (if 

necessary) and then cross multiplied. The square.root of 

magnitude of this cross product is taken with the original sign 

of the cross product Preserved. The resulting function is 

averaged or smoothed over a moving square time window of length· 

not exceeding·the duration of the signal. The 

operations described above simply implement equation (3.5). The 

resulting output (which may sometimes be band pass filtered) is 

the time averaged product (TAP) or correlation function for the 

starting velocity and the given azimuth. This TAP is plotted on 

the X-Y plotter as a function of time along the seismic record. 
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The velocity is then incremented and the corresponding TAP produced 

an-:1 plotted. In this way all the TAP traces for the required 

range of velocity are plotted for the given azimuth. 

At the given azimuth, one TAP trace is plotted for each 

value of velocity in the velocity search range. Final plotter 

outnut then consists of any suitable single seismic channel 

shifted in time by amount corresponding to the pit coordinates 

of the corresponding seismometer and the measured first arrival 

velocity and azimuth, the TAP traces in increasing order of 

velocity and a time channel for relative time information. Each 

TAP trace has a DC base line from which the trace amplitude is 

normally measured, using a half millimeter scale attached to a 

magnifying lens. A graph of TAP trace amnlitude against apparent 

velocity is obtained from measurements on the plotter output. 

The location of the maximum TAP amplitude can be obtained by 

fitting a parabola to the measured values of amplitude against 

velocity. The velocity at which the measured amplitude is 

maximum is taken as an estimate of the signal velocity at the 

qiven azimuth. 

If the apparent velocity and azimuth of an arrival are both 

initially unknown, short TAP.traces covering the full range of 

0 0 azimuth (0 -360 ) and probable range of velocity are produced · 

and the corresponding amnlitudes.measured. In this case initial 

velocity azimuth increments are made large and only rough 

estimates of probable range within which the signal parameters 

lie can then be made. Subsequen·t filtering with finer increments 

in velocity and azimuth this range can be used to give 

more precise estimates of the signal parameters. 



99. 

On l computer the program can also be used in a fully 

automatic mode (without plot option) to calculate T.AP amplitudes 

for full ranges of azimuth and velocity. The calculated 

amplitudes are stored in a two dimensional array representing 

velocity-azimuth space. The position of the maximum amplitude 

in this space determines the required apparent velocity and 

azimuth of the signal. On this machine, the automatic version 

of the program for full ranges of azimuth and velocity takes too 

long (several hours) to run for one record. over, because 

of the limited space available in the machine, data sampled at 

higher rates than 50s/s could be filtered for only severely 

limited ranges of vel0city and azimuth. Use of lower sampling 

rates than this results in poor resolution in the determination 

of signal velocity and azimuth. 

To overcome these nroblems and to obtain more precise data 

on first and later arrivals, a Program was written in Fortran 

for implementation on the University of Durham's general purpose 

360/370 computer. This program (listed in apPendix 

performs the same functions of delaying, summing and cross 

correlating already described above. A brief descriPtion of the 

Fortran program is now given. 

At any chosen point in time along the array record, defined 

search ranges of azimuth and velocity are swept through starting 

from initial values up to stipulated final values in specified 

increments. For any given time along the record, values of 

velocity v, and azimuth, 8, are selected within the given ranges. 

Arrival times, T (relative to the crossover point) corresponding 
r 

to the signal (v,S) are calculated for the seismometer r assuming 
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plane wavefronts and using equation 3.2. The output of seismo-

meter r is then delayed in time by amount T • r 
The delayed out-

:puts or channe]_s for the red and yellow arms are summed 

seperately. These Partial sums are cross rml ti nJ.:i.e"l -3.!1. i the 

square root of the crossproduct taken with the original sign 

preserved. The output is then integrated over a time window 

of about one period of the uninterrupted signal. 

For an azimuth 8. and velocity v., a value of the corre-
l l . 

lator output, C .. , is computed. If there are m values of 
ll 

velocity and n values of azimuth, then mn values of correlator 

output are calculated in 0-v snace. These mn values are 

smoothed out to reduce the effect of noise bursts. A test is 

then carried out to see which of the outputs, C .. , is a maximum . .. 1) 

or-peak in the 0-v space. All identified peaks in the field 

(with their corresponding values of 0 and v) are then arranged 

in descending order of magnitude in a one dimensional array for 

each chosen time point. 

The contents of this array can be printed and/or plotted as 

desired starting from the first element. Any desired number 

of peaks can thus be plotted/printed for a given point in time, 

By trial and error it was established that 1 or 2 peaks gave 

the best nlots. size of the character used in the plot is 

chosen proportional to the corresponding computed TAP amplitude. 

Four to five peaks \•rere usually printed. The need to search 

for more than one peak in the field at a point in time arises 

from the fact that bw or more seismic phases may overlap in 

time at the station. 



101. 

3.4.3. Performance tests on the filtering program. 

Local earthquakes recorded by Kaptagat array station and 

used for the study of the rift structure to the immediate east 

of the array station cover a frequency range of about 4 to 5 hz. 

After the first·arrival which lasts uninterrupted for no more 

than about one period, there may be several 9artially overlapping 

phases resulting in signal interference. Tests on synthetic 

data were, therefore, carried out to estimate the accuracy with 

which velocity and azimuth of a single signal nhase can be 

measured and also to rletermine ability of the program and the 

array to resolve differences in velocity, azimuth and onset times 

of interfering signals. 

To simulate a seismic wavelet, a decaying sinusoid of 

frequency f, amplitude A and duration Twas generated as a time 

function from the relation 

y = (Asin2nft)Cot (8 +( 8 2-0 1 )t 
1 T 

(3.19). 

01 and 82 are chosen minimum and maximum values of the angle (in 

radians) whose cotangent modulates the sine function. By chaos-

ing the values 5 units, 0.40 rad., 1.45 rad., 4hz and 0.50s for 

A, 81, 02 , f and T respectively, about 2 cycles of this decaying 

4 hz sinusoid lasting 0.50s was generated. 

Using Mod 1 computer and the program listed in appendix B, 

this simulated wavelet was generated at sampling intervals of 

0.02s and 0.01s. This wavelet formed each channel of a ten 

channel record (fig. 3.4a) stored on a disk file. These ten 

time series channels on the record were linked to the 10 co-

ordinates of Kaptagat array seismometer pits. The channels could 



102. 

Rl 

RZ 

R3 

R4 

R5 

Yl 

vz 

Y3 

Y4 

\ 
Y5 

O·ls 

Fig.3·4a: A decaying 5 hto sinusoid linked to each of the ten kaptogat pits. 

\ 

I 
i 



103 0 

then be given relative dalays corresponding to an arrival at the 

station with a given apparent velocity and from a given azimuth, 

The accuracy achieved by the array and the orogram in the 

measurement of velocity and azimuth for a single phase was 

studied using this delayed record, Delays corresponding to two 

or more arrivals with different apparent surface velocities and 

from same or different azimuths could also be introduced, In 

this way it was possible to test the ability of the array to 

seperate two· interfering/overlapping arrivals in time and deter-

mine their signal parameters. 

For use on 1 computer, the synthetic data recorded at 

50s/s were filtered in preference to records produced at 100s/s 

because the former allowed for coverage of wider ranges in 

velocity and azimuth, Finer resolution in the estimate of the 

signal oarameters for the same event could then be obtained from 

data recorded at 100s/s the narrower limits established 

by the previous data. 

The delay T., for the ith channel was calculated for a 
1 

signal with velocity 6.0 km/s and from azimuth 225° as before 

using equation 3.2 and the coordinates of Kaptagat pits. The 

number of samples involved in the delay, T., is the nearest 
1 

whole number to SOT. since there was no provision in the program 
1 

for interPolation between samples .. After the application of the 

delays, the record (fig. 3.4b) was stored on a disk 

file and subsequently filtered using the program listed in 

appendix A and discussed in section 3. 4. 2. ·.An averaging time 

of 0.20s was used. This averaging time has been found by trial 

and error (as shown later in this section) to be the best value 

for use in filtering of records of the local 
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Using a _1 mm :.c.-11 <' to \,rhich m<rgnifyinq <]lass was attached 
2 

amplitudes of the correlator outputs were measured for signal 

velocities increasing from 5.0 km/s to 7.0 km/s in stepts of 

0.2 km/s and for azimuths increasing from 221° to 227° in steps 

0 of 1 . These amplitudes normalized to unity for maximum 

amplitude in the field is shown in table 3.1. The maximum 

normalized amplitude was located at the correct velocity of 6.0 

km/s but at an azimuth of 224° (instead of 225°). However it is 

clear from table 3.1 that the measured azimuth lies between 224° 

and 225° suqqesting a difference of less than 1° between exnected 
rn easu -re.J 

and )\azimuths. This small difference between expected and 

measured azimuths could possibly result from the coarse increments 

(0.2 km/s) in search velocity 'lnd from the quantization errors 

due to the sampling interval of 0.02s used. 

Pig. 3. 5 shows tl1e correlator outputs for an azimuth of 

224°. At the top of the record is a single channel; this is 

followed by outputs for velocities increasing from 5.0 km/s 

to 7.9 km/s in steps of 0.1 km/s. Normalized correlator amplitudes 

measured from these outputs were then plotterl against velocity 

(fig. 3.6 :) . As expected, the curve peaks at 6.0 km/s which is 

the correct signal velocity. The corresponding peak for azimuth 

of 225° is also at 6.0 km/s but the ampliturle is then 95% the 

peak at 224°. When steering delays corresponding to a signal 

with velocity 7.0 km/s and azimuth 225° were inserted in the ten 

channel unnhased record, maximum normalized correlator output '"'as 

0 located at 224 and 7.1 km/s. 

Tests similar to those described above were also carried 
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Azimuth (degrees) 

221 222 223 225 226 227 

5.0 (1 • 4 3 0.45 0.61 0.69 0.71 0.59 

5.2 0.56 0.49 0.72 0.80 0.80 0.67 

5.4 0.39 0.63 0.57 0.81 0.89 0.86 0.75 

5.6 0.46 0.72 0.67 0.90 0.95 0.<39 0.74 

5.8 0.50 0.83 0.85 0.98 0.93 0.86 0.72 
' 

6.0 0.59 0.93 0.88 1. 00 0.95 0.80 0.70 

6. 2 0.75 0.99 1).98 0.96 0.89 0.80 0.54 

6.4 0.81 0.96 0.97 0.92 0.82 0.71 0.52 

6.6 0.86 0.93 0.94 0.86 0.76 0.67 0.53 

6.8 0.85 0.89 o.q9 0.80 0.70 0.63 0.51 

7.0 0.85 0.67 0.63 0.49 

Table 3.1 Normalized amplitudes in the neighbourhood 

0 of (G.O krn/s,225 ) when the array is tuned 

to the signal (6.0 km/s,225°). 
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apparent velocity of signal was fixed at 7o0 km/so The results 

for 270° and 135° are shown in tables 3o2 and 3o3 respectively" 

At 270°v velocity and azimuth increments were Oo1 km/s and 1° 

respectively and measured azimuth and velocity were 271° and 

7.1 km/so At 135° azimuth 6 increments of 0.2 km/s and 2° in 

search velocity and azimuth were used and the resulting measured 

parameters were 6.9 km/s and 130°(fig. 3.7}" From table 3.3 and 

fig. 3.7 ·the peak at 135° occurs at the correct velocity of 7.0 

km/s although this peak is only 0.90 of peak at 130°. At 

all azimuths the measured velocity was within ± 0.1 km/s of the 

correct velocity. Except for the azimuth of 135° each measured 

azimuth was within ± 1° of the correct azimuth. 

All the measurements discussed above are summarized in 

table 3.4. In all these discussions we have used synthetic data 

recorded at 50s/s to ensure flexibility while using 1VJod. 1 

computer. Better resolution (than given above) in the measure­

ment of signal parameters may be obtained with data sampled at 

100s/s using a bigger machine. 

l' 





,....; 
,....; 
,....; .Az i.Tl'l.U t;:-,. ( c::) 

J • 

122 124 126 128 130 131 132 133 134 135 136 137 138 139 

6.0 0.58 0.56 0.43 0.45 0.41 0.42 Oo43 0.39 0.40 0.43 0.42 0.41 0.34 0.30 

''".;> " 6. 2 Oo65 0.62 Oo64 0.58 0.55 0.55 Oo51 0.47 0.43 Oo44 0.48 Oo43 Oo43 Oo42 
d 

g ! 6. 4 I Oo69 Oo76 0 0 ,CJ 2 Oo81 Oo65 0.65 Oo68 Oo55 Oo55 Oo55 0.55 0 0 .c; 1 0.40 0. 4 9 
i'"j 

ro I ::s ! 6 0 6 I o o 7 7 Oo77 0.92 OoS9 0.85 0.85 0.83 0.78 0.70 0.70 0.81 0.62 0.64 0.64 
rt 

I 6 o 8 I o o 56 0.78 0.90 0.95 1. 00 Oo99 0.97 0.88 0.93 Oo90 Oo92 0.87 0.78 0.79 
1-' 

X I 7 o o I o o 6 7 Oo72 Oo83 Oo85 !)o91 Oo92 Oo94 0.96 0.95 Oo95 0.94 Oo92 0.86 0.83 

rt 
< I 7 o 2 
---.1 

Oo50 :J.58 Oo56 0.78 Oo81 0.81 0.87 0.91 0.89 0089 0.88 0.83 0.83 0.80 

,.I 
0 0 39 0.47 0. 51 0.48 0.55 0.55 0.52 Oo69 0.82 0.77 0.67 0.72 0.67 Oo65 'j : 7 0 4 

l - 6 Oo28 0. 31 0.35 Oo30 0.40 0.40 0.52 0.52 0.57 0.57 0. 46 0.47 0.55 0.55 I • 

7.8 I o. 2 3 0.23 0. 17 0.26 Oo28 0.28 0.33 0. 38 0.45 0.42 0. 41 0. 41 0.36 0.41 

Table 3.3. TAP amolitudes for signals in the neighbourhood of (7.0 km/s,135°) 

when Kaptagat array is tuned to (7.00 km/s,135°). 

140 1 LJ2 144 

Oo32 0.28 Oo28 

0.35 0.35 0.33 

Oo4:; 0. 4 2 0.41 

Oo55 0.54 0 0 4 5 

0.74 Oo68 0.56 

0.80 Oo74 0.64 

0.80 0. 73 0.67 

0. 71 0.61 0.621 

0.52 0.60 0. 56· 

0.46 0. 5 0.48 
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Correct Correct '·1easured Measured 
velocity n z itnu th velocity 

(degrees) (km/s) (degrees) (km/s) 

135 7.0 130 6.9 

180 7.0 179 7.1 

225 7.0 224 7.1 

270 7.0 271 6.9 

Table 3.4. Measured velocities and azimuths at different 

azimuths when the outouts of the array sensors 

are given delays corresponding to a signal 

crossing the array with ·velocity of 7.0 km/s 

at each of the qiven azimuths. 
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3.4.4. Interference Problems. 

Using a synthetic seismoqram program, Maguire (1974) showed 

that for an event at a distance of about 55 km from Kaptagat 

sixty arrivals occurred within the first 9.63s of record if 

amplitudes within three orders of magnitude including P,S and 

mode conversions were considered. Calculated a9parent surface 

velocities varied from 3.47 km/s to 13.57 km/s. Although the 

number of these theoretical arrivals will. be drastically reduced 

when only measurable amplitudes are considered, signal inter-

ference between recorded phases certainly constitutes a 

problem for such small distances. 

Distances covered by the immediate eastern local rift 

events used in this study range from about 50 km to about 80 km. 

after the first arrival, superposition or inter-

ference of two or more recorded signal phases could result in 

measured velocities and azimuths which may differ significantly 

from those of the original single components. 

To illustrate, we consider two simple harmonic waves of 

equal amplitude, a, propagating across the array with angular 

frequencies w1 and w2 , wave vectors, Js1 and Js 2 and with a phase 

difference r1> between them. The displacements, y1 and y2 , are 

then given by 

Y = a .. 1 

Y = a 
2 sin (v.T2t-Jsi<E) 

The displacement, y, resulting from interference between the 

two waves is given by 

y = !Jx 

rf"'ls { 'v' -w } .... !· 'k -k · ) r+ 1} 
l \ v 1 2 L 2 \ -1 -2 o - 2 (3.20) 



115. 

In the present data, frequency variation is small (section 

3.4.3). On the other hand, measured apparent veolcities cover 

the range 5.6 to about 9.4 km/s. Interference effects in space 

are, therefore, more important than those in time. To further 

simplify the treatment, we can therefore assume that the two 

waves have the same frequency w, say, so that equation (3.20) 

reduces to 

(3.21) 

If the two waves have different velocities but come from the 

same azimuth, then the first term in equation (3.21) represents a 

wave travelling in the same direction (i.e. having the same azimuth) 

as the two interfering waves but with a wave vector given by 

Since lt3 1 is not equal to lt1 1 or the apparent velocity of 

the resultant wave is different from that of either of the original 

waves. Interference in this case, therefore, results in correct 

measured azimuth but anomalous value for measured velocity. 

If v 1 and v 2 represent the phase velocities of the interfering 

waves and v
3 

the phase velocity of the resultant wave, it can be 

shown that for the same frequency, 

For normal East African shield crust and for surface focus, P and 
g 

P phase velocities are about 5.g km/s and 10.8 km/s at a distance m 

of about 60 km. These two phases coming from the same azimuth can 

therefore interfer (if they have the right stepout time) to produce 

a new wave crossing the array with a phase velpcity of about 7.6 

km/s. A superposition of a surface wave (about 4.0 km/s) and a 
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Moho reflection (about 10.8 km/s) produces a wave of velocity 

5.8 km/s. 

The second term in equation (3.21) represents the interference 

envelope and is constant in time. The wavelength, A 3 p of this 

envelope at a frequency, f, is given by 
2v

1
v

2 
f(v

2
-v

1
) 

If A 3 is large compared with the dimensions of the array, then its 

effect is negligible. For example at a frequency of 5 hz, the 

interference of waves ·of velocities 5.3 km/s and 6.5 km/s from the 
In 

same azimuth resultsAinterference envelope of wavelength 21.5 km. 

This is large compared with the array dimensions of about 5 km 

and does not introduce appreciable error in correlation measurements. 

On the other hand, for the same frequency and for velocities v
1 

and 

v 2 of 5.0 km/s and 15.0 km/s, the interference wavelength is 3.0 km 

which is comparable to the dimensions of the array. The velocity 

filtering process may, therefore, correlate the interference envelope 

rather than the individual arrivals. This would produce a high 

correlation at an anomalous velocity but at the correct azimuth. 

·rn equation (3.21), if two waves with different velocities 

and azimuths are considered, the resulting wave vector is given 

by 

Since the magnitude and direction of necessarily differ 

from those of it follows that the velocity and azimuth 

of the resultant wave are different, in general, from those of the 

interfering waves. By similar argument it is seen that the inter­
prom qa tes 

ference pattern - 1 with anomalous velocity, and anomalous 

azimuth. 
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It is concluded from the discussions above that two waves 

from the same azimuth can interfer to produce correct azimuths 

but spurious velocities. Furthermore, interference of waves 

from different azimuths can lead to both anomalous velocities 

and anomalous azimuths. These observations suggest that caution 

should be exercised in the interpretation of velocity and azimuth 

data for later arrivals. 

In reality the interference problem may not be as intractable 

as the simole discussions above would suggest. The phases that 

can usually be recorded may not have the right time relationships 

for interference to take nlace. Time distance graphs for important 

phases are plotted in fig. 3·8 for the normal East African shield 

crust and for surface focus. In the range of distance (about 50 

to 90 km) covered by immediate eastern local rift events, the 

principal phases in increasing order of onset times are ,PIP, 

P and surface waves. 
m 

As the distance increases from 50 km to 90 km the stepout times 

between P and PIP decreases from 3.82 to 2.40s, and that between 
g . . 

PIP and Pm decreases from 4.62s to 2.79s. The surface waves, mainly 

Rayleigh waves with velocity of about 3.0 km/s trail P
9

, PIP and 

Pm by 8.05s, 4.20s and O.OOs resoectively at 50 km distance and 

by 14.55s, 12.10s and 9.40s respectively at 90 km. The S phases 

equivalent to the P phases discussed above are expected to come 

in with very low amplitudes since they are best recorded by 

horizontal instruments; they will, therefore, produce minimal 

effects on correlation amplitudes. It should, therefore, be 

possible to partially overlapping in terms of 

time, azimuth and phase velocity. 
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An investigation was carried out to test the ability of the 

array and the processing technique in seperating interfering arrivals 

(from the same azimuth) and in resolving their signal parameters. 

The test was carried out for an azimuth of 225°(which approximates 

the azimuth of locul events from Kavirondo and for two signals 

with phase velocities of 6.0 km/s and 8.0 km/s which are typical 

crustal velocities. 

The signal wavelet corresponding to each Kaptagat pit was 

delayed (relative to the crossover point) by lengths of time corres-

ponding to two arrivals crossing the array with apparent surface 

velocities of 6.0 and 8.0 km/s respectively. The two delayed outputs 

for each pit were added to give a resultant signal. The 

calculated seperation in time between the onsets of the two arrivals 

at each of the ten pits (table 3.5) varies from 0.008s to 0.147s. 

The resulting ten channel record was velocity filtered with 

0 the ·azimuth fixed at 225 and velocity swept from 5.0 to 10.0 km/s 

in steps of 0.5 km/s. Averaging times of 0.05, 0.10, 0.15, 0.20, 

0.30 and 0.40s were used. Two distinct peaks were observed, one 

at' about 5.5 km/s and the other at about 7.5 km/s independent of 

window length used. Fig. 3.9 shows the correlator output for 

window length of 0.20s and azimuth of 225° when velocity was 

incremented by 0.5 km/s. 

The velocity filter program was then run with azimuth fixed at 

2 2 4 ° and l · t · t d b 0 1 k I ve oc1 y 1ncremen e y " m .s. As shown in section 3.4.3 

this is the azimuth at which maximum correlation occurs in azimuth-

velocity space. A plot of normalized correlator amplitude against 

phase velocity was produced for each averaging time in the range 

0.05s to O.BOs. For all values of window length, the interfering 



Seismometer Time seoeration 
Pit (seconds) 

R1 0.025 

q_2 0.045 

:q3 0.101 

R4 0.130 

R5 1).181 

Y1 0.0013 

Y2 ().061 

Y3 0.079 

Y4 0.110 

Y5 0.147 

Table 3.5. Step out times of 6.0 km/s and 8.0 km/s arrivals 

at Kaptagat pits when the signals come in from 

an azimuth of 27.5°. 

120. 
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0·05s 0·10s 0·20s 

5·0 5·0 

. 
9 

0·05s 0·10s 

Fig 3·9:Correlator out pul s for window lt?ngths of Q. 05s, 0·10s 
and 0·20s when two. interf erring signals cross the array with 
phase velocities of 6·0 and 8·0 l<m/s respectively· Numbe(s are 
are apparent velocities in km/s· 
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arrivals were seen to be sePerated since all the curves show double 

peakirig. Fig. 3.1oshows the velocities at which the Peaks occurred 

for various averaging times. 

Double peaking and hence signal seperation in time is most 

prominent for window lenqth of O.D5s (fig. 3.11 ) . But this size 

of averaging time was considered too small to give reliable results; 

for example the peaks occurred at velocities of 5.q km/s and 8.8 

km/s instead.of 6.0 km/s and 8.0 km/s. It is evident from fig. 3·.l0 

that window lengths between 0.15s and 0.30s gave both measured 

velocities to within 0.1 km/s of the correct velocities. Within 

this range, the averaging time of 0.20s gives correct values 
(fig. 3.11 

(6.0 km/s and R.O·km/s) for both velocities but the double peaking L 

is not as prominent or as well defined as that for 0.05s. Window 

length of 0.20s was, therefore, considered the most appropriate 

value to use in filtering records from local events used in the 

present analysis where the dominant frequency is about 4 to 5 hz. 

:.5 Estimates of error in apparent velocity and azimuth measurements • 

• 1 Error due to assumption of Plane wavefront. 

In the Plane wave front formulation used in the filtering 

program (section the arrival time, t , of a plane wave front 
p 

from an azimuth 0 at a point ,y.) on the horizontal earth's 
l l . 

surface with respect to zero time at the origin is 

t = -(x.sinO+y.CosO)/v 
p l l 

This expression is correct for sufficiently large distances from 

the source. For small epicentral distances, the curvature of the 

wavefront must be considered to see if significant errors in 
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measured velocity anc1 <!:c irnu t.:.h result from the a.s sumption of plane 

wavefronts. 

Consider a point source, S(fig. 3.12) of spreading spherical 

wave fronts. 

is given by 

The distance, D, from the source to P(x. ,y.) 
l l 

where 11 is the radial distance from source to the origin or cross-

over noint. Assuming curvature in the wavefront, the arrival time, 

t , of the wave at P relative to zero at the origin is now c 

t 
c 

D-11 
v 

This expression should give a better estimate of the times used 

for inserting delays into the various channels in the velocity fil-

process. Because neither 6 nor D was known sufficiently 

this expression was not used. In its place the 

expression based on Plane fbrmulation was used. 

Consider a point source S(fig. 3.13) generating spherical 

waves. At a radius r, the difference, x, in Positions between pl;:ine 

(PR) and spherical (PQR) wavefronts is given by 

X r - ; 2 2 r -a 

where 2a is the aperture presented by the array at the qiven 

azimuth. The difference in arrival times of sphexical and olane 

f t ' x/v h V ' I t f l ' t wave ron s lS ls t1e apparen sur ace ve ocl y. 

Kaptagat array apertures at azimuths of 45° and 90° are about 

7 km and 5 km respectively. Tile minimum estimated distance, r, 

for rift events to the j_nul\ec:Iinte east of Kaptagat is about nO km. 

At this distance the differences in calculated times (between 
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y 

X 

Fig. 3·12: Scherna!ic diagram for a curved wavefront 
crossing the array. 

Fig. 3·13: A diagrarn illustra1ing difference in positions of 
plane(PR) and sphericai(PQri) wovefronts ut a 

·distance r fron1 source. 
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plane and curved ,,,a vc front ilpDroaches) for a phase velocity of 

7.0 km/s are 0.0145s and 0.00744s for azimuths of 45° and 90° 

respectively. These time differences are of the order O.Ols 

which is the sampling interval used to digitize the records. 

It is clear from this observation that a higher sampling rate 

than lOOs/s will not necessarily improve the resolution of the 

data for this and srne1.ller distances if.the program assumes plane 

wavefronts. 

3.5.2 Error due to finite sampling rate. 

In the program used to calculate apparent velocity and 

azimuth, no provision was made for interpolation between samples 

because the data v1ere sump led at 0. 01 s intervals and the required 

accuracy is achieved without need for interpolation. Delays were, 

therefore, applied to the nearest digit. 

Consider a seismometer located at the point P(x ,y ) in the 
r r 

x-y plane on a horizon t.:-tl cJrth 's surface and at an azimuth o( r 

(fig. 3.2). If o nlone wave crosses the array with apparent 

velocity V from an azimuth 0 , the arrival time, t, at P relative 

to zero time at the origin is 

t = -(x sinfr+y CosB)/v 
r r 

If the seismogram is diqitized at S samples per second, the wave 

will arrive P at sample N where 

N 
(x Sin9+y Cos9)S 

- r r 
v 

and N is the digjt nearest to N . For reliable estimation of 

velocity/azimuth, it is necessary that for each seismometer these 

digits, N, change for a change in velocity/azimuth. 

The rates of change of N per unit change in azimuth and 

velocity are givon by 



aN' 
dti 

aN' 
av = 

(-x Cosn+y SinO)S r - r 

(x SinO+y CosO) 
r r 
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and 

respectively. 

Tables 3.6a,b,c also give the number of seismometers, m, 

changing whole numbec of sc:nnples, N, at a particular azimuth when 

the apparent velocity ,-1t th.:-1t azimuth changes by 1 km/s, 0.5 km/s, 

0.2 km/s and 0.1 krn/s respectively. Table 3.6b computed for a 

phase Velocity of 7. () km/S si!OidS that when the phase Velocity 

changes by 0.5 km/s, un averagG of 6 seismometers change samples 

() 

at an azimuth of ubout 90 . Two of these seismometers are on the 

red arm and four on the yGllow Rrm of the array. For a change of 

0.2 km/s in velocity at alJout 90° azimuth, an average of 4 seis-

mometers (all on the yellow nnn) change samples. For a change of 

0.1 km/s at 7.0 km/s velocity and same azimuth only three seis-

mometer, (y
3
,y

4
,y

5
), all on the yellow arm, (though not all on 

a straightline), chansre inteqral number of samples. 

It is evident, thGrefore, that in this direction, even when 

all seismometers are functio11ing, phase velocity measurements can 

not be made to a precision bGtter than± 0.1 if the sampling 

interval is 0.01s. The resolution improves/worsens as the apparent 

velocity decreases/increRses at the same azimuth. 

;J N' 
Table 3.6d shows values computed at a phase velocity of 

< ,-) 

7.0 km/s for different azimuths. The last row on this table gives 

the number, m, of seismometers ·changing samples by whole numbers 

when azimuth changes by 1° and 2° respectively at various azimuths. 

0 For a change of 1 , only th.ree seismometers are effective while 

four seismometers chunge samples by whole numbers for a change of 

0· 
2 . In both cases aJ l t-he seismometers are on the red arm although 

they do not lie on a straiqhtline. 



Pits 

R1 

R2 

R3 

R4 

R5 

; · Y1 

Y2 

Y3 

Y4 

Y5 

m for 
1 km/s 
change 

m for 0.5 
km/s 
change 

.m for 0.2 
·km/s 
change 

m for 0.1 
km/s 
change 
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aN° av= at 
. =1 

6.0 kms for azimuths of 

75° 

0.8 

L3 

3.2 

4.5 

6.2 

1.1 

5.1 

7 .. 1 

10.0 

12.9 

10 

9 

7 

5 

Table 3·.6 a. 

60° 85° 90° 95° 100° 105° 110° 115° 

0.6 0.5 0.3 0.1 0.1 0.3 0.5 0.7 

1.0 0.7 0.3 ·o 0.4 0.7 1.1 1.4 

2.5 1.8 1.0 0.3 0.5 1.2 2.0 2.7 

3.6 2.7 1.9 0.9 0 0.9 1.8 2.7 

5.0 3.8 2.6 1.3 0 1.3 2.5 3.8 

1.1 1.2 1.2 1.3 1.3 1.3 1.3 1.3 

5.2 5.2 5.2 5.2 . 50 2 5.1 4.9 4.8 

7.2 7.3 7.3 7.3 7.2 7.1 6.9 6.7 

10.2 10.3 10 0 3 10.3 10.2 10.0 9.7 9.3 

13.1 13.2 13.2 13.1 12.9 12.6 12.2 11.7 

10 10 8 7 6 9 10 10 

9 8 8 6 5 7 9 9 

7 6 .5 4 4 4 
I 

5 7 
: 

' 
5 4 4 4 4 4 4 4 

aN' Values of av- computed for Kaptagat pits 

at signal azimuths in the range 75° to 115° 

for an apparent velocity of 6.0 kms- 1 . m is 

the number of seismometers changing samples 

by whole numbers for the given velocity change. 



aN' 
av 

Pits 75° 

R1 0.6 

R2 1.0 

R3 2o3 

R4 3o3 

R5 4o6 

Y1 Oo8 

Y2 3.7 

Y3 5.2 

Y4 7.3 

Y5 9o5 

m for 
1 km/s 10 
change 

m for 
0.5 km/s 
change 

m for 
0.2 km/s 6 
change 

m for 
0.1 km/s 3 
change 

Table 3.6 b. 

129. 

at 7.0 km/s for azimuths of 

80° 95° 90° 95° 100° 105° 110° 115° 

0.5 0. 3 0.2 0 0 1 0 0 1 Oo2 Oo3 0.5 

Oo7 0.5 0.2 0 0.3 Oo5 0.8 1.0 

1o8 1 0 3 0.7 Oo2 Oo4 Oo9 1.4 2.0 

2o7 2o0 1 0 4 Oo7 0 Oo7 1o3 2.0 

3o7 2.8 1 0 9 1 0 0 0 Oo9 1.9 2.8 

0.8 Oo9 0.9 Oo9 1.0 1 0 0 1o0 1.0 

3.8 3o8 3.9 3o8 3o8 3o7 3o6 3.5 

5.3 5o4 5.4 5o4 5o3 5o2 5o1 4.9 

7.5 7.6 7.6 7o6 7o5 7.3 7.1 6.9 

9.6 9.7 9o7 9.6 9.5 9.2 8.9 8.6 

10 9 8 7 5 9 9 10 

7 7 6 5 5 5 8 9 

6 5 4 4 4 4 4 5 

3 3 3 3 3 3 3 2 

' 

aN' Values of ClV computed for Kaptagat pits at 

signal azimuths in the range 75° to 115° for 
-1 

an apparent velocity of 7.0 km . 

.. 



aN' --
ClV 

.Pits 75° 

1U 0.5 

R2 0.9 

R3 2.0 

R4 2.9 

RS 4.0 

Y1 0.7 

Y2 3.2 

Y3 4.5 

Y4 6.4 

Y5 8.3 

m for 
1 km/s 10 
change 

m for 
0.5 km/s 7 change 

m for 
0.2 km/s 6 
change 

m for 
0.1 km/s 2 
change 

Table 3.6c. 

at 7.5 km/s for azimuths of 

80° 85° 90° 95° 100° 105° 110° 115° 

0.4 0. 3 0.2 0. 1 0.1 0.2 Oa3 Oa4 

0.6 0.4 0.2 o.o 0.2 0.5 o·. 7 0.9 

1.6 1.1 0.6 0.2 0.3 0.8 1.3 1.7 

2.3 1.8 1.2 0.6 0.0 0.6 1.2 1.7 

3.2 2.4 1. 6 0.8 0.0 0.8 1.6 2.4 

0.7 0.8 0.8 0.8 0.8 0.8 0.8 0.8 

3.3 3.3 3.4 3.3 3.3 3.2 3.2 3.0 

4.6 4. 7 4.7 4.7 4.6 4.6 4.4 4.3 

6.5 6.6 6.6 6.6 6.5 6.4 6.2 6.0 

8. 4 8.5 8.4 8.4 8.?. 8.0 7.8 7.5 

9 g 13 7 5 9 9 9 

7 7 6 4 4 4 7 7 

5 4 4 4 4 4 4 4 

2 2 2 2 2 2 2 2 

3 N1 

Values of av computed for Kaptagat pits at 

signal azimuths in the range 75° to 115° for 
-1 an apparent velocity of 7.5 km . 

' 
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.-i 

Pits 

Rl 

R2 

R3 

R4 

R5 

Yl 

Y2 

Y3 

Y4 

Y5 

0 1 change 

0.2 

0.3 

0.7 

0.9 

L2 

0.1 

0.1 

0.2 

0.2 

0.2 

3 

75° 

2°change 0 
1 change 

0.4 0.2 

0.6 0.4 

1.4 0.8 

1.8 0.9 

2.4 1.3 

0.2 0.1 

0.2 0 

0.4 
I 

0.1 

0.4 0.1 

0 

4 3 

cH·T 0 ae at 7.0 km/s for the azimuths of 

85° 90° 95° 105° 115° 

0 2 change 0 1 change 0 2 change 0 1 change 0 2 change 0 1 change 0 2 change 0 1 changre 0 2.change 

0.4 

0.8 

1.6 

1.8 

2.6 

0.2 

0 

0.2 

0.2 

0 

4 

Table 3_.6d 

0.2 0.4 0.2 0.4 0.2 0.4 

0.4 0.8 0.4 0.8 0.4 0.8 

0.8 1.6 0.8 1.6 0.8 1.6 

0.9 1.8 0.9 1.8 0.9 1.8 

1.3 2.6 1.3 2.6 1.3 2.6 

0.0 0.1 o.o o.o 0.0 0.0 

o.o 0,;0 o.o o.o 0.1 0.2 

0.0 0.0 0.1 0.2 0.2 0.4 

0.0 0.0 0.1 0.2 0.2· 0.4 

0.1 0.2 0.2 0.4 0.4 0.8 

3 4 . 3 4 3 5 
-------- !.-..- - - !.... 

Values of com?uted for Kaptagat pits at signal 

azimuths in the range 75° to 115° for phase velocity 

of 7.0 km/s. 

0.2 0.4 

0.3 0.6 

0.7 1.4 

0.9 1.8 

1.3 2.6 

0.0 o.o 

0.2 0.4 

0.3 0.6 

0.4 0.8 

0.6 1.2 

4 7 

r 

.. 

' 
,_, 
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The minimum number of instruments that can measure 

velocity/azimuth uniquely is three spread in two dimenSions. 

From the discussions above, it is therefore concluded that for 

a sampling of 100s/s the theoretical resolution that can 

be achieved by Kaptagat array in the indicated directions is 

about 1° in_azimuth and 0.1 km/s in velocity when all the ten 

seismometers are functioning. The resolution possible from 

the record of any event depends on the particular seismometers 

that produce usable records of that event. 

3.5.3. Determination of centre of the correlator peak. 

The accuracy to which azimuth or velocity can be deter= 

mined deuends partly upon the accuracy to which the centre 

of the correlator peak can be estimated (Birtill and Whiteway, 
thnt is 

the sharpness of the velocity or azimuth response 

which in turn depends on the dimensions of the array in 

relation to the wavelength of the signal and the configuration 

of the array concerned. 

From theoretical studies of responses of arrays of diffe-

rent configurations, it is concluded that for ideal response 

1 curves, the error in azimuth/ve.l.oci ty should not exceed 
20

th 

of the response beam width at the half level points (Birtill 

and teway, 196 5) . Velocity and azimuth responses for 

Kaptagat array for azimuth -of 90° shown in fig. 3o14 and fig. 

3o15 are calculated (for a frequency of 5 hz) from equation· 

3o15 v.rhen the array is tuned to receive a signal with phase 

velocity of . 7 o 0 km/s o The widths wv (for velocity) and w
0 

(for azimuth) of the response curves at half level points are 
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2.3 km/s and 17° respectively. These figures show that for 

an ideal noisefree record, an error of not more than + 0.1 

km/s in velocity and ± 1° in azimuth is expected from Kaptagat 

array data at this azimuth. This corresponds to the width 

of velocity and azimuth responses at the 0.995 and 0.95 levels 

respectively. 

3.5 .• 4. Errors due to incorrect assumed velocitv/azimuth. 

Fig. 3.3 gives the correla:tor response as a function of 

signal azimuth and velocity when the array is tuned to 

receive a signal crossing Kaptagat array with velocity 7.0 

km/s from an azimuth of 90°. Side lobes of amplitudes about 

half the maximum in the field are centred around (6.1 km/s, 

55°) and (5.6 km/s, 122°); this can introduce erroneous 

results from velocity/azimuth filtering if search azimuth/ 

velocity differ widely from the correct values. 

From fig. 3.3, azimuth responses at a discrete number 

of velocities can be obtained. From such curves, the magnitude 

f th k f i f 1 . (f" o e corre pea as a unct on o ve 1g. 

3.16) is determined; the numbers indicate the azimuths at which 

the peaks ocour. It is assumed that the azimuth of the event 

'is initially unknown. Search for event azimuth is then made 

at a number of assumed velocities. If the assumed velocity 

is the correct velocity, the measured azimuth will,also be 

correct. 

From fig. 3.16 it is observed that if the velocity used 

in the search for azimuth differs from the correct velocity 

by as much as ± 0.2 km/s, the correct azimuth is always measured. 
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If the search velocity differs from the correct velocity by up 

to + 0.5 km/s, the azimuth is within ± 1° of the correct 

azimuth. And for an error of + 0.9 km/s in velocity, the measured 

azimuth is in error by no more than+ 2°. It is evident, there-

fore, that accurate knowledge of velocity is not critical to the 

determinaiion of the azimuth to within 2° of the correct azimuth 

at azimuths around 90°. 

Similar treatment applied to velocity res?onse is illustrated 

in fig. 3.17. If the search azimuth is within + 1° of the correct 

azimuth, the measured velocity does not diff.er significantly from 

the correct velocity. But deoartures of ± 2°, ± 3°, ± 5°, ± 7° 

and+ 8° from the correct azimuth result in errors of 0.1, 0.2, 

+ 0.3 and ± 0.4 km/s resoectively in measured velocities. Hence 

for an ideal noise free record at this azimuth an accuracy of + 2° 

in azimuth is required if velocity is to be measured to within 

± 0.1 km/s of the correct velocity. 

3.6 Processing of Kaptagat data . 

. 6.1 Analogue to digital conversion of the array data. 

Events used in the oresent study were selected from those 

used by Arnold (personal communication) in seismicity study of the 

region. The analogue field tapes were olayed back (unfiltered) 

with demodulation and flutter compensation at a soeed of 15/16 

inch per second which is ten times the recording speed. The 

analogue seismic channels and the time channel were displayed on 

the 16 channel jet pen recorder and/or on the oscilloscope for 

visual insoection. Some of the events played out were then 

selected for digitization and subsequent velocity filtering. 
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An event was selected if its seismograms had a high signal to 

noise ratio, showed little or no saturation and had a good number 

of ooerative seismometers evenly distributed between the two a.tms 

of the array. In the selection, preference was given to records 

with sharp first arrival P-wave onsets. Only events with P­

surface (or X?) wave times of less than about 30s were selected. 

Each selected analogue record was digitized on Mod 1 

computer using the ADC. The resulting digital file was copied 

onto a disk file from which it was then transferred to a magnetic 

tape file for permanent storage. A record to be digitized was 

first played out onto the iet pens at paper speeds of 2.5 mm or 

5.0 mm per recorded second for observation of first motion on 

each seismic trace. For some records it was found that the first 

motions of the outputs of the seismometers were not all in the 

same sense. The differences in the direction of the first motion 

could have arisen from the polarities of the connections from the 

seismometers to the recording system. Where necessary, the inver­

ters were used to get the first motions the same way up in all the 

seismic traces. The direction of first motion is easier to see 

on records with sharp onsets. For records with emergent onsets, 

the direction of first motion could not be determined with 

certainty and the waveform of any well recorded and correlatable 

later arrival was used. 

It was observed that the maximum number of traces that can 

be conveniently and confidently digi t.i.zed on one computer 

at 100s/s '\r.Tas .eight if the length of each seismogram was about 30s. 

At 50s/s, comoarable lengths of all ten seismograms and time 

channel could be conveniently digitized without difficulty or 
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error. Hence from the analogue record of each event, two digital 

files were created, one at 50s/s and the other at 100s/s. Exper­

ience during subsequent processing showed that a record digitized 

at 50s/s allowed greater flexibility (in the ranges of azimuth 

and velocity covered) than the same record sampled at 100s/s. 

On the other hand, the higher sampling rate provided better 

resolution in velocity/azimuth especially for velocities higher 

than about 6.5 km/s. The two digital files of the same event, 

therefore, complemented each other and were used in a way to 

reduce the problems created by limited sPace within the computer. 

If the number of acceptable seismograms on an analogue array 

record was less· than 8, a digital file of 8 channels was created. 

This digital file included all the unfiltered seismic traces and 

the time channel. Band pass filtered (0-10 hz) seismic channels 

(usually R1 and/or Y1) were recorded on any of the remaining unused 

channels. 

If an event recorded exactly eight acceptable seismograms, 

four digital files were produced from it. Two g channel digital 

files of the 8 seismic traces (excluding the time channel) were 

made at sampling rates of 50s/s and 100s/s respectively. For the 

same analogue record, two digital files, each including three band 

pass filtered (0-10 hz) seismic traces (usually Rl, R2 and Yl), 

these same three traces unfiltered, one other unfiltered seismic 

trace and the time channel 7 were created at sampling intervals of 

0.02s and O.Ols respectively. The time channel was later used to 

provide time scales for the set of records with eight seismic 

traces. Onsets of later arrivals were identified more easily on 

the filtered traces. 
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The eight channel record digitized at 50s/s was found 

extremely useful in velocity filtering for low velocities (e.g. 

3 to 4 km/s} because there would be sufficient storage space for 

the relatively smaller number of samples corresponding to the 

large system delay required for such low velocities. In the 

system, the space occupied by an eight channel data is half that 

occupied by a 16 channel data recorded at the same sampling 

interval. If the number of channels in an analogue record is 

more than 8 but less than 16, the corresponding digital record 

occupied the same space as a 16 -::::'-•?nnel record during velocity 

filter processing. Hence, in order to leave more space in the 

computer store for programs and time delays, 8 channel data were 

used even at a samplina rate of 50s/s unless the number of seismic 

channels exceeded 8. 

If an event recorded more than eight acceptable seismic 

traces, the best eight were selected and four digital files made 

of them as described in the paragraphs. Then, in 

addition, all the acceptable seismic channels together with a 

time channel were digitized at SOs/s. 

In all cases, the digital file was copied from disk onto 

paper using the jet pen recorder. After inspection to ensure a 

satisfactory analogue to digital conversion, .the record was copied 

onto tape. At the time of digitization, a note was made of the 

pit coordinates corresponding to each seismic channel. 

3.6.2 Velocity filtering on Mod 1 computer. 

Because of the · requirements which data for reliable 

velocity filtering must satisfy, only eleven sets of array data 

from local rift events to the immediate east of Kaptagat were 



142. 

selected as adequate for such processing. Some more distant rift 

events to the north and south of Kaptagat and a few local events 

originating from the west in the Kavirondo were also processed. 

The procedure adopted for the velocity filtering of the 

present array data recorded for each event will be described with 

reference to a record shown in fig. 3.18a. At the time of record-

ing, six seismometers were operating, four on the red arm and two 

on the yellow arm. Using onset time analysis, Arnold (personal 

communication) had determined the first arrival azimuth for this 
. 0 
event as 99 . This azimuth was taken as the provisional starting 

point. The record of this event digitized at 50s/s was first 

filtered (using an averaging time of 0.20s) .to determine the first 

arrival azimuth and apparent velocity. For this purpose only a 

very short section of the record including the first arrival was 

processed as described below. 

For the first stage in velocity filtering of the data from 

this event, nine values of azimuth starting from 80° and increas-

· · t of 5° t 12 0° d 1ng 1n s eps up o were use . l\t each value of azimuth, 

velocity was swept from 3.0 km/s to about 10.0 km/s in steps of 

0.5 km/s. At the starting azimuth the TAP amplitudes for the first 

arrival were measured for all values of velocity. This procedure 

was repeated for all azimuths in the given range. In this way all 

the first arrival correlator amplitudes in the given velocity-

azimuth space were measured. The velocity and azimuth correspond-

ing to the measured maximum amplitude in velocity-azimuth plane 

estimated roughly the region within which the event first arrival 

velocity and azimuth are located. The search was then concentrated 

in smaller ranges of azimuth and velocity centred around the 
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correlator amplitude-maximum. A more refined maximum was obtained with 

increments of 0.2 km/s in velocity and 02° in azimuth leading to better 

definition of the region where the first arrival velocity and azimuth 

should lie. 

The region in and around the new resulting TAP maximum was further 

investigated with data recorded at lOOs/s using increments of 0.1 km/s 

in velocity and 1° in azimuth. This last stage ensured improved velo­

city and azimuth resolution. The final refined first arrival velocity 

and azimuth for this event were finally estimated as 7.6 km/s and 105° 

respectively. Fig 3•18bis the correlator output for azimuth of 
0 105 and for velocity increasing from 5.2 km/s to 10.2 km/5 in steps 

of 0.5 km/s. Other arrivals indicated on this output and it is 

necessary to measure the parameters of all significant arrivals. 

·Close to the rift where lateral variations in structure may be 

expected, azimuths of first and later arrivals from the same event 

may not, in general, be expected to be the However, for the 

processing on 1, because of the limitations already discussed, 

flexibility is severely limited and azimuths of all arrivals from the 

same event are assumed to be the same as the azimuth determined for 

the first arrival. 

With the azimuth fixed at the value measured for the first 

(105° for this event), and using data recorded at 100s/s 

velocity was swept from 5.0 krn/s to 12.0 km/s in steps of 0.1 km/s. 

For each arrival the measured amplitude at each velocity was normalized 

to unity with respect to the maximum amplitude measured for the first 

arrival and plotted against the corresponding velocity. Such velocity 

response curve for the. first arrival is shown in fig. 3.19. The least 

squareq oarabola fitting the_data of fig. 3.19 from 6.2 km/s to 8.5 

km/s is 

Y = = 16.612 + (4.594±o.S97)V-(0.301!0.041)V2 

where Y iS the normalized correlator response and V is the measured 

apparent velocity. Estimates are standar1 error. The maximQm response 

occurs when the gradient of this curve is zero, that ·when V=7.63 km/s 

which confirms earlier estimate. Inspection of this curve indicates 

that a Smaller amplitude arrival with a velocity of about 5.8 km/s 

appears to be recorded at about the same time as the 7.6 km/s 

arrival. This subsidiary·peak is more clearly indicated in the 

filter output from subsequent processing discussed in section 3.6.3. 
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Correlator output from unfiltered record of 
e v e n t n u m b e r 7 · f or a n a z i m u t h · o f 1 0 5° and a r an·g e 
of phase velocities· Numb·ers in the figure represen;· 
phase velocities in km/s· 
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The velocity of each later "lrrival was determined ·.by plotting its 

normalized correlator amplitude against velocity. The value of 

velocity corresponding to the maximum of this curve was taken as 

the best estimate for the apparent velocity of that arrival. In 

this way the apparent velocities of all orominent later arrivals 

from the given event were measured. To objectively determine 

each peak and the corresponding velocity, it was necessary, in 

some cases, to fit a parabola to the measured values of correlation 

against phase velocity. 

For velocities less than about 5.0 km/s, difficulty was 

in filtering data digitized at 100s/s for reasons 

already discussed. The severity of this problem depended on the 

signal azimuth and the coordinates of the pits of the operating 

seismometers. To get over this problem, data of the same event 

digitized at SOs/s was filtered with the azimuth fixed at the 

value already determined above for the first arrival. A velocity 

sweep from about 3.0 km/s to about 6.0 km/s in steps of 0.1 km/s 

was then easily implemented. This range of velocity was expected 

to provide information on onset.times·of Sand mode converted 

phases. Although 3.0 km/s may be high for some S phases, it was 

not oossible on Mod 1 to go below that velocity even for data 

recorded at SOs/s. However, subsequent processing on a bigger 

machine (section 3.6.3) handled velocities well below 3.0 km/s 

without difficulty. 

The procedure described for the event mentioned above was 

applied in filtering the digital records of all the other events 

used in this study. Rift events to the north and south of 

Kaptagat have longer periods than the local events to the immediate 
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east and west . The ncriod of the first arrivals of these north 

and south rift events was about 0. 30 s. Smoothing time window 

of 0.30s was, therefore, used for nrocessing data from these 

events. 

The resulting data are shown in fig. 3.20. The correlator 

amplitude of each later arrival at the velocity determined for 

it was normalized to unity with respect to the corresponding 

amplitude of the first arrival at the measured first arrival 

velocity. The normalized correlator amplitude was plotted as a 

vertical line at the corresponding arrival time (relative to the 

first arrival). The nwnber below each line is the estimated 

apoarent velocity of the arrival at that time. 

6.3 on IBM 360/370 computer. 

The assumption that later arrivals come in from the same 

azimuth as first arrival of the same event may not be justified 

for all events because of possible lateral variations in the 

structure within the rift zone. Such variations will result in 

the event rays being deflected in the horizontal as well as in 

the vertical directions. Siqnal components from the same event 

may, arrive Kaptagat from azimuths different from one 

another and from the first arrival azim1,1th. There was, therefore, 

the need to determine not iust the velocity but also the azimuth 

of each later arrival. Secondly, more than one arrival may be 

recorded at the station at about the same time. In effect, more 

than one peak may exist in the .space at any given 

time point along the seistnic For example, unwanted large 

amplitude low velocity siqnal gonerRted waves can partially 
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The dntn (velocity and azimuth) for closein 

immnrl"irJI:c enstern rift events assuminc; first 

2nd. l0!:r"'!r nrrivo.l r:t7.imuths o.re the same. 

Nm1hc:r bc:lo1·1 ench vertical line is apparent 

vel Pe:il;y in bn/;;. Hclo.tivo onset times are 
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overlap and mask the desired but low amplitude crustal arrivals. 

In a situation such as this, it becomes necessary to determine all 

the significant correlator peaks in the field and then select those 

relevant to the physical oroblem in hand. 

The princioles of 0oeration of the ; .. program VFJL. (appendix 

C) written to perform this task on Durham University's IBM 360/370 

computer has been described in section 3.4.2. The data guided 

through this program were all digitized at 100s/s, and exactly 

the same as those processed on Mod 1 computer using the earlier 

program. For reasons discussed in section 3.6.2, time window of 

0.20s was used for local events to the immediate east and immediate 

west of the station while window length of 0.30s was used for 

filtering rift events to the north and south of Kaptagat. This 

program was designed to c0nfirm and complement the results obtained 

from Mod 1. 

The implementation of the program will be illustrated with the 

processing of data from event 11 digitized at 100 samples per second 

(fig. 3.21). From velocity filtering on Mod 1 computer, the first 

arrival velocity and azimuth of this same data were determined as 

7.0 km/s and 113° respectively. 

The new program was now used to repeat the measurement of the 

first arrival parameters. Initially filtering covered ranges of 

3.0 km/s to 12.0 km/s in velocity and 60° to 160° in azimuth and 

started at the 50th samole on the original digital file on tape. 

Increments in velocity, azimuth and time were 0.5 km/s, 5° and 

0.05s respectively. With this coarse processing the maximwn 

correlator output in the velocity-azimuth space was located at 
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Fig- 3-21 :A record of a closQin local rift event from the 
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