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ABSTRACE

The work reported in this thesis describes the development of the CCD
instrumentation for the Faint Object Spectrograph on the 2.5m Isaac
Newton Telescope at the Observatorio del Roque de los Muchachos, more

commonly known as the La Palma Observatory.

The Faint Object Spectrograph is a highly efficient, fixed-format CCD
spectrograph aimed at low resolution spectrophotometry (15-20 A FuWHM)
over a wide spectral range (400-1050 am). Its High throughput, compared
with that of wmore conventional spectrographs, is due to the small number
of optical surfaces, and the minimum vignetting which results from

locating the CCD inside the spectrograph camera.

A CCD camera system is described which was developed primarily to test
and commission the Faint Object Spectrograph, but also to assess the
characteristics of the GEC P8603 CCD used in the spectrograph; and

optimize its performance for this application.

The use of CCDs in astronomy is now commonplace but there still remains
some uncertainty as to which aspects of their performance need to be
most critically assessed when choosing a device for a particular
application. It is argued that it is important to consider not ounly the
obvious characteristics such as quantum efficiency, spectral coverage,
readout noise and geometrical format, but also, and particularly at
astronomically relevant low-light levels, ‘the consequences of the more
subtle properties such as charge transfer efficlency, threshold effects

and chip defects.

The CCD detector in the Faint Object Spectrograph is located inside the
spectrograph camera and needs to be positioned to high accuracy within
the optical path. A microprocessor system 1is described which enables
the CCD detector to be aligned remotely from the observer”™s countrol

console.

Finally, the commissioning of the Faint Object Spectrograph on the Isaac
Newton Telescope is described, and some of the first results obtained
during commissioning are presented in order to illustrate its potential

in the field of faint object spectroscopy.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

This thesis reports the author”s contribution towards the development of
the “Faint Object Spectrograph®™ (F0S) for the 2.5m Isaac Newton
Telescope (INT) at the Observatorio del Roque de los Muchachos, more

commonly and easily referred to as the La Palma Observatory (LPO).

FOS is a highly efficient, fixed-format CCD spectrograph aimed at low
resolution (15-20 A FWHM) spectrophotometry over a wide spectral range
(400-1050 nm). 1Its peak efficiency including atmospheric absorption and
telescope losses is 12% at 700 nm and a zenith distance of 27.5 degrees.
It is a “common-user” instrument and the result of a collaboration
between the Royal Greeanwlch Observatory (RGO) and the Physics Department

of Durham University.

The optical design is based on a Schmidt camera working, without a
collimator, in the diverging £/15 beam from the telescope”s Cassegrain
focus. Dispersion is provided by a transmission grating and a cross-
dispersing prism which together produce a two-order format covering 500-
1050 nm in first order and 400-550 om in second order. The high
throughput of the system compared with that of more conventional
spectrographs is due to the small number of optical surfaces, and the
minimum vigoetting which results from the location of the CCD detector

inside the camera.

FOS enables the tiser to forego most of the tedious alignment and
calibration procedures that afflict other instruments. The fixed
Spectral format has allowed the development of extensive on-line data
reduction and analysis software which enables the user to Flat-field,
sky-subtract, Fflux and wavelength calibrate the data in tandem with

further observing.

FOS 1s not Eto be regarded simply as a more efficient version of a .

general-purpose spectrograph. It works at a considerably lower




dispersion (450 A/mm) and consequently, 1its spectral resolution in
first order is a factor of 2 or 3 coarser than the poorest available
with more conventional spectrographs. FOS is however ideally suited to,
and indeed primarily intended for, the spectral examination of the
faintest of astronomical targets; those objects whose spectra could not
realistically be obtained in a reasonable exposure period with any other
instrument. The question arises of course as to the purpose of pursuing

such observations.

1.2 The Purpose of Faint Object Spectroscopy

The central problems in ‘astronomical research today are undoubtedly
those of a cosmoiogical nature involving the large scale structure of
the universe, its age and its evolution. To resolve these questlons, it
is necessary to study the universe at different wmoments in its history.
Inherént in the,concebt of the big bang is the inference that the most
distant galaxies appear to us as they were when closer to the origin of
the universe. The measurement of their distances is possible by
accepting Hubble”s law - that all galaxies are receding from us, and the
further away an objeéti the greater 1its velocity of recession.
Redshift, interpreted as a Doppler shift, can be used as a measure of
velocity and therefore as a distance indicator, thus placing the object
at its appropriate epoch. The ability to measure the redshifts of the
faintest dnd most distant objects is essential in order to probe earlier

epochs of the universe.

1.2.1 The Large Scale Structure of the Universe

The basic question is whether the universe is infinite or finite,
i.e. whether it is open or ciOsed, Both the geometry and the

dynamics of the universe are an integral part of this problem.

The geométry can be studied by mapping the 3-D distribution of
astronomical bodies and looking for deviations from Euclidean laws.
It may of course be that the objects are not uniformly distributed
in co-moving volume, in which case the cosmic evolution of the
population is supérimposed on the volume geometry, and- both

geometry and evolution are studied simultaveously. The examination



of the most distant objects is paramount to any investigation of

this type.

The mass density of the universe is the essential datum determining
whether the universe is open or closed. There are two ways in
which this may be determined more or less directly: through
observations of the clustering properties of galaxies and the
motions within clusters, and through observation of deviations from
a Euclidean Hubble relation. Both approaches demand redshifts for

faint galaxies in large numbers.
1.2.2 Age

Calculations of the age of the universe are dependent on estimates
iof its rate of expansion. By extrapolating this rate back into the
past; one arrives at the time the expansion began. Hubble”s
constant (Ho) glives the présent rate of expansion, but widely
differing estimates of its value lead to inverse Hubble constant
ages ranging from 10 to 20 billion years. It is certain, however,
that the mutual gravitational attraction of galaxies, the positive
mass density of the wuniverse, has slowed the expansion and
therefore 1/Ho provides only upper limits to the age. It 1is
believed that the rate at which the expansion is decelerating is
latge. A telatively large value for the mass density, an
apbreciable fraction of the closure density as is commonly accepted
now, would imply that even for the lowest value of Ho the universe
is only.between_lo,to 15 billion years old. This value is itself
uncomfortably low when compared with ages calculated from globular
cluster data. Globular clusters are among the oldest objects
known; studies of their colour and luminosity together with
stellar evolutionary theory suggest their age to be ~16 *3 x 109
years. The age problem is iﬁtrinsically linked with the geometry
problem; the mass density (or deceleration) is crucial in both, and
makes instruments such as FOS prime observational tools in the

quest.



1.2.3 Evolution and Galaxy Formation

Evolutionary trends in the properties of galaxies can be deduced
from epoch variations in the colours of galaxies and in the optical
luminosity function, To study the former, deep and complete
samples are required with redshifts and calibrated spectra. To
study the 1latter, the form of the luminosity function, 1t is
necessary to obtain number counts of complete samples of very faint
galaxies, and likewise the redshifts for these samples. TIn sirvey
work of this nature, large numbers of observations are required if
statistically significant results dre to be obtained. At the same
time, radio—surveys-nat different frequencies, together with
programmes of optical identification and redshift measurement,
enable comparisons to be made between optical and fadio properties.
Studies of QSOs and radio galaxies provide the best chance of
establishing a redshift cut-off corresponding to an epoch of galaxy
formation, while studies of the complete samples of (optically-
selected) galaxies are essential to map the spatial evolution and

the stellar evolutien subsequent to formation.

1.3 The Design of a Faint Object Spectrograph

The optical system of a conventional spectrograph comprises three main
sections: the~collimétqu‘the dispersion system and an optical camera
to focus the fspéctrum dnt6 a detector. Light losses are incurred,
however, both frdm:refrabting and reflecting optical surfaces and so the
.ovérall efficiency of,ﬁhe.éystem diminishes at each successive air-glass
ihterfacehv  High réflectivity mirror surfaces and anti-reflection
multilayer coatings on transmission elements can be effective over a
small speCfral fange, but' do not maintain their efficiencies over the
wide tange of wavelengths required by astronomers (typically, from
wavelengths of the atmospheric cut—off in the ultraviolet (~300 nm) to
1000 nm or longer in the inffared). It is therefore desirable that the
number of -optical surfaces used in the design of a spectrograph intended
for the spectral examination of the faintest of astronomical targets
over a wide spectral raunge should be kept to a minimum. Wynne (1982a)
has'déscribedvhow this goal may be approached in a spectrograph using a

traismission grating which is replicated on the front face of a cemented

-4 -



assembly of a cross-dispersing prism and the aspheric corrector plate of
a flat~field, wide-aperture, single-mirror camera with a solid-state

detector at its focus.

The recent availability of solid-state image sensors, CCDs and the like,
of high quantum efficlency over a wide spectral range and of small
physical size has allowed the possibility of locating a detector
directly at the focus of a single-mirror camera of the Schmidt type. Imn
contrast, image—tube detectors which have been, and still are, widely
used for astronomical spectroscopy have large physical bulk in relation
to their photosensitive area. Such detectors are too large to be
accommodated inside a singie—mirror spectrograph camera and so a second
optical surface, with an inevitable further loss of light, has hitherto

been necessary to divert the beam to an accessible position.

To make the most efficient use of a detector, the image which it
receives of the spectrograph slit should be of the same order of size as
the detector”s resolution., For faint object work, the slit will
normally be set to be about the same width as that of the seeing disc.
It follows that on a large telescope, a spectrograph camera of large
numerical aperture 1s required, increasingly so as detectors with

smaller pixel size are considered.

The image spread arising from aberrations within the optical system
should obviously be smaller than the detector”s resolution, but this is
difficult to achieve over a wide spectral range in a wide aperture
camera with few optical surfaces. The conventional Schmidt camera,
comprising a spherical mirror and an aspheric corrector plate at its
radius of curvafurej provides good aberration correction over an
extended field at large numerical aperture, but over a wide spectral
range, its performance suffers from chromatic difference of spherical
aberration. It also gives rise to a curved image surface which must be
corrected if a solid-state detector is to be uéed. Wynne (1977) has
described how in a modification of the Schmidt camera, the field
curvdture of the mirror may be corrected by a self-achromatic lens (i.e.
a lens for which the coefficients of chromatic difference of focus at
the two surfaces are made equal and oppdsite) placed some distance in

front of the camera focus. While correcting the field curvature, the




lens also introduces spherical aberration, coma and astigmatism. The
spherical aberration may be cancelled, however, by modifying the
asphericity of the Schmidt plate. The coma and astigmatism are
corrected by an appropriate choice of the front curvature of the lens
and by a reduced separation between the wmirror and aspheric plate
compared to a normal Schmidt camera. Chromatic difference of spherical
aberration from the Schmidt plate is largely offset by that arising from

the field-flattening lens.

The design of a spectrograph camera is complicated still further by the
diffraction grating which sets the effective aperture stop of the
system. If, as is usual in a spectrograph, the dispersion is provided
by a reflection grating, its separation from the camera must be
sufficient to allow the collimator beam to reach the grating without
obstruction. However, for wide aperture cameras, the aberrations of
oblique imaging generally increase as the stop distance is increased.
At low dispersion, the use of a transmission grating instead of a
reflection grating has the advantages of greater efficiency, and of
allowing the stop to be positioned immediately in front of the camera.
Over a wide spectral range in which more than an octave is to be
recorded simultaneously, cross-dispersion is also required to separate.
the otherwise overlapping first and second orders. These dispersions
can be provided with minimal loss of light by having a transmission
grating replicated on the entrance face of a cross—dispersion prism, the
exit face of which is cemented to the aspheric plate of the camera.
This, of course, gives rise to a system with a fixed spectral format but
with high throughput; the grating, cross-disperser aud camera aspheric
have together only two air-glass surfaces. In contrast, a general-
purpose spectrograph usually allows the user to choose from a range of

gratings and hence dispersions but, inevitably, has lower overall

efficiency.

In order to reduce light losses in a spectrograph still further, Wynne
(1982b) has shown that if the collimator optics are dispensed with, then
the aberrations arising from the grating in a diverging beam from the
slit may be either corrected or reduced over a wide spectral range (350-
1100 nm) and, for moderate slit widths, by further modification of the

camera optics. To reduce coma,'the aspheric plate has to be displaced



in the direction of dispersion relative to the axis of the camera mirrer
and field-flattening lens. The compensation for astigmatism depends on
the angle of incidence of the diverging beam upon the grating,
necessitating either the introduction of a cylindrical refracting
surface within a compound aspheric plate assembly or a tilt of the focal

surface of the camera.

In a diverging beam, a single cross-dispersing prism cannot be used
because the oblique incidence on the prism face introduces serious
aberrations. However, if a compound prism is used instead (constructed
from two or more prisms made from glasses of approximately the same
refractive index for a mean wavelength, but with differing dispersions
and with the entrance and exit faces normal to the axis of the diverging
beam) then the aberrations arising in addition to those produced by a
plane parallel block of glass in a diverging beam are relatively small
and can be corrected in the following camera system. The disadvantage
of the compound prism is that it precludes transmission down to the
atmospheric ultraviolet cut-off because there are no suitable glasses
available; a reasonable transmission can however be obtained down to 350

Nnmo.

1.4 Background to the RGO-Durham University Collaboration

The RGO-Durham University collaboration to develop a faint object
spectrograph for the LPO 2.5m INT commenced early in 1981. It arose
from the enthusiasm expressed for the design proposed by Wynne (1982b)

for the LPO 4.2m telescope.

The concept of a “fast” spectrograph aimed specifically at the
examination of astronomically faint objects created much interest
amongst RGO and Durham University astronomers wishing to pursue faint
object programmes of a statistical unature, At that time, it was clear
that the demand for “survey” type programmes on the 4.2m telescope would
far exceed the observing time available. Thus, early in 1981, the need
for a similar instrument for the LPO 2.5m INT was discussed. Besides
the obvious desirability of providing the INT with a spectrograph of
maximum possible efficiency, it was considered that the INT would offer

more opportunities for longer-term survey programmes, programmes which



would provide appropriate reference studies for understanding those
objects aécessibie only to a 4m class telescope. It was also recognized
that the experience gained from operating a FOS on the INT, scheduled to
be commissioned a few years in advance of the 4.2m telescope, would be

invaluable for finalizing the design of the 4.2m FOS.

An application to the SERC from Durham University and the RGO requesting
funds to develop the 2.5m FOS to “common-user” level was partially
successful; SERC provided half of that requested in an attempt to get
the project started. The progress from the initial discussions to the
current working system sufﬁered from financial, mechanical, detector and
wéa?her frustrations. Nevertheless, the successful outcome of the

project serves to demonstrate the effectiveness of the collaboration,

The project was set up with R A E Fosbury (RGO) and J M Breare (Durham)
as joint project scientists, joined by R $§ Ellis (Durham) and I G van
Breda (RGO) 'as project collaborators. J R Powell (RGO) was appointed

generdl project manager.

C G Wynne (RGO) assisted by S P Worswick (RGO) modified the original

optical design for operation at the INT”s £/15 Cassegrain focus.

D W Gellatly (RGO) was responsible for the overall mechanical design of
the dinstrument and its interface to the INT”s existing Cassegrain
instrumentation. J M Breare and J Webster (Durham) supervised the

manufacture in Durham University Physics Department workshops.

The author was responsible for the design and construction of a CCD
camera and data acquisition system to test CCD chips for FOS, assess
their charactefistics and to commission FOS on the INT. He was also
responsible for the development of drive electronics and their control
from a microprocessor to enable remote focus adjustment of the CCD
detector inside the FOS camera.

G P Martin (Durham) wrote the data acquisition and instrument control
software. I R Parry (Durham) wrote the extensive on-line data reduction

and analysis software, assisted latterly by A Purvis (Durham).



FOS was assembled and optically tested at the RGO over the winter
1983/84 under the supervision of C M Lowne (RGO). It was shipped to La
Palma in May 1984 and subsequently commissioned on three separate

observing runs in July and December 1984 and in May 1985.

During the last commissioning run, the Durham University CCD camera
electronics were exchanged for a standard LPO camera system (developed
by P R Jordemn (RGO) and D J Thorne (RGO)) to facilitate on-site
maintenance. W F Lupton (RGO) brought about the integration of the FOS

software with that of the INI“s other instrumeuntation.

The involvement of all those mentioned (and many more) was generally
much broader than the specific roles suggest, particilarly during
commissioning, confirming that the project has been very much a team
effort.

FOS is now a common-user instrument and in regular use.

1.5 The 2.5m Faint Object Spectrograph

The optical components of the INT”s Cassegrain spectrographs, the
Intermediate Dispersion Spectrograph (IDS) and the Faint Object
Spectrograph (FOS), are shown in Figure l.l. Figure 1.2 is a sketch
illustrating the mechanical arrangement of the two spectrographs.

Relevant parameters of FOS are collected in Table 1.1.

FOS uses the slit, slit shutter and dekker slide within the IDS together
with the TV acquisition and autoguiider systems, comparison lamps and

filter slides provided for the IDS in the Acquisition and Guidance Unit.

A single folding prism beneath the slit assembly has to be removed to
allow the diverging beam from the slit to enter F0S. Changing operation
from one spectrograph to the other takes around 30 minutes, and so both

spectrographs can be used consecutively during the same night.

Because of the limited clearance between the IDS and the dome observing
floor, a folding-flat mirror had to be introduced to accommodate the

long path length of the £/15 beam. An extended blue response silver
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coating helps to reduce the inevitable 1loss of 1light from this
additional optical surface. The mirror is mounted with a tilt facility
which, during the initial alignment procedure, allows some movement of
the spectrum on the detector so that defects inherent in the particular

CCD chip may be avoided.

FOS is equipped with its own Hartmann shutters to facilitate focussing
of the CCD detector (being a late addition to the system, these are not
shown in Figure 1.1). The shutter blades are pneumatically driven under
the control of a microprocessor which is operated from the observer’s

console through the INT”s instrumentation computer.,

The spectrograph camera, shown in cross-section in Figure 1.3, provides
a first order dispersion of 450 A/wm and a focal ratio at the detector
of f/1.4. A transmission grating of 150 lines/mm is replicated on the
front face of a cemented assembly of three ’cross—dispersing prisms
(constructed from Schott SK5 and LF5 glasses) and the aspheric corrector
plate of the camera (constructed from Schott Ki0 glass). This is
mounted off the faceplate of the camera body which houses the camera

mirror, the field-flattening lens and the CCD detector.

The CCD is a GEC P8603 of 578 x 385 pixels, each 22 x 22 pm. A typical
device has a quantum e}ficiency with a peak value of ~ 40% at 740 om,
10% points at ~ 460 nm and ~ 930 nm and 1% points at ~ 390 nm and ~
1020 nm. The advantageous characteristic of the GEC chip is its low
inherent readout noise; a valde in the range 5-10 electrons rms can
usually be achieved with careful optimization of 1its operating

conditions and of the readout electronics.

The grating and cross-disperser, together, provide dispersion in a two-
order format covering the wavelength ranges 500-1050 nm in first order
and. 400-550 nm in second order with a minimum order separation of 20
pixelsr which corresponds to 25 arcsec on the sky. First order
dispersion is sampled at 10.7 A/pixel. Figure 1.4 dillustrates the

fixed-format of the spectrum as projected onto the CCD.

The small physical size of the GEC CCD has enabled it, and the printed

circuit board upon which it is mounted, to be located within the central
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obscuration from the telescope”s secondary mirror and so no additional

vignetting is introduced.

The CCD is held against a copper block which is cooled from a liquid
nitrogen cryostat, appended to the camera'body, by conduction through a
system of “cold-finger” linkages and copper braid. Servo amplifier
electronics mounted outside the camera vessel maintain the CCD at a
nominal operating temperature of 150 K (at which the thermal generation
of electrons within the CCD is negligible) with a stability of better
than £0.05 K.

The field-flattening lens "is supported in the camera by four slender
fibreglass arms which are attached to an outer annular ring, itself
gspaced off the camera mirror by three invar rods of low thermal
expansivity. A similar arrangement of fibreglass arms and a second
annular ring supports the CCD behind the lens. Whereas the lens is held
in the beam in a position fixed by the optical design, a system of three
motor driven micrometers (controlled from the previously mentioned
microprocessor) enable axial and tilt displacement of the CCD with

respect to the lens for precise focus adjustment.

The camera vessel, cryostat, folding—flat mirror and Hartmann shutters
are held in position in an open-frame structure constructed from 3 mm
steel plate. Its attachment to the IDS piovides additional rigidity.
Flexure tests of the structire on the INT have sShown that the image of a
spectral line shifts by only 0.03 pixels/hour in the direction of

dispersion as the telescope tracks through the zenith.
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Table 1.1 BASIC PARAMETERS OF THE 2.5m FAINT OBJECT SPECTROGRAFH

Image scale at the slit (£/15 Cass.)

Slit-to-detector reduction factor

Camera focal ratio at the detector

GEC P8603 CCD format

Pixel size

Wavelength coverage:

Dispersion:

first order

second order

first order

second order

Minimum order separation

First order grating blaze

- 12 -

5.4138 arcsec/mm
10.5

£/1.4

578 x 385 pixels
12.67 x 8.47 mm

12.00 x 8.03 arcmin

22 x 22 ym

1.25 x 1.25 arcsec

500 - 1050 nm
400 - 550 nm

10.7 A/pixel
5.4 R/pixel

20 pixels

25.0 arcsec

700 am



1.6 Structure of the Thesis

This thesis is concerned primarily with the description of a CCD camera
system, its use to assess the characteristics of the GEC P8603 type CCD

image sensor and to commission the 2.5m FOS.

The use of CCD image sensors for optical astronomy is now commonplace.
Chapter 2 briefly reviews why they are used and the way in which they
are operated. The reasons for choosing to use the GEC P8603 CCDL in FOS

and a description of the chip are also given.

Chapter 3 is devoted to a technical description of the CCD camera system
and in particular, the electronics to generate the necessary waveforms
to drive the CCD and to convey digitized data to a computer. Chapter 4
concentrates on the all important task of extracting the video signal
from the CCD, maximizing as far as possible the CCD”s output signal-to-
noise ratio, and the iuse of analogue signal processing electrounics to
attenuate the readout noise inherent in the CCD”s on-chip charge

detection circuitry.

The results of laboratory dinvestigations of the GEC CCD"s imaging
characteristics are presented in Chapter 5. It 1is argued  that in
selecting a CCD fof a particular application, it 1is important to
consider not only the obvious characteristics of quantum efficiency and
spectral range, readout noise and geometrical format, but also, and
particularly at astronomically relevant low-light levels, the
consequences of the more subtle properties of charge transfer

efficiency, threshold effects, chip defects and temperature dependence.

Chapter 6 1s devoted to a technical description of the mechanisms
incorporated in FOS to enable remote focus adjustment of the CCD
detector, their drive electronics and their countrol from a

microprocessor.
Chapter 7 turns to the commissioning of FOS on the INT and an assessment
of its performance. Some of the first astronomical data obtained from

the instrument are presented in Chapter 8.

Conclusions from this work and suggestions for the Future are collected

in Chapter 9.
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CHAPTER 2

CCD IMAGE SENSORS AND THEIR USE IN OPTICAL ASTRONOMY

2.1 Introduction

The concept of the charge-coupled device (CCD) was proposed by Boyle and
Smith (1970) and emerged from their research for a silicon-based

electrical equivalent of magnetic bubble memories.

In its simplest implementation, the CCD structure consists of a series
of closely spaced electrodes separated from an underlying semiconductor
substrate by a thin insulating (oxide) 1ayér° When a bias voltage is
applied to an electrode, a depletion region 1is formed in the
semiconductor immediately beneath it. The depletion region 1is, in
effect, a “potential well” which can store information in the form of an
electrical charge packet. By pulsing the electrodes in an appropriate
sequence, the potential well and hénce its charge packet, can be
transferred through the semiconductor. With the addition of a point for
introducing charge packets, and another for detecting them, a shift

register or delay line can be realized.

Although CCDs were originally conceived as devices to store digital
information, it is in the field of analogue electronics that they have
made their greatest impact to date. It was immediately evident that
because the CCD”s potential wells were capable of storing variable
quantities of charge, they could be used to convey analogue signals. As
a result, CCBs have been applied to various énalogue signal processing
functions including simple delay lines, transverse filters, multiplexers
and correlators. It is in their use as solid-state image sensors,

however, that CCDs have made their greatest contribution.

There already exist several texts which describe the concepts, physics
and operation of the basic CCD structute, its variations and its
numerous applications including that of the solid-state image sensor
(see for example: Séquin and Tompsett, 1975; Beynon and Lamb, 1980).
The purpose of this chapter, therefore, is not to attempt to add another

résume to the literature but instead, to review briefly what a CCD
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image sensor is, why such devices are invaluable for optical astronomy
and how they are operated. The reasons for choosing to use a GEC P8603

CCD in FOS are summarized and a brief description of the chip is given.

2.2 CCD Image Sensors

Electron—~beam scanned TV camera tubes have been in existence aund
continuous development for several decades with the result that many
advances have been made in the quality of broadcast television. A
solid-state equivalent to match their performance has long been sought
after by the semiconductor industry, the aim being to exploit the
advantages wusually assocdiated with solid-state devices, namely,
compactness, low weight and ruggedness, low voltage operation and low
power consumption. However, despite much development, it is only with
the advent of the CCD that realistic means have been available to
approach the performance of the camera tube (Weimer, 1975). Previous
work in this field was focussed upon the use of an integrated matrix of
addressable photodiodes. These devices and variations thereof, however,
could provide only limited resolution and their performance suffered

from excessive fixed-pattern picture noise.

A CCD image sensor basically consists of a mosaic of potential wells
formed from an array of electrodes running at right aﬁgles to a series
of isolated charge transfer channels. Each potential well serves as a
collection site or pixel for charge carriers created within the
semiconductor by incident phbtons. An image charge pattern is allowed
to accumulate in the CCD by holding the electrodes at appropriate bias
potentials. At the end of the integration period, the electrodes are
clocked so as to transfer the signal from each pixel serially to a low

capacitance charge sensing circuit.

The majority of CCD image sensors have been designed to prodqce a
picture format and readout sequence which matches the conventional line-
scanned TV display. An important consideration has been the necessity
to minimize the optical smearing of an integrated image charge pattern
as it is read out across illuminated parts of the array. This requires
that the integration period is long in comparison to the readout time

and has been achieved by having separdate imaging and optically shielded



storage areas. A frame of .photon-generated charge is allowed to collect
in the imaging area for a.given exposure time and is then transferred
rapidly into the storage area during the vertical retrace period of the
TV display system. The image is then retrieved from the storage area,
line by 1line, at the standard TV rate while the next frame accumulates
in the imaging area. The two most successful array organizations to
have emerged are the Erame-transfer array (Séquin et al., 1973) and the
interline transfer array (Walsh and Dyck, 1973). These are shown

schematically in Figure 2.1,

The frame-traunsfer arrayfs_imaging and storage areas are defined by two
groups of horizontal elecirodes formed upon isolated vertical charge
transfer channels. A horizontal output register at the bottom of the
array serves for sequential line-by-line readout from the storage area
to a charge sensing circuit. The direction of charge transfer is
indicated By arrows. For normal operation, all parts of the array other
than the imaging area are shielded from incident illumination either by
an external mask or by a metal overlay deposited upoﬁ the chip.
Following the intégration of an image charge paﬁterﬁ, the whole framé is
moved déwn into the storage area by applying clocks to both the imaging
and ‘stbrage area electrodes. While thev next frame is imaged, the
stdtage area is read out one line at a time through the output register

and charge detection amplifier.

The interline transfer drray differs from the frame-transfer array in
that its stbrage area charge transfer channels are spaced between the
imdging area columns. FEach imaging column consists of 1isolated charge
collection sites defined béneath a single photogate. An integrated
image charge pattern 1is transferred horizontally in one step into the
storage area by clocking the photogates. A horizontal output register
is used for serial readoiut of the storage area in a similar manner to
the frame-transfer array. The advantage of the interline transfer array
is that image smear is reduced to a minimum. However, the storage areas
must be shielded by a metal overlay on the chip and this, of course,
means that imaging area columns have optically insensitive regions

between them.

When the concept of the CCD was proposed in 1970, MOS technologies
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suitable for device fabrication were already well developed, and so the
progress towards the tealization of a CCD image sensor was rapid. (See
for example: Bertram et al., 1972; Kovac et al., 1973; Séquin et al.,
1974). By 1974, a 320 x 512 pixel frame-transfer array had been
demonstrated (Rogers, 1974), providing more than an order of magnitude
increase in the number of pixels that had been achieved with photodiode
arrays and sufficient image resolution to meet the requirements of the

USA TV standard.

CCD fabrication technologies have, of course, undergone continuous
development and refinement 4in order to improve performance. of
importance has been the development of thinned, back-illuminated CCDs
for increased spectral responsivity. To date, most CCDs have employed
semi-transparent polysilicon electrodes (Bertram et al., 1974) to allow
front illumination tlirough the electrode ‘structure. Light losses are
incurred, however, increasingly so with decreasing wavelength, both from
absorption; and miltiple reflections at the various Si—SiO2 interfaces,
within the electrode striucture. To overcome this, a few wmanufacturers,
notably RCA, have developed fabrication techmniques for thinning the CCD
Subsﬁrate to a thickness of ~ 10—20 pm to allow illumination through
the back of the chip rather than through its electrodes. This can
result in very high responsivity, particularly in the blue, as
illustrated in Figure 2.2 which shows curves for a front-illuminated GEC
CCD and a thinned, back-illuminated RCA chip. An unfavourable
characteristic of thinned CCDs, however, 1is the occurrence of
intetference fringe effeéts when illuminated with narrow band light, a

result of multiple reflections within the thinned silicon (Oke, 1981).

Several companies have now developed CCD image sensors, mostly of the
frame-transfer type, for TV 1imaging applications (examples include
Fairchild, GEC, Philips, RCA, Sony and Thomson-CSF). Although
fabrication problems still make it difficult to produce CCDs of
sufficient cosmetic quality to satisfy the demands of broadcast
television, the applications of CCDs are many and wide ranging. They
include surveillance, industrial process control and TV cameras for the
home video market. Astrounomers were among the first to recognize their

scientific potential.
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2.3 The Use of CCDs in Optical Astronomy

The use of CCDs in optical astronomy began in the late 1970s when a
number of astronomical rTesearch groups started development of camera
systems using the first commercially available CCD TV image sensors from
Fairchild (Loh, 1977; Marcus et al., 1979; Leach et al., 1980). Since
then, CCDs have gone into use at all major ground-based observatories
where, for many applications, they are now chosen in preference to
photographic plates and intensifier tube detectors. CCDs have also been
applied to space astronomy, being incorporated for example in NASA”s
Galileo-Jupiter Orbiter (Janesick et al., 1981), the Hubble Space
Telescope (Blouke et al., i983) and ESA”s Giotto probe to Comet Halley.

A comprehensive review and comparison of detector systems for optical
astronomy has been given by Timothy (1983) and so will not be repeated
here. It is, however, important to note the combination of qualities

which CCDs offer that has led to their increaéing use in this field:

(i) high responsive quantum efficiency (RQE)

- RQE curves reported of a thinned, back-illuminated RCA CCD
(Geary and Kent, 1981) and a front-illuminated GEC CCD (Thorue
et al., 1986a) are shown in Figure 2.2. Peak values are:

~ 86% at ~ 680 nmr(RCA CCD)
~ 46% at ~ 740 nm (GEC CCD)

(ii) wide spectral coverage
~ ranging from £ 300 nm in the near ultraviolet to 2 1000 nm in

the near infrared (Figure 2.2).

(iii) large dynamic range
- 1t is convenient to define the dynamic range of a CCD as the
ratio of its pixel full well charge capacity to the readout
noise inherent in the detection of the charge collected within
a pixel. A ratio of ~ 38,000 has been reported of GEC CCDs
(Thorne et al., 1986a).

(iv) 1linear responsivity (unity gamma)

- the number of electrons created in a CCD 1is directly

proportional to the number of absorbed photons.
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(v) well defined, spatially quantized and stable pixel geometry
~  the CCD .préviﬁeév stable, _spatially quantized  image
information, defined by the physicéi stfuctufe of the chip,
and is therefore well suited as a transducer for optical input

to a computer.

(vi) direct readout into a computer
- with appropriéte drive electronics to read out and digitize
the signal charge collected in each CCD pixel, CCDs are
ideally suited to computer control, enabling immediate on-line

data display and reduction at the telkescope.

2.4 The Operation of CCDs in Optical Astronomy

The opetation of a CCD in optical astronomy differs from that of TV

imaging'abplications in the following aspects:
(i) ' exposure period.

Long exposure periods ranging from milliseconds to hours are required
which necessitates that the chip is cooled in order to reduce “dark

current” .

Dark current arises from the intrinsic thermal generation of charge
carrieré which occurs in semiconductors at non-zero temperatures. In
CCbs, . it provides an undesired source of charges which steddily
accumulate in the poteritial wells and which cannot be distinguished from
photon-generated charges. Dark curreant therefore imposes a maximum on

the useful integration time of the CCD.

At room temperature, the rate of dark current generation is typlcally
~102 electrons/pixel/second which, although tolerable at TV readout
rates, prohibits the long exposure periods required in astronomy. Dark
cdirrent is, however, a strong function of temperature (decreésing by a
factor of 2 for every 6-10°C reduction in operating temperature) and can
be reduced to a unegligible rate (~0.1-1.0 electrons/pixel/minute) by
cooling the CCD to cryogenic temperatures (~100—150 K). ‘The usual
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method is to cool the chip from a liquid nitrogen reservoir, both of
which are housed within 4an évacuated enclosutre in order to treduce
conduiction and convection losses. CCDs are in géneral~not operated at
liquid nitrogen temperature itself (77 K), but instead, at some higher
temperature in the range 100-150 K, the optimum value of which depends

on other chip characteristics as discussed in Chapter 5.
(ii) illumination options.

Frame—transfer CCDs are usually supplied with an external mask fitted
over the chip”s storage area to shield it from illumination. Removal of
the mask enables operation in a “full-frame” imaging mode in which both
the imaging and storage areas are used to collect photon—generdted

charges thereby doubling the area normally.available for imaging.

Use of the storage area for imaging in iﬁterline transfer atrrays is not
possible because, in these arrays, tlie mask has to be defined by strips
of metal overlay deposited on the chip. Goad and Ball (1981) have,
however, reported the use of a Fairchild interline transfer CCD which

was supplied specially to KPNO without metal overlay.
(1ii) shuttered exposure.

It is usdal to incorporate an electronically operated shutter within the
light path to the CCD to control its exposure to illumination and
thereby avoid optical smearing of an integrated image charge pattern as

it is read out of the array.
(iv) exposure and readout sequence
In contrast to TV imaging applications in which the CCD is continuously
read out, the exposure and subsequent readout follows an operational
sequence ia which:

(i) prior to an exposure, the CCD is read out several times in

darkness (i.e. with the shutter closed) in order to ensure a

complete erasure of charge from the array imaging area.
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(4i) the shutter is 'opened for the desired exposure period during
which a photonfgenéfated charge pattern is collected within the

imaging area.
(1ii) the shitter is closed and the image charge pattern is read out.

Assuming that dark current has been reduced to a rate where it is
negligible, the only constraint on the diration of an exposure is that
of the collection of spurious charges created by ionising radiation, the

main source of which is the cosmic ray particle background.

The effects of cosmic rays in CCDs were first reported by Marcus et al.
(1979) and have been attributed to cosmic ray muons and electrons of
~10—1000 MeV leaving ionizing trails in the substrate (Leach and
Gursky, 1’979)° The ionizlng power of muons is almost constant over this
range of eﬁefgies and in silicon, corfgsponds to the produCtibﬁAof ~80
e¥h~pairs for each micron travelled. fherefore, the quantity of charge

created by a cosmic ray depends on:
(1) the active'thigkness of the CCD”s substrate.

(11) 1its path length within the substrate which is dependent on the

particle’s angle of incidence to the chip”s surface.

In a comparison of the ‘events seen in thinned and thick substrate RCA
CCDs, Fowler et al. (1981) have reported electron-number event
distributions with a. mean of ~800 elecprons/event for a thinned chip

compared to ~5006'éleCtEpns/event for a thick chip.

Cosmic réys appear in several forms which again are largely dependent on

the thickness of the substrate:

(1) diffuse distributions of charge spread over several pixels which
are attribuﬁed to carriers Being creéted déep inside a substrate
and diffusing 1aterally before collection in potential wells.
Events of thils type are frequently seean in thick substrate chips

but seldom in thinned 6nes.

(i1) ‘charge packets confined to a single pixel, common only in thinned

chips.,



(iii) tracks created by particles incident obliquely upon a chip.

The event rate 1is typically ~0.04/cm?/second and thus an important
consideration for astronomically relevant exposure periods; a frame-
transfer CCD of size 1 cm? would be expected to collect ~24 eveunts
within only a 10 minate exposdre. Still higher tates have been reported
for some RCA CCDs but in these cases, the excess has been attributed to
local radiocactivity either within the CCD, its carrier or in the

materials surrounding it (Fowler et al., 1981; Thorne et al., 1986a).
(v) pixel readout rate.

At a pixel readout rate of ~5-7 MHz as required for TV imaging
applications, the pixel readout noise inherent in the operation of a

CCD”s on—chip charge detection amplifier is ~200 electrons rms.

Slowing the pixel readott rate down to ~10-100 KHz enables the use of
external analogue signal processing electronics to filter this noise
with the result that, in the best CCDPs, a pixel readout noise ¢ 10

electrons rms and a pixel dynamic range 2 104 can be achieved.
(vi) signal digitization, computer control and data acquisition.

For scientific applications, the objective is to encode the signal
charge'COllected in each CCD pixel as a digital number for input to a
computer for subsequent display, analysis and storage. Digitization to
16 bit accuracy 1s usually employed 1in order to -exploit the large

dynamic range attainable from slow-scan operation.

It is usual to make the computer also provide the control of the CCD’s
drive electronics required for the execution of the exposure sequence

outlined above.

2.5 Reasons for Choosing to Use a GEC CCD in FOS

The decision of which type of CCD to use in FOS had to be made before a

detailed optical and mechanical design of the spectrograph could be
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completed. At that tlme only two chips of interest were readily

available to research grbups within the UK:
(1) the RCA SID53612
(ii) the GEC PB600

The most favourable characteristic of the RCA CCD was recognized as its
high quantum efficiency over a wide spectral raunge (Figure 2.2) and in
particular, its response in the near ultraviolet (Geary and Kent 1981;
Fowler et al., 1981). It was also known, however, to exhibit high
readout noise ~70 electrons rms, and to show interference fringing
effects when illuminated with narrow band light. In contrast, the GEC
CCD.had been repoerted as having a low reado@t noise (~10-20 electrons
rms) but was also known éd'have a lowér overall résppnsivity compared to

the RCA chip (Wright and Mackay, 1981).

The basic question which had to be addressed, therefore, was that of
whéther the lower readout noise of the GEC CCD would more than
compensate for its lower responsivity. The anticipated perforinance of
FOS assuming an RCA CCD as the detector was first calculated by Wall et
al, (1981). This work was pursued by Martin and Parry (1981) to compare
the figufes with those to be expected using the'GEC chip instead.

The throughput efficiencies which were estimated for the atmosphere, the
telescope, and the FOS optical components, together with the
responsivities of the two CCDs which had been reported at that time, are
collected in Table 2.1. These values were used to predict the $/N which
could be achieved in a given exposure period as Eunctions of wavelength
and magnitude. A simple method of sky subtraction was assumed using
identical object+sky and sky apertures. Figure 2.3 Shows plots of the
S/N anticipated in 10 A resolution elements after a 1000 seconds
integration and assuming that the object signal is spread laterally over
3 pixels. GEstimates of the sky brightness (magnitudes/arcsec) at the

wavelengths of interest are also listed.

Examination of the curves shows:

(1) for an object fainter than m = 18, the GEC CCD achieves a better
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S/N performance cbmpared to the RCA chip at wavelengths > 540 nm.
The high quantum efficiency of the RCA chip is largely wasted
becduse of 1its High‘readout noise which is still significant in
comparison to the photon shot noise. The result is feversed in
the 430 nm wavelength curves, however, becdisé the responsivity
of the RCA CCD is many times beétter than thliat of the GEC chip
(Figure 2.2). .

(ii) as an object brighter than m = 18 is considered, the S/N curves
start to converge (as can be seen in the 540 nm wavelength curves
for example). Here, the readout noise of the RCA CCD is now
becoming less significant in comparison to the photon shot noise.
In the situation when both chips are, in effect, limited only. by
shot noise, the S/N of the RCA CCD is bettef than that of the GEC

because it detects more of the incident photons.

Although the curves are of course specific to the characteristics
assumeéd of the two CCDs, and to the values chosen for. the exposure
period and for the number of pixels over which the .object signal is
sampled, thelr general form is, however, representative of the many
other curves prodﬁced‘ by Martin and Parry to show the dependence of
parameters such as the exposure period and CCD readout noise. In
interpreting the results, it has to be remembered that FOS was conceived
as a means of plirsuing survey type wotk with maximum possible
efficiency, and for attempting observations of those objects whose
spectra could not realistically be obtained in a reasonable eiposure
period with a conventional spectrograph. 1In such programmes, a low S/N
will often suffice provided that key spectral lines can be identified
(to enable a redshift to be determined for example). An adequate
classificdtion of broad feature objects (e.g. QSOs and emission line
galaxies) might only require a S/N ~10. In view of this, the GEC CCD
was concluded to be the better of the two chips since, over most of the
spectral range recorded by F0S, it would be expected to yield an
astronomically relevant acceptable S/N within a shorter exposure period

compared to that required using the RCA CCD.

From a more practical point of view, the arguments in favour of using
the GEC chip were strengthened by its shorter delivery time and its
cost; at that time, about four times less than an RCA CCD with a similar

blemish specification,
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Table 2.1 ESTIMATED.FOSwSYSTEMaEFFICIENCY

i i 1 o s s e 8 i oy Ot i e e m 2 ——— -

|  EFFICIENCY AT SAMPLE WAVELENGTHS |

I
| | e -|
| | 430 nm| 540 nm| 700 nm| 800 nm| 900 am |

| Atmosphere (z.d. = 45) | 0.66 | 0.79 | 0.88 | 0.90 | 0.92 |
|- » B S R |
| Telescope | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
o e B I e
| Spectrograph: First order | 0.08 | 0.38 | 0.45 | 0.41 | 0.34 |
| Second order | 0.25 .| 0.18 | - | - | - |
e ' e e R |
|RCA SID53612 (reported) | 0.75 | 0.81 | 0.82 | 0.62 | 0.32 |
| <enen L S R B
|GEC P8600 (reported) - | 0.03 | 0.20 | 0.31 | 0.30 | 0.10 |
|~ I e L e P |
| System total  First order | 0.026 | 0.162 | 0.217 | 0.153 | 0.067 |
| RCA CCD: - Second order | 0.082 | 0.079 | -~ | - | - |
|- s e B B e
|System total First order | 0.001 | 0.040 | 0.082 | 0.074 | 0.020 |

L - 1 - |

|GEC GCD: ‘Secotd order | 0.003 | 0.019 | -

2.6 GEC P8603 CCD

GEC”s frame-transfer CCD image sensor was developed at the GEC Hirst
Resedrch Centre, mebley and is currently marketed by English Electric
Valve (EEV), Chelmsford, It 1s primarily intended for TV applications
conforming to the European 625-1line TV standard, providing 576 lines,
each of 385 pixels, in two interlaced fields (Burt, 1980). The image
.area is 8.5 x 6.4 mm, comparable in size to that available from a 2/3

iﬁch vidicon camera tibe.
One of the CCDhs in the P8600 series, the P8603, 1s classed as a

“scientific grade” chip and it 1is this device which was eventually
selected for use in FOS. The silicon die is identical to that used in

-




the earlier P8600 deviceé but its chip carrier packaging is considerably
smaller (19.4 x 15 mm compared to the P86007s 38 x 23 mm). It is also
tested under cooled, 316w4sCan, full-frame Qpefaﬁiﬁg'éoﬁditions before
despatch and graded by the cosmetic qﬁaiityr seéh- in low light level

images with peak signals of ~1000 electrons/pixel.

A schematic of the CCD is shown in Figure 2.4. The design makes use of
3-phase overlapping polysilicon electrode technology (Bertram et al.,
1974) and channel-stop diffusions to confine the charge transfer
channels. Appropriate biasing of the electrode phases (p1, 02, 03)
confines adjacent elements within a charge transfer channel. The
electrodes are grouped in thé conventional frame-transfer organization,
dividing the array into an imaging area, a stordge drea and an output
register to transfer signals serially to the on-chip charge detection

amplifier.

The iméging area consists of 288 lines each of 385 pixels (i.e. 385
arféy-holumns) and is front-illuminated (i.e. light must pass through
‘the electtode structure). The pixel size is 22 x 22 pym. Burt (1980)
has described how, in its use as a TV image sensor, the number of image
lines may, in effect, be doubled by coiiecting alternate frames under
191 eledtrqdes and then under 1P2 and 1¢3 electrodes. This moves the
Cenf:éé of charge colleetion béck and forth between frames in a 2:1
'1ntériéceJ thus satisfying the requirements of the standard 625-line
interléce&:TV picture format; 575 active linéé are usﬁally displayed,
the remaining- 50 -are used for the field-blanking periods. When used in
the frame-transfer mode, all parts of the array other than the imaging
area are optically shielded by an external mask. Anti-bloOming control
is provided only 4in the form of a gate—drain diode structure (bias
connections: VaBc» Vapp) at .the top of the imaging area to “sink”

excess charge that has already spread along columns.

The storage area consists of 290 lines, again, each of 385 elements.
The two extra lines are tO‘agcommodate any residual charge that might
arise through inefficient transfer from the imaéing area, Although
normally masked, the form and dimensions of the elements are identical
to those in the imaging drea and can equally well be used to collect

photon-generated charge.
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GEC P8603 CHARGE COUPLED DEVICE
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The output vegister has a total of 400 elements, 385 of which are
coupled to the drray columns. The remaining elements, 11 at the end of
the register and 4 at the input, are to allow a “black” reference level
to be established within the video output. Charge may be injected into
the register from an input diode [for test purposes. For normal
operation, however, the diode and the associated gates (bias
connections: Vip» Vigls VIGZ) are biased so as to prevent spurious

charge input.

The charge detection amplifier is of the “floating-diffusion” type (see
for example: Beynon and Lamb, 1980). A reverse-biased diode located at
the end of the output register serves to convert the signal charge
extracted from the array into a signal voltage by virtue of its
capacitance (~ 0.1 pF). In operation, the diode capacitance 1is
recharged to a refepenée potential through a transistor switch prior to
the deposition'of each pixel”s charge. An output transistor, operated
as a source-follower, buffers the signal voltage on the capacitance,
providing a low impedance output to drive external video amplification

circuitry.

The GEC CCD operates in the buried-channel mode in which charge transfer
takes place inside the substrate and away from surface-state trapping
sites at the'S£;Sioz interface (Walden et al., 1972). Fabrication is by
ion-implantation of an n-type channel within a p-type substrate with
p(+)-type chénnel—stop diffusions and n-type source and drain

diffusions.

The P8603 is built on an epitaxial substrate which consists of a thin
(25 pm) surface layer of p-type silicon formed upon a thicker
supporting layer of p-type material of far greater doping concentration
(EEV Technical Note No. 7, 1982). In such é substrate, any charge
carriers created in the underlying highly doped silicon are likely to
recombine before they can diffuse to a potential well, i.e. the active
thickness of the substrate is, in effect, confined to that of the thin
epitaxial layer. This offers two main advantages over a b’bulk’
substrate which is uniformly doped throughout its depth (as available in

earlier GEC CCDs):
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(1) it suffers-léés image‘fesolution loss from the lateral diffusion
of charge créated:déep inside the substréte by long (2 800 nm)
waveleﬁgth lighﬁ7"This, however, is at’ the expense of a reduced
sensitivity' to' thisV light. (Image resolution and responsivity
curves for GEC’éibuik and epitaxial suBStraEe chips are given in

EEV Technical Note No, 7, 1982.)

(ii) it has a lower and different responsivity to cosmic ray particle
interactions. In a bulk substrate chip, cosmic ray events appear,
generally, as a diffuse charge packet collected over several
pixels (see for example: Marcus et al., 1979). The thin
epitaxial substrate, however, confines the event to a few pixels,
sinilar in form to Ehose seen in thinned CCDs (see for example:

Geary and Kent, 1981).

2.6.1 P8603 Full-Frame Operation

The P8603 CCD is operated in a full-frame imaging mode by removing the
external mask normally covering the chip storage avrea and by making
common connections between the correspdnding electrode phases of the
imaging and storage areas. This enables a continuous photosensitive

area of 578 x 385 pixels and size 12.7 x 8.5 mm.

The readout of a full-frame image follows a seqiience in which each of
the 578 image lines is read out in tutn. Each line is, itself, read out

in a sequence in which:

(1) the imaging and storage area electrodes dre clocked so as to move
the image down the array by one line elément, the lowest line

being transferred into the output register.

(11) the output register”s electrodes are clocked so as to transfer the
contents of each of its 400 elements sequentially into the charge

detection amplifier.

Full-frame operation of the P8603 is considetred in subsequent chapters
of this thesis and so in order to make clear the distinction between
this and frame~transfer operation, commoned imaging and storage area

eléctrodes will be referyed to as “vertical” electrodes (V@).
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CHAPTER 3

THE" CCD_CAMERA

3.1 Intxoduption

Thls chapter is concerned with the description of a cooled, slow-scan,
full-frame imagiﬁg CGD‘ camera system. In patrticular it concentrates
upon the electﬁbnics to drive the CCD and their control from a computer.
Where appropriate the operatidn of the camera is illustrated with block

diagrams while coniplete circuit details are given in Appendix A.

3.2 Design Goals

The motivation for designing and constructing a CCD camera resulted from

the following objectives:

(i) to evaluate the P8603 CCD, confirm its suitability for operation
in FOS and iavestigate the attainment of minimal chip readout

noise.

(ii) to facilitate the optical alignment of FOS and to assess its

performance before shipment to La Palma.

(iii) to commission FOS on the INT prior to it becoming a common-user

‘instrument.

3.3 Overview of the Laboratory CCD Camera System

The laboratory CCD imaging system is illustrated in Figure 3.1 while a

more detailed schematic of the camera electronics is shown in Figure

3.2.

The liquid nitrogen cooled cryostat is designed to accommodate the GEC
P8603 CCD image sensor and 1is fitted with a computer countrolled
electronic shutter. A temperature controlling circuit‘méunted adjacent
to ‘the cryostat maintains the CCD”s nominal operating temperature of 150

K to a stability of better than *0.05 K.
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The CCD video electronics, including a 16 bit analogue-to-digital
converter, are also idhéﬁéd'at the camera liead thereby enabling those
cables which convey Low=1ével analogue signals to be of mini‘ma‘flb'length°
The preamplifier incorporates the now well-established correlated double
sampling signal processing technique and also the circuitry néeded to

generate the CCD”"s DC bids voltage supplies.

The CCD controller (located within 3 m of the camera head) generates all
the waveform patterns and control signals needed to operate the camera
in a slow-scan imaging mode. The clock sequencer uses a combination of
counters and a control register to address EPROMs which are programmed
with the waveform patterns required to read out the CCD. Some of its
outputs are conveyed to the CCD clock drivers which translate the logic
sigrnals from TTL voltage - levels to analogue waveforms of appropriate
amplitude and shape to drive the CCD”s electrodes. Additioral waveforms
are used to control the video éignal processing: electronics and to

transmit the digitized data to a CAMAC computer interface.

Electronics to control the camera shutter- and to provide telemetry of
the CCD”s operating temperature dre also housed within the CCD
controller., The chassis is powered from linear voltage supplies with
additional regulation provided for those supplies which are conveyed to

the camera head.

All communication sighals between the CCD controller and the CAMAC
interface are transmitted differentially over multiple twisted-pair
cabling thereby permitting operation at up to 100 m separation. This
capability was designea into the camera specifically forhcommissioning
FOS on the INT, although for convenience the, same 1line driver aund
recelver components are also used within the laboratory where 10 m

cahles suffice.

Three CAMAC modules provide a communications interface between the CCD
controller and any computer hardware with the capability of driving a
CAMAC crate. An interrupt driven handshake, and instrictions to control
the camera electronics, are coaveyed through the CAMAC camera control
module. Camera data are transmitted to the CAMAC buffer memory module

which provides temporary storage for each line of CCD image data before
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its subsequént rgtrieval by the compqtero The-~QAMAC‘ camera status
module provides the ¢omputer with access Fto thé-é@%bént.stéte of the
camera shutter and of the CCD”s operating temperatute. Communication
signals between the modiles and the CCD controller are opto-isoldted in
order to preveunt ground loops and to minimize the féedthrough of noise

genetrated within the computet system.

A DEC LSI-11/23 microcomputer supervises the control of the camera and
the dcquisition, display and reduction of data. Application programmes
are loaded from a DEC RX02 floppy disc drive while CCD images are stored
on a DEC RLOZ 10 MbYte cartridge disc. Images are displayed on a
monochrome TV monitor which is driven from a Datacube digitdl frame
store of 320 x 256 pikels, each to 8 bits depth. Magnetic tape may be
used to archive data and also to transfer images to a VAX Starlink
computer node for ‘further analysis. The CAMAC crate is connected to the
computer through a Hytec 1104 interface card and a Hytec 1100 crate

controller module.

The computer ruuns Fortran software 1in conjunction with DEC”s RT-11
operating system. RT-11 supports the disc and tape drives but
additional device handlers had to be written for the CAMAC interface and

the Datacube display.

A single menu-driven programme supervises the entire CCD imaging system
(Martin, 1980). The camera control commands allow the user to specify
tﬁe duration of an exposure, the format of the image to be read and the
destination for the resulting data, i.e. disc and/or the display. A
compiler translates the wuser”s high~level commands to low-level
instructions to control the electronics and to schedule the appropriate

data storage device(s).

The image display software 1is tailored to the Datacube and enables the
user to display any 8 bits of the original 16 bit video data Erom any
320 x 256 pixel window of the CCD image. A full-frame image may also be
displayed, albeit with a reduction in picture resolution, using a 2:1
image compression. Routines to generate plots through an image are also
aQailabie and may be used  to calculate the FWHM of a Ffeature wﬁich

facilitdtes focussing of the detector. A software.cursor facility




enables the ideﬂtifibdtion of individual pixel data and the marking of

features of particular intetest.

The data reduction softwafe supports arithmetic -operations betypén
images and between an imagé and a numericailcéhstant thereby éaabiing
flat-fielding and instrumental DC bias frame subtraction. Statistical
functlions allow the calculation of the mean and variance of any selected
pixel matrix for the purposes of photometric calibration of the detector

and the measurement of chip readout noise.

3.4 Camera Head Supassemblies

3.4.1 CCD Cryostat

The Lliquid nitrogen cryostat, shown in cross-section in Figure
3.3, was originally constructed for operation of a cooled Plessey
‘linear  diode: array on ' the Wise Obéervatory's Im telescope
(Campbell, 1981). In modifying the dewar to accommodate the PB8603
CCD, the primary design ébal was to produce a general purpose test
facility for laboratory‘CCD evaluation, rather than attempting to
engilneer tﬁe 'SYStem to a level of performance acceptable to

telescope operation. In particular:

(i) the mechanical arrangement to support the CCD was designed

to facilitate assembly at the expense of rigidity.

(ii) the problem of prolonging the hold-time of the cryostat by
minimiZing the rate of nitrogen boil-off was not researched

in any depth,

The nitrogen coolant is contained within a cylindrical copper
bottle which is held imside an evacuated enclosure by its fill-
tube assembly and a plastic support ring. A zeolite getter
material contained within a sieve mounted below the nitrogen
bottle helps to maintain an adequate vécuum ingide the cryostat,
and thereby prolong the period for which it will operate before
re-=pumping becomes necessary. Radiation between the outer and
inner vessels is reduced by several layers of aluminized Mylar

wrapped around their opposing surfaces.
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The resulting hold-time of the cryostat is 3-4 hours which is
rather less than could be hoped for given its 1.5 litres cryogen
capacity. This somewhat excessive boil-off rate is largely
attributable to thetmal coupling through the double-pipe nitrogen
fill-tube assembly, despite its fab¥ication from an austenitic
grade of stainless steel of relatively low thermal conductivity.
Most of the réméining excess dissipation is a result of radiation
from the cryostat faceplate, and could be significantly reduced by
fitting a radiation shield between the faceplate and the CCD chip
support assembly. Contributions from electrical wires to the CCD
and from regulation of the chip”s operating temperatire were

calculated to be minimal by comparison.

The modifications made to the original dewar for CCD operation

were:

(i) to construct a cooled support assembly for the P8603 with a
printed circuit bhoard to facilitate electrical connections

to the chip.

(ii) to incorporate a temperature sensor and a heater resistor
within the chip support assembly to allow active regulation
of thHe CCD"s operating temperature, in conjunction with

servo electronics mounted outside the cryostat.

(i1i1) to fit a Compur electronic shutter of 40 mm aperture to the

cryostat faceplate to allew computer control of an exposure.

The CCD chip is mounted on a shaped two-piece copper block which
is cooled by conduction throdgh a flexible copper braid connecting
it to the cold face of the nitrogen bottle. Two small clamps are
used to hold the CCD against the copper block and thereby ensure a
good thermal contact. The thickaess and length of copper braid
was selected so that without active temperature regulation, the
CCD is cooled to ~ 110 K. This value is rather low for optimal
performance of the P8603 (see Chapter 5) but provides a wide range

for experimentation.
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Electriecal connections to the CCD are made through a special socket
supplied with +the cliip, This is soldered to a printed circuit
board with tracks coﬁfigured to link those pins which require a
common signalﬁ for example, i1mage and storage area drive clock
lines. Capacitots for decoupling of DC bias voltage supplies to
the chip are also mounted on the PCB. Connections from the PCB to
the external camera drive electronics are made through three Oxford

Instruments vacuum feedthrough ports.

3.4.2 Temperatute Gontrol

The GéDfs operating temperature is maintained to within #0.05 K of
ra-:Sélected value by the servo amplifier shown schematically in
Flgure 3.4. Its design follows that of a system developed by
.Jorden et al. (1982) for the_AAT CCD camera.

The temperature sense element embedded inside the CCD”s support
block is. . an Oxford Instruments platinum resistance thermometer
(type TSI2). This device hds a chdracteristic temperature
’coefficfent of 0.4 9/°C and a nomindl value of 100 @ at 0°C. It
is operated in one arm of a WhéétStone bridge circuit which {is
‘conflgured to prov1de a voltage output characteristic (Vsense) of

O & mV/OC._

The désirea'CCﬁ1operating temperatﬁre (To) is defined in the first
instance by a selected reference resistor (Rref) which is operated
in the opposing brldge arm and which provides a reférence voltage

(vref) for compthson “with Vsense.

Rref(2) = To(K) = 23
TS

Optimal performance of P8603 CCDs was obtained at approximately 150
K with Rref =51 Q. (see Chapter 5)

Vref and Vsense are- conveyed toy‘Te inputs of the.servo electronics

2

mounted adJacent to the cryostatg" A first stage differential
-ampllfier (voltage gain = 250) subtracts Vref Erom Vsense to

generate a- brldge ertor s1gnal of 100 mv/°cC. Meesurement of this
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3.5

signal may be used for tempetrature telemetry about a point relative
to the set temperature° Tﬁé éedond stége-of the servo is a summing
amplifier (voltage gain = -50) which allows for fine adjustment of
the set temperature (~ *159C) relative to that definmed by Rref by
the addition- of a variable offset voltage into the bridge error
signal. The resulting output is used to drive a common~em1tter
transistor which supplies a varying drive current through a 100 19)
heater resistot embedded inside the CCD"s support block. The
transistor is blased so that when the bridge is in balance a
nominal current of ~ 120 mA flows through the heater thereby
dissipating ~ 1.4 W. This current will vary under servo control
by ~ +30 mA so as to compensate for fluctuations in the CCD’s

operating temperature.

3.4.3 Preamplifier dﬁdlDigiﬁizatipn Electronics

The description of the CCD video signal processing and digitization
electronics is deferred until Chapter 4 where tﬁey will bhe

discuséed within the context of P8603 charge detection and signal

proce551ng° However, the components of these camera head

subassemblies are listed below for reasons of completeness:

(i). CCD préémplifier
-  video signal amplifiéation and correlated double sampling
eircuitry.

- circuitry to generate the CCD”s DC bias voltage supplies.
(ii) digitiijﬂion unit
-  sample-and-hold amplifier.

- 16»Bit-analogué—to—digital converter.

CCD Controller Subassemblies

3.5.1 Waveform Gerneration

The».rééﬁbﬁ; of a full-frame image from a P8603 CCD may be

considered in terms of two basic “transfer sequence” waveform

patterns:



(1) a “vertical transfer sequence”
(11) a “horizontal transfer sequence”

The component waveforms required within each of these traonsfer
sequences are outlined below and are illustrated in a timing

diagram in Figire 3.5
(i) Vertieal transfer sequence

(a) CCD VERTICAL DRIVE CLOCKS (Vfil, vg2, vH3)
- 3-phase CCD drive clocks to transfer an image charge

- pattern through the array by one line element.

(b) RESET CLOCK (ﬁR)

- & drive clock to the CCD s charge detection amplifier
to,_clgmp the DC potential of the output HQQ? dnring
line transfer and to ensure that the mnode is ready to
recelve charge'from the first pixel when the CCD'cctput

registet is read out.
(ii) Horizontalztrdnsfer sequence

(a) -CCD HORIZONTAL DRIVE CLOCKS (Hﬁl HO2, H$3)
- 3—phase CCD drlve clocks to transfet charge along the

CCD output reglster by one pixel element.

(b) RESET CLOCK ($R)

- to recharge the output node so that it s ready to

receive charge frqm the next pixel.

(¢) INTEGRATOR (RAMP-UP), 1&TEGRATOR€(RAMP%DQWN)
- timing signals associated with the ‘video signal
processing electronlcs° The output node . is sampled
before and after signal charge is transferred into it

by RAM?4ﬁ§ and ﬁAMP~DbﬁN respectively (see Chapter 4).




¢'g 2andfy

“.-CED HORIZONTAL ORIVE CLOCK HO4

CCO VERTCAL DRIVE ELOEK Vo1

[ 1

VERTICAL; AND'“HORIZONTAL : TRANSFER'. SEQUENCES ™ -

(CD VERTICAL ORIVE CLOCK V@, —l o

CCD VERTICAL ORIVE (LOCK Vo3

RESET CLOCK [ J

CCO- HORIZONTAL GRIVE-CLOCK"HO

(CD HORIZONTAL GRIVE (LOCK Ho3

INTEGRATOR {RAMP-UP)

INTEGRATOR (RAMP-DOWN)

A/D CONVERT

LOAD MEMORY

SYSTEM' CLOCK

{END-OF-PIXEL)

VERTICAL TRANSFER "

JL

HORIZONTAL. “TRANSFER -

S M [:j




(d) A/D TRIGGER
= iﬁiﬁjéhéé analogue-to=digital coaversion of the sampled

video signal.

(e) LOAD MEMORY
- strobés the digitized pixel data to the computer

interface.

The readout of each line of a P8603 CCD image requires that
vertical and horizontal transfer sequence waveforms are generated

within a higher order sequence which consists of:
(i) a single vertical transfer sequence
(i1) 400 conseciitive horizontal transfer sequences.

This sequence will be referred to as a “one-line-sequence” and is

illustrated in Figure 3.6.

Electronics to gernerate waveform patterns similar to those outlined
above have been described by several groups; see for example:
Marcus et al. (1979); Gunn and Westphal (1981); Loh (1@81); McLean
et al. (1981); Wright and Mackay (1981); Jorden et al. (1982);
Gudehus and Hegyi (1985). The systems described by Marcus et al.
and Gunn and Westphal are of particular interest since they
highlight extremes in the sophistication of waveform generating

clreditry.

Gunn and Westphal described a CCD camera developed at the
California Institute of Technology in which the CCD readout
waveforms are géheréted from hardwired logic. A counter-divider
chain and ﬁire7wrépped programmed RS flip-flops are used to define
ﬁgyefotms“of the desired duration and phase. The limitation of
’ 6his and of hardwirgq solutions in general, however, is that
chahgiﬁg ;he.timing of an individual waveform necessitates rewiring
the'logtc,and theféere'makes the evaluation>of different or phase-

adjusted waveform patterns rather tedious.
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In contﬁast, Eﬁe CCD‘ camerd developed at KPNO is designed to
facilitate waveform modification (Marcus -t al, 1979).  Data
corresponding to the desired waveform patterns are compiled within
the control software of a host computer and downloadéd into the
read~write memory of a bit-slice microprocessor sequencer.
Wavefotms may be modified by editing the software at the computer
terminal and downloading the new data into the microprocessor’s
memory . The advantage of this  system, therefore, is the
convenience of defining waveform patterns in software; its
disadvantage 1s the elaborate logic circuitry requiired to support
the bit-slice microprocessor electronics.  There' was neither the
expertise nor sufficient time availlable to develop a similar design
for the FOS CCD camera. Instead, a sequencer was designed to

satisfy the following requirements:

(1) vertical &and horizoantal trausfer sequence waveforms to be

generated within a higher order one-line-sequence pattern.

(11) waveforms to be programmable without resorting to

modification of hardwired logic.
(1ii) the overall waveform sequencing logic to be a relatively
simple hardwired solution without resorting .to bit-slice

microprocessor techaiques.

3.5.2 Clock Sequeéncer

A block diagram of the clock sequencer logic is shown in Figure
3.7. Data corresponding to the vertical and horizontal transfer
sequence waveform patterns are stored within a 24 bit wide, 2K bit
déép, “erasable programmable read-only memory” (EPROM). This
permits the modification of waveform timing by the erasure and
reprogramming of appropriate EPROM. The memory is addressed by the

combined output of two sources:
(i) the vertical transfer control logic: A8-AI0

(1i) the address counter: AQ-A7
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Addtégs Iiﬁé"*’ '“ﬁﬁiﬁi&é the meiiory - into- a geries of “fields”
each’ of Which is b;pgrémmed with. & trausfer sequence Wa@ngrm
pattern asvfliggiratéd—iﬁ‘Figure 3.8. Waveforms are strobed out of
the memory bﬁ thé addtess coudter, the outputs of which incméméht
sequentially thtqugh-lo&ér order address lines AD-A7. The counter
{:s clocked ,By a 1 MHz crystal oscillator and so the mﬁﬁimum
duration possible for a waveform state is 1 ps. Each data word is

latched as it is strobed out of the memory to ensure that the

waveforms remain stable as the memory address changes.

The gene}apion,'of a. one-line-sequence from an assembly of a
vertical ttan§fgn sequence and of repeated horizontal transfer
sequences is degéribed below; an accompanying timing diagram is

shown in Figure 3.9.

Ajh@rizqﬁtal transfer sequence wavéeform pattern is strobed out of
tﬁé'ﬁeméfy as “the address counter increments from address AO-A10=0
onwards. - One of the  clocks generated by the sequencer, END—OF-
?iﬁﬁt (EOP), is‘v&édicated to system control. The memory is
programmed éo that_an'ébP pulse is generated at tﬁe eand of the

horizontal transfér sequence (Figure 3.5). It has two functions:
(i) it resets the address counter to zero.

(ii) it dincrements a second counter, the pixel counter, which
registers the number of horizontal transfer sequences

generated within the current one=line-sequence period.

By resetting the address counter, EOP initiates the generation of a
second horizontal transfer sequence. Waveform sequencing repeats
with EOP incrementing the pixel counter each time a horizontal

transfer sequence is completed.

The outputs from the pixel counter are fed to the end-of-line
decoder logic. This provides an output signal, CONTROL LATCH
STROBE, which changes state when the number of horizontal trausfer
sequences required of the one-line-sequence have been generated

(400:in the case of the P8603 CCD). The decoder is switch
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progrémmablg tp_tatgr fbr Qpefatidn of ofher manufactqrers’ CCDs
having a different image Format, for example the RCA SID53612 with
320 pixels per line. ‘ k

The assertion-  of -the CONTROL LATCH STROBE is defined as the start
of a new Oneﬁliné—SeqUencg period (Figure 3.9). 1ts low-to-high
transition sets a latch within the vertical transfer control logic,
the output of which asserts memory address line A8=1. Since the
last EOP pulse has reset the address counter, the memory is now
sequénced from dddress A8=1, AO-A7=0 onwards. This field contailns
the vertical transfgr sequence waveform pattetﬁ- which 1s nunow
strobed out of the memory. An EOP pulse is also used to mark the
end of this transfer sequence (Figure 3.5) although its action is

slightly different:
(i) It resets the address counter as before.
(id) 1t resets the pixel counter rather than increhenting it by
virtue of the state of CONTROL LATCH STROBE on the counter

reset line during the vertical transfer sequence (Figure

3.9).

(1i1) It resets the latch within the vertical transfer control

logic and thereby resets memory address line A8=0.
The memory is now sequenced from address A0-Al0=0 onwards, the
start -of the first horizontal transfer -sequence of the new one-

line-sequence.

The transfer sequence waveform patterns currently programmed into

the sequencer EPROMS to tun the P8603 CCD have readout times of:
(1) 60 us for a horizontal transfer sequence

(ii) 20 pus for a vertical transfer seduence

The duration of a one—liné—sequence period is therefore:

20 us + (400 x 60 ps) =. 24 ms

- ""40: =




Flgure 3. 8. shows that the sequencer memory is also. programmed with

a series off ;alternaLive vertlcal transfer sequences Cine higher
order addréss ﬁieldsw One of these transfer sequences may be
geﬁerated';iﬁ place of the normal (defaulﬁ)' vertical tteﬁéfer
sequence by operating the sequencer in a special mode in which
address lines A9 and/or AlO are asserted with AB. These address
lines are set by an@external control input to the sequencer; the
vertical transfer control logic ensures that they are only asserted

when A8=]. THe waveform patterns generated within each of the

alternative vertical transfer seqdences.are outlined below:

(i) 1lov waveform patteln' A8=1, A9=1, AlO”O
- a sequence of 10 3-phase VERTICAL cch DRIVE CLOCKS are
generated thereby blnnlng 10 CCD image llnes withln the
CCD octput register before line readout. Thls sequence
may'be used to effect an increased rate of charge erasure

from thechip prior to an exposure.

(i1) 2v wavefdim pattern: A8=1, A9=0, Al0=1
~ a séquence of 2 3—phase'VERTiCAL CCD: DRIVE CLOCKS are
generated° This trenéfef sequence has no 1mmed1ate
appllcation but was included for future 1nvestigation of

Tine binning durlng chip readéut.

(ii1) s5v waveform pattern A8=1, A9 I, AlO 1
- a sequernce of 5 3—phase VERTICAL CCD DRIVE CLOCKS are
generated. - Again,» this transfer sequence has no

immediateiappiicﬁfion.

3.5.3 Camera Control

The exposure and sebsequent full-frame readout of a cooled CCD-

follows a sequence (noted in Chapter 2) in which:

(1) the CCD is read out several times prior to an exposure in

ofder to clear any tresidual charge.

(1i) the VERTICAL'CCD.DﬁIVE CLOCKS (V) to the array imaging area




are inhibitediv The camera shutter is opened “For the desired

ekﬁbsuﬁe‘rberlod during which an image charge pattern 1is

collected.

(iii) each line of the image charge pattern is read out in turn.
The digitizéﬂ video data are sent to a host computer for

storage, display dund analysis.

This sequence may be realized by appropriate control and gating of

transfer sequence waveforms.

A block diagf@ﬁ:of the camera control system is}shown in Figure
-3510. The waveforms,gene:etEd'by the clock sequencer are bussed to

e1bctroo£es~seBa§§emb1ies within the CCD controller; specifically:

(i) cCb drive waveforms to the clock driver control logic through

which they are gated t6 the CCD clock dtivers.

(ii) vfdeo—éigodl-proeessing and digitization'control clocks to
the preamplifier clock drivers for transmission to the camera

head.

(iii) LOAD MEMORY clocks to the camera data. interface to strobe

data to the computer s CAMAC buffer memory module interface.

Camera control is provided by the host computer”s data acquisition
software. The:synchfohizatioh réqiired bétween real-time programme
execution and waveform gerneration 1is accomplished with a contfol

handshake which consists of:.

(i) an interrupt input to the computer through a CAMAC interrupt
facility by a system clock, START—O?—LiNE, generated at the

beginning of each one-line-sequence period (Figure 3.9).

(1i) the execution of an interrupt service rodtine within the
computer”s data acquisition programme. The routine tests

real-time condition flags within the overall progtdmme

structure to determine what control action is required.
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(1i1) the output from the computer of a 16 bit wide camera control
‘instruction. Each bit of the instruction controls a specific
feature of thie electronics hardware; a description of the

coutrol assigned to each bit is given in Table 3.1.

Because of the asynchronous nature of a software iqterrupt service
routine, it is inevitable that there will be an ill-defined period
between the arrival of an interript and the availability of the
control output. The instruction data are therefore passed through
a double-latch control pipeline (Figure 3.11) which synchronizes

the control to the beginning of a one-line-sequence period.

In response to, fot exanple, the nth interript input to the
computer; the control software generates a camera control
instruckion appropridte to the control action required during the
(n+1)th one-line-sequence petiod. The computer 1loads the
instruction into a storage regiéter within the CAMAC camera control
module where it is held until updated. The only constraint upon
the Eimfﬁg of this operation is that the data are loaded into the
régister during the nth one-line-sequence period and before the

arrival of the (n+l)th intetrrupt.

At the beginning of the (n+l)th one-line-sequence, CdﬁTROL LATCH
STROBE causes the contents of the storage register to be copied
ihﬁo a control register within the camera control latch
s'ﬁba-'ssembly° The cOntrol, which is now synchtonized to waveforms
generated within the (n+l)th one-line-sequence period, and which is
opefative for its duration, is bussed from the outputs of the
control register to electronics subassemblies within the CCD

controller, specifically:

(1) commands to the clock driver control logic to enable CCD

drive waveforms through to the clock driver circuitry.

(1i) commands to the sequencer to generate alternative vertical

transfer sequence waveforms.

(1i1) commands to the camerd data interface to enable LOAD MEMORY
clocks to strobe data into the CAMAC buffer memory module.

- 43 -
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(iv) commands Eo‘oﬁé dte the camera”s eleetronic shutter.

The use 0f'tWo>f§giS: rg within the control pipelide is necessary

bécause contmglsi@sffdnU 6ﬂ data must not change midway through the
readout of,a 083] iﬁﬁgé'iiﬁeo This system gives rise to deferred
coﬁtrol‘act%§n1;ﬁ'ﬁﬁich-the nth interrupt requests control for the
(n+1)Eh Qne;line436qgénce period and must be allowed for within the
codtrol-sofbware;, ﬁoweyer, it has the advantage of allowing the
software suffilclent tiﬁé_to-acknowlédge the interrupt-and load the
appropriate contfbl in truction data into the CAMAC camera control

modile before it is tequired to become operative.




Bit 1:

Bit 2:

Bit 3:

Bit 4:

Bit 5:

Bit 6:

Bit 7:

Table 3.1 CAMERA~ CONTROL INSTRUCTION BIT ASSTGNMENT

ENABLE INTERRUPTS

- unmasks . gate within 'the camera control latch
subasseibly to enable the START*Of%ifNE interrupt pulse
from the sequencer through to the interrupt input
citcuitty within the CAMAC camera control module (ngure
3.11).

VERTICAL TRANSFER ‘ENABLE

- unmasks gates within the clock driver control logic to
endble VERTTCAL CCD DRIVE CLOCKS (V@) through to the CCD
clock dtimé;s and thereby enable line transfer tﬁrough

the CCD'iﬁaging area (Figure 3.11).

'LOAD MEMORY ENABLE

- ﬁhﬁégkébgéées wifhin tHe camera data ‘intecrface to enable
LbAB‘ME@dRY clocks to  strobe digitized pixel data iato
the CAﬁ@C buffer memory module (Figuté 3.10). Bit 3 is
normally set with bit 2 duriﬁg lide readout of an image

charge pattern.

SPARE
- tﬁpse bits whi¢h aré designated as' spare remain available
from the camera ‘control bus for Ffuture expansion of the

system.
SPARE

HORIZONTAL RESET
- permits masking of the HORIZONTAL CCD DRIVE CLOCKS (Hf)
from the CCD clock drivers thereby inhibiting readdut of

the CCD output register.

INTEGRATE/CLOCKING ,
- enables thé upper level of VERTICAL cCCD DRIVE CLOCKS to
be switched to a second voltage reference (see 3.5.5 CCD

Clock Drivers).




Bit 8¢

Bit 9:

Bit 10:

‘Bit

Bit

Bit
Bit
Bit

Bit

12

13:

i4:

15:

16:

| OPEN SHUTTER

VERTICAL‘CL CK PHASE

~ enables the. dlrection in which an image charge pattein 1s

transﬁerred,throqgh the array to be reye§§ed,,i,e, charge

is cldgkeffaWéy from the €CD 6ﬁtput'}egietef rather Ehan

towards it.

10V TRANSFER ENABLE |
- sets the clock .sequencer to the special mode in which 10

3-phase VERIiéAL CCD DRIVE CLOCKS are generated at the

.bggihning;dﬁ a .one-line-sequence period.

ALTERNALIVE‘V:RTICAL TRANSFER ENABLE ‘
5. 3*phabe VER ICAL CCD: DRIVE CLOCK waveform

- enabl
generatlon w1thin a one-llne-sequenee if set

hase VERTICAL CCD DRIVE CLOCK waveform

- enables 2,;,

gegerat;gnvwithiﬁ a one—linejseqqence if set~w1thout bit

9.

'e-'cdht§ol _line.ltO-.the shutter ~c0nt?911er to

ope e shutter.

CLOSE. SHUTTER ,

- activates ‘a coritrol line to the shutter cofitroller to
clqge:theiehutter, '

SPARE . : -

SPARE

SPARE

SPARE




3.5.4 Compiter Cameia Coittol of a CCD Exposure

The computet”s éﬁﬁﬁ?ol of an exposiure and the subsequent readout of
a full-frame CCH itage is outlined below. Taking each stage of the

sequence in turn:
(i) Erasure of résidual charge

Several full-frame readbuts of the CCD in preparation for dn
exposute eénsures -the erasure of any residual charge frcm the ‘array
imeging area. Since .this operation reduces the overall time Ffor
which the =Y may be embloyed for. useful obsenvétiog, it ié“
deéiréble to re&ﬁee its execation time to a minimum. This may be
accompllshed by operatlng the sequencer in. the special mode in

C 10 3—phase VERTICAL o)) DRIVE CLOCKS dre generated at the

3beg1nn1ng of a one—line—sequence, thereby effectively 1ncrea31ng
the rate of 1ine readout by 10 tlmes that of normial ‘line readoiit.
wR\innlncr the P8603 a Eotal 11ne transfer quiyalent to the readout
of 5 full frame images is obtalned by sequencing 289 cpnsecqtive
:bPEPLinefsequeneeg with the follow1ng bits set within the camera

cohtrol instrucfiemtw,

Bit 1: ENABLE TNTvRRRUPTS

- to malntaln "4 programme count of how many one-line-

sequences have been generated.
Bit 9¢ 10V TRANSFER ENABLE
Under routine observing conditions, the data obtained from an
erasure has no useful application and is therefore not sent to the
host computer. :

(ii) Exposure

Camera control of an exposure follows a sequence in which:

(a) line transfer is inhibited.




(b)  the camera shuttér is opened for the desired exposure period
using éaméfiicoﬁfroi instruction bits 11 (OPEN SHUTTER) and
12 (CLOSE SHUTTER) .

Line transfer is aidtomatically inhibited by the default of not
enabling the VERTICAL CCD DRIVE CLOCKS. In the absence of
“clocking luminescence defects” (see Chapter 5), it is normal to
run the output register HORIZONTAL CCD DRIVE CLOCKS (Hf)
continuously during an exposure as this will clear any charge which
might arise from sputious injection either from the serial input
circuitry, the charge detection amplifief or from dark current
within the output fegister‘ itself, If clocking luminescerice
defects are present, the Hﬁv clocks can be inhibiﬁed during the
exposuie by setting bit 6 (HORIZONTAL RESET) within the camera

control instructien.

The host computer”s iaternal system clock 1s used to time the
exposiire periodw Interrupt iaput to the computer is 'inhibited
~during the exposure thereby releasing the control programme to
other tasks; for example, the display and reduction of previously

acquired data.
(iii) Full-frame readout and data acquisition

The control of full-frame readout can be considered as a procedure

of consecutive line readout operations for each of which:

(a) the image is- transferred thtough the array by a single 1line
element so that the lowest 1line is clocked into the CCD
output register.

(b) digitized pixel data generated by the sequential readout of
the CCD output register are strobed into the CAMAC buffer
memory module.

() further line readout is inhibited.

(d the data are retrieved from the buffer memory by the computer

for storage and/or display.
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(e) line regdbﬁx: is re-enabled for the retrieval of the next

image lide,

The computer must tetrieve the data of ome line before initiating
the readout of the next because of the somewhat “primitive” design
of the CAMAC buffer memory module as a single channel read-write

memory (see 3.6.3 CAMAC Buffer Memory Module).

To start the readout sequence, the computer”s control software
enables START-OF-LINE interrupts so that real-time programme
execution can synchrqnize to one~line-sequence waveform generatioun.
The camera control required for retrieving each image line 1is best
described by considering the control action within consecutive one-
line-sequence periods. An accompanying timing diagram is shown in

Figire 3.12.
(a) r+th intefrupt irnput to the computer

In this example, it will be assumed that image line m is to be read
out of the €CD during the (n+l1)th one-line-sequence period.
Therefore the  nth interrupt input to the computer has to be
hrecogpizéd“hy the. control software as a té&ﬁest for control
appropriate to line readout_during the (n+l1)th one-line~sequence
péfioq. A camera control instruction with the follqwiﬁg control

bits set is required:

Bit 1:-  ENABLE INTERRUPTS
-  to maintain synclironization of real-time programme

execution. -

Bit 2: VERTICAL TRANSFER ENABLE
- to enable a single line transfer at the beginning of

the (n+l)th one-line-sequence.

Bit 3: LOAD MEMORY ENABLE
- to enable (n¥l)th one~line~sequence peridd LOAD-
MEMORY clocks to strobe the digitized pixel data of

image line m into the buffer memory.
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(b) (n+1)th iﬁtéﬁruﬁf”iﬁﬁut to the computer

The cawiera éOﬁtrdl ?éoﬁtWére assumes that the camera conkrol

idstruction outlined above is now operative and that the data of
image 11ne m, are being strobed into the buffer memory. ,leen that
the computer has to retrieve this data from the memory‘duriﬁg the
(n+2)th one—linédseouedee period, further 1line readout must be
inhibited. The eooronriate camera control instruction requitres
that only Bit 1 (ENABLE INTERRUPTS) 1is set thereby maskingbline

transfer and data transfer enabling functions.
(¢) (n+2)th iuternupt input to the computer,

The control software recognlzes that image 11ne m data are nOW‘held
within the buffer memory and may be retrleved for storage and/or;
display by a CAMAC bloek data transfer. Upon completion of this
data trénéfer, the ﬁrogrammewstill‘has sufficient time to edable
the readout of image line m+l during the (n+35th ooe—line—sequence
period and accordingly loads the same camera cortrol instruction as
outlined for the nth interrupt dinto the CAMAC camera control

module.

The above sequeuce is repeated until all 578 image lines have beén

redd out.

Tt -will be aﬁé&%énc thatvoeééuée two one-line-séquence petiods are.
needed to read out .edch image 11ne, there is an inherent overheed
in the total readout stime of an image. A lnore elaborate data
acquieltion system -could improve this situation but there was
insufficient tine ameilébte for its development within the

timescales of the project.

3.5.5 CCD Clock DriVers

The characteristics typically required of the dr1ve waveforms to

‘transfer charge through a CCD are oudtlined below'

(1) voltage amplitudg ~ io v.




(11) high 'cdrrent drive capability because of a CCD”s high

electrode capacitance.

(iii) slow (~ few ys) rising and/or falling edges, beneficial to

the attainment of'good charge trausfer efficiency.

(iv) a well defired jperiod of oveflap between adjacent clogk
phases. The percentage of phase overlap required to maximize
charge transfer efficiency largely depends upon the form of a

CCD”s electrode structure.

(v) “clean” waveforms generated from well regulated power
suppliés to.avoid the feedthrough of electrical noise to the

'CCD” s charge detection circuitry.

The precise nature of the drive waveforms required for optimal
chiarge transfer &f flc1ency varies between different CCDs of the
same type, ‘and to .a wmuch greater extent between. chips from
different manufactirers. In particular,)the RCA SIN53612 and the

GEC P8603 need to be driven in completely different ways.

;:In the case of the RCA. SID53612 its non—overlapplng electrode
structure calls for asymmetrlc drive clocks with fast (~ 100 ns)
rising edges ‘and slow (~ 5 us) falling edges in order to maximize
charge transfer efficiency within the chip”s imaging area (Thornme,
1981 Jorden et “al., l982) A 100%Z overlap of adJecent clock

-phases:. is needed Jto ensure that - the potential well beneath a

receiving electrode is” fully created before the donor well under

the preceding electrode is destroyed..

in c0ntrast,.lthe GEC  P8603 employs an overlapping electrode
structure to facilitate charge transfer and requires symmettic
drive clock - waveforms with 507 phase overlap as illustrated in

vFigure 3.13 (EEV Technlcal Note No. 6, 1982).

Azbesic requiren ﬁt-of the CCD clock:drivers was thetxthey should
»fon of both RCA and GEC CCDS thereby allowing the

permit the oper

use of either ch1p within FOS. In order to minimize the t1me
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né e‘d ed to, deve:

"'the‘ circdits, it was decided to incorporate

copies of . the,'rgfér'ciﬁcuitry designed by ‘Thorne (1983) fotr the

RGO AAT €CD camera°

Figure 3.l4 shows a schematic of a single clock driver channel. It

allows the indeﬁendent‘adjustment of the following parametets:
(1) clock rise time.
(ii) clock fall time.

(ili) upper clock voltsge level.
(iv)y Lower, t:l-,ocl‘c voltage level.

Linear clack transit£0hs are generated using a high speed
int‘gr”tor’ vhose~ inpnt is _switched hetWeen " two independently
adgustable voltage references of opp031te polarlty (Vg VF) This
causes ‘the 1ntegrator output (Vi) to swing between the power supply
rails at rates deflned by VR and Vg The desired upper and lower
clock voltage 1evels .ate obtalned by Clipplng Vi by means of a. pair

of dlodes and voltage references VU and VL° To. obtain ~the

necessary current to drlve a CCD"s capac1tive 1oad the clipped
vwaveform is passed through a unity voltage gain, high  current

ampllflcatlon booster,

The multiple drive channels required for a CCD"s V@, HP and @R

clocks are: constructed on- two cards:
(i) wvertical clock drivers.
(11) horizontal and reset clock ‘drivers.

These cards are of similar design although the vertical clock

driver circuitry does fﬁclode some additional features:

(1) the upper voltage: lével of the clocks (VU) can be switched

between two references.by a clock output from the sequencer
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and by setting bit 7 (EINTEGRATE/CLOCKING) within the camera
control inmstruction. This enables the voltage differential
between the upper and lower levels of the clocks to be
reduced whenever they are not transferring charge which can
be wuseful in minimizing the effect of “light emitting
defects” fouad in some P8603s (see Chapter 5). In these
cases, control bit 7 has to be set within all camera control
instructions, {.e. during charge erasure, the exposure and

frame readout.

(i1) the TTL trigger pulses to the V)i and V@3 clock phases may be
swapped at the input to the card by bit 8 (VERTLCAL CLOCK
PHASE) of the caméra control instruction. This enables the
direction in which charge is transferred through the CCD"s

imaging .area to be reversed (back-clocking).

3.5.6 Camefé-He@d,Interface

The electronics interface to the camera head counsists of:

(i) a %20 V regulated supply to power the CCD video signal

processing electronics.

(1i1) open-collector preamplifier clock drivers to buffer those
waveforhs'output from the sequencer which are passed to the

video signai sampling and digitization circuitry.

The attainment of an .overall low reddout nolse performance of a
P8603 is dependent upon the noise floor of its succeeding video
signal processing electronics (see Chapter 4). It is essential,
therefore, that the power supplies to the video circuitry and also
the circuitry responsibie for generating DC bias supplies to the
CCDh are “clean” and well regulated. This is particularly true of
those supplies to the on-chip charge detection amplifietr, namely,
the output transistor drain, the reset transistor drain and its
associated biasr'gatesn Power supplies to the signal processing
electronics which dre derived from central *24 V analogue supplies
within the CCD controller are therefore further regulated to *20 V

before being conveyed to the camera head.

-.53 -




The CCD v1deo signal belng measured at the camera head is of very

low level (1 ¢ 1 v at the CCD o 'ut) and s0 4 clean

edrth ‘are essent1al to

avoid ground leops and malns pick-up.. A technique of eferencing

the ground retutns from electronics sub~assemblies withln the ceb.

controller and ttom the camera liead to a single star eatth'point

(see fbt=examp¥e: Morrieon, 1977) was Found to pton&é the most
satisfdctory soiutioh; in particular, ground returns from andlogue
and digital circuitity are kept sepatate throughout the: eyeﬁem and

are ohly connected at the stdr earth.

A vood perfnrman ce oftlhe cep signal processing electronlcs also
relles upon the v1deo sampling circuitry recelving éontrol 51gnals
with well defined clock transttlons. ‘Any jitter w1th1n ‘these
ftlming 51gnals limltS the p0351b111ty of achieving a low noise from

the electronics alone° The 51gnals which are dertved from- the

,erper are therefore driven -from the CCD controller - through
dbeﬁeeOJLector ‘bufférs and are terminated close to the sampling

ﬁoittoitty switching elements at the camera head.

3.5.7 . Temperature Telemetry

' ihe temperatdre telemetry cifcuitry-provides a.simple;indication of
;whéfhgr ‘the cooled €CD isv working at the deEited operating
teopegat@pe or not it monitors the 100 mV/k servo loop error
'»eighel ‘gehefated -withln- the temperature_ controller to produce a

single bit: vdlgltal status ~word which .changes state if the chip

,operating temperature deviates from w1thin +0.5 K of its defined

valié. The circult con31sts of:

(1) an input-bqffef amplifier to receive the servo error signal

couveyed from the camera head.

(i1) a pair of voltage discriminators configured to register non-
zZero servo errotr signals deviating f rom an adjustable
iagéepcgﬁ¢é wigdow’ set to the equivalent of +0.5 K. ‘The
digftal outgqt:ieueonveyed to the host computer through the

camera ddta .




3.5.8 Shutter Control]

The Compur electronic shutter fitted to the GED chostat‘houses two
electromagnets for open and close actuation and a wictoswiteh to
permit remote monitoring of its status. Slintter actuation»péquifes
a drive pulse of 24 V amplitude and of 20 ms duration to be applied

to the appropriate e¢lectromagnet.

The electronics to operate the shutter from the caiera control bus
incorporate a drive channel for each electromagnet and logic to

read the microswitch.
Each drive channel consists of:

(1) a monostable configured to generate a 20 g - pulse when
trlggered by the assertlon of the appropriate camera control

"1nstruct10n bits

(11) an opto4ooupléd‘Darlington driver to deliver the.necessary
drive cutrrent to “the eféctromaghétn An independent and
floatihg 24 ¥ ghpply accommodaté&‘withinﬁthe CCD conitroller

ctiassis ptd&iaeéhpg@er to the ﬁéol@téd@drigg_stagés,

Shutter status is conveyed to the host computer through the camera

data interface.

3.5.9 Line. Drivers-and.Recelvers

In coﬁsiaering the problem as to how the CCD camera should be
installed on the INT to commission FOS; it was. taéognized that the
CCD- controller would need to be operable -at up - “to 100 m from its
CAMAC interface. This constraint was’ nnposed by what could be
identified at that time as being the most probable organizatlon of
'the INT"s systems. electronics installatlon° . Qrigﬁly, it was

anticipated that:

(1) the CCD controller would be mounted at Cassegrain so as to’be

in close ptoﬁiﬁity to.FOS and its head electronics.




(ii) theycﬁﬁiﬁ-mﬁduies‘WOuid be housed in a crite located within a

“Control, Eégit, Intercounection and Power” coiplex (CLIP
centre), sdile 70 m cabling distance from the Cassegrain

focus.

Multiple twisted-pair cabling to link the CLIP centre with the

Casgegrain focus had already been installed to accommodate RGO=
designed instrumentation. To wutilize these <cables, RS422
differential line drivers and recelvers were ilncorporated into the
desfgn-of both the CCD controller and its CAMAC interface. Within
the CCD controller, these components are fitted to two cards;’their .

functions are listed befow:

(1) camera control interface (ngu%e 3;;9)
= 16 récelvers for cameta control instruction data-conveyed

from the CAMAC camera control module.

- a single ériVE‘-channei -to @ransmit the START=0F-LINE

interrupt cloék to the,CAMAC camera control module.

(i1) camera data intertace
- kﬁ:dfivétifto transmit digitized CCD video data to the
| CAMAC buffer memory module. S
- 2dtivers to trgésﬁit fdAD“MEMORY clocks to the-bﬁffér

mé@oryg’TThe gating logic to 1nthi; these clécks is also

i included on this card.
) - 2 drivers to transmit camera status of the CCD operating
. -temperatutre and of -the. electronic shutter.
3.6 CAMAC Interface Subassembiies
3.6.1 Selgcgjod,of the Cdméra’aYGqﬁpqter.Interface
; © From its iﬁbeptioqvthe CCﬁ camera was dééighed to interface to its

control COmeter,throggh CAMAC. CAMAC had already been.adopted at

the LPO as. the iﬁterface_betWeén the INT”s instrumertation and its

" Perkin Eimér”qq@ﬁqtérdcontrol system (Beale and Smith, 1978) and so

compatibility wpgla”therefoné énable'tﬁe operation of FOS to be




integrated with that of the telescope’s IDS and A&G facilities.
CAMAC had éiéo Beén éﬁﬁioyéd in Durliam dﬁriﬁg previous solid-state
detector development (Campbell, 1981). An appropriate interface to
a DEC LSI~11/23 computer was avallable dnd so this configuration

was chosen for laboratory operation of the camera.

3.6.2 CAMAC Camera Control Module

A block diagram of the camera control interface is shown in Figure
3.15. START—OF—LINE interrupt pulses conveyed from the camera’s
sequencing logic date ,tégistered within the module through an
interrupt irput latch. The output of this latch is gated with that
of an interrupt mask . which is coanfigured under programme coantrol
with CAMAC eunable (f26 or ENB) and disable (F24 or DIS)
Lﬁﬁtrdcbioﬁ%m- By _dis&biingr the mask, the intefrupt signal is
ptevented fiom aSSeEting_the CAMAC dataway”s inéefruptx(or look-at—-

me) line (L) thereby inhibiting interrupt input to the computer.

In aegoéd#ﬁée with - a mandatory CAMAC specification (ESONE
Cémm@ttée; i972), the presence of an interrupt. request may also be

‘examiné&'usiug the CAMAC'xest—look—at—me (F8 or TLM) instruction.

The caméiéifcantrol fﬁéﬁiuCtion data generated as a result of an
interrupt reqiiest -are  loaded into the module”s 16 bit storage

_régister_ ﬁifh a CAMAC write (Fl6 or WTl) instruction. This

inétruéﬁiQn_éutomaticéify clears the interrubt : ut laﬁéh go that
it cdn again be triggered upon the arrival of the next START=QF-
L;NE puigg, CAMAC ¢élear (F10 or CLM) and initialize. (Z)

5ns may also bé used to reset the latch.

instruct

The remaining logic decodes CAMAC function (F) “dnd subaddress (A)
data and generates CAMAC X for successfully decoded commands..
These are listed in Table 3.2 together with a summary of their

fuactions.

The control interface is fitted to the first of two  GCAMAC cards
housed withii a doubléQWidth module. The second of these cards is

populated with RS422 difﬁeféﬁtial drivers, a receiver and opto-
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Table 3.2 CAMAG CAMERA CONTROL MODULE GOMMANDS

CAMAC FUNCTION (F) FUNCTION WITHIN THE MODULE
AND SUBADDRESS (A)

(MNEMONIC)

F16. AO + DATA a) Loads camera control instruction data

c) DNisables the CAMAC interrupt mask.
- can be used at system initialization

to reset the module.

I I |
| | |
I I |
| | |
| I |
| (WIl. AD) | into the 16 bit storage register. |
| ‘ | b) Clears the intervupt input latch. |
[ | |
| F26. AQ | Enables the CAMAC intetrupt mask. |
| (ENB.AO) | |
L L |
| F24.A0 | Disdbles the CAMAC interrupt mask. |
| (DIS.AQ) | - interfupt requests to the computer are |
| | inhibited. |
. | |
| F10.A0 | Clears the interrupt input latch. |
| (CLM.AOD) | |
| _ . . |
| F8.A0 | Tests the 1dgical AND of the interrupt |
| CTLM,AO) | input 1atch.énd interrupt mask outputs.

| | Q=1 Interrupt requested. ]
| | Q¥O Invalid interrupt request. |
| | _ - |
| z | a) Clears the iatercrupt input latch. I
| (INITIALIZE) | b) Erases the 16 bit Storage register. |
| | |
| | |
| | |
| | |




isolators for~f§mote communication and electrical isolation between
the control catd and its corresponding intetfface within the CCD

controller.

3.6.3 CAMAC. i_B;uf_fer Memory Module

Digitized video data are generated by the camera at a rate
determined by the 60 ps readout period of a single pixel. At this
data rate, and becaudse of the synchronous nature of the resulting
data stream, a full handshake procedure in which the computer reads
each datd value into 1its memory under programme control is
imbracpioahlé; The computer”s acquisition of data will inevitably
be én-asynchronOUS operation with the possibility of it Ffailing to
read a data vilue before the arrival of the next because of the
additioﬁai re&uireﬁEnt for 1t to s8upétvise camera control and
periodiéally, the bleck transfer of previously acquired data to
disc and/or the display. Data could be written directly into the
computerfs memqu at the required rate wusing DMA but this
necessitates both Sophiéticated hardware and software techniques
for which there was 1insufficient experience avallable during this
phase of ‘theé development progtamme. An alternative system of data

'«acqu151t10n was therefore adopted instead

Since one line of»éiccﬂ image typically consists of only 300-400
pixels (dependlng upon the chip type) it was considered practical
to write all the data from an 1mage line firstly into a temporary
buffer store from which the computer can later recover them
-asynchronously and before it initiates the readout of the next
imege line, A limitation of this system, however, 1s the
additional time incurred in the readout of the complete CCD image
because the computer is not permitted to read the buffer at the
same time as data are beiﬁg<written into it. The employment of a
double-biuffer store to overcome this problem was considered hut
was not in fact developed because the extended readout time .of the
siongle channel system was in practice found to be quite acceptable

for laboratory operation.

To retain hardware independence in the type of computer needed to




control the CED electroiics, the buffer was designed to interface
thtough CAMAC with data transfer into the computer via the CAMAC
dataway. Its construction is similar to that of the CAMAC camera
control mo&ule'ih‘thai two CAMAC catrds are housed within a double-
width module. RS422 differential line receivers and opto~isolators
are fitted to éhéﬂfipst of these cards for remote communication and
electrical isolatién between the buffer and the CCD controlier.
The buffer”s memory and its CAMAC interface components are fitted
to the second card of which a block diagram is shown in Figure

3.16.

ibg memory 1is designed around a 2048 x 16 bit static RAM and
therefore has the capacity to store the data from a CCD image with
up to 2048 pixels per line. Its miltiplexed input/output data

lines are bussed to:

(1) tri—stéte‘input buffers through which data conveyed from the
CCD controller, via the line receivers and opto-isolators,
are strobed into- memory.

(ii) gated open-collector output buffers through which data are

read from memory onto the_CAMAC dataway.

The memory is addressed by the output of an 11 bit binary counter.
This 1is clocked during both read and write cycle operations in
order to address consecutive memory locations and is zeroed by a

CAMAC generated reset command.

Read and write cycle operations are 1llustrated in Figure 3.17.
The digitized data of each pixel are written into the memoty under
the control of two management pulses, STROBE and INCREMENT
(previously denoted as a single LOAD MEMORY clock - Figure 3.5).
These are generated as part of the horizoatal ttaqéfer sequence
waveform pattern by the camera’s sequencing, Logic ~and are
programmed to occur after the completion of the analogue-to-digital

couversion. The function of the STROBE pulse is to:
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(1) enable the trl state input buffers to convey the data onto .
the RAM s ‘data . bus° '

(i1) disable the RAM"s internal data output buffers.

(1i1) assert the RAM"s read/write control line to a write state 80
that the data present on the data bus are writtean into the
memory location defined by the current output of the address

counter.

INCREMENT is generated 2 us after STROBE and is used to clock the
address couﬁtei so that data from the next pixel will be written
into the next available memotry locatien. Tﬁe computer must zero
the address cqunter”befére it initiates line readout from the 'CCD

dnd dlso before it recovers the data from the buffer memory.

»'GAMAC block data trans;er operation which consists of a pre-
programmed sequence of consecutive CAMAC read (FO or RDI) cycles.
When a valid CAMNCvread instruction is decoded by the module; it

ienables the open—collector output gates 80 that ‘the data present on

'TwaastrotefpuiaES; Sl and SZ, are generated within the 1. ps CAMAC
‘Vftaad SCygla.' Sttobe S1 is used by the CAMAC cpate,s system
'tdﬁtEOIIét,to réaa’the data prééeatﬂon the dataway into its own
“interna1~logictfér sdﬁéequéat:thtoqghpdt»to the computer. Strobe
'$2 is used within the bafﬁér méhary to incremeht the address .
»cbﬁntér so that it polnts to. the né%t memory 1qcatioh}which is to
be read in the next CAMAC read cycle i.e. in tﬁia systém; the

memoty address auto-increments on a CAMAC read cycle.

Table 3.3 summarizes the CAMAC commands and subaddress data decoded

by the buffer memoty module together with their fupctiods.




3. CAMAG BUFFER MEMORY :MODULE ‘COMMANDS

| | |
| CAMAC FUNCTION. (F) |  FUNCTION WITHIN THE MODULE ]
| AND SUBADDRESS (A) | e
| ,(MNEMONIC) | 1
l | |
| | |
| FO.AO | a) Reads a 16 bit data word from the RAM |
| (Rbl.AO) | memory location defined by the current[
| | output of the—memgryvaddress g::c)rlv;frnte»):.° |
| | b) Incremeﬁtsfthe aﬂﬂiesS“EOEnter:On

| | RD1.AO.S2 [
| L l
| | |
|'EQ;AO | ‘Resets the address counter to zero. 1
- . |

3.6.4 (CAMﬁCiCQhQIa; “atus Module

This modﬂle bfdbides\the computer with the current status of the
CCD s Operating temperature and of the camera”s electronic shutter,
The status data is in the form of two single bit loglc words and is

.conveyed gto' the moddle through two of_ the differential line

"driver/receiver channels 1ink1ng the CCD- controller to the CAMAC
buffer memory modile. A comblnation of the CAMAC test—status (F27
or TST) cbhmaﬂd and‘subaddreSS'decodlng to differentiate between
the two channels is used to genetate a CAMAC Q responée as listed
in Table 3.4. Front panel LEDs are also provided for a visudl

indication of the status.




AMAC: CAMERA_ STATUS MODULE CONMANDS

CAMAC FUNCTION (F) FUNCTION WITHIN THE MODULE

(MNEMONTC)
F27.A0 Tests the current status of the
QTST.AO) électronic shutter.

Q=1 Shiitter opént

Tests the current stdatus of the CCD”s
opéiéﬁingatemperature.

Q=1 femperaﬁure is correct.

Q=0 Téﬁbéfature is outside the accepted.

range.

I
|
|
|
]
l
|
|
|
| Q—O Shutter closed.
|
|
|
|
|
|
|
l

- . i Voa - .

3.77_Sﬁéges;ibns,iqr,CéméraiImpgovemeni

 90 far thls chapter has been concerned with the current design of the
;CCD camerd: and ‘in particular with its drive electronics and their
control from a computer. However, the experience gained through working
with the system and maintalnlng its hardware over a three year period
naturally Dprompts suggestions for"its improvement and these are
'dlscussed w1th1n the remaining sections of this chapter. Some of these
ideas are;being incorporated into the newegeneratlon of CCD controllers

being developed for the LPO 4.2m telescope (Bregman and- Waltham, 1986) .

3.7.1 Serial Communication

One of the most problematic features of the camera in terms of its




maintenance h the large number of tw1sted~“”"€ﬂ;ables needed

“for communica 1on‘between the CCD controller and” fEs rémote CAMAC

interface. Cu rently, both 16 bit camera contr“l instruction data

and 16 bit video: dai &l format and this

has necessitated miltiple opto-isolated line dfivéx;lre;te‘i&éif ’p_a;i‘rzs,

An obvious tef héﬁent, therefore, woiild be to inrqrporate'serial
commutiication links in order to reduce the cabling;requirements and

component count;ﬁhfie at the same time enhancing reliability.

The rate at Wﬁigh control data must be conveyed to the camera is

.dictated by Ehe 24 ms duration of & one-~line-sequence périod~ This

ow transm1551on rate and 1s ea31ly attainabler

»ng‘RSZBZC c'mmunicatlon although its use would requlre several

moJificationsvtovthe electronics hardware:

(i) the incokporation of logic within the GGD_’cohtroiier to

receive ‘the R§232C Seridl data stredm and convert it to a

parallEI format. A-good soliition would be to use one of the

tedally available single—board' microprocesgors

which;inc & both serial and parallel communication ports.

>(119 v Kn ‘of - the double latch camera control system to
. 1nc1ude both the storage and control registers within the CCD

ycontrolier g subassemblies°

(1ii) an interface to the coétrol computer through a standard CAMAC
RS232€ " commni

'cation module fa order to retain the cureent
1ndependence i “the computer hatdware needed to operate the

camera°
(iv) an interrupt input channel to the computer. would still be
required and thlS could be tealized using a commercially

available CAMAC interrupt input module.

“nlof CCD video data requires a much higher

The serial transmis
data transfer rate (a 6 bit data value per 60 WS pixel readout
'period) and this c’ ' hot be. realized using RS$232C. However, the

analogue—to—dlgital‘cq erter used.within the camera does provide




serial data, cl”ck and end=of-conversion output signals aud so a

dedicated 3~wr\e kfcould be incorporated by destpitng a serial

to parallel ¢o st frito the input stage of the CAMAC biffer
memory . Alternatively, the data link could be fuither rediicéd to a
single channel dsiffg the Manchester encoding techmique. (See for
examnle: Sanders, 1982; Haung and Moseley, 1984). In this system,
the serial data and lts clock are combined into a single phase-
encoded signal for transmission and then reconstructed within the

recelver by phase-locked loop circuitry.

3.7.2 Fibre Optic Data fdiks

By reducing tﬁeaﬁumﬁér of communication links needed between the
GED controllier:and its CAMAC interface, the employment of Eibre
optice‘to replace Eﬁevtwisted—palr cabling:becoﬁes an attractive

propésition<f6r*rhe folloﬁiyg reasons:

(i) complete electrical isolation between the CcCh controller and

the CAMAC and computer interface.

(ii) iﬁmunity from electrOmagneric . interﬁerence, noise ‘and

crosstalk betweern adjacent chanhels.

The prohibitive featire of fibre -optics, however is that their
cost is still relatively high compared to a- conventional RS&ZZ
system alfﬁough the differential ~is being reduced ‘as’ the»,new

technology_hécomes more widely accepred.
3.7.3 Data Buffer

The additional time required to read out a CCD image imposed
because of the simple read-write operation of the CAMAC buffer
memory has already been discussed: A double—buffer :store to
replace the current sinéle channel systemﬁhas been’suggested but
perhaps a more elegant solution would be to. employ altrue4First—In—
First-Out (FIFO) memory which would enable -E%ad .énd write
operations to occdr slmultaneously.v TheA possibility of the
computer failing to read.a data value because of its asynchronous

<

input rate pe:t avoided provided that:

= 65—




(1) . the  FIFO 1s deep enough to. store all -the incoming ddta

between computer tedd openationé.

(11) the average rate:of data input to the computer 1is greater

than the readout rate of the camefa.

Since the data interface was ficst designed, severdl new FIFO
I.C.”s have become -availdble which allow the consttruction of very

deép memories wifh,more than sufficient capacity to SEofe.tﬁe data

frdm_ the

:jaf”eﬁ e;nal.
to iﬁclude a mgltivchannel~system“which alsommonipqrsisome of the‘
aﬁa;ggue‘deVe voltages .applied to tﬁe CCD. The computér’s ébility
to read the CCD”s opefating voltdges has an obvious édvantage
during  chip setup and therefore an equivalent system could be

considered for this cam@ra.




8603 CCD ‘CHARCE DETECTTON AND vibRO STGNAI, PROCESSENG

4.1 Intreduction

The output S/N of a €CD"s on-chip charge detection circuitry is
dependent idpon its chardcteristics and the conditions under which it is
‘operated. For scientific applications, a cooled CCD camera system
operated at a pixel readout rate of ~ 10-100 kHz allows the use of

external signal processing electronics to maximize the S/N.

This chapter is concerned with the P8603 CCD"s charge detection
amplifier;, its chargé to output voltage conversion sensitivity and the
sources of noise fnherept in  the chatge debection process. The
requifements of a slow-scan caiiera system in which the video signal
extracted from the PS@Q;;is digitized and conveyed to a computer are
discussed. Various techniques .are described to maximize the CCD’s
charge to output voltage convérsion sensitivity and its output S/N.
'Finally, the practical de31gn of the CCD camera video signal processing

electronics and their typical performance characteristics are described.

4.2 PB603 CCD Charge Detection Amplifier

The P8603 s output amplifier is of the “floating dlffusion type. (Beynon
and Lamb, 1980) in which the chérge in each:pixel is sensed in turn on
the capdeitance of a_,reygrse—biased d;pde, , Sbown sghematip@;ly in
Figure 4.1, the output diode located at the énd of "tﬁe, CQbsaoutput

register is connected to:

(1) the source of a dual gate MOS “reset transistor” switch. In
operation, the capacitance associated with the output nodée (Co) is
charged to a teference potential prior to the readout of each

pixel”s signal charge.

(ii) the gate of an MOS “output transistor” which senses the change in

potential on the node capacitance as charge 1s transferred onto it.
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The transistor, which is normally operated in the source~follower
mode , ‘buffers the - high impedarice diode to provide a low impedance
voltage output at its source to drive following video amplification

circiitry.

The oiitput node capacitarice is recharged by a reset ciock‘(mg) applied
to one of the reset transistor”s gates. P, switches the transistor on
so that it conducts and thereby charges Co to the potential on the reset
transistor”s drain (VRD). Feedthrough of the reset clock to the output
node partially dischargés Co on the falling traunsition of PR which is
reflected in the voltége~waveform observed on the output transistor”s
source (Vpg). The.reset transistor’s bias gate, which is held at a
fixed bq-potential, serves to minimize this Ffeedthrough by partially

screeuidé Co from PR

Signal charge held under the lLast H¢3 output register electrode 1is
transferted onto the outpit node on the faliing transition of the HPy
drive clock. The output gate located between the Hf3 electrode and the

output diode serves two functions:

(1) by holding it at a . fixed DC voltage {~ 2 V more positive than the

‘;1ower level of the H drive clock) it forms a potential barrier
(Figure b, 24) which prevents the signal charge under the H@4
relectrode from spilling onto ~ the output node untii the H¢3

potential well is destroyed

(1) 1t isolates ‘the output node from the output register to prevent
feedthrough of the HO3 drlve clock. ‘

A signal charge Qo discharges the output node capacitance with a
resultant_change in the node potential (AVg) and a corresponding change

in the output transistor”s source voltage (AVpg) given'byf

Qo/Co ’ - (4.1)
GQo/Co (4.2)

AVg
AVgs

)

where G = voltage gain of the output transistor.
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1Tﬁ¢ P8663‘e cﬁagée ée 'fﬁ_ cifcuitry aléb 'lﬁc&fﬁo&atea ‘a dummy

gn i$ the same as that ‘of the signal charge

output adplifier.  Tts

detection amplifiet wit

tle egception that the - dummy output diode  is

not connected to the CCD ou”‘ut’register andjtherefore does not recelve

signal chargeq Slnce the"umﬁy reset  transistor is also clocked by Py,
the resulfant ‘clock Eeedthrogéhs within the wavetotns on the output
transistor soutce (VQS) and the dummy output ttrausistor source (Vpos)
are similar, 1f reqnire& both outputs may be conveyed to an external
differential amplifier in order to cancel the @p feedthrough in the

video waveform.

4.,2.1 Charge Detéction Sensitivity

The ohange ; ’i tran51otor s source voltage as a result of

edech é%?caEQ,k , upon the CCD output node is glven by:

AVgg ='Ge/Co Volts/electron = | O (4.3)

Increased &k rg fontnut voltage conversion sensitivfty is
therefore at_ h increased output tran31stor voltage gain

u_vut node capacitance (Co)

rge detectlon amplifler 1llustrating thef

lﬁfﬁigmre34;2agf prox1mate values for. these

exPreQEion for- “Co' vffe. taken from an EEV

chnical Note No°~3;vl§§ﬁji

’b "licatlon ¢ C_»

€d ~ 0.012:pF Cbg ~ . 0.024°pF

Cog ~ 0.006 pf  Cgd ~ 0.014 pF

Cs - 0.054 pF Cgs ~ 0.080 pF

Co = Cd + Cog + Cs + Cbg + Cgd + (1-G)Cgs , (4.4)

PR

Examination . o— Equation (4 4) reveals that increased output

transletot V0] a‘gain is des1rab1e not only to 1ncrease the CCD”s

chdrge to o&ﬁpdt:v “tagesconversion sensitlvity, but also to reduce

the totalAnode¢§ép;eiténcefbeCausefof;the §€F@2f¢13ted to the

?capacitance contributing ‘to - the total node




output transistor”s gate~source capacitance (Cgs).

The voltage gain attainable from the output transistor depends on
its operating conditions. To ensure maximum gain it is essential
that the transistor 1is operated in the saturated part of its
characteristic., Figure 4.2b, reproduced from EEV Technical Note
No. 3, shows a set of DC characteristics for a typical device from
which EEV recommend standard operating conditions applicable to the

requirements of a TV compatible readout rate:

(L) Vgp ~ 17 V (assuming the lower level of the Hf) drive clocks
is ~ 0 V) to ensure that the potential to which the output
node is recharged is sufficiently positive to extract signal

charge from the CCD output register,

(ii) an output transistor drain current (Ids) of ~ 4 wA when
operated with an external source load resistor of 3.3 K.
From Figure 4.2b, the transistor will be saturated provided

that its drain-source voltage (Vds) is » 9 V.

The voltage gain theoretically attainable from the output

transistor can be calculated (see for example: Gosling et al.,
1971) from:

G = gm RL/(1 + gmRL) (4.5)
where gm = mutual transconductance

RL = effective load resistance, i.e. the value of the
source load resistance in parallel with the incremental

channel resistance (rgg) -

Figure 4.2b shows that for Ids ~ 4 mA, Vvds ~ 9 V then gm ~ 0.4
mA/V and r4g ~ 15 KQ. Hence from Equations (4.5), (4.4) and
(4.3), estimates of the output transistor”s voltage gain, the
output node capacitance and the charge to output voltage conversion

sensitivity are:

- 70 -



G = 055
Co = 0Q.l4 pF
AVgg = 0.57 pV/electron

4.2.2 Noise

The output S/N of the charge detection process is limited by the
readout noise inherent in the charge detection circuitry and its
operation. There are two principal noise sources: reset noise and

output transistor noise.
(1) Reset Noise

Reset noise 1is the uncertainty in the potential to which the CCD
output node is recharged prior to the detection of each pixel”s

signal charge.

When the reset clock (@g) switches the reset transistor on, the
output node capacitance (Co) 1s charged to the potential on the
reset transistor”s drain (Vgp) as shown in Figure 4.3, Thermal
noise associated with the reset transistor”s channel resistance (R)
is superimposed upon the exponential charging curve. Barbe (1975)
has' shown that the mean square deviation from the mean node

potential at time t (assuming Pg is applied at t = 0) is given by:

Vo2 =_§I_(1—e"2t/RC°) (4.6)
Co.
where K =

Boltzmann”s constant

T

temperature

In the “on” state, the reset transistor”s channel resistance (Ri is
~ 104 @ (EEV Technical Note No. 3, 1982) and so taking Co ~ 0.l
pF, then RCo ~ 1079 seconds. Hence, provided the reset clock is
of sufficient duration (i.e. >> 10~9 seconds), the output node
capacitance 1is charged to a mean DC potential (Vpp) with a

fluctuating noise voltage superimposed upon it:
Vn2 = KT/Co
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Feedthrough of the reset clock partially discharges the node
capacitance as the reset transistor is switched off. In the “off”
state, the channel resistance is ~ 1012 g and so RCo ~ 0.1
seconds. For all practical operating frequencies (i.e. 2t < 0.l
seconds), the mean square deviation from the mean node potential is

now, from Eqdation (4.6), given by:
VnZz = 0 (4.7)

In effect, the potential present on the output node at the instant
the reset transistor .is switched off is sampled and held on the
node capacitance until it is recharged again in the next pixel
readout‘cycle, The output node is therefore reset to a mean DC
potential with a fixed noise voltage superimposed upon it of

variance:
Vnt = KT/Co
The rms noise voltage is:
3 3
(Vn2)®? = (KTr/Co)
which is equivalent to an rms noise charge:

(an2)? (KTCo)?

At room temperature, a more practical expression is:

e

(Qn2) 400(Co in pF)% electrons

il

150 electrons (taking Co = 0.14 pF).

14

(ii) Output Transistor Noise
The P8603"s output transistor is a MOSFET. Figure 4.4 illustrates
the general form of a MOSFET s noise spectrum which is attributable

to two principal noise sources:

(1) 1/f (or “flicker”) noise.
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(ii) thermal noise.

1/f noise is characterized by a 1/f® spectrum (where o = 1) and is
therefore, as its name implies, dominant at low frequencies. Many
review articles and several formal theories have been published

which attempt to explain its origin.

In MOSFETs, it is attributed to the communication of carriers
within the channel with surface-state trapping levels (Van der
Ziel, 1970). Fluctuations in the occupancy of these traps gives
rise to an irregular carrier concentration which is observed on a
DC channel current as a superimposed noise. A tunneling mechanism
with traps at varying depths within the surface oxide layer can
explain the wide distribution in time constants required of a 1/f

type spectrum.

Thermal noise 1is generated within the MOSFET”s channel resistance
and depends on the tramsconductance at the chosen operating point
(Wallmark and Johnson, 1966). In contrast to 1/f noilse, its
spectral nolse density 1s essentially white (i.e. flat) in

character.

The relative powers of 1/f and thermal noise will depend on the
characteristics and operation of the particular MOSFET. In the
presence of a large 1/f component, thermal noise will only become
dominant at high frequencies, above the 1/f “knee” (i.e. that
~ frequency at which the powers of 1/f and thermal noise are equal).
Since a MOSFETVis a surface-channel device in which the oxide traps
can interact with conduction along the entire channel, 1/f noise
tends to dominate over a wider frequency range than in for example

planar bipolar and junction field-effect tramsistors.

The P8603 MOSFET"s noise spectrum has been reported to be
essentially 1/f in character, only decreasing to a white noise
floor (depending on its operating conditions) at MHz frequencies
(EEV Technical Note No. 3, 1982). Similar characteristics have
also been reported of MOSFETs incorporated within other

manufacturers” CCDs (see for example: Janesick et al., 1984).
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Since the contribution of white noise to a CCD MOSFET”s total
output noise may be limited by restricting the signal measurement
bandwidth, it is the power of the 1/f noise which can therefore be
expected to limit the readout noise floor that can ultimately be

achieved.

4,3 Slow-Scan Operation

Typically, the objective in cooled, slow-scan CCD camera systems
intended for scientific applications 1is to encode the signal charge
collected in each pixel as a digital number for input to a computer.
Operation of the CCD at reédout rates of ~ 10-100 kHz allows the use of
external signal processing electronics to suppress the readout noise
inhereﬁt in the charge detection process. Figure 4.5 provides an
overview of the signal transfer function, tracing the conversion of the
sigdal charge to a voltage waveform on the CCD output node through to
the eventual digitizatién of the processed video. The parameters to be

considered within the system design are:

(i) the sensitivity of charge to voltage conversion on the CCD output

node.
(ii) the readout noise inherent in the charge detection process.

(iii) the amplification and signal processing of the video waveform

required prior to digitization.

(iv) the quantization and dynamic range of the digitization expressed

in equivalent signal charge.

The video signal retrieved from the PB603 is of the order of 1
uvV/electron and contaminated by the unavoidable reset noise introduced
during the charge detection process. Reset noise, however, may be
signal-processed out of the video waveform so that in its absence, the
dominant noise source within the charge detection amplifier is that of
the output transistor itself. 1/f noise arising in this component may
be substantially reduced by careful optimization of 1its operating

conditions. Any increase which can be obtained in the CCD”s charge to
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output voltage conversion sensitivity is desirable in order to maximize
the output S$/N ratioc of the charge detection process. Improvements are

to be anticipated from:
(i) minimizing the capacitance of the output node.

(11) maximizing the voltage gain of the output transistor source

follower.

The ~ 1 uV/eiectron signal voltage on the output transistor”s source is
superimposed upon a large DC voltage component (~ 10 V), inherent in
the transistor”s operation; Since the video signal must be amplified
prior to its digitization, it is necessary that this DC component is
much reduced (to ~ 100 mV) at the dinput to the preamplification
electronicé' in order to -avoid amplifier saturation. Following
preahplification, the reset noise within the video waveform may be
cancelled using a signdl processing techﬁique known as “corrclated
double sampling” (White et al., 1974) which takes account of the
ﬂuncertaiﬁty in the potential on the CCD output node arising from its
recharge. Thé resultant waveform will in general require the addition
of a small DC offset voltage in order thét the final output voltage
corresponding to zero detected signal charge matches the input to the

digitization electronics.

The thimum preamplifier voltage gain depends on the signal transfer
funCtion’s system noise fioor. Ideally, the total system noise should
bevdominated by the contribution of readout. noise from the CCD itself.
In pafticular, nqise added by the uncertainty in the digitization
process (+0.5 ADU) should  be kept small. This becomes increasingly
important when any subsequent analysis of image data is considered, for
example, sky subtraction and fiat—fielding, For digital quantization

error to be negligible, the sYstem gain must satisfy the condition:
1 ADU << gotot

where g = system responsivity expressed in ADUs per detected

signal charge.
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otot = total system noise expressed in equivaleunt signal

charge.

However, adjusting the system gain such that the system noise 1is very
much greater than the quantization error, limits the signal dynamic
range which can be registered by an analogue-to-digital converter of
given precision (i.e. number of bits). Hence the quantity of signal
charge which might be collected within any one CCD pixel must also be
considered with regard to the application. Commercially available high
resolution converters working within a reasonable couaversion period (~
20 us) are curreantly limited to 16 bit accuracy and hence a maximum

digital count of 65,535 ADU.

In anticipation of reducing the P8603"s readout noise to ~ 5-10
electrons rms, a reasonable setting of the system gain would be for a
quantization of ~ 1 electron/ADU. This would mean that the peak signal
charge within any one pixel ‘Which could be measured with a 16 bit
converter would be limited to 65535 electrons. The usable dynamic

range, again for any one pixel, would then be given by:
{

Dynamic range = 65535/gotot
~ 6500-13000 (assuming gotot ~ 5-10 ADU rms)

It is necessary to consider whether this is adequate with regard to the

application of this System to faint object spectroscopy.

FOS is primari}y igtended for low S/N (~ 10) observations of bfaint
objects for which the sky background signal can be expected Lo be at
least comparable to that of the vbbject signal. it is therefore
important to estimate how long an exposure could be undertaken before

the sky background would be expected Lo cause the system to saturate.

Parry (1982) estimated that the sky background continuum wéuld produce
of the order of 0.47 electrons/pixel/second at 800 nm. However, the
night sky spectrum is highly structured, and it is the peak signals from
the bright sky emission lines which are important if the data from an
observation 1is subsequently to have the sky background subtracted

properly.
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Early results from the AAT FORS (Gillingham, 1984) proved useful here,
showing that the brightest sky lines produce peak signals up to an order
of magnitude greater than the continuum (Ellis, 1983). Thus in the case
of FOS, a better estimate for the peak signal from the sky is ~ 5
electrons/pixel/second. This would cause.the system to saturate after
~ 13000 seconds integration. However, CCD exposures are typically
limited to ~ 1000 seconds to avoid excessive contamination of the data
by cosmic ray events. In this time the maximum signal from a sky
emission line would be only ~ 5000 electrons/pixel. A pixel capacity
of 65535 electrons/pixel 1is therefore more than adequate in this

application.
With this background, correlated double sampling signal processing and
the optimization of the P8603”s operation can now be considered in more

detail.

4.3.1 Correlated Double Sampling

Correlated double sampling (CDS) signal processing within each CCD
pixel readout cyele endbles the reset noise inherent within the
video waveform to be removed while also attenuating low-frequericy

noise (White et al., 1974).

The concept of CDS is to take the difference between measurements
of the video waveform before and after the pixel signal charge is
sensed on the CCD output node as illustrated in Figure 4.6. Its
success 1is dependent - uvpon the effectively =zero mean square
deviation from the mean potential remaining on the output node
after its recharge (Equation (4.7)). For all practical operating
frequencies, the uncertainty of the reset potential within two
samples of the video waveform is correlated and may therefore be

cancelled by their subtraction.

The sampling used to measure the video waveform can take several

forms:
(i) DC restoration (or clamping)
(ii) point sampling
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(1i1) integration (or averaging)

Combinations of these sampling techniques enable the implementation
of a variety of CDS processor schemes. Hopkinson and Lumb (1982)
have reviewed the various possibilities and their relative merits
in the presence of white, 1/f and 1/f2 noise components, the
relative contributions of which will depend on the characteristics
and operation of the particular CCD., Optimal performance will be
obtained from that CDS processor which most closely approaches the
ideal of a matched filter whose transfer function is {inversely

proportional to the CCD"s noise power spectral density.

The CDS processor which appears to have been more widely adopted is
the “differential averager” (Marcus et al., 1979; Loh, 1981; Gunn
and Westphal, 1981)- for which the sampling scheme is shown in

Figure 4.6a.

- the video RESET level is sampled by integration over a period
T 50 as to obtain a measure of its average value.

- a delay At is allowed for the transfer of the pixel signal
charge onto the CCD output node.

- the video RESET + SIGNAL level is sampled by integration over
a second period T.

- taking the difference of the two integration samples cancels
the uncertainty of the output node”s reset potential to yield
a measure of the change in video waveform potential arising

from the pixel signal charge.

It has a response which:

- attenuates components of  high-frequency noise whose
corresponding periods are shorter than the sampling period
(t) by virtue of the integration.

- attenuates components of low-frequency noise whose

corresponding periods are longer than the CDS cycle interval.

The optimum integration period (1) depends on the precise nature

-78_



of the CCD”s noise sourceés. In the presence of white, l/f and 1/£Z
nolse, the output noise variance of the differential averager

(after correction for changes in gain with varying 1) is:

- for white noise « 1/t
- for 1/f noise independent of t
- for 1/f2 noise « T

Hence, there will be an optimum value for 1 at which the output
noise powers arising from the white and 1/£2 components are equal

and the maximum S/N is achieved.

For white (i.e. uncorrelated) noise, the output S/N is independent
of the gap (At) between the two integration samples. However, in
the presence of 1/f noise, At must be kept small in comparison to

1 so as not to degrade noise performance (Hegyi and Burrows,

1980) .

An altermative CDS processor is the “clamp-and-sample” technique

(White et al., 1974) as shown in Figure 4.6b.

- the video waveform 1is low-pass filtered to attenuate
components of high-frequency noise.

- the video RESET level is DC restored by clamping through a
capacitor to either ground or a reference potential.

- the clamp 1is released and the pixel signal charge 1is
transferred onto.the CCD output node during the interval AT.

- the resultant change in the video waveform potential arising
from the pixel signal charge produces a change in the voltage

across the clamp capacitor which is then sampled.

The disadvantage of this scheme is that the low-pass filtering to
limit the system bandwidth and hence attenuate high-frequency noise
also reduces the slew~rate response of the resultant = video
waveform. A large At may‘then be necessary to allow for settling
of the video RESET + SIGNAL level before it is sampled in order to
avoid signal attenuation. This is 1in conflict with the desire to

keep A1 as small as possible to discriminate against low-frequency
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noise. The differential averager overcomes this problem since the
high-frequency noise attenuation is provided by the integration

rather than a low-pass filter and thus permits a small At.

4.3.2 Dummy Charge Detection Amplifier

The unavoldable presence of @p feedthrough within the CCD video
waveform is rejected by a CDS processor. The use of the P8603” s
dummy charge detection amplifier to provide a signal-free
equivalent video waveform for subsequent differential subtraction
of the feedthrough i§ therefore unnecessary. Combining both the
real and dummy video waveforms would in fact decrease the output
S/N from the CCD by a factor of V2 compared to that of single-
ended output operation. Hence the dummy charge detection amplifier
serves no useful application in a slow-scan camera system in which
the maximum possible charge detection S/N is required and therefore

need not be considered further.

4.3.3 Reset Transistor Gate Connections

The bias gate on the reset transistor (Figure 4,1) helps to screen
the CCD output node from reset clock feedthrough. FExamination of
Equation (4.4) reveals that the capacitance associated with this
bias gate (Cbg) contributes to the total node capacitahce (Co). At
the expense of increasing the reset clock feedthrough, the Cbg
component may be eliminated by reversing the connections to the

bias and reset clock gates. 1In this mode:
Co = Cd + Cog + Cs + Cgd + (1-G)Cgs (4.8)

which ylelds Co = 0.13 pF compared to Co = 0.14 pF as estimated in
Section 4.2.1., The charge to output voltage conversion sensitivity

is increased proportionally.

Reset - clock feedthrough is rejected by a CDS processor and the
increased charge detection sensitivity 1is desirable since it
increases the output S/N. Reversed connections to the bias and
reset clock gates will therefore be dssumed in following discussion

of slow-scan operation.
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4.3.4 OQutput Transistor Scurce Load

The voltage gain of the output transistor can be increased so that
it more closely approaches unlty by using a constant current source
load 1instead of a resistor to increase the effective 1load
resistance'(Equation (4.5)). Charge to output voltage conversion
sensitivity is increased and so this mode of operation is favoured
provided that any additional noise introduced by the constant

current circuitry is negligible.

4.3.5 .Output Transistor Operating Conditions

Morcom (1981) has shown that the noise spectrum of the P8603 s
MOSFET output transistor depends on its operating conditions. In
particular, a significant reduction in 1/f noise is attainable by
opérating the transistor at a lower drain curreat (Ids = 1 mA)
than.that advocated by EEV in their recommended standard operating

conditions as outlined in Section 4.2.1.

Taken from Morcom”s results, Figure 4.7 shows output noise spectra
obtained from a typical device when operated with Ids = 1 mA aad
Ids = 4 mA. At the lower drain current, the characteristic of the
1/£ dependent noise is altered to that of one approaching 1/f2
behaviour. The low-frequency noise “knee” at which the powers of
white and low-frequency noise are equal 1s reduced and fhé total
output noise in tﬁe measured bandwidth (750 Kiz) is also reduced.
Hopkinson and Lumb (1982) have reported similar results from GEC
CCDs .

The effect is thought to be attributable to a change in the MOSFET
from surface to buried-channel operation. Carrier conduction
within the channel is shifted away from its surface into its bulk
with the result that the interaction of carriers with surface-state
trapping levels is much reduced. The carrier concentration within
the MOSFET”s channel and hence the quantity of charge which can
communicate with surface-state traps 1is greatest at its source.
Morcom therefore relates the transition from surface to buried-

channel operation to a threshold gate-source voltage at which
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carriers in the vicinity of the source first come into contact with

the surface. Typically, buried-channel operation is ensured if:
(i) vgs < -3 V

(11) 1Ids = 1 mA (a4t room temperature)

Once these conditions are established, the remaining consideration
is that of the MOSFET"s drain-source voltage (Vds). Although the

cause is not understood, the output noise attainable in the buried-

channel mode has been_ observed to increase again 1f Vds > 4 V (EEV

Technical Note No. 6, 1982).

Hence, to maximize the output S/N of the MOSFET, values of Vg (i.e.

VRrp) and VOD_areipequired’fof which:
(i) vgs € -3 V
(ii) Ids = 1 mA (at room temperature)

(iii) the MOSFET operates in the saturated part of its

characteristic to ensure maximum voltage gain.

(iv) vds < 4 V.

4.4 Camera Head Video Signal Processing Electronics

As outlined in Chapter 3, the CCD camera head video signal processing
electroulcs consist of a preamplifietr and a 16 bit analogue-to-digital
converter. Both are located at the camera head in order that their
intercounections and in particular those with the CCD itself may be of
minimal length, thus helping to reduce the possibility of extraneous
noise pickup.

From its inception, the preamplifier was designed to incorporate the
video preamplification and CDS signal processing circuity and also the
electronics to generate the various DC bias voltage supplies needed to

drive the P8603 CCD. Considerable development of the prototype was
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necessary before arriving at the design to be described. This was
partially motivated by the enthusiasm of a team at the RGO to acquire a
low input noise preamplifier designed specifically for operation of the
GEC CCD; their initial work had been directed towards supplying an RCA
CCD based camera system to the AAT (Jorden et al., 1982). Several
copies of this new preamplifier design have since been incorporated
within the CCD cametra systems now operational on the LPO 2.5m and 1m

telescopes,

4:4,1 Video Preamplification and CDS Signal Processing Circuitry

Figire 4.8 is a schematic of the preamplifier video electronics in
which four stages are identified: the output transistor source
load, the first stage amplifier, the CDS processor and the output
buffer. Figure 4.9 shows the felative timing of all the CCD drive

clock waveforms and control clocks to read out each pixel.
(i) Output Transistor Source Load

The video waveform from the CCD output transistor is conveyed via
screened coax to the preamplifier input where either a resistor or
a constant current source load may be selected. Additional
preamplifier input noise added by the current source was found to

be negligible.

Several P8603 samples were tested to compare the small signdl
voltage gain (G) attaihablé”ffom‘the output transistor with load
type. The voltage gain was calibrated by measuring the DC
potential on the outpit transistor source (Vpg) with varying
potential on the reset transistor drain (Vgp) over a range
typically £+0.3 V from nominal. Both load types were adjusted for
an output transistor drain current Ids = 1 mA. The CCD was cooled
anid back-clocked in darkness in order ‘to prevent any spurious
charge within the CCD from affecting the potential assumed  to be
present on the output node (i.e. Vpp). General conclusions drawn

from those CCDs examined were:
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(i) wusing a resistor source load:

G = OQSO - 0955

(i1) using a constant current source load:

G = 0065 - 0970

Constant current source load operation was therefore adopted in
order to maximize the charge to output voltage conversion

sensitivity.
(ii) First Stage Amplifier

The CCD”s video signal waveform on the output transistor source
load is superimposed upon a large DC voltage component which must
be substantially reduced prior to first stage preamplification in

order to avoid amplifier saturation.

In the prototype design the video waveform was DC coupled into the
first stage amplifier. Additional circuitry was used to introduce
an adjustable DC offset »voltage into the amplifier”s dinput to
cancel the video”s DC component. However, it was found necessary
to readjust this offset voltage when varying the CCD”s operating
temperature and when testing new CCD chips. This prbved to be
rathér inconvenient and so the AC coupled design shown in Figure

4.8 was therefore adopted instead.

AC'cbupling‘haS'the‘effect of reducing white and 1/f moise but also-
of reducing the signalband the resultant S/N (Hegyi and Burrows,
1980). However, the degradation in S/N may be kept small provided
that the time constant of the AC coupling (tac) is made large in
comparison to the sampling period (1) employed within a following
CDS differential averager. Components Rac, Cac were therefore
selected to provide an AC coupling time constant tac = 22 ms.which

is of the same order as a one-line-sequence readout period (24 ms).
First stage preamplification is provided by an OPA-37 type op-amp,

chosen for its low input noise specification (~ 3 nV/VHz at 1

KHz). The circuit is configured to provide a voltage gain = 38.
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The input noise of this first stage op-amp 1s the dominant
contribution to the total system noise of the preamplifier
electronlcs. This however was not the case of earlier preamplifier
designs in which a lower first stage voltage gain of ~ 10 was
employed instead. A substantial proportion of the total system
noise was found to originate at the inputs to the following
differential averager amd a redesign of this stage was necessary to
reduce it. The first stage voltage gain was then increased to its
current value to improve the preamplifier”s signal transfer S/N

still further.
(i1i) CDS Processor

The CDS processor is of the differential averager type (or “dual-
slope integrator” after the method of its implementation). Based

on a design by Marcus et al. (1979), it consists of:

- an op-amp configured as a unity voltage gain differential
amplifier which in conjunction with analogue switches forms a
switchable inverter.

- an op-—amp integrator of time constant RiCi = 3.9 us with a

reset switch across its sampling capacitor.

With refetrence to Figure 4.9, the CDS signal processing within each

pixel readout cycle follows a sequence in which:

- control clock INT-ENB enables the integrator by opening its
reset switch,

~ control clock RAMP-UP samples the video RESET potential over
a period t = 20 s by swltching the non-inverted video
waveform output from the first sﬁage amplifier through to the
integrator. During this sampling period, the voltage output
from the integrator (Vint) increases in the form of a linear
ramp. The effective voltage gain developed is given by 20
us/3.9 us = 5.1.

- an interval At = 2 us 1is allowed for the transfer of the
pixel”s signal charge onto the CCD output node and settling

of the video waveform.
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- control clock RAMP-DOWN samples the video RESET + SIGNAL
potential over an equivalent périod T = 20 ps. RAMP=DOWN
switches the inverse of the video waveform from the first
stage through to the integrator so that this time its oﬁtput
ramps negatively. Digitization of the preamplifier output is
timed to succeed the completion of this second integration
sample.

- the CCD output node is reset by P and the CDS integrator is

reset- by INT-ENB prior to the next pixel”s readout cycle.

The resultant voltage output from the integrator (Vio) aftér both

samples may be expressed as:

Vio = =5.1 Vs + Voff

where Vs = the step in the video wavéform potential at the
output of the first stage amplifier resulting from
the pixel signal charge deposited on the CCD output
node.
Voff = a small signal independent offset voltage (or output

pedestal) arising in practice from clock feedthrough

within the andlogue switches.

In the absence of a signal charge step within the video waveform,
the voltage ramps within the integrator are dependent upon the
component of DC voltage present on the input to the switchable
invéftéfo A larée DG cOﬁpénent will result in iargg vditége-
swings. Ideally, this should have no effect on the CDS output S/N
provided that the integtator ‘is not saturated, In practice,
however, additional noise can be introduced because of unequal
gains in the two integrations. 1In this case, a DC restoration (or
claﬁping) of the video waveform prior to its input to the
differential averager can improve the noise performance (Hopkinson

and Lumb, 1982).

In this design (Figure 4.8), the DC component within the CCD video
waveform is largely rejected by the AC coupling at the input to the
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preamplifier.  Even with a first stage voltage gain ~ 40, the
voltage ramps within the integrator are of ~ few volts only. More
importantly, the input noise of the first stage amplifier was found
to be large in comparison to the noise introduced by the
differential averager. 4&n initial DC restoration was therefore not

considered to be necessary.
(iv) Output Buffer

The output buffer provides inverted unity voltage gain of the
waveform output from the integrator. An adjustable DC offset
voltage 1is introduced at its dinput to compensate for the
integrator”s oﬁtput pedestal, and to enable a smail positive DC
offset to 'be édded into the video signal conveyed to the
d‘igi’t.iza‘tionﬁun'it° A curpgdt driver was incorp0rated within the
output circuitry largely for compatibility with RGO CCD camera
systems 4in which the preamplifier is required to drive ~ 3 m

cabling to a remote analogue-to-digital converter.

4,4.2 DC Bias Voltage Supplies

A schematic of the P8603 illustrating the connections of the drive
.clocks and the various DC bias voltage supplies needed to operate
the chip is. shown in Figure 4.10. The voltage levels required for

a typical device are collected in Table 4.1.
The DC bias voltage supplies can be divided into two categories:
(i) supplies to .the chargé detection amplifier (Vgp, Vgp) and
chip substrate (Vgg) which are required to be of high
stability and minimal'noise with ~ mA drive capability.

(1i) less critical supplies to gates at the extremities of the CCD
charge transfer registers (Vapp, Vppg, Vog) and the bias gate
on the reset transistor (Vpg).

Details of the circuitry used to generate these supplies are shown

within a complete schematic of the preamplifier electronics in
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Figure 4.11. 'Those supplies for which a high stability is required
are derived froﬁ a low ﬁoise-pfecision,voltagé reference (LM299AH)
the output owah%ch is buffered and inverted to provide two higher
drive current reEerehées (+Vref, -Vref). Vgp, Vgpp and Vgg supplies
are then generated from low noise op-amps (NE5533AN) which are
cOnfigured> as :ndn—inverting amplifiers with adjustable diunput
voitage sources uﬁilising +Vref and -Vref. The use of a capacitor
within the op;aﬁp feedback loop provides a degree of low—-pass
filtering.  Less critical supplies are derived from Filtered
potentiometer mnetworks fed from the preamplifier”s *15 V supply

rails. An op-amp provides a buffered current drive for the VABD

supply-.
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Table 4,1 TYPICAL P8603 CCD OPERATING. VOLTAGES

|
P8603

FUNCTION CONNECTION VOLTAGE (VOLTS)
CONNECTION
I imaging area drive clock V| lower level -9
105 phases Vo upper level +1
183 Vi3 (1)
LSQJ storage area drive clock Vi
SBy phases Vo _
SQ3 Vi, (1)
H@1 ou;ﬁut register drive clock 'ﬁﬁl lower level -9
D) phases ’ Hp» upper level +1
HY 5 Hp3
/7Y ) reset clock - Vg 14
58 substrate Vgg -3
oD output trédsiétor drain Vop 17
| == - T TTTTTTSTmTmm—smommooomoeo |
{os outpiit transistor source video ofp ~15.5 |
|:pop dummy 6uf§dﬁjtransistor drain  Vpp
| R : (2)
DOS dﬁmmyVOUfput transistor N.C. -
source ' L
RD reset'traqsiécbr drain VRD 7
BG reset transistor bias gate Pr lower 1evé1 -9
o R upper- level. +L
| <= o oo
| 0G output register output gate Vog ~7
— . S — —
ABD anti—-blooming drain VABD 14
(3
‘ — e —_— —— - —— -
ABG anti-blooming gate VARG -9
(4)
1D output register input diode VABD .
(3
‘-——._ —— - - e e o e i o e e o
| IGy output register input gate VABG
1 (&)
1Gy output register input gate VABG
2
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4,4,3 Digitization Electronics

A schematic of the video digitization electronics is shown in
Figire 4.12. The principal components are an Analogic MP271
sample~and-hold (S/H) amplifier and an Analogic MP80l6 16 bit
successive-approximation analogue-to-digital converter (ADC). The
Analogic ADC was chosen since at that stage 1in the development
programme, its linearity, accuracy and drift specifications were as
good as any, but its conversion time (16 us) was shorter than
other comparable products. A discrete.S/H was required and the
MP271 was the natural.choice as this unit is intended to complement

Analogic”s high resolution ADCs.

The ADC is operated in its unipolar mode over an input range 0-10 V
(1 ADU = 153 uv). Parallel data become dvailable on the
converter”s outputs 16 us after a conversion is initiated by a
trigger pﬁlée, The data are conveyed back to the CCD controller
through outpit drivers which also provide some short-circuit
protection of the relatively expensive ADC module. The MP271 S/H
has a specified acquisition time of 1.1 us to achieve +0.,005%
accuracy of a 20 V input step. Its droop rate (2 uV/us) is
equivalent to = 0.2 ADU over 16 us and is therefore rnot a

significant source of error.

The video outpuit from the preamplifier is conveyed to the
digitization electronics via a screened twisted-pair Vcablec To
Eeaﬁéé tﬁé effects of any pickup in this cébiing, the signalhis fed
into a differential amplifier contained within the ADC module. A
direct connection to the S/H would have been préferable had the
MP271 also incorporated differential inputs. Once the signal
leaves the differential amplifier it is single-ended and so any
pickup in the wirihg to and from the S/H must  be dvoided.
Miniature screened coax was employed in preferenée to PCB track

connections.
Figute 4.9 shows the timing of the digitization electronics in

relation to that of the preamplifier. On completion of the dual-

slope integration, the resultant waveform is sampled over a 2 ps
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period under the control of a clock (S/H CLOCK) supplied to the
MP271 from thé:ééméfafsuséquencing electronics. An indebendent 1
us clock puise (A/D TRIGGER) 1is used to trigger the ADC which
digitizes the sampled video now held on the S/H output. Data are
transferred through the CCD controller and into the CAMAC buffer
memory module under the control of STROBE and INCREMENT'clocks-(see
Chdpter 3)n In practice, the digital counversion and data traansfer
are overlapped with other operations withim the pixel readout
sequence in order to minimize the cycle time. 1In particular, data
obtained from pixel n-1 are loaded into the memory by clocks

generated within the nth horizontal transfer sequence.
4.4.4 Performance

The output S/N of the video signal processing electronics 1is

deferminéd'by:

(i) the input noise of the first stage of the signal

amplification ¢ircuitry.

(ii) the signal measurement bandwidth which is constrained by the

CDS differential averager sampling period (1).

With t = 20 jis it wds found that the dinput noise of the
preamplifier corresponds to = 1.54 uV rms and that this could be
reduced by increasing T so as to restrict the signal measurement
. bandwidth. The contribution to the total system readout noise
(i.e. that of the CCD + electronics) from the readout noise of the
CCD is however expected to dominate that from bhe‘ électronics.,
Hence, the optimum value of 1 which maximizes the output S/N of
the system will depend on the output noise spectrum of the

particular chip and shoild be set accordingly.

The input noise voltage of the electronics can only be expregsed as
an equivalent signal charge noise by referring it ‘to the charge to
output voltage conversion sensitivity of the CCD and this will vary
from one chip to another. To illdstrate typically achieved

performance characteristics, results obtained from one particular
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P8603 sample (serial mno. 2055/15/13), in fact the chip used to
commission FOS on the INT; are collected in Table 4.2. For this
chip, the input noise of the electronics (with T = 20 us) can be
expressed as ah,eduivalent signal charge noise = 1.97 electrons

tms. The total measured system noise was 7 electrons rms.

It was found that the value of 1 = 20 ps is rather low with
respect to minimizing the measured readout noise of P8603 CCDs. A
better noise peffoﬁmancé can be realized with tv = 40 us as borne
oﬁt'by resultszpresented in Chapter 5. 1In fact, T had to be set
‘at a value lower than optimal in order to dvoid an inconveniently
long <hip readout é;ﬁé, A 60 us pixel readout period was
'necessatyAto allow T = 20 us and so, ideally, this should yield a

fﬁlléftame readout period given by:
400 pixels x 578 pixels x 60 ps =~ 14 seconds

In practice, however, the 2:1 overhead in the CCD camera”s data
»acquisitiqn system (see Chapter 3) results in a total readout time

= 28 seconds .

VWith'T,=‘AD‘psvthe.tgtél“system noise was reduiced to = 6 electrons
rms but the éhip'réédoﬁt.time was increased to = 1 minute. Having
vd13cuséed this with colleagues, it was decided not to exploit this
improvement in noiéé pérformante while attempting to commission FOS
on the INT bééa@éé_it was concluded that it would not justify the

increased chip .readout time.
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Table 4.2 TYPICAL P8603' AND PREAMPLIFIER PERFORMANCE CHARACTERISTICS

(i) P8603 CCD (serial no. 2055/15/13) characteristics

charge to output voltage conversion

0.78 puV/electron

1]

sensitivity (aVpg)
measured output transistor voltage
gain (G) 0.64

0.13 pF

0

calculated output node capacitance (Co)

(i1) video signal processing electronics configuration and performance

preamplifier first stdge voltage gailn = 38
CDS{prqcessbr voltage gain = 5.1

total pteéhélifier voltage gain (A) = i95

CDS inﬁegréﬁion period (1) = 20 us

CDS sam?ling interval (A1) = 2 us
digitiZation resolution = 16 bits
digitization input = 153 uV/ADU
medsured preamplifier input noise = 1,97 ADU rms

" = 1.54 pV rms
(1ii) combined performance of the CCD and the electronics

measured signal-to-ADU system

i

fesponsivity (1/g) 1.0 electrons/ADU
_measured preamplifiér input noise
(oip) in equivalent signal charge = 1,97 electrons rms

measured system readout noise

I

(ot) in equivalent signal charge 7 electrons rms
calculated readout noise of the

6.7 electrons rms

Il

CCD alone = v (gt2 - ¢ip2)
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CHAPTER 5

LABORATORY EVALUATION OF THE GEC P8603 CCD

5.1 Introduction

The first questions asked about a CCD when assessing its suitability for
an astronomical project are wusually those concerning its quantum
efficiency, spectral coﬁerage and readout noise. It is arguable,
however, that there are other aspects of a CCD"s performance which are
equally important, particularly with regard to its imaging
characteristics at astronomically relevant light levels. Aa important
reduirement, for example, is that there 1is no deterioration in the
charge transfer efficiency of a device at low signal levels, since this

may give rise to a non—liqeér response in low light level dpplications.

As part of the FOS development prdgramme, a series of investigations was
undertaken in order to characterize the imaging properties of the GEC
P8603 CCD, determine its limitations and optimize those aspects of its
performance over which there is some control. In this chapter, the ways
in which the chayacteristics were measured, the results and their

implications are discussed.

The programme was embarked upon in earnest in mid 1983 while FOS was
still being manufactured in Durham. In September 1983, the authcdr left
Durham to take up a post at the RGO, enabling him to see FOS'throdgh to
completion dnd to ergage in further work with CCDs. The Lldtter has
entailed laboratory evaluation aﬁd comparison of RCA, Thomson—CSF and
CEC CCDs. This work has already been described (Thorne et al., 1986a)
but it is appropriatebthat some of the results relevaut to the P8603
(some of which were obtained after FOSvhéd been commissioned on the INT)
should be included here in order that a fﬁli report of ‘the PB603" s

characteristics can be given.

5.2 Résponsive Quantum Efficiency and Spectral Range

One of the main advantages of CCDs compared to other detectors used in
optical astronomy is their thigh responsive quantum efficiency,

particularly in the red, and their wide spectral coverage.
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The spectral response of the GEC CCD was measured at the RGO with the
aid of a low liglit level calibrated soutce developed by Jelley (1983).
The wavelength was defined uéing a set of narrow band filters of AX = 5

nm spaced at ~50 nm intervals.

Curves for several PB603s are shown in Figure 5.1. The results can be

summarized as follows:
(1) peak RQE ~42~46% at ~740 nm.
(ii) 10% points occur at’~460 nm and ~930 am.
(iid) 1% points occur at ~390 nm and ~1020 ﬁm,

1t éhpuld-hevnoted that the overall responé{Vity was found to be greater
than thdt assumed for the GEC CCD when the estimates of the throughput
efﬁiciénéy of FOS were first calculated (see Chapter 2), but there is

some evidence that the RQE did improve over this period (Thorne, 1986).

One of the chips (serial number 2047/3/20) has subsequently been coated
at the European Southern Observatory (ESO)>w1th a Fluorescent plastic
film designed to increase the responsivity of GEC, CCDs in the blue
(Cullum.et al., 1985). It was found'thét its RQE had been increased to
~8-13% between 310 and 450 nm and tﬁatb its ;esponse at wavelengths
greater than 500 nm-héd:hot been significantly affected by the coating.
No tests have so far been performed to determine whether of not a single
- electron -per photon -process is -involved, and the possibility of -
hysteresis effects needs to be investigateds Neverthelesé,“the results
do show the potentidl of the coating process for obtaining some blue and

near ultraviolet response from a front-illuminated CCD.

The results reported so far were obtained with the CCDs” operating
temperature set to 150 K which was found to be the optimum-value with
respect to minimizing readout noise while maximizing charge transfer
efficiency. Quantum efficiency is known, howéver, to be a function of a
CCD"s operating temperature; it decreases with decreasing temperature
because of an increase in the band gap energy of silicon and a reduction

in the density of phonons necessary for indirect transitions (EEV
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Technical Note No. 6, 1982; Dash and Newman, 1955). Variations in the
P8603"s- RQE with tempéréture hdve been investigated (Thorne et al.,
1986b) and the results for one chip are shown in Figure 5.2. Although
the effect is not large, it is measurable and siuggests, as expected,
that the CCD should be operated at as high a température as possible in

order to maximize its responsivity in the red.

5.3 Readout Noise

The readout noise of the P8603 was measured by:

(i) obtaining a value of the readout noise in analogue-to-digital
units (ADUs) by measuring the noise within a 20 x 20 pixel array
on an éfése frame, i.e. a frame with zero signal charge obtained
‘b?fféédiﬁngut_the CCD in darkness immediately after clearing_ﬁhe

chip of any residual charge.

- (ii) cdlibrating the charge to ADU conversion sensitivity of the CCD
and signal processing electronics system to enable the value of
readout noise obtained from the erase frame to be converted to an

equivalent signal chdrge noise figure.
The calibtation procedure was performed in the following manner:

(i) with the CCD uniformly illuminated, a pair of exposures of equal
integration period were taken for various‘exposure times.
(ii) for each pair, one frame was subtracted from the other in order

to correct for pixel to pixel non-uniformities.

(iii) the mean signal level for each pair of exposures and the variance
within a 20 x 20 pixel array from each subtracted pair were
measured. Care was taken to ensure that the 20 x 20 pixel array
was chosen within a “clean” area of the chip, i.e. an area free

of “traps” and “column defects” (see Section 5.5).

(iv) variance was plotted as a function of the mean signal level after

allowing for the factor of two increase in variance introduced in
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the subtraction - process. This yields a straight line with

gradient equal to the system gain expressed in ADUs per electron.

The readout noise of the P8603 was expected to be a function of the
operating conditions of its output transistor (i.e. its drain-source
eufrent) and of the sampiihg period (1) employed within the correlated
double sampling (CDS) signgl processing electronics (see Chapter 4).
ﬁowever, "it was also discovered to be a function of its operating

temperature with a dependence of a previously unreported nature.
v(i), Temperature dependence

.The temperature dependence of readout noise was in fact discovered by
xaccident when the operatlng temperature of a CCD rose as a result of the
kcryostat unexpectedly running out of coolant. Other chips were
subsequently lnvestlgated and- found to show a similar -effect, albeit to

vgryiug degreegav~Cuers for several P8603s are shown in Figure 5.3.

All :cths "were found to show a peak in thelir readout noise at a
tempetétﬁre’of,~120-130 K but the magriitude of the peak with respect to
the lowest level was found to vary from chip to chip. The possibility
of the -effect being due to a change in the voltage gain of the CCD”s
odtput transistor was investigated but found not to be the cause. A

satisfactory ekplangtion of this effect hds not so far been established.

rﬁe cirves show that there are two regions which offer the lowest

_reddeutznoiset
(1) T 110 K
(11) T 2 145K
Whether to operate in the higher or the lower range largely depeunds on
other chip characteristics, namely quantum efficiency, dark current and
chatge transfer efficiency. With regard to these:
(1) Quantum efficiency, as has already been noted, increases with

increasing temperature.
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(ii) Dark current was found to be still negligible at a temperature of

150 K.

(1ii) Some chips were found to exhibit a deterioration in their charge
transfer efficiency .with decreasing temperature when comparisons

were made in the two temperature ranges of interest.

These additional considerations suggest, therefore, that for optimum

performance, the P8603 should be operated in the higher temperature

range at ~ 150 K.
(ii) C€DS sampling period (1) dependence

The curvés shown in Figure 5.4 dre a representative sample of the
results .obtained from measuring readout noise as a function of the
sampling period (1) used within the CDS signal processing electronics.

" The overall results can be summarized as follows:

(i) In the range t { 40 uys, readout noise was found to decrease with
increasing 1 which is attributable to an increasing attenuation

of white noise as the system bandwidth is reduced.

(ii) 1In the rauge t = 40-60 ps, the depeandence was found to vary from
chip td chip. Many chips were f0und’to'exhibit a further but
sméllv decrease. Fbr others, the noise was observed to have
becbme independént of T (as exhibited by chip 2047/3/20, for
example, in the range T ='40=50;ﬂs);‘reveéling the noise flbér
of the system which is characterized by the pgﬁer of 1/f noise in

the output trdnsistor.

(iii) In the raoge T 2 50 us, readout noise was sometimes observed to
start to increase with increasing 1, which is attributable to
1/£2 noise becoming dominant with respect to the 1/f noise (see
Chapter 4). The valie of 1 for which this effect starts to
occutr, however, wés found to vary markedly from chip to chip.
Chip 2047/3/20, for example, was Ffound to exhibit a slight
increase in its noise in the range 1 = 50-60 us; while for other

chips, no such effect was observed with T as long as 80 ps.
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The value of Tt to use largely depends, therefore, on the output noise
spectrum exhibited by the‘pérticular chip in question. Often, it may
well have to be a coﬁpromise between that necessary to achieve the
lowest readout noise possible, and a somewhat lower value chosen to
avoid making the time required to read out the chip inconveniently long.
Considerations of this nature, however, are of course application

dependent .
(iii) CCD output transistor drain-source current

It was expected that the GEC CCD would show a transition in its output
noise when changing from surface to buried-channel operation, dependent
on the bias Qoltages applied to the output transistor (see Chapter 4).
In general, P8603s have been operated with.Ids = 1 mA which satisfies
the conditions necessary to ensure buried-channel operation. A factor
of two incredse in noise was obéerved by increasing the current above 2
mA (at T = 150 K). No significant decrease in noise was observed by

operating with Ids < I mA.

As a result of optimization with respect to all of the factors discussed
above, a readout noise of ~5 electrons rms was achieved with most
P8603s tested. Some chips were found to exhibit slightly worse noise in
the range 6-10 electrons rms, while the best device tested to date was

measured at 3.5 electrons rms.

5.4 Charge Transfer Efficiency and Threshold Effects

The most important aspéct'of'a CCD”s performance is arguably its charge
transfer efficiency (CTE); the ability of the device to transfer a
charge packet from one potential well to the next. Incomplete transfer
results in some charge being left behind, which dppears in the readout
as a deferred charge “tail” in pixels trailing that within which the

packet was originally collected.

The CTE performance quoted of the best devices available to date is
typically ~0.99995/transfer. It is now recognized, however, amongst
those developing CCD systems for optical astronomy, that the CTE quoted

by a CCD manufacturer can usually be taken only as a figure for the
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performance to be expected at moderately high illumination levels (i.e.
2 103 electrons/pixéi)° At the lowest signal 1eve15 ‘typically
encountered in astronomical work (~ 10-100s electrons/pixel), CTE is
often found to be much worse (see for example: Girsky et al., 1?80;
Geary and Kent, 1981; Gunn and Westphal, 1981; Blouke et al., ‘1983;
THorne et al., 1986a).

Poor CTE at low signal levels has been attributed to the presence within
a device of “spurious potential pockets” (see for example: Janesick et
al., 1984). These are localized either within or adjacent to the charge
transfer chanrnels and are generally found to occur eithgx at  the
inteérface between a chip”s imaging area and its readout nggisteé; ot
within the pixels themselves. The effect of an empty pocket is to
capture charge until it is Full. The. fact that a tertaiﬁ“amount of
charge is needed to fill the pocket before anmy further charge can be
trahsferred past it means that it gives rise to a “threshold effect”.
The sﬁbseqdent release of charge from tﬁe‘pocket into empty, trailing

pixels is seen as a deferred charge tail and.therefore as poor CTE.

The CTE performance Gith-regard to GEC CCDs was found to vary from chip

‘to chip but the ovetrall conclusions can be summdrized as follows:
(i) vettical CTE (i.e. CTE along the imaging area columns)

- it was found that a certain dmount of smearing of a charge
packet detectéd on a zero backgfound (i,e, oﬁherwise emp ty
potential wells) 1s not uncominot . This “ls most “c"i'éa'rly
observed in the smearing of cosmic ray events detected on a

chip with zero background charge (Figures 5.5 and 5.6).
(ii) horizontal CTE (i.e. CTE along the output register)

- horizontal CTE was found to be geﬁerally good, indeppndent of
whether there 1is any background charge ;preéent>.or not.
However, one particular chip was found ‘to. exhibit quite poor
CTE with cosmic ray events being smearéd-ovér many piXels
(Figure 5.7). The cause of this was eVeﬁtﬁhlly traced to a

“trap” defect located within the output register quite close
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to the charge detection amplifier. This is demonstrated by
the single cosmic ray event (marked in Figure 5.7) read out
on the output side of this trap which shows no deferred

charge tail.

‘The more serious problem, therefore, is the vertical smearing of charge
on a zero background. This may cause severe non-linear distortions in
line profiles in low 1light level spectroscopic applications if the
dispersion is 1in the vertical direction. It was thought that this

problem could be attributable to:

(i) bulk trapping states (Mohsen and Tomﬁsett, 1974) within the

imaging area, and/or
(i1) the transfer from the imaging area into the output register.

However, because there was found to be no significant difference in the
extent to which cosmic ray events were being smeared at opposing eﬁds of
the imaging area, it was suspected that the problem was arising not in
- the 1imaging area itself, but iustead, at the interfidce Between the
imaging area and the output register (to be referred to as the “V+H~
interface). To investigate this further, a series of low level uniform
illumination exposures were taken; the images reproduced in Figures 5.8
and 5.9 show exampies of the results. Charge has clearly been lost from
the first few rows to be read out (i.e. those closest to the output
register at the top of the image) which is symptomatic of a threshold
effect. There is also some column to column variation in the severity
of the problem as shown by the jaggedness of the threshold edge. When
exposures of differing illumination level were taken, the product of the
exposure level (i,e° electrous/pixel) and the mean number of empty rows
was found to be constant and this was defined as the threshold level.
Not all GEC CCDs were found to show this effect but for those that did,

the threshold level was ~ 300 electrons.
The questions which then arise are:

(i) what can be done to overcome the presence of a Va»H threshold.
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(11) what factors affect CTIE performance.

It was expected that the precise form of the CCD drive clock waveforms
would have some bearing on CTE. It was also found, however, that the

temperature -at which the chip is operated is of some importance.
(i) drive clock waveforms
The important parameters of the drive clock waveforms are:
(i) clock amplitude
(i1) clock rise and fali times
ﬁ(iii) clock p@ase overlap

(Lv) the relative levels of the vertical (V@) and horizontal (H%)

clocks

A useful test when attempting to optimize the drive clock waveforms is
to look for astmetty-iﬁ the profiles of cosmic ray events. In doing
so, however, one has to be careful not to confuse an apparently poor CIE
arising from a V+H threstold with the inefficient transfer of a charge

packet along a charge ttansfer channel.

The clocks were initially. set so as to be similar in form to those
recomméhded by -.GEC _(EEV. Technical Note No. . 6, .1982).. Some
experimentation-was then undertaken in order t0'establish how each of
thé above parameters affected, firstly, CTE performance in general, and
Sécéndly, V+H threshold level. The overall conclusions can be

summarized as follows:
(1) clock amplitude

It was found that there was no advantage in making the amplitude
of either the (V@) or the (HP) clocks any greater than 10 V as
recomnended by GEC. It did not, for example, help to improve

poor transfer efficlency or reduce V+H threshold level. There




was also discovered to be a critical amplituide of ~ 8.5 V below

which the clocks would not operate satisfactorily.
(ii) clock rise and fall times

Symmetrical clocks were adopted (i.e. equal rise and fall times)
with transition times of ~ 1 ps for the HP clocks and a slightly
longer time of ~ 2us for the VP clocks. It was discovered that
the transition times were not too critical, and in particular,
that times in the range 1-2 ps gave as good a transfer
efficifency as could possibly be achieved. Adjusting the
trénsitidn time of the VP clocks was also found to have no effect

on V+H threshold level.
(iii) clock;phése overldp

GEC suggest a 50% overlap between adjacent clock phases but it
was found that, in general, an overlap of 75% gave better results
and- that fine tuning of the overlap could give some improvement

in CTE.
(iv) the relative levels of the VP and HP clocks

In order to be sure of preveAting a spillage of charge from the
output register Back into the array imaging area, it was found
necessary to make the lower level of the Vo clocks ~ 0.5 V more
negative (i;e;'ﬁbte"off’) than the lower level of“the Hp clocks.
Adjusting the relative levels appeared to make no impact on a

chip exhibiting poor CTE or on V+H threshold level.

To summarize, it was foind that provided that the drive clock waveforms
are basically to the form specified by GEC (EEV Technical Note No: 6,
1982), then none of the pafameters is too criticdl:. 1In particular, it
was found that fide tuning of the clocks was unlikely to dimprove
transfer efficiency significantly in a CCD exhibiting very poor CTE and
did not reduce the quantity of charge captured by a Vs+H threshold.
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(11) temperature considerations

CTE was found to be 4 fﬁnction of operating temperature in that some
P8603s were seen to exhibit a marked smearing of charge when operated at
temperatures below ~ 110 K. Because this was found to be worse at
regions furthest from the output node, it was concluded that the problem
was arising within the charge transfer channels rather than at the V+H
interface. Degradation in CTE with decreasing operating temperature has
been attributed to a reduction in thermal energy necessary to provide
phonon assistance for electron emission from spurious potential pockets

(Janesick et al., 1984).

The ptoblem remains, of course, of what to do about the presence of a
Vs H. tﬁreshold One soiutibn is to illuminate (preflash) the device
fprior to an exposure w1th an optical bias charge (fat-zero) so as to
.provide d background charge which fills the potential pockets when the
>real imege is subseQLently read out. A preflash of 100 electrons per
pixel would ieaye only é-few_roWs affected, but over the remainder of
the imeging area, wouldy,edd significantly to the read noise of the
déVieélwdqe te its own zsﬁet nolse (10 electrons rms). With the
realization'of a charge detéétioﬁ amplifier readout noise of 5 electrons
rms, a preflash background charge in excess of 25 electrons/pixel
provides the greater contribution to the total system readout noise.
The precise level of the preflash is therefore of some importance. What
isiieqUired is a method whichlehébles the V+H threshold to be filled
without placing a significant background charge thtoughout the remainder
of the imaging area;  The _Afgl,lgw_lng,wp,roqeedvpre hds been devised to

achieve thie;«,

" Following a preflash of ~ 200 electrons/pixel, all but the last two
rows of the preflash image are reed out. The idea is that the two-
remaining rows contain sufficienﬁ charge to fill the threshold -when the
real image 1s sibsequently read out. However, 1if the real exposure
results 1n a zero backgtound close to the interface such that “zetro”
charge is repeatedly transferred into the outpuf register during the
readout, then the threshold would soon empty and the problem of charge
“stealing” would re;0ccur° Therefore, a second, lower level (~ 20

electrons/pixel) preflash is done prior to the real exposure which,
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while contributing only slightly to the readout noise, provides
sufficient background charge to prevent the threshold”s pockets £rom

emptying.

A further refinement would be to read out all 578 lines of the first
preflash imdage and to inhibit the horizontal drive clocks during the
real exposure so that the charge held within the threshold”s potential

pockets 1s not cleared out.

This technique has yet to be tried with the P8603 but some early results
with a Thomson-CSF CCD (with a similar Vs+H threshold problem) suggest
that it wiii be succéSSfull(Thozne et al., 1986a).

The defects (or-blemish artifacts) found in P8603 CCDs fall into several

éategories:
(i) traps
(1i) column defects

(iii) luminescence defects:
. a) blemiéh‘lumiﬁéécence
b) diffusion luminescence

o) CIOCking'ldhinescence

In the case of traps and célumn défeg;s, there is nothing that can be
done to overcome them and so the duﬁber of these to be expected in a
typicél device is of importance. The effects of luminescence defects,
on the other hand, can usually be either significantly reduced or
eliminated altogether by some optimization of the drive clock waveforms

or the bias voltages supplied to the chip.
(1) traps
A trap is a point defect within a charge transfer channel which absorbs

the first n electrons which are transferred through it, leaving behind
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it what appears as a “dark streak”. It is similar in its behaviour,
therefore, to that 6E the previously described potential pockets of a
V+H threshold. Traps are most easily observed by taking a low-level
(~ 100 electrons/pixel) wuniform illumination exposure and inspecting
the resulting image for dark streaks. The image reproduced in Figure
5.10 is an example of sueh an exposure. A profile through a trap,

illustrating its threshold-like behaviour, is shown in Figure 5.11.

The number of rows which are affected behind a trap has been found to
vary markedly from one trap to another and to decrease with increasing
ekposure level, 1i.e. the 1length of a dark streak shortens with
increasing quantities of background charge, again symptomatic of
threshold-like behaviour. Some traps have been found to affect only a
few rowé,on a background of ~ 100 elect:ons/pixel whereas others have
been seen to éffecf > 100 rtows on a background of » 1000
eléctrons/pixel° In view of this, it is not sensible to attempt to
ascribe a number to charaétéfiZE thé “depth” of a typical trap, i.e. the

number of electrors which it absorbs.

Given their large capacity and non-linear natUre, it would not appear
possible to correct for traps with subsequent data processing. All that
can be done, therefore, is to mnote the positions of traps within .a
device (i.e. produce a ’defect map”) and to ignore the data from those

pixels read out from behind thenm.

The number of traps will determine the largest “clean” area of the chip
,available: Again, "it-is difficult to give a typical number because of
the large variation 'found from chip to chip and the problem of
characteriziag their severity; it has often been found to bear no
relation to the cosmetic quality grading of the device purchased. One
of the “cleanest” P8603s examined (in fact the chip used to commission
FOS) was found to have a total of 7 traps. The image reproduced in
Figure 5.10, on the other hand, is seen to contain 16 traps while other

devices have been found to possess even more.
(ii) column defects

The term “column defect” is used here to refer to a defect which either
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partially or completely renders a column within a chip”s imaging area
unusable but in a way tliat differs from that of a trap defect. Several

forms of column defect have been seen in P8603 CCDs:
a) “dead” columns
b) ’partially dead” columns and “black-and-white pairs”
¢) “hot” columns

A dead column 1is one whlch shows no sign of having integrated any
charge, no matt ow much it has recelved from an exposure, and thug
appears as a black 1ine in the resulting image. In some cases a
column may be affected along its entlre length whereas in other cases,
it mayr only be partially affected Examples of completely dead ‘and
partlally dead columns are ev1dent w1thln the images reproduced in

Figure315¢65 ‘5.9 and 5:15.

fAnother form of the partlally dead column defect which has been found to
be qulte common in - P8603s is that of the “black-and-white pair The
dead column is-accompanied by an adjacent column of equal length which
contaln an - excesswof spurlous charge, an example can be seen in. Flgure
5.15. The effect 1s attributable ‘to the charge from the dead column

hav1ng leaked acrose into £he adjacent column.

In -contrast, a tht? column is one which is simply,found to contain
_excess spurious charge and thus appears as a “white” line within’an

image.

Like traps, the duﬁber}of column defects likely to be found in a typical
device is obpibusly important. In the case of column defects, however,
a correlation was obseéerved between the number of bad columns wlthipfa
device and its cosmetic qdality grading. Again, it is difflcult'to;glve:
a typical number bit most devices examined to date have been fouqd to

possess at least one column defect of one sort or another.
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(i1i) luminescence defects

Luminescence defects have the characteristic of being light emitting
which results in the creation of unwanted spurious charge. Blemish
luminescence defects have been found to be quite common in P8603 CCDs
whereas diffusion and clocking luminescence have only occasionally been

observed.
a) blemish luminescence

A blemish luminescence defect (often referred to as a “light emitting
defect” or “LED7) originatés within a singie pixel and is a very strong
saurce of 1light emission. In some cases, a LED can cause a large
QEOporcion of a chipfs imagingr area to become saturated with charge
ﬁitﬁin a- matter of oﬁly~a_fe§ seconds. A LED is distinguished from a

“dark current spike” in that it shows no temperature dependence.

LEDs - occur because of a low impedance and a resulting electrical

‘breakdéwn within d pixel between either:

(i) two adj§Cent vertical c10ck electrode phases, one being held at

the “high” clgcking voltage level, the other at the “low

clocking voltage level; or,

(1i) the electrode‘being held at the ’high’ clocking voltage level and

theAuﬁdé::lyingrsubStré‘te°

It was diséovered that the 1light emission from a LED could _be
signifigantly curtailed by adopting the tri-level clocking scheme shown
in Figure 5.12. While it was found necessary to have a 10 V clock
amplitude to énsure proper charge transfer, it was also found that
holding the V@2 electrode (i;e. that under which charge is collected
during an exposure) at a lower “integrating level” (Vi), ~ 2 V more
positive than the lower voltage level (V) of the vertical drive clocks,
is sufficient for charge inﬁegration and stops the light emission from a
LED. The 1light emission will re-occur, however, when the voltage
applied to the VP2 electrode is raised from the ’integ;ating level” to

the “clocking level” during readout. Tﬁis residual effect, however, is
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confined to thekcolumn containing the LED which then appears as a “hot
column® in the resulting image. The white line on the left-hand side of
the image reproduced in Figore 5.5 is an example of a “hot column”

arising from a LED defect which has been controlled with tri-level

clockingu
b) diffusion luminescence

Diffusion luminescence originates within the p-n junctions of a CCD”s
input/output structures. Its cause has been attributed to the
diffeténtial bias voltage to a junction approaching a state of avalanche
;bfeékdown, resulting in  impact ionization causing generation-

ﬁécombination of e~h pairs and ligﬁt emission (Janesick et al., 1984).

The effect has ouly ‘been observed in one P8603 in which it was Found
tﬁat a small amount of charge was being continually injected into the
chip’é imaging afée.ffom ‘the anti-blooming géte—arain structure "at the
top of the array : (1 e. the end opposite to the output register) glving
.the’ appearance of a Jagged edge of excess dark curtent charge. Lowerlng
.wthe voltage d1fferent1a1 (VABD—VABG) from 24 V to ~ 22 V was found to

stop the 1n3ect10n.
c) clocking lumfhescenCe

Clockiig luminescence is a source of light emission which results simpIy

from the action of clocklng electrodes. It ‘has only occasionally been

observed in 'P8603 CCDS,; occu flng within the output reglster, feoﬂ”
resultlng in an 1nJect10n of charge into the chip s imaging area,. The
‘white jagged edge seer at ‘the top of the image reproduced in Figure 5.13
is a result of clock;ng Juminescence. Inhibiting the horizontal drive

clocks during an exposurefhas been found to overcome the effect.

5.6 Full Well Capacity and Dynamic Range

An important aspect of a CCD"s imaging characteristics 1s its full well
capacity, i.e. the quantity of charge which can be collected within a
pixel before it saturates. Taken in conjunction with the readout noise

of the device, it defines the dynamic range which can be achieved.
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Full well capdeity is defined here as that quantity of charge for which
a plot of variance against signal level departs from linearity. For the
P8663, this WQS found to be ~ 190,000 electroas (Figure 5.14) which,
with a readout mnoise of 5 electrons rms, gives a dynamic range of ~

38,000.

A consequence of adopting the previously described tril-level vertical
clocking scheme to combat light emitting defects is that it can have a
severe effect on the full well capacity of a device. The critical
parameter is the voltage differential (Vy-V[) between the integrating
voltgge level (Vi) of the Vp2 clock (i.e. that phase under which the
poﬁential wells are forméﬁ and charge 1is collected) and the lower
voltage level (V) of tﬁe clocks (see Figure 5.12). 1t appears that
there 1s a thresliold value of Vy-Vy in the range 1.5-2.0 V above which
the ,weii~'cépédify is constant but below which it decreases with

decreasing Vi-Vi .

'Tﬁis effect was observed in the P3603 used to commission FOS which was
found to possess a particularly severe light emitting defect. Setting
Vi~V to 2.0. V was not sufficient to prevent the luminescence from
creating charge in many columns even within a relatively short exposure
of ~ 1 minute, It was found that a lower value of 1.5 V was necessary
to confine the charge to a single column but that this also had the
effect of reducing the well capacity to ~ 27,000 electrons as shown in

Figiure 5:14.

5.7 -Uniformity-of -Response

Pixel to pixel and large scale variations in the responsivity of the -
P8603 were inVestigéted~with the aid of a uniform source of illumination

and 4 set of broad band filters.

The pixel to pixel non~uniformity was determined by measuring the
variations in signal level recorded within an array of 20 x 20 pixels
with an intensity of illumination such that these dominated over shot
noise. Léﬁge scale non-uniformity was measured by obtdining several 20
x 20 pikélt arrays from all areas of the chip, calcuiatiﬁg the mean

signal level for each array, finding the difference between the maximum
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and minimum values of ‘these means, and finally dividing by the mean

siénal level of the iﬁagghés a whole. The results are given below:
Colour B \Y R 1 Z
Pixel to pixel non-uniformity (%) 2.6 1.8 1.5 1.2 1.2
Large scale variations (%) 7.6 4,2 3.8 2.6 2.4

Both pixel to pixel and lérge scale non-uniformity was found to be
gredtest in the blue which can be attributed to variations in electrode
thickness giving rise to ;ariations in photon absorption. At longer
wavéiengths, the aBSorption‘by the electrodes is less significant and
therefore the uniformity is much less dependent on the electrode
sfructuféo The rémaining non-uniformity at near infrared wavelengths is

presuiably diue to small variations in pixel size.

Interference fringes which dre a characteristic of thinmed chips, but
have also been observed in some front-illuminated RCA CCDs (Fowler et

al., 1981), were not evident in the P8603.

5.8 Dark Current andrsurféce—State Effects

In principle, the measurement of a CCD”s dark ciurrent should be
straightforward. At first, however, it proved extremely difficult to
obtain consistent results. At an operating temperature of 150 K, there
were found. to ‘be _two circumstances under which there was a measurable,
but over a period of ~ 1-2 hours, steadily decreasing rate of dark

~current generation:
(i) after Eirst switching the system on.

(ii) after exposing the chip to full room light and thereby saturating
it, '

The effect can be attributed to charge having reached surface-state

trapping sites at the Si-SiOz interface and subseduently being slowly

released into the device. Buried-channel operation normally prevents
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the interaction of sigﬁal charge with the S5i-Si0p interface, but it
would appear that the above are two cases where charge is injected into

the surface.

Having recognized the.-broblem, it was possible to obtain consistent
measurements of the P8603"s dark current characteristic. At an
operating témperatune of 150 K, there was found to be no detectable dark
current chatge after a collection period of 30 minutes. This places an
upper limit on the rate of dark current generation of ~ 0.07
elgétfqns/Pi?ie—l/minuten The noise associated with the dark current
chargg.wiil therefore be igsignificaﬁt compared to the readout noise for
péilédtidn periods of at least 2 hours. The first evidence of a non-
(zéré dafk current, seen in the form of dark current “spikes” (i.e.
indi

_éoﬁétimes reférféd: to a “hot pixels”) was observed at operating

dual piig}s with a notably higher rate of daik current generation,
tempﬁ%atures in the range 160~170 K.

In SUmmary, the dark current charge generated within the P8603 at
operating: temperatures below 160 K can be neglected over collection

periods of ~ 2 hours.

The problem of charge being slowly released into a chip from the Si-Si0y
interface as a reSuit of over illumination warrants further discussion
because it reveals‘thE~pdssibiiity that if pixels become saturated with
charge ddring an exposure; a residual image may develop some time after
thé.real image haé been read out. vTo investigate this further, a small
source .of bright illumination was .projected onto a CCD. Following an
exposure of sufficient duration to ensure that those pixels imaging the
source would saturate, the CCD wés read out and then immediately read
out a second time. No residual charge was observed in the second image
but a small quantity (~ 30 electrons/pixel) was detected when the CCD
was read out a third time, approximately 15 minutes after the second
readout. It would appear that a signal of ~ 5 x 10° electrons/pixel 1is
required to produce the effect but further work is necessary to quantify
this more reliébly. The dwplication, however, is that over
illumination, possibly from a calibration arc source or a strong

emission line feature, could affect the subsequent exposure.
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5.9 Cosmic Ray Events

In the absence of a significant rate of dark current generation, cosmic
ray events are likely to be the limiting factor in determining the
longest exposure which can be made with a CCD. Since there is nothing
that can be done about cosmic rays, the rate at which events are
detected and their size (i.e. the number of pixels over which the charge

is spread) needs to be known.

The event rate for the P8603 was measured at 0.039 events/cm?/second
which 1s consistent with the expected rate as calculated by Leach and
Gursky '(19_79)u in the aﬁéence of charge smearing resulting from poor
charge transfer_ efficiency and/or the effects of a V+H threshold,
typical events were found to occupy ~ 2-4 pixels. Tracks witli charge
débbéited in many more piXélé, 4 result of particles incident obliquély

upon a chip, have also been occasionally observed (Figure 5.15).

Using the figure Ffor the measured event rate, it is a fairly simply
maﬁter to estimate the duration of an exposure undertaken with FOS for
which it couldgbe expected that one cosmic ray will have passed through
that portion of the chip imaging the spectrum. For the Simple case of a
first order spectrum only, ;ith the object signal spread laterally over
3 pixels, this works out to be ~ 1500 éedonds (assuming each event to

affect 2 pixels).

It 1s obviously important that no additional events are introduced by
any locdl radioactivity within the materials of the cryostat. One
particular cobper block used inside the cryostat was fourd to have just
this effect, making the event rate apparently four times higher than
usual. Some care is therefore necessary to ensure that this problem is

avoided when developing new instrumentation.
5.10 Conclusions

The characteristics of the P8603 CCD are summarized in Table 5.1 It is
important to consider their implications with regard to the use of a
P8603 CCD in FOS. Here, and in speétroscopic applications in general,
low signal levels are to be expected and so the important aspects of a

CCb”s performance are:
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(i) readout noise.
(ii) charge transfer efficiency.

(11i) low signal level non-linearity arising from the effects of a

threshold.

(iv) cosmetic quality. This is particularly important in applications
such aé'FOS where the optical design dictates that the image is

projécted‘cntq d specific area of the chip.

' The typical performance of P8603 CCDs with regard to each of these

aspects can be summarized as follows:

'(i) a reaﬁodé-noiSe of 5-10 electrons rms was dchieved in almost all
cases, thqh-is at least as low as that of any other currently
aVéilable CCD° “In this féspect, therefore, the P8603 is well
'suitedvto tﬁeﬁapplicabion. .

(i1) charge transfer efficiency was found to be good.

(iii) some chips were found to have a threshold whi&h can give rise to

an apparently poor low signal level charge transfer efficiency.

(iv) cosmetic quality was found to vaty from chip to chip, often

bearing no relation to the commercial grading of the device.

The selection of a chip shodld therefore ideally be based on the
following criteria; these being the only ones showing a significant chip

to chip vdriation:

(i) dideally, the chip should have uno threshold. The use of a
preflash background charge prior to an exposure can overcome the
problems associated with a threshold, but this will inevitably
result in some in;rgése in the effective readout noise due té its
o@n shot noilse. Furthermore, it is important that the preflash
illumination is uniform across the chip and repeatable for the

purposes of calibration, which may present some practical
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problems. Furtﬁef.WOrkﬁon the new preflash technique described

earlier may provide a péftial solution to the problem.
(i) 41t -should bé of ac¢ceptable cosmetic quality.

Héweﬁet, at the time that a CCD had to be installed in FOS for
commissioning, only two chips were available to choose from, and much of

theVQd%k with regard to threshold effects had yet to be done. Of these:

(i) the first chip ﬁas very obviously unsuitable because of its poor

cosmetic Qualify,

(41 thé secpnd chip, on the other hand‘ was found to be remarkably
'free of defects w1th1n the centre of its imaging area, and was

Lftherefore chosen.

The - sélepﬁéd .chip ‘was kiown to exhibit some smearing of cosiic ray

eVenﬁs in the vertical diréction (i.e. in the direction of dispersion)
thcﬁrawas_rlater attributed to a threshold problem. However, its
impiicétipns were. foaiy "‘fully appreciated. after the first few
'commlssionlng s runs When.'FOS was first dsed' to observe very faint
obJects and so it 19 -more appropriate that these results should be

dlscussed w1th regard to its perfofmance with real astronomical data.

- 115 -




Table 5.1 P8603 CCD CHARACTERISTICS

Quantum efficiency

peak 42-467, at 740 am
10% points 460 nm, 930 nm
17 points 390 om, 1020 nm
readout noise 5-10 electrons rms
charge transfer efficiency good in the absence of a V+H
threshold

?

VsH threshold 300 electrons
Traps. - o 27

deIQ@ﬁjdéﬁeéfs : > 1

190,000 electrons

?

Full well” capacity

2

Dyngmiqgfépgei(piXei) 38;000 (6 = 5 e rms)

Unifo;miﬁnyf fespoﬁée'(blue ~"infrared)

~pixel-pixel (%) - S 2.6-1.2
large scale (%) 7:6-2.4
iﬂﬁetferénce}fringes o none
Dark current (at 150 K) _ _ £ 0.07 e/pixel/min.
Cosmic ray event rate ~ 0.039 events/cm?/sec.
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CHAPTER 6

AUTOMATION OF FOS CCD FOCUS ADJUSTMENT

6.1 Introduction

FOS has been designed with a novel facility to allow remote focus
adjuétment of its CCD detector with the spectrograph mounted in position

on the telescope and operational.

The objective was to ease the optical alignment of the instrument by
ineorporéting automated drive mechanisms which would permit the position
of the CCD within the camera to be adjustable with the CCD cooled and
-ruﬁniﬁg. The operation of these drive mechanisms with simple commands
from the teleecope -8 1nstrumentation control computer further 51mplifies
the alignment ptocedure by allowing focussing to be carried out from the
obqerver‘s:EOntroi console. Hartmann shutters were éTsoAinr rporated to
enable the focus to be assessed by taking CCD exposures of a comparison

arc lamp‘and examlnlng the Hartmann shift of spectral lines.

ThiS‘chaptef is concerned with a technical description of the automated
mechanisms, the development of their drive electronics and control from

a microprocessor.

6..2 Microprocessor Control of Telescope Instrumentation

,,Tﬁe receﬁtvtrend toﬁaf&e _the automation of telescope instrUmenfation'has_
!greatly increased the ef[1c1ency and ease with which aeronomical data
may be obtained An important development in thisvfield has been the
application of microprocessors to instrument control (van Breda and
Perker, 1983) . Figure 6.1 illustrates how this concept has been
realized at the LPO.

Where appropriate, an insttument”s mechanisms are automated with
electromechanical actuators and transducers. The “low-level” contiol
and monitoring for these mechanisms is provided by a microprocessor
mounted either within or alongside the instrument on the telescope. An

RS232C asynchronoius serial link is used for carrying “high-level”
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command and status information between the microprocessor and the
outside world. This. will normally be connected to the telescope’s
instrumentation control computer thereby permitting operation from the
observer”s console. However, an RS232C interface also allows the
microprocessor to be operdted in a stand-alone mode from a VDU for

instrument development and diagnostic purposes.,

The disttributed intelligence galned from the employment of
microprocessors relieves the demand for low-level control from the
instrumentation computer. In turn, thils allows more efficient use of
the computer in running more complicated tasks such as high-speed data
agquisiﬁion from detectors, data display and reduction, and providing a
’QSet~friend1y’ interface between the instrumentation and the
astgoﬂ&@er, In this way, the role of the computer may be orientated

“‘more’ towatrds the scieptific requirements of the observer.

6.3 Micrcﬁroéessor Elegtronics Héndwaré_ahd Softﬁare

‘A brief introductibn,*to the microprocessor electronics hardware and
software used in this projéct is. given in following sections as a
foreword to a defailéﬂ desc¢ription” of the spectrograph”™s automated

mechanisms -and the desigd of thieir control electronics.

6.3.1 Modular Microprocessor System (MMS)

The MMS is an RGO—de51gned microprocessor system for the control of
instrumentation on the INT (Fisher, 198_(_))° Its function is to
PEQvlqe standard mlcfdprocessing hard&arémiﬁ a‘nmdhlar Form from
whiéﬁ:~appligatioﬁs with quife different requirements can be
assembled. The' alm is to reduce the problems of providing a
general siupport and repair service "at a remote site, allowing the
replécement of cards to be used as an initial abproach to fault

didgnosis.

The MMS 1is designed around the Motorola 6800 microprocessor aid its
family of peripheral interface and support devices. Eurocard
standards are used throughout the system with connections through a

purpose—designed microprocessor bus backplane. ‘A basic system
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consists of a processotr; memory aund an interface for RS$232C serial
communication. Additional cards for driving stepper motors or for

reading enceders may then be added as required.

6.3.2 MMS FORTH Software

The MMS runs FORTH software, chosen for its combination of. high
execution speed, efficiency and powerful interactive comnand

structure.,

FORTH was invented in the late 1960s for use with a radio telescope
at the Kitt Peak National Observatory (Moore, 1974). Since then,
it has been adopted at many observatories for a varieﬁy of
applications rdnging from telescope control to data acquisition and

analysis.

A'goqd introdﬂctqqugext to the FORTH language has been written by
Brodie (1981). Sone of its more dimportant concepts and the

implementation of FORTH on the MMS are described briefly.
(1) the dictionary

FORTH is an interactive language that uses a linked ’dictionary’
%dt':intgfpreting words input from a terminal. Each word (or
iefiﬁitigé} in the dictionary defines a procedure for the execution
of previdusly entered words lower in the dictionary.

‘A"FdéTH system contains a basic dictionary that includes
défiﬁitions used by most applications. Programming consists of
adding -further definitions to the dictionary to form an
“application vocabulary”. Definitions may be entered either
through the terminal or, more usually, loaded from a disc. Logical
jumps and loops, both definite and indefinite can all be
implemented within dictionatry definitions.

Good FORTH programmes are constructed from definitions containing

only a few logical structures. Because all definitions remain

accessible to the user, each part of a programme may be checked
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individually in & simple interactive way. This 1is of great
assistance in programme debigging and makes FORTH ideally suited to
the developmedt of instrument control systems at an engineering

level.
(ii) the parameter stack

A parameter stack is usually used for the communication of data
between sections of programme. Numbers input from the terminal are
also stored temporarily on the stack from where they can be
recovered later by a definition. The use of a stack gives rise to

revetse polish‘nqtatidh whete arguments precede their operators.
(1i1) Promforth

The FORTH software implemented on the MMS is called Promforth
(Parker; 1981) 1t countalns all the standard features of FORTH bit
has been designed to run from a dictionary stored in read-only
memory . The software is configured so that on power-up, the
 mictroprocessor jumps to the head of the application dictionary and
commences programme execution. This enables the developmerit of a
self-contained instrument control system which will run from

switch-on and which requires no additional programming by the user.

6.4 Automation of FOS CCD Focus Adjustment

. Figure 6.2 is a schematic showing the optical assembly of FOS, the
dctuators and encoders of its aitomated mechanisms, and their connection
to a local microprocessor controller. The automated mechanisms are
treated as belonging to two independernt subassemblies: the spectrograph

camera and the Hartmann shutters,

6.5 Spectrograph Camera Assembly

The spectrograph camera assembly houses the optical components, the CCD
and the focus adjustment drive mechanisms. A cross-section through the
camera enclosure 1s illusttrated in Figure 6.3 and a photograph showing

an external view of the assembly 1is reproduced in Figure 6.4.
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The camera faceplate supports the grism cell containing the cemented
assembly of:“gfafing, cross—-dispersing prism and aspheric corrector
plate. The éémera mirror 1s mwounted at the opposite end of» the
enclosure: Its flat annular edge is used as a réference surface for
locatidg the fieldvflattening lens in a position specified by the

optical design.

A fibreglass vane structure supports the field-flattening lens in the
centre of the beam (Figure 6.5). The vanes are clamped to an annular
ring, referenced from the camera mirror by three invar rods. A second
annular fing*and fibreglass vane structure supports a copper block and
thie CGCD beliftnd the fieid;flattening lens. The CCD is clamped to the

front face of this block to ensure a good thermal contact.

In operation, the CCD 1is cooled by conduction through a cold finger
emanating from the copper block. Tﬁis is connected via a flexible
copper braid and a copﬁéf rod to the liguid nitrogen cryostat appended
to the camera enclosure. The block is regulated to a temperature of

150 K by dn external servo amplifier of the type described ia Chapter 3.

A small printed circuit board mounted beneath the CCD provides

electrical connections from the drive electronics,

With a .camera focal ratio of f/1.4, a precise optical alignment of the
CCD is essential. The focus is adjustable by axlial and tilt
displacement of the CCD with respect to the field-flattening leas. This

is 'achievéd*vby means- of three -independent -micrometer-- screws -spaced
equally arcuad the CCD sﬁpport ring at positions above the invar roeds.
A bedring is located in the base of each of the male micrometer screws
and the set of three bearings are registered in a kinematic seéting
arrangement at the ends of the invar rods. The matching female
micrometer threads are fixed inside the CCD support ring, enabling the

CCD to be displaced by rotating the screws.

6.5.1 Motprized-Focus Adjustment

The camera”s focus adjustment mechanisms are motorized to enable

their remote operation. Oriel Motor Mike actuators were chosen for
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this applicafion because of their design for precision positloning
coupled with the small physical size of theilr packaging. The
employment of steppef motors was excluded by the limitations of the
space envelope surrounding the camera faceplate and grism cell

(Figure 6.4).

The Oriel Motor Mike combines a miniature DC motor with integral
485:1 reduction geating to rotate a fine-pitch micrometer screw in
a precision threaded nut. The components are housed in a package

similar in size to a conventional manual micrometer.

High resolution positioning is dchieved by stepping the motor with
drive pulses of 12 V. DG amplitude. Speed is dependent on -drive
;puISQIWfdth arid duty cycle. Drive pulse polarity must be reversed

‘;QQCﬁahge the digecbibn of travel.

Tﬁe Motor Mikes are mounted‘butside the camera enclosure off the
faééplate, aﬁd? in tﬁis apbliéation, they are used as preéiéion
shaft rotators. Each 1is coupled to its corresponding Ffocis
aajdétmént micromeﬁet by a linkage consisting of a shaft passing
through the facepLéEg, a double kﬁuckle,joint and splines. O—ring
seals located within the faceplate.ensure tliat the vacuUm insidé
the enclosure is maintaided. A photograph showing the cohplete
assembly of Motor Mikes, linkages and focus adjuétment'mechanisms

is reproduced in Figure 6.6.

6.5.2 Evaluation of Motor Mike Performance

The design objectiveé’for focus adjustment called for:
(ij axial displacement of the CCD over a 2 mm range.
(ii) positioning to a resolution of 5 um.
The manufacturer”s specifications of the Motor Mike suggested its
performance to be more than adequate for this applicatior, claiming

unidirectional positioning to 0.01 um resolution. Initially it

was proposed that the focus position could be inferred from a count
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of drive pulseSvappliéd to the motor; obviéting the necessity for
additional pbsftidﬁ ‘encoding. However, some doubt was expressed
concerning the repeafébility of positioﬁingiiﬁ,the presence of a
varying drive load and, in particular, backlash encounﬁéted both in
the Motor Mikes .and the linkage couplings to the Ffocus. adjustment
micrometers. An  extensive investigation of the Motor Mike”s
performancé was theﬁefore undertaken, the aim being to observe the
variation in incremental displacement with drive pulse width and
axial load, and also the severity of backlash and the repeatability

of positioning.

Figure 6.7 shows sSelected examples of unidirectional drive
chéra¢teristics obtained with a dial gauge attachéd to a Motor Mike
spindle‘td measure displacement. A piilse generator working in the-

“ore~shot” mode was used to .dtive the Motor.
The conclusions drawn from this work were:

- a Motor Mike is capable of positioning to a resolution better
than 1 pm.
- driving a 2 Kg load, the incremental displacement is proportional
to drivg‘pulSe width for pilses of width greater than 4 ms.

- for a givén pulSe'wid;h (10 ms @ 12 v amplitude), the incremental
displacement decreases non-linearly with increasing axial load.
- the.baeklaéh enco@n%efed«ih reversing the direction of Motor Mike
Qravél ié of'btdef of 6" um-aﬂd load dependent. An atﬁempt to
rqélibrage §t Lq;§erms of a fixed number of drive pulses proved

unsuccessful .,

Therefore, although small incremental displacements can be
échieved, the load dependence and the effects of backlash render
repeatable pbsitioning impossible without additional enpodihg,
especially in consideration of the complex loading presente&:by,thé
focus adjustment micrometers and their linkages. The overall

conclusions were:

- position encoders should be incorporated within the focus

ddjustment mechanisms.
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- the design of electronics to drive the Motor Mike from the local
microprocessor coﬁﬁpbilér should permit complete software ‘control
of drive pulse genération, thereby allowing the implementation of

a “closed-loop” control system for focus adjustment.

6.5.3 Motor Mike Drive Electronics

The design of the electronics to drive the Motor Mikes was largely

dictated by the requirements for:

- mtgrépfocessor software control of drive pulse width.

- sdfthéte control of drive pilse polarity to enable ‘bidirectional
trével. |

zulndependent control for each Motor Mlke.

- compatlbillty with the MMS standard.

A schematlc ot a. singie Motor Mlke drive channel is shown in kigure
6:8. Analogue sw1tches are used to generate the drive pulses and

define thelr polarity,

- Sﬁitches Sw3 and éﬁA enable- the selection of either a positive or
a negatlve 12 V DC drive voltage depending on the logical state-
7 of DRIVF DIRECTION CONFROL.
—uSw1tches SWl and SW2 enable the selection of either the +12 V
drlve voltage or ‘ground depending on the logical state of DRIVE
PULSE CONTROLQ‘,

Table 6.1 summafiigs the control required to generate a drive

pulse.

The drive voltage signal output from SW1 and SW2 is passed to a
unity voltage gain, high current amplification booster (MC1438R).
This device incorporates an adjustable current limit to *300 mA
and is well suited to driving the reactive load presented by a

Motor Mike.

An MMS compatible Furocard was designed to enable three Motor Mike

drive channels to be independently controlled from a Motorola 6821
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Table

peripheral interface adaptor (PIA), (Figure 6.9). One of the PIA”s
registers is configured as an outpdit port to provide DRIVE PULSE
WIDTH and DRIVE DIRECTION CONTROL for each drive channel (Table
6.2). A combination of hardware address decoding (A2-Al5) and
microprocessor programme control (AQ, Al) is used to select the
PIA"s internal reglsters. These are configured during system
initialization; thereafter, the Motor Mikes are controlled by

loading instruction data into the appropriate register.

6.1 MOTOR MIKE DRIVE CONTROL

— - — e o e 1ot i e P . e S St -t e S e g ik e i e et e e e

0 0 No motion |
|
0 1 No motion !
|
1 0 ~-12 V drive voltage]|

applied (backward |

motion) |

1 1 +12 V drive voltage|
applied (forward |

motion) |

| CHANNEL 1 CHANNEL 2 CHANNEL 3 |
| === -- S |
| PIA REGISTER BIT DO Dl D2 D3 D4 D5 |
| =mmmeem R mmmmmmmmmm e |
| FUNCTION DIRECTION DRIVE  DIRECTION DRIVE  DIRECTLON DRIVE|
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6.5.4 Tocus Adjustment Position Encoding

The focus adjustment position encoding is provided by miniature
Linear variable Differential Transformer (LVDT) transducers

supplied by RDP Electronics (type 222-0050).

Figure 6.10 shows a schematic of the LVDT, its control electronics
and electromechanical output characteristic. The transducer
consists of a primary coil and two secondary coils symmetrically
spaced on a cylindfiCal former. A rod-shaped armature which is
free to move inside the coil assembly provides a path for magnetic

flux linking the primary and secondary windings.

The primary coil is energized by a 5 Vv, 5 kHz AC supply provided by
the trausducer’s external control electronics (RDP FElectronics -
osciilaéor and demodulator, type D7). This induces a voltage 1in
each of ‘tﬁe secondary windings. These are connected series
Opposing:so tﬁat‘the two voltéges are of opposite polarity. The
net output of the transducer is the difference between these
voitages, which is zero when the armature is in the central (or
null) position, and which varies 1linearly with armature

displacement.

The differential output is cabled to a phase-sensitive demodulator
in the control electronics. This generates an analogue DC voltage
output, ‘proportional both 1in magnitude and polarity to the
‘arimature”s diSplaceﬁént from null. A 10 k@ outpuit lvad impedance
is needed For correct operation of the demodulator. Output gain
and offset are adjustable to allow user alignment and calibration.
In this application, it was convenient to use ounly +1.024 mm of
the traunsducer”s nominal working range of *1.25 mm in order that
the range of position encoding should match the binary output
encoding of an analogue-to-digital converter. The control

electronics were adjusted to give *4 V DC output over this range.
The transducers are mounted inside the camera enclosire, one

adjacent to each of the focus adjustment micrometers. Their coii

housings are fixed in the field-flattening lens support ring and
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their armatures are located by nylon screws mounted off the CCD
support ring. The .screws permit the alignment of each transducer
during final stages of camera assembly. Rotating the focus
adjustment micrometers displaces the CCD support ring, and hence
the LVDT armatures, resulting in a corresponding change 1in the
encoder outputs, (Note - the LVDTs were not fitted when the

photographs reprodiced in Figures 6.5 and 6.6 were taken).

6.5.5 LVDT Signal Conditioning and Digitization

The analogue outputs from the LVDT demodulators have to be
digitized in order that the microprocessor can read the focus
position. An MMS analogue—to-digital converter (ADC) card was

chosen for this purpose.

Examination of the analogue output from the LVDT”s demodulator unit
revealed an inhereat noisc component of 40 mV peak-peak,
attributable to the 5 KHz AC supply to the transducer”s primary
winding (see the upper trace of the scope photograph reproduced in
Figure 6.11). For maximum encoder resolution, this noise must be
attenuated prior to digitization. Signal conditioning electronics
incorporating a low-pass filter were designed for this purpose,

taking into account the following aspects of the system.

(i) The design objectives of the focus adjustment system are
satisfied by a design with positioning to 4 um resolution
over a range 0-2044 pm. Analogue-to-digital converslon of

at least 9 bits precision is therefore required.

(i1) The specifications of the MMS ADC:
, - 16 input channels to a sample-and-hold amplifier (3
channels are needed)
- sample acquisition time = 18 ys
- 12 bit analogue—to-digital conversion
- input signal range, =5 V to +5 V
- 1 analogue-to-digital conversion unit (1 ADU or LSB) = 2.44
mV
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(iii) 12 bit digitization over a 0-2044 ym range provides position
encoding to 0.5 um resolution. This permits the design of a
closed-loop microprocessor software control system that
attempts to position to 0.5 wum accuracy, but which
recognlzes that an encoder readout satisfying the user
requested position to 4 pm resolution is acceptable, i.e.
the software oanly has to position to one of the 0.5 um
positions within a 4 pm window. The advantage of this
system is that the possibility of drive control hunting to a
position defined by least significant bit data is much
reduced by having a range of values which are acceptable
within the window. Repeatable 12 bit analogue-to-digital
conversion (neglecting 0.5 LSB conversion error)
necessitates that the noise from the LVDT is attenuated to a

level of less than 0.5 ADUs.,

(iv) The LVDT demodulator output of *4 V has to be scaled to
match the *5 V input range of the MMS ADC (i.e. a voltage
gain = 1.25 is required). This means that the LVDT uoilse
will be scaled proportionally to 50 mV peak-peak at 5 KHz
(200 pus period). Digitization to 12 bits precision with a
sample acquisition timerf 18 ys, which is much smaller than
the time period of the noise, will result in non-repeatable
conversion amounting to 20 ADU peak-peak which 1s equivalent
to 10 ym position resolution. The aim is to attenuate the
noise to below 0.5 ADU at 5 KHz (i.e. to below 1.2 mV) while
maintaining unity voltage gain at low frequenciles so as to
preserve the response time of the system  at frequencies

relevant to the servo control system.

A  Butterworth second~order, low-pass active filter (see for
example: Hilburn and Johnson, 1973) was chosen to provide the
necessary attenuation of the LVDT"s noise. A circuit diagram is
shown in Figure 6.11. The components were selected to give a cut-
off frequency of 78 Hz, which is greater than the maximum
digitization rate and which, with a voltage gain response
characteristic of =12 dB per octave, gives 75 dB signal attenuation
at 5 KHz., The response characteristic of the filter is shown in

Figure 6.11.
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The filter was found to have the desired effect; attenuating the
LVDT"s noise such that it could not be detected against *0.5 LSB
digitization error. For comparison, the scope photograph
reproduced in Figure 6.11 shows the filter™s Vinput and output

signals and the resultant attenuation of the LVDT”s noilse.

6.5.6 Signal Conditioning Electronics

The design of the LVDT signal conditioning electronics is shown in

Figure 6.12. There are three stages in the signal chain:

(1) Input Buffer -
~ a differential amplifier of wunity voltage gain. This
provides common-mode rejection of any extraneous noise
induced in thg cabling:from,tﬁe LVDT demodulator unit. The
10° kQ 1padrresistance needed for correct operation of the
demodulator 1is connected across the inputs to the

amplifier,
(i1) Low-pass active filter (as described above)
(iii) Scaling amplifier
- an amplifier of voltage gain = 1.25 to scale the
demodulator”s %4 V output to the *5 V input range of the

‘MMS ADC.

An MMS compatible Eurocard was designed to accommodate three signal

conditibning“channels. A-circuit diagram is shown in Figure 6.13.

6.6 Hartmann Shutter Assembly

The Hartmann shutters provide a means of assessing the camera focus by
taking CCD exposures of a comparison arc lamp and examining the Hartmann
shift of spectral lines. The shutters are located in the f/15 diverging
beam between the folding~flat mirror and the spectrograph camera. A

photograph of the assembly is reproduced in Figure 6.14.

Each shutter blade is connected by a shaft to a pneumatically operated

950 rotary actuator (Kuhnke, type 701.000). The shaft is rotated by the
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application of compressed air through one of two pneumatic supply
inlets. The direction of rotation is determined by which of the two

inlets the sipply is applied to.

Solenoid valves (Kuhnke, type 65.111) gate the compressed air supply to
the actuator inlets. ‘QGas pressure need only be maintained for the
period of shaft rotation (abproximately 2 seconds with a pneumatic
supply of pressure 70 psi). In operation, the compressed air supply to

the solenoid valves is obtained from an outlet on the IDS.

Slotted proximity switches (Hettich, type SO 35 A/R) are used to encode
the obén and closed positions of each Hartmann shutter. The switch
contains a miniature oscillator and a detector positioned on either side
of a slot. The oscillator induces a signal in the detector which is
intefrqbted byrﬁhe iﬂsgption of a metal blade inside the slot, thereby

cadéing'the switch'oufpgt to change state.

Two proximity switches and a metal blade attached to the rotary actuator
shaft encode the position of each shutter. The design ensures that the
metal’blade is located inside one switch when the shutter is open and
‘the other éwitch when the shutter is closed. An open, closed or
internediate. pbsitibn of the shutter may therefore be determined by

reading the output status of each switch.

6.6.1 MiqfoprOCessor Control

The Hartmann-shutters are interfaéed to the local microprocessor
“controller through an MMS peripﬁeral interface adaptor (PIA) card
(Figure 6.15).,

Port B of the PIA is configured as an output register. Bits PBO-
PB3 are connected to the solenoid valves via open-collector buffers
and enable independent drive control for each valve. To open or
close a shutter, the microprocessor is 1nstructed to set the
appropriate register bit for a period which is sufficient for the

pneumatic supply to complete the rotation of the actuator shaft.

Port A of the PIA is configured as an input register. Bits PAO-PA3
are connected to the proximity switches from which the

microprocessor can read the position status of each shutter.,
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6.7 Local Microprocessor Controller Electronics

A block diagram of the local microprocessor controller electronics is

shown in Figure 6.16. The components and thelr functions are listed

below:

(1)

(i1)

(iii)

(iv)

(v)

(vi)

MMS microprocessor card — Motorola 6800 microprocessor.

MMS 16 Kbytes memory card (1) - populated as follows:

- 8 Kbytes EPROM (Hex C000 - DFFF) containing Promforth. (A
memory map is shown in Figure 6.17)

- 2 Kbytes EPROM (Hex F800 - FFFF) containing microprocessor

reset and Interrupt vectors.

MMS 16 Kbytes memory card (2) — populated as follows:

- 4 Kbytés RAM  (Hex oooo—OF_%F) containing FORTH stacks,
variables and system variables.

- 6 Kbytes EPROM (Hex 1000-2FFF) containing the application
dictiohary. .

- 4 Kbytés RAM (Hex 3000-3FFF) containing FORTH disc buffers
and any additional appiication dictionary entered From the

engineer”s terminal.

MMS buffer, reset, timer card - only the reset circuitry is
used; its function is to activate the microprocessor reset line
on switch-on. This causes the microprocessor to access its
reset vector from which programme execution is directed to the

head of the FORTH application dictionary.

MMS ACIA card - populated with two Motorola 6850 ACIiAs each of
which 1is configured to operate at 9600 baud. One channel is
dedicated to command and status communication with the
telescope”s instrumentation control computer. The other chaanel
remains available for the connection of an engineer”s terminal

for diagnostic testing of the controller.

MMS PIA card - for control of the Hartmann shutter assembly.
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(vii) Motor Mike driver card.
(viii) LVDT signal conditioning card.

(1ix) MMS analogue-to-digital coaverter card.
A Eurocard chassis houses the MMS components, the LVDT oscillator and
demodulator units and power supplies. Military Patternm 105 connectors
mourited on the rear panel provide the wiring interface to the

spectrograph camera, the Hartmann shutters and the instrumentation

control computer.

6.8 Software Development

The local microprocessor controller software was developed on a Motorola
Exorciser. This was connected through a User System Evaluation (USE)
module to an MMS Chassié housing the electronics néeded to drive the
Motor Mikes, read the LVDTs and control the Hartmann shutter assembly.
Tn this configuration, the microprocessor within the MMS chassis is
replaced by the USE module so that programme execution and peripheral
addressing is directed-thr0ugh the Exorciser”s internal microprocessor.
Floppy discs were used for programme storage. The procedure used to

develop the target application softharé is outlined bhelow:

(i) The software was written on the Exorciser using its facilities
for programme editing. A compiled FORTH application dictionary
was genérated to run in RAM located within the Exorciser and its

basic operation was tested.

(ii) The software was modified to allow the generation of a dictionary
which could be copied to RAM located within the MMS chassis to

work in conjunction with Promforth.

(i1i) A copy of the MMS RAM-based application dictionary was modified
to link its header to the microprocessor”™s reset vector thereby
creating a system which would run in a stand-alone mode from
switch-on. This software was programmed into EPROMs and

installed within the MMS. The USE module was removed and
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replaced by an MMS microptocessor card thus completing the target

system.

6.9 Application Programme

Figure 6.18 shows the organization of the 1local microproceéssor
controller application programme. It consists of an interrupt service
routine and five background tasks which are executed in a round-robin

sequence.,

The interrupt service routine reacts to command messages received on the
RS232C serial communicati&n link with the telescope”s instrumentation
computer. It checks the format of a received message to ensure that its
ingtrument and task didentification characters are valid (see 6.9.1
Communidatidn; ProtOcol), The data of accepted command messdges are

copiéd”infq a variable afray referred to as the Command Table (SETTAB).

The speétrogfaph’s mechanisms are controlled by four background tasks;
thtee_:are dedicated to the Motor Mikes, the fourth to the Hartmann
shutter,,assembly. Each task interrogates the Command Table for new
instfuctiods, performs any neceéssary control action and eaters mechanism

status in a common variable array, the Status Table (STAT).

The fifth background task (RETURN) supervises the transmission of status
messages on the serial link in respomse to status request commands
entered in SETTAB. Character fransmission from Cthe controlier’s ACIA
channel 1is interrupt driven. A mechanism”s status is sent either
immediately or when the mechanism has completed its current operation

depending on the nature of the status request command.

6.9.1 Communication Protocol -

A protocol was defined for command and status comminication between
the INT”s instrumentation computer and the TFO0S microprocessor
controller. Each message consists of a string of ASCII characters

as outlined below:
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(1) Command Messages

Command messages are divided into two categories (mechanism and

status) but are of a similar format:

Command message: (XXXXXXX

I(’

open~bracket is an instrument identification
character for FOS and is treated by the controller

as the start of a new command message.

X = A,B,C, or D is an identification character to
one of the mechanism background tasks. X = §

identifies a request for status.,

“xxxxxx”. six hexadecimal data digits which define the command

type and the instruction data.

(1a) Mechanism commands

There are three commands available for the control of each

mechanism:

(1)

(ii)

~STOP:  (X000000

STOP -aborts the mechanism”s current control action and

sets it to an inactive (default) state.

AUTOMATIC MOVE: (X10xxxx

AUTOMATIC MOVE instructs the mechanism”™s control task to
initiate movement to a position xxxx. The Lask checks the
instruction data to ensure that the requested position is
valid, i.e. within a predefined range. It monitors the
progress of the movement and checks for possible system
failure. When the instruction has been completed,
AUTOMATIC MOVE is aborted and the mechanism is set to its
default STOP state.
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(iii)

(1Ib) S

ENGINEERS: (X30000P
ENGINEERS 1is available for hardware diagnosis, enabling
each component of a mechanism to be checked individually.

The data “P~ defines how the mechanism is to be driven.

tatus trequest commands

Two commands are avallable to request the controller to return

mechani

(1)

(11)

(2) st

sm status:

AUTOMATIC STATUS: (S10xxxx

Status may be requested for any number or combination of
mechanisms using a single command. Each bit of xxxx
identifies a different mechanism. AUTOMATIC STATUS
instructs the‘ backgfound taslk RETURN to traunsmit  the
stapus of the mechanisms when they are set in a STOP
state. ' If a mechanism is currently executing an AUTOMATIC
MOVE command, RETURN waits for the move to be completed

before sénding the status.

IMMEDIATE STATUS: (S30xxxx

IMMEDIATE STATUS instructs RETURN to transmit the status
of mechanisms identified by xxxx immediately, regardless
of whether they are currently eiecuting an AUTOMATIC MOVE

command .

Status

atus messages

messages transmitted from the controller are of the form:

Status message: YXPOxxxx CR LF

-y~

close~bracket is an instrument identification
character showing that the message was transmitted

by the FOS microprocessor controller,

X = A,B,C or D identifies to which mechanism the

status belongs.
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P’ P = 0 shows the mechanism was set to a STOP state
when the status was transmitted.
P = 1 shows the mechanism was executing an

AUTOMATIC MOVE when the status was transmitted.

“xxxx” four hexadecimal data diglts which are the

mechanism”™s stakis data.

“CR LF” status messages are terminated with carriage-return,

line—~feed characters.

6.9.2 1-MOTOR-MIKE Background Task

1-MOTOR-MIKE is a background task dedicated to the control of one
of the spectrograph camera focus adjustmeh; micrometers. The other
miéfbmeters are controlled by similar background tasks: 2-MOTOR-

MIKE and 3-MOTOR-MIKH.

1-MOTOR-MIKE (mechanism identifier = “A”) enables focus adjustment
in response. to STOP, AUTOMATIC MOVE and ENGINEERS commands:

(1)  STOP:  (A000000
- disables the drive voltage supply to the Motor Mike.
(Default state).

(i1) AUTOMATIC MOVE: (AL0OxxxX
- enables focus adjustment to a position xxx as encoded by
the Motor Mike”s LVDT. xxx is in units of 4 pm in the
range 0-2044 um (Hex O-IFF). The following are

monitored during command execution:

(a) The total time for which the procedure has been in
progress. If a system failure occurs which prevents
the Motor Mike driving to the -requested position,
for example mechanical seizure, then a software
timer aborts the procedure to prevent programme

execution from cycling indefinitely.
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(b) The number of direction changes which occur during
command execution, This is to prevent excessive
hunting should the Motor Mike continually overshoot

the requested position.

(c) Once the Motor Mike has driven to the requested
position, a period 1is allowed for mechanical
settling in the mechanism before control is aborted.
During this period, any instability in the rest
position shown by a changing LVDT reading causes

positiouning to be reactivated.
(111) ENGINEERS: (A30000P
- enables the Motor Mike to be tested by allowing direct

access to its drive electronics.

0 or 1 disables the drive voltage.

P o=
P =2 applies a forward motion drive voltage.
P =3 applies a backward motion drive voltage.,

The LVDT is not monitored and so it is possible to drive
the focus adjustment wmicrometer outside the allowed
range, The intention, therefore, is that this command
should only be used to test the Motor Mike after it has
been removed from the spectrograph camera so as not to

risk damaging the internal components.

Figure 6.19 shows a structure diagram of 1-MOTOR-MIKE. The task is
organized as an indefinite loop, executed within a round-robin
sequence with the other background tasks. The main programme

structures and FORTH definitions are outlined below:

1-MOTOR-MIKE - the background task definition. At execution
time, the task”s parameter stack is constructed from default
instruction data in the Command Table and some run-time
condition flags. This 1is followed by entry of an indefinite
loop.

- 137 -



STRUCTURE DIAGRAM OF MOTOR MIKE CONTROL

FETCH COMMAND
FROM THE
COMMAND TABLE

SETTAB

=

=

[ 1-MOTOR - MIKE

ARRANGE STACK
FOR EXECUTIVE

DO EXECUTIVE ¥
FOR EVER

FETCH THE MOST
SIGNIFICANT BYTE OF
THE COMMAND FROM
THE COMMAND TABLE

[Pst |

SETTAB ‘

1STATUS
READ LVDT TO FIND
POSITION OF
1-MOTOR - MIKE AND
PUT THE DATA IN STAT

| mMsByre= stop? |

Sv}ﬁ}%"w IS AN AUTOMATIC
1 VOTOR - MIKE MOVE IN PROGRESS ?
YES °J | N0 °
1AUTO INEW
EXECUT]aOC? Q#LOMAT'C DISCARD OLD DATA AND
Al FETCH NEW COMMAND.

Figure 6.19

IF AUTO, ARRANGE FLAGS.
IF ENGINEERS, QUTPUT
DATA TO THE DRIVER




PAUSE - a TFORTH definition whieh instructs programme
execution to jump to the next background task in the round-
robin sequence. Programme execution proceeds from PAUSE when

it returns to 1-MOTOR-MIKE.

The most significant byte of the instruction data currently
held in the Command Table is tested to see 1f it is a STOP

command. If true, 1STOP is executed.
ISTOP - disables the drive voltage supply to the Motor Mike.

A non-valid STOP command causes a run-time flag held on the
stack to be tested to see whether an AUTOMATIC MOVE procedure
is ' currently active. If true, programme execution is

directed to IAUTO.

1AUTO - a structure diagram is shown in Figure 6.20. The
command data is checked to ensure that the requested position
is‘valid, i.e. xxx is in the range Hex 0-1FF. If not, the
AUTOMATIC MOVE procedure is aborted and the instruction in

the Command Table is erased.

ITIMER - maintains a count of the number of times 1AUTO has
been executed during the current AUTOMATIC MOVE procedure.
System failure resulting in' a count “timeout” causes the

proceddre to be aborted.

1AGO - reads the LVDT to determine the current position and
compares it for equality with the position requested in the

AUTOMATIC MOVE command.

1SETTLED - executed if the equality tested in 1AGO is
satisfied. A counter of successive 1SETTLED execution is
incremented. The coudnter “timeout”™ 1limit 1Indicates
mechanical stability in the mechanism in which case, the

AUTOMTIC MOVE procedure is aborted.
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STRUCTURE DIAGRAM OF MOTOR MIKE AUTOMATIC MOVE
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IHOWFAR  ~ executed if the equality tested in 1AGO is not
satisfied. The number of direction changes which have
occurred during the curreat AUTOMATIC MOVE procedure is
checked. A 1limit indicating excessive Motor Mike hunting
causes the procedure to be dborted next time 1HOWFAR is
executed. The difference between the current and requested
position is calculated and a drive direction flag determined.
The speed at which the Motor Mike is driven towards its
target is decreased as it approaches to help prevent
overshoot., 1HOWFAR calculates how far to drive the motor in

the current execution of 1AUTO.

IDRIVE - executes a loop in which power is applied to the
motor and the current and destination positions are tested
for equality. The loop is terminatéd when the equality is
satisfied.

INEW - executed if the instruction data ian the Command Table
is not that of a STOP command and the run-time flag on the
stack shows that an AUTOMATIC MOVE cqmmand is not cdrréntly
in progress (Figure 6.19). New command data is retrieved
from the Command Table and tested to determine the command
type. For a new AUTOMATIC MOVE command, the run-time flag on
the stack 1s set. For an ENGINEERS command, the instruction
data are written directly to the Motor Mike”s drive

electronics,

1STATUS - reads the LVDT encoder and writes the data into the
Status Table. A subsequent status request command results in
the transmission of a status message of the form:

YAPOOxxx CR LF

XXX the LVDT reading in units of 4 pm in the range 0-
2044 pm (Hex O0-1FF).

P=20 indicates that the Motor Mike is in a STOP state,

P =1 indicates that the Motor Mike 1s currently engaged

in an AUTOMATIC MOVE procedure.
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6.9.3 HARTMANN Background Task

HARTMANN is the background task dedicated to the control of the
Hartmann shutter assembly. (Mechanism identifier = “D7). Its
programme structure (Figure 6.21) is similar to that of 1-MOTOR~
MIKE, organized as an indefinite loop with similar stack
construction before loop entry and PAUSE control of task execution.
The commands, the main task definitions and the status returned are

outlined below:

commands
(1) STOP: (D000000
- closes the solenoid valves thereby inhibiting the
pnedmatic supply to the rotary actuators. (default
" state)
(ii) AUTOMATIC MOVE: (D10000nm
- enables each shutter to be opened or closed.
m = 1 - close shutter A n = 1 - close shutter B
m = 2 — open shutter A n = 2 - open shutter B
(1i4) ENGINEERS : (D30000P

— endbles each solenoid valve to be tested individually.

~ open valve to close shutter A
- open valve to open shutter A

open valve to close shutter B

La - T « B « B o v
[

W N e
i

~ open valve to open shutter A

task definitions and status:
4STOP — closes all solenoid valves.
4AUTO - opens the solenoid valves as instructed in the
command data thereby enabling the pneumatic supply to the

rotary actuators. It maintains a count of the number of

times 4AUTO has been executed during the current AUTOMATIC
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STRUCTURE DIAGRAM OF HARTMANN SHUTTER
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MOVE procgdufeo The counter”s timeout is calculated to
ensure the valves are open for sufficient time for the supply

to rotate the actuator shafts.
4NEW - enables ENGINEERS control of the solenoid valves.

4STATUS - reads the proximity switches to determine the
position of each shutter and writes the data into the Status
Table. A subsequent status request command results in the

transmission of a stdatus message of the form:

)DP00a0b CR LF

P =20 indicates the shutters are set to a STOP state.,
P =1 indicates the shutters are curreﬁtiy engégéd in
an AUTOMATIC MOVE procedure. ’

b (bit.0=i)”shﬁttér_A is closed. ‘

b (bit i=1) shu;terlA is opén;'

b (bit 2=1) shu;tef-B,ié closed.

b (bit 3=1) shuttet'Blis open.

a (bit 0=0) éftemptiﬁg to close shitter A

a‘(biﬁ i=0) attempting to open shutter A
a (bit 2=0) attempting to close shuttér B

a (bit 3:0)>atteﬁpting to open shitter B

6.9.4 Engineer’s Terminal Task

Iﬁé loéal'microprocessor controller”s resident software includes a
terminal task which, under normal operation, plays a passive role
in the control of the spectrograph”s mechanisms. Tts function is
to allow an engineer to test the system through? a terminal
connected to the controller”s second ACIA channel., In this
configuration, the engineer has access to all of the FORTH
definitions. 1In addition, new definitions may be entered which are

compiled for temporary storage in the task”s dictionary space.
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CHAPTER 7

FOS COMMISSIONING

7.1 Introduction

FOS was assembled aud optically tested at the RGO over the winter
1983/84. It was shipped to La Palma in May 1984 and subsequently
comnissioned on three separate observing runs in July and December 1984

and in May 1985.

The way in which FOS was set up on the INT during the first of these
commissioning periods 1is described briefly in this chapter. Also given
is an outline of its operation, including its on-line data reduction

facilities, and a summary of its instrumental performance.

7.2 Commissipning Schedule

- FOS  was 'unpaéked and. reassembled on its handling trolley in an
instrqmenfkfést*room within the INT building, nine days in advance of
the first night of its allocated commissioning time on the INT. During
the period leading up to ips instéllation on the telescope, the initial
alignment of the optics was undertakén, following a procedure devised
during-laboratofy testing at the RGO,,vTﬁiS required the -uise of the CCD
céméra for obtaining test exposures, necéésitating that the electronics
were alsd.Set up ia the test room and connected into the INT s computer
data acquisition system. Besides enabling progress to be made with the
.optical alignment, the presence of the electronics in the test room also
allowed the few remaining problems with® the hardware and its coatrol

software to be sorted out prior to FOS going on the telescope.

FOS was installed on the INT during the afternoon preceding the first
" night allocated to observing. Most of the final optical aligament and
focussing of the detector was completed during the reméinihg'daylight
hours, enabling the whole of the Ffirst night to be given ovér to
observing. In all, five nights were allocated to observational

commnissioning of the instrument and assessing its performance.
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7.3 FElectronics and Computer Data Acquisition System

A schematic of the electronics and the computer data acquisition system

is shown in Figure 7.1, The organization of the electronicé can be

summarized as follows:

(1) the CCD camera head electronics (preamplifier, digitization unit
and temperature controller) were mounted within FO0S”~ open-frame
structure, immediately beneath the camera body assembly, in
order that their connections to the inside of the camera vessel

could be of minimal length.,

(ii) tHe CCD controller and the local microproce3sor contfailer
‘ (connected to the camera head and focus adjustment mechanism
subassemblies via 3 m cablingj.werefinitiélly'set up with FOS in

the instrument test room in order to ﬁrégfeés with the optical
aliguament, When: FOS st léter.fi;ted to the telescope, they

were installed in cuﬁicles mounted off the bottom of the INT”s

mirror cell support structure.

(iii) the CAMAC interface modules - (the three CCD. camera modules
described in Chapter 3, and a commercial RS232C driver module
for comnunication with the'loéal micrbprocessorlcontrdller) were
installed_ withiq a CAMAC “bpanch ~crate in the CLIP (Coutrol,
Logic, IntercohnectiandndeOng) ceptte. Tﬁis;branch crate is
copnec;ed to the CAMACV SYSEemk crate; located- im the INT s
control room together with the ‘instrumentation computer hardware

and the astronomer”s control console.

The CCD controller and the local microprocessor controller were designed
to be connected to their CAMAC interface modules through the multiple
twisted-pair cabling installed between the INT s Cassegrain focus and
the CLIP centre. However, this mednt that in order to be able to
operate the electronics in the instrument test room, it was necessary to
have similar twisted-pair cabling temporarily installed in the ducting

between the test room and the CLIP centre.

The ianstrumentation computer control system supervises the coatrol of
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all of the INT”s instruments and the acquisition, display, reduction and
storage of data from detectors. The heart of the system is a Perkin
Elmer 3220 mini-computer which 1is equipped with the Ffollowing

peripherals:

(i) a 98 Mbyte Ampex Winchester disc for the storage of data and a
10 Mbyte Drico disc (5 Mbyte fixed, 5 Mbyte removable) for the

storage of system software and application programmes.

(i1) a Lexidata colour raster graphics display of 512 x 512 pixels
with 12 bit planes (10 are used for the data display, the

remaining 2 for‘graphics oyerlays)°
.(i;i? ’ tyo 9-track tapg.dfijeg for a?ghiving daﬁa.
(iQ). va:line‘priACEf wi;h pigtéipg éapability.
v) system and dser VDU.édnSolgss

(vi) a “mimic” display. This is an RGO-designed facility which shows
schematically on a TV display, the curreat state of the
mechanisms within each of the instruments in use (esg. the
vééious shutters, mitrofs, filters etc.),- and the light path
ﬁhréugh the system iqfthis configuration. Rélevant information,
for eéxample, slit width, dekker mask position, filter number
etc.;'is.also giQen. ) ) w

The CQmpdtep runs Fortran software in conjunction with Perkin Elmer”s
OS+32 operating system. All instrument control and data acquisition are
carried out using ADAM (Astronomical Data Acquisition Monitor), a
software ehvironment developed at the RGO, The approach has been to
write the individual programmes which control the hardware and handle
data in such a way that ADAM can tell them what they are to do, give
them the data necessary to perform the required operations, and
interrogate them for information. A powerful feature of ADAM is the
facility for setting-up procedures to perform sequential tasks in a way
not too dissimilar to the programming structure of Forth. Standard

procedures, generally involving complex series of operations, are
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available within the basic system, but the .user mgy also enter
additional procedures to satiéfy specific requiremeﬁts of the observing.
While it is still possible to run the individual progrémmes
independently, under wmost circumstances the use of ADAM procedires
simplifies the operation of the instrumentation aiid thereby helps the
user to make the ﬁdst efficient use of the available observing time and

to conceatrate on the astronomical progrdmme in hand.

To integrate FOS” electronics into the instrumentation control system,
it was necessary to write Fortran device handlers which would operate
’Within the ADAM enViron@eht (Méftih,,1980). Thus, the software written
to control the CCQ camera on the labotatory L5I-11/23 computer system
had to be modified to run on the Perkin Elmer machine in conjunction
With ADAM. Procedures also had to be written for communlcat1on with the
1oca1 mlcroprocessor controller. A mlmic display spec1f1c to FOS was
not however developed whlch meant thnt the standard display for the
A64u151t10n and GuLdance (A&G) unit and Intermediate Dlspersion
Spectrograph (IbS) had to be used during commissioning, bearing in mind

that ornly some of the infotmation was relevant.

Using FOS hecessitqt?s that the software is initialized, ADAM is
started, and the option of using FOS- is selected on the observer”s
console. ‘Thereafter, tﬁe!user'has access to an extensive. catalogue of
command’s for controlling the instrumentation, Jvobtainiﬁg ‘status
information from it, and examlnlng previously acquired data. These have
been descrlbed in detail in Lhe 'FOS user manual (Breare et al., 1985);:

“but briefly, they 1nclude commands for: : -

(1) controlling the mechanisms within the A&G unit and IDS (e.g.
mirrors, filter slides, slit width, dekker wmask position,

calibration lamps).

(i1) controlling FOS~ Motor Mike‘ focus adjustment mechanisms and

Hartmann shutters, and monitoring their status.

(111) taking a CCD exposure of the required duration. When the
exposure 1is finished, the CCD is automatically read out, the
data displayed on the Lexidata, and during routine observing

stored in a disc file.
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(iv) changing the display options on the Lexidata (e.g. changing
look-up tables to display the data im such a way as to highlight
either the most significant or least significant details of the

data), zoom and pan control.

(v) drawing a plot through an image and calculating the FWHM of a

feature.

(vi) drithmetic operations on an image and between a pair of image

files.
(vii) simple photometry functions such as calcﬁlating-_thé mean and
standard deviation of data within a pixel matrix, selected with

the aid of a cursor.

(viii) on-line data reduction of FOS data (to be‘described'later).

7.4 Optical Alignment and- Focussing

Having assembled FOS in the dinstrument test room, connected the CCD
camera electronics into the INT”s computer data acquisition system, and
established that the camera was working satisfactorily, the initial
alignment of the optics was undertaken following a procedure devised
during laboratory testing_ét the RGO (Lowne, 1984). The procedure and
the ways in ‘which the necessary tests were performed are described
below: -

(i) . folding~flat mirror adjustment

In order to ease the overall manufacturing tolerances, FOS~ folding-flat
mirror was designed to allow a small manual adjustment of its tilt so as
to ensure that the beam from the slit could be made to fall centrally
upon the camera grating. Setting the mirror to the correct position was
necessary before any fﬁrther progress could be made with alignment of

the camera optics.

The alignment was established with the aid of a purpose—built “dummy”

slit assembly (illustrated in Figure 7.2) comprising a tube with an
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adjustable. slit mechanism and dn electronic shutter fitted alt the top,
and centrally positioned cross-wires at the bottom. This was designed
so that when bolted onto the FOS structure, the slit would be located in
the same position as that of the IDS slit when FOS was later installed

on the telescope.

The Hartmann shutter assembly was temporarily removed and the front of
the camera strongly illuminated with a 60 W bulb. A white dot had been
painted in the centre of the heat-shield assembly, located behind the
CCD chip”s support block (see Chapter 6, Figure 6.5), and this was used
to trace the optical axis back to the slit. The brightest image of the
dot as seen through the aperture at the slit is its first order imagé as
dispersed by the grétinv. The folding-flat was then adjusted until the
red end of the dot”s -image was. seen through the slit to intersect the

cross- wires, in whlch p051tion the mirror is correctly aligned.

The‘ Hartmann shutter assembly was then refitted. All sUbéequent

-allgnment requ1red that CCD test exposures were taken.
(ii) camera angle adjustment

‘Having set the folding—flat to the position specified by the optical
design,; the next task was to ensure that the camera was set at the
corrécttangle to the beam by observing the position of a specﬁrum on the
CCD. FOS was designed so that a line aE'SOb'nm would image in first
order in row 160, colimn 289.of'the CCD as iilhstratéd ih_Eigﬁre 7.3.

The camera vessel was designed with screw—adjustable 'kineMatic seats
spacing it off a mounting plate fixed within FO0S” open-frame structure
(Figure 7.2), enabling its angle with respect to the beam to be altered
by rotating the screws within these kinematic seats. To éet the angle,
a portable copper-argon (CuAr) source was plaéed above the slit
assembly, and a short CCD exposure was taken. Using the curéor facility
on the Lexidata, the position of the 801 am line within_ the’ CuAr
spectrum was identified, this being sufficiently close to the specified
800 nm wavelength that it can be used to establish the alignment in
pixel (160, 289) without making any significant difference to the image

quality. The camera angle was then adjusted until the line was
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eventually made to image in pixel (154, 301), this being the nearest
that could be achieved due to the rather coarse adjustment on the
kinematic seats, but still within the tolerances specified by the

optical design.
(iii) detector rotation adjustment

Here the objective was to align the CCD chip with the camera grating by
rotating the CCD so as to align the columns of the chip to be parallel
with the grating dispersion. To achieve this, the camera was designed
so that the innermost. part of the annular ring supporting the chip in
the centre of the beam could be rotated through small angles by a
linkage passing through the camera vessel”s wall to an external manual
micrometer. The CuAr source wasvexchanged for a mercury (Hg) soiirce and
the poéitiqn of the 546<nm line within' the Hg spectrum, appearing in

irst andZSecond orders at obposing ends of the chip, was examined; The
chip;s.totatioﬁ was then adjusted until the 546 nm line was observed to

fall in the samé CCD column (column 184).

FOS was now fitted to the telescope. Photographs showing FOS'mounted
beneath the IDS and the A&G dnit are reproduced in Fngre17;4, Having
also i@étalled thé-électfbnicé on the telescope and chgéked that the
systemyﬁas still ﬁ0rking'as expected, the remaining;opticalVaiignment
and focussing df‘the CCD detector was carried out. The pfoceﬁqpéwﬁés as

follows:
(i) realigoment of the folding-flat mirror -~ - = - : R

With FOS mounted beneath the IDS, the first task was Lo readjust the
folding-flat mirror so as to correct for the small difference between .
the positions of the dummy slit and the IDS” slit, and thus ensure that
the beam from the IDS” slit was projected centrally upon ‘the camera
grating. The alignment was examined by taking 10 second test exposures
of the CuAr source within the A&G unit, with a narrow (50 um) slit, a
short dekker, and a neutral density filter above the slit. The folding-
flat was then adjusted until the 801 nm line was made to image in pixél
(165, 286), the nearest that could be achieved owing to the coarse tilt

adjustment on the mirror, but again within the tolerances specified by
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the optical design.
(ii) camera rotation

Hére the objective was to align the camera grating with the slit by
rétating the camera body in its mounting plate so as to align the image
of the slit to be parallel with the CCD rows. This was done by taking
an exposure of the CuAr source, with a long slit and a short dekker
inserted, and examining the position on the CCD of the 826 nm line at
either end of the slit image. To obtain a precise measure of its
position, a programme called SLICE was used to obtain a profile through
the line in the direction of dispersion, and to calculate the centroid

of the line position by two methods:
(1) by obtaining a gaussian fit
(ii) by'prOducing a weighted mean pOsitibn of the centre of the line

In- practice, the two methods were Ffound to yield slightly different
results; by. as much as 0.1 pixels in. some cases, but with similar
variations overall. The weighted mean method was arbitrari;y chosen for
obtaining -the measdrements reported below. After some édjustment of the
camefa orientatiou{ céntroids for the position of the 826 line at elther
end of the slit of 263.126 and 263.083 were obtained, the alignment thus
diﬁféring by only O°043‘pii¢15 along the length of thelSlit;”

A(iii)' axial focus adjustment

Figure 7.3 illustrates the position of the three Motor Mikes with
respéct to the CCD chip. For convenience, these were labelled as §
(slit), R (red) and B (blue). The status information provided by the
LVDT encoders is given as a number in the range 0-511 where 1 unit is
equivalént to 4 jym. These numbers on their own are not particularly
useful and consequently three other parameters were defined to

facilitate axial and tilt focus adjustment of the CCD:
F (focus)
~ the position at the centre of the CCD of a plane passing

throqgﬁ S, R and B, in LVDT units.
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H (hangle)

- the tilt in LVDT units in the direction of main dispersiona

Vv  (vangle)

- the tilt in LVDT units in cross—dispersion.

The necessary algorithms to convert the S, R and B numbers into F, H and
V values, and vice versa, were written as subroutines within the Perkin
Elmer software for communicating with the 1local wmicroprocessor

controller.

Axial focus was optimized with the aid of the CuAr source, a narrow
slit, the short dekker and the Hartmanﬁ shutters. 1In order to calculate
the fodus error, the centroid of the 826 nm line was measured from each
ﬁélf-apérture given by the Hartmann vahés in turn, ThelHértmann shife,
defined as the diﬁference between the centroids, in pixelé (in ﬁhe sense
vane A opeﬁ - vane B bpén), enables the focus error (in LVDT units of

focus travel) to be determined from:
Focus error = Hartmann shift x Hartmann ratio

The Hartmann ratio had been previously measured ddring laboratory
testing at the RGO and found to have a value of =15 (Lowne _et él,,

1984) .

Having found a Hartmann shift of 0.4 pixels, and thus a focus error of
<6, the Motor Mikes were given commands tO'mOVé by equal amouats so as
to increase the F value by 6 LVDT units. In this new position, with
focus poéition parameters of F = 293, H'= 24 and V = 0, the-difference
in the ceatroids was found to be -0.003 pixels, giving a focus error of

only 0.045 LVDT units.

(iv) tilt adjustment of the CCD in cross—-dispersion

In order to optimize the tilt of the CCD in cross-dispersion, the loung
slit was installed, and the Hartmann shift of the 826 um line was

measured at either end of the slit image. 1In the optimum position, the

Hartmann shift should be the same along the length of the line.
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The procedure of measdring the Hartmann shifts and making appropriate
adjustments to the tilt of the chip was repeated iteratively until
shifts of -0.091 and 0.332 pixels were obtained with a tilt setting of V
= ]10. Although not equal in value, this position was found to give the
minimum difference in Hartmann shift between the two ends of the 1line
and was therefore taken as the best focus position likely to be

achieved.
(v) tilt adjustment in main dispersion

The final focus adjustment was to find the optimal tiit position of the
CCD in the direction of main dispersion. This was done using the Hg
sdufce within the A&G unit and by measuring the Hartmann shifts of the
546 nm line in the two orders. An incorrect setting of the tilt should
yiela -Hartmann sﬁifts .which are equal in mégnftude but of opposite
polarity. However, with the chip initially set with a tilt value of V =
24, the shifts were found to be 0.163 and 0.088 pixels, both therefore
poSitive»in_value; In order to explain this, it was calculated that the
surface of the chip 'was bowed to the extent of *10 pm. Several
attempts were made to improve the focus, but it was eventually concluded
that‘the original tilt setting with V. = 24 was the best position likely

to be achieved.
(vi) final checks

Having established a satisfactory focus of the detector, for which the
focus. position parameters. were S =‘273, R = 328, B = 280, F.= 293, H:é
24 and V = 10, a final assessment of the focus was made by measuring
FWHMs for several lines w1thiﬁ the CuAr spectrum, both on and off axis.
The results were in the range 1.2-1.6 pixels, largely depending upon
whether a line fell centrally on a pixel or across two pixels, and in

accord with the results obtained during laboratory testing at the RGO.

The completion of the optical alignment preceded the first night of FOS~
week of allocated observing time by a matter of only a few hours.
During the course of the first night, it was discovered that when
operating in one of the beam-switching modes (with two slots, each of 25

arcsec width, and separated by 85 arcsec), the image from oune
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aperture fell on a dead column chip defect, Since it wae felt that
beam-switching would prove to be a useful technlque for 81mp11fy1ng sky
subtraction, it was decided to readjust the foldlngfflat mirror so as to
move the spectrum lateraLiy-across the chip in cross—dispersion to a
position away from the defect. This was done the following morning,
when it was found necessary to move the spectrum towards second order by
60 pixels, with the 801 nm line of the CuAt spectrum now appearing in
pixel (220, 287) compared to the optimum position of (160, 289). 1In
this position, chip defects were avoided in all but the long slit mode.
The displacement was found to have introduced a small amount of
vignetting at the ends of long slit images, but not to have had any

serlous effect on the focus or image resolution.

No further adeStmehts to the optical alignment proved to be necessary

during the remalnlng week of commissionlng. OVer;this.period, for which

there was no significant change in the ambient temperature iunside the

obse:ving dome, the focus position defined by the LVDIs was found to be

stable to *1 units. It is important to note, however, that the LVDTs

.. were never intended to be treated as absolute-position encoders and that

their readings may be expected to vary with the ambient temperature of

the camera body by approximately 0.6 LVDT units/°C, ow1ng to the thermal

-expansion of the .nylon: screws supporting the LVDT cotes within their

coilwwihdings. This of course does not indicate a change of focus and
in: fact over the 6 months following the commissioning run, during which

FOb was removed and refltted to the 1DS several times, the focus was

~reproduced to w1th1n measurement errors without any re~focussing being

necessaryo- The fact -that - the LVDTs cannot be relied- upon as” long-term
indicators of the focus, means that the only-way:to be sure that the
cameta is aligned correctly is to measure FWHMs for several lines From
an arc source and compare the results with previously obtained values,

summarizeo for reference in the FOS user manual (Breare et al., 1985).
7.5 Operation
Setting up FOS for an observing run necessitates:

(1) configuring the IDS and FOS for FOS operation which involves:

- removing the folding prism within the IDS through an access
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port so thétAEhe beam is allowed to enter FOS through a hole
in the bottbm 6f the IDS. ‘

- insertingla light-tight tube between .the IDS and FOS.

- replacing the dekker and both of the below slit filter slides
within the IDS with those specifically for FOS.

{1ii) vacuum pumping phe'camera~cryostat assembly (to ~1079 torr) and
cooling the CCD to 150 K. This can take up to 12 hours and so

must obviously be done well in advance of observing.

(iii) making appropriate cable changes between the IDS” CCD and the
FOS CCD data acquisition system (the IDS and FOS share the same
cabling betwéenvCassegrain and the CLIP centre) and; of course,

switching on the electtonics.

These-Lasks, however, are all»duties of the LPO support staffo FOS has
no moving parts which the observer is reqﬁired to adjust. There are,
however, several checks that users can make to reassure themselves that

the system is working as it should:

(i)  the most exhaustive test is to initialize the FOS software and
take a CCD exposure of ah arc source. ThiSvtesté the entire CCD
electronics, A&G,. IDS éndAFOS computer insurumént control and

data acquisition hardware, and of coiirse the control software.

(ii) - a second iseful exercise is to check the focus of the CCD. The
» ' fgdus has proved to be very stablé, hoﬁe&er, since it was first
set during commissioning, and so users are strongly discouraged

from attempting to alter it.

Having established that the system is working as expected, thé only
decision to make is which mode of operation to ddopt. There dre four
possible modes of operation, selected by setting up one of thé'following

dekker mask and field-lens/filter configurations:
Mode A: two 5, 2 or 1.2 arcsec slots (12 arcsec centre to centre

spacing) intended Ffor beam—-switching observations of point

sources in both first and second orders. Each observation
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requires a pair of exposures (I & II) with the object positioned
firstly in the left-hand aperture (L), and secondly in the
right—hand aperture (R). A 2-D sky—subtréc;ed_frame can then be
obtained from (L-R)I + (R-L)II.

Mode B: two 25 arcsec slots (85 arcsec centre to ceantre spacing)
intended for beam=-switching observations of extended objects in
both first and second orders. A clear field-lens is required
beneath the slit assembly to avold vignetting along the slit

direction.

Mode C: a 200- arcsec long slot for observing very extended or multiple
objects in first order only. A GG495 field-lens is required to
filter out the second order and to' avoid vignetting along . the

slit,

Mode D: a centralized 25 arcsec slot for single object wofk in first and

second orders. .

The format of the data taken in these modes is illustrated in Figure
7.5. The choice of which mpde to .adopt depends, of co@rse; on the

object(s) being iﬁvestigated:and the user”’s own personal preferences.

Observing with FOS is sinply a mattéf oflsetting up.the required mode of
operationvand running the system by entering the apprépriaté qdmmands at
the control console.  The most impOrFant is the RUN command hﬁich
pEOmpté"for an objeét néﬁe'deséfibfd%, éséiéns a run nuhbéfzﬁéleéié'fhe
CcCp, opéns the IDS shutter for thé required exposure period, and finally
reads - out the data from the CCD to -a disc file, Images are
automatically displayed on the Lexidata. The FOS on-line dﬁta reduction

package may then be used to assess the data while a new exposure 1is

started.

7.6 Data Reduction

FOS” fixed~format design has allowed the development of an on-line data

reduction package which aims to provide:
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FOS OPERATING MODES

(FORMAT OF THE DATA AS SEEN ON THE LEXIDATA DISPLAY)

MODE -A MODE B

- two 127 2"or 5" slots, - two 25"slots, 85" apart
125" apart. - clear field lens

~ both orders - both orders

‘MODE C- 'MODE D
- 200" slot - 25" slot
- yellow field lens - clear field lens
- first order only - both orders

Wi

Figure 7.5



(i) fully reduged and calibrated spectra a matter of a few minutes
after the datd has been collected, thus enabling the astronomer

to assess the data in tandem with further observing.

(ii) limited facilities for interactive classification and redshift

determination for extragalactic objects.

The package has already been described in detail by Parry (1986) and in
the FOS user manual (Breare et al., 1985). Here, thetrefore, only a very

brief outline of its capabilities will be given.

Table 7.1 summarizes tlie various modules within the .data reduction
package together with an indication of their functions. Those of most
importance are the spectrum extraction and sky subtraction programmes.

Taking each stage of the reduction in turn:
(i) CGD column defect removal

The programme ZAPCOLS allows the user to remove CCD column defects by
prompting for the first and last columns defining an area to be cleaned
by interpolation, Routine defect removal is Vunnecessary, however,
bécause the sky subtraction programmes reject anomaiqus'pixels in the
‘éky spectrum, and with the CCD chip currently installed in FOS, the
,6bjeet signal/can only ldand on a column defect when operétingvin the
long slit mode. The observer is expected to take ‘the necessary

‘precautions to avoid this.
(ii) cosmic ray removal

If two similar exposures are taken so that two frames of data are
available for comparison, cosmic ray events may be removed from the data
using a programme NITPICK. This compares the two frames, identifies
deviating features above a specified significance 1level (usually 4
sigma) in one, and replaces these pixels with the corresponding Qﬁes in
the other frame. Photon noise 1s automatically allowed for using known
characteristics of the CCD, This routine is only necessary if the
object signal 1is affected'as the sky subtraction software automatically

applies a similar procedure across sky columns.
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(ii1) flat-fielding

A flat-field correction can be applied using a programme DOFF which
divides the raw ddtd image by elther a standard flat-field image file
held on disc, or one generated by the user by taking several exposures
of a tungsten source and combining them to produce a low shot noise

average.
(iv) spectrum extraction and sky subtraction

Each spectral order has a_ curvature which results primarily from the
cross~dispersion introduced. by the FOS optics but also atmospheric
disperéion when the slit 1is close to the parallactic axis. This
curvature can be mapped at. any zenith distance (z:d) using a programme
FOSCOFFS'Whiéh is used to fit a high order polynomial to an obsetvition
of a bright poLnt source. The polynomial coefficients are stored in
named feférencé files. A set of default files (obtained from low z.d
observations of numerous stars of extreme colours) are available which
suffice in most circumstances. For 6bservatiohs at large z.d, hbweVer,
it is recommended that an observation of a bright star is obtdined and
FOSCOFFS 1is used. to geheféte a new set of coefficients. In this case,
it is necessary to use %A?COtS to remove a hbt column defect present on
the current chip as this‘éqﬁﬁuses the sbftware‘whenlsearthing for the

spectrum.

There dre. two procedures a?qilable for extrdcting the object and sky
signals: EXTRIC and TRIM + LEXEXT. Both uyse the curvature files to
define curved object and sky windes from which a straightened sky-

subtracted spectrum is obtained;

EXTRIC is a batch version designed specifically for rapid assessment of
unresolved objects obtained while operating in mode D. The programme
automatically scans the CCD frame along the slit direction with a 20
pixel (25 arcsec) wide curved window until it locates the poéiﬁion for
which the integrated signal within the window is a maximum (i.e. the
dekker area containing the overall sky sigﬁai\ and the object signal
within it). A narrower window of user-déffned width. is then scannéd

through the dekker aread antil the object signal is locdted. The data
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are then extracted and sky-subtracted, using an interpolative sky

subtraction to allow for non-uniform sky illumination along the slit.

EXTRIC has been found to bhe satisfactory for objects which are less than
4 arcsec across (including faint galaxies) and centred within the middle
two thirds of the mode D dekker. '~ For more demanding cases (e.g. for
extended objects or when observing several objects along the slit), the
programmes TRIM and LEXEXT enable the object and sky apertures to be
selected interactively on the Lexidata display using the cursor. Here
the user first straightens the spectrum using TRIM which prompts for the
width of the spectrum (sky and object) in the slit direction and
recoﬁfigures the pixels according to the curvature coefficients. The
object and sky windows are then defined using LEXEXT which prompts for

.appropriate cursor positions.

The resulting spectra from either TRIM and LEXEXT or EXTRIC are of a
s;andard‘formﬁ - a spectrum pair containing the sky-subtracted object
signal and the adopted sky spectrum. The wavelength to pixel number

calibration is linear and so it is not necessary to resample the data.

(v) flux calibration, atmospheric absorption correction and redshift

estimation

The remaining data reduction programmes are those for flux calibration
of the‘data (using a standard flux calibration spectrum) and correétion
" for atmospheric absorption using a sky—qutraé;ed sbectrum»of a standard
féatdreless étaf. A‘progfamme is also abéiiablé ﬁhigﬂ-fakés commonly
seen features in particular types of object and redshifts them for

comparison with the observer”s data.

(vi) spectrum plotting

Wavelength calibrated spectra may be plotted graphically on the Lexidata
display. The cursor may be used to determine the wavelength of spectral

features of particular interest, and comments can be annotated on the

screen., Hard copy plots from the Lexidata may also be obtained.
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Tahle 7.

1 FOS DATA REDUCTION PACKAGE

ZED

ZAPCOLS —- CCD column defect removal
NITPICK - cosmic tray removal
DOFF - appliés a flat—-fileld correction
EXTRIC - spectrum extraction and sky subtraction
(batch vérsion for mode D only)
or
TRIM & LEXEXT - speétrum‘exttaéfibh_and sky subtraction
| ' 1(iﬁtéracﬁiye‘in ¢0njunctiod<with-the Léxidata.displaY)
'ATABé - fiuxvéalibratién and'atméspheric absorption correction
VEOSPLOT - inferactiyensﬁectfum plotting on the Lexidata display
LEXPLOT ' - Hhard copy dump of FOSPLOT
- fedshift estimation

,7°7 ‘Commissioning Qn,thé Telescope

" FOS was

'first-cémmissioned over 5 nights betweéﬁ the 18th and 22nd July

.'1984,, Ihéidbjéétives of this run were principaiLy&

(1)

(ii)

(iii)

to determine the instrumental performance of FOS.

to refine the on=line data reduction software and determine how

to make the best use of it.

to compile a catalogue of observations of differeut typés of
objects. The aim was to determine the types of Ffaint objects

most appropriate for 1nvestigation with FOS, and the S/N

~attainable for these objects as a function of magnitude.
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7.7.1 Instrumental Performance

FOS”™ instrumental performance 1i.e. its measured efficiency and
spectral resolution has already been reported (Breare et al., 1985,
Breare et al., 1986a) but a brief summary will be given here for

reasons of completeness:
(i) throughput

The efficiency of the FOS system (i.e. the throughput after losses
in the atmosphere, teleécope, FOS optics and the GEC CCD) was
determined from observations of standard stars (Parry, 1986), and
is shown for both ordéts'in Figure 7.6. The peak efficiency is 12%
in first order at 700 nm with the telescope at a z.d = 27. dégrees.
7In secéhd ofder,lh0wever; the peak efficiency is only 1.3% at 500

pm,=dhevmainly to the bddr blue fésppnse'of the GEC CCD.

It is inﬁéresting to “éompare these figures with the original
estimates-ﬁade in 1980 (see Chapter 2, Table 2.1). For comparison,
the predicted figures‘éré also included in Figure 7.6. Although
the relatiQe vafiation' of throughput with waveledgth is in
reasonable ag;eéﬁent,'ﬁﬁé<peak efficien;y is somewhat better than
expected, 12% at 700 . om in first order‘éompared to the original

estimate of 8.,2%. There are two main reasons for this discrepancy.

(i) the FOS optics afevinAfact more efficiehé than expectéd. The
original estimaﬁés'did not fully account for the réflectivity
and transmission obtainable fromv@he.various optical surfaces
with the use of coatings (Powell, 1986). The efficiency of
the grating was meaéuted in the laboratory at RGO, aud from
this, the peak Ehro@ghput of the optics (with fevised
estimates for the.éfficiency of the -optical surfaces) has
been determined to be 70% at 700 nm (Lowne, 1983) compared to

an anticipated efficiency of 45%.

(ii) the peak QE of the GEC P8603 has proved to be better than
expected (~ 40% at 700 nm rather than the expected 31%).
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Taking these Figures with the original estimates of the throughput
of the atmosphere and the telescope, one can derive a new estimate
for the efficiency of 16% (at 700 nm) which 1is now greater than
that actually measured. This can be attributed to the fact that
the original estimate for the efficiehcy of the telescope was
rather optimistic with regard to the reflectivities of the primary
and secondary mirrofs‘° A more realistic estimate for the INT"s
throughput is ~ 0:57 rather than the original figure of 0.67
(Powéll, 1986) . Substituting the revised estimate for the INT s
efficiency yields a new estimate for the efficiency of the FOS
system of = 13.5% (at 700 nm), which, given the cumulative
uncertainties in each part of the system, is ﬁow in .good agreement

with the measured figure.
'(Li) spectral resolution -

The optical. resolution. seen with a narrow (~ 0.25 arcsec) slit is
1.2 pixels FWHM " (12.8 A in fifét order), 1independent of
wévelengtﬁ, and does not degrade signlflcantly across a 4 arcmin
slit. Under normal operating conditlons (1 to 2 arcsec slit),
however, the tesolﬁtion is 15-20 A FWHM in‘first order and 8-10 A
FWHMVin'secoﬁd braer, depending on how*featUrés are saﬁpled by the
pixeis. FOS is sllghLly undersampled for its reéesolution at 10.7
A/piXél in ﬁirst order. These results need to be compared with

what one WOuld‘expeét of the system.
. FOS™ spectral resolution is dependent upon: - -

(i) the slit width as projected onto the detector (a 1 arcsec

slit is equivalent to 17.6 um on the CCD).

(ii) the image spread at the detector arising from aberrations in
the optics. The design was optlmlzed such that for a point
source in the centre of the slit, the image spread at the
detector should be less than 20 pm in the direction of
dispersion at all wavelengths.. This was confirmed
experimentally during laboratory tests‘at the RGO when the
image spread was fguﬁd Eo be between IOIand 20 ym depénding

on wavelength.
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(ii1) the sampling by the GEC CCD”s 22 pm wide pixels.

The cumulative effect of these factors (d.e. a positional
uncertaiaty interpreted as a cumulative 4image spread) méy be
estimated by their addition in quadrature (Worswick, 1986). Three

cases are coansidered.
(i) 0.25 arcsec slit

With a narrow slit (0.25 arcsec is equivalent to 4.4 um on
the detectpr) the resolution is dominated by the optics and
tﬁe;saM§iiﬁg by the pixels. Assumiqg that the image spread
dde to7aberratidns is in the réhgé.IO—ZO um, an estimate for
Jtﬁe; guhdlétiVe image ISPread is 1.1 to 1.3 pixels (11.8—

13f9»A);i
(ii) 1 aresec slit

7Thg ihaée'épread die to the slit is closely matched Eo the
size of a CCD pixel.. Assuming again that the image spread
due to abetratidns is din . the range 10-20 um, then the
‘eétimate fér the cdmulativé image spread is l.4 to 1.6 pixels

(15.0=17.1 R).
(1ii) Z*afCSEC-sli@

‘The resolution is now dominated by the slit width (2 arcsec
ié equivalent to 35.2 pum on the detector). The estihate for
the cumulative image spread is 1.9 to 2.0 pixels (20.3-
21.4 R).

Relating the figures for the estimated image spreads to ones of
FWHMs is not straightforward because of the way in which images are
sampled by the CCD pixels. The pixels are net discrete sampling
points and so the results can be expected to differ from what one
might first expect from Nyquist sampling (i.e. FWHM = 2 pixels). A
comparison between the estimated image spreads. and the measured

FWHMs does however allow the following points to be made.
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(1) the optical resclution (i.e. that with a narrow slit) is in
good agreement with that expected.

(i1) the overall variation of resolution with slit width, and the
actual resolution for a given slit width, is consisteat with

that expected of the system.

7.7.2 Data Reduction Software Development

The data reduction software was initially developed on the Durham
Starlink vAX 11/750 (Parry, 1986). Converting the code to run on a
Perkin Elmer computer required much effort for the following

reasons:

(i) the VAX and Perkin Elmer maphines handle bulk data (in this

- case CCD image files) -in different ways.

(1) the Durham VAX is equipped with an ARGS display system
© _whereas the LPO Perkin Elmer uses a Lexidata which requires

~different driver software,

(iii) the Perkin Elmer does not provide any general purpose
V méthematical_éubroutine libraries (as available on thg VAX)
~which ﬁéant“thét the curve fitting routines to extract the
spectra had to be written specially for the Perkin Elmer

machine.

Soﬁe of this work was undertaken during several visits to the RGO
whilé FOS was still being constructed. However, the bulk of the
work had to be done duting commissioding on La Palma because a
Lexidata was not available on the Perkin Elmer at the RGO. This

work was the responsibility of I R Parry, A Purvis and R S Ellis.

Experience gained through observing and obtaining real astronomical
data proved useful in highlighting those areas of the reduction
package to benefit from Asome development and refinement of the
software. For example, the facilities for wavelength calibrating a

spectrum plotted on the Lexidata, and identifying the wavelength of
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features of iptereSt with the cursor, were developed in this way as
thedir importaﬁdg for speeding up the on-line analysis of the data
became appafent. - It was found that the ability to do immediate
wavelength calibratibns of features seen in faint object spectra
facilitated 1line identification and tHereby helped in determining

their redsghift.

The software was developed further and debugged during
commissioning truns in December 1984 and May 1985, after which the
package was released to the La Palma software team for common-user

support.

7.7.3 Observations

FOS~ first commissioning run on the INT was used extensively to
investigate its instrumental peirformance and the nature of spectra
6btained from a Wide'diVérsity of objects, rather than to embark on
anyg_one individual programme of research. To this end, the

commissioning period was used:

(i) to observe standards from which the throughput could be

determined.

(11) to compile a catalogue of spectra, both stellar and
eitragalaptic;' for qiassificétioﬁ purposes and comparison
wifh Future observations. | :

Bright objects yielding high S/N were attempted first in order to

investigate the nature of features sampled at low résolution, and

the ease of line identification. Fainter objécts, more demanding
of good sky subtraction, were then attempted, the aim being to
determine the S/N, and hence the integration time fdr -a given
magnitude, necessary to enable classification and/or redshift
determination for differeat types of objects. During the course of
commissioning, observations were made in each of F0S” different
operating modes (i.e. slit type) in order to assess how to make

best use of the instrument.
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In an attempt .to catagorize the types of objects investigated

during commissioning, a few examples from the observing log are

given below,

(1) calibration standards

Several standard stars were observed in order that FOS” throughput

could be determined. Amongst these were:

VMa 2

Wolf 1346
LDS 7498
-GD;}AOI
GD 190 -

(i1) classification. work

FOS” wide spectral coverage makes it ideally suited for

classification work, both stellar and extragalactic.

(i) stellar

(a)

spectral classification

Faintiistafs can be classifieﬂ'_from _studies of their
continuﬁm (i.e. colour), and their-atomic and molecular
absorption features. "AFACatalogue covering spectral
classification type was compiled to provide a basis for
comparison.with future observations. Examples of those

objects studied are listed below togethér with their

spectral type.

NGC 6664 F B3 IV
NGC 6664 M B9 V
NGC 6664 A AO 1V
NGC 6791 15 F2 1V
NGC 6791 20 GO Vv
NGC 6791 1 K5 ITI
Wolf 1040 M5 V
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(i1)

(b) planetary nebulae

The planetary NGC 7027 was observed, its well defined
emission line features beilng a wuseful check of FO0S”

wavelength calibration.,

extragalactic

FOS” primary function 1s to .obtain spectra of faint
extragalactic soﬁrces, both for classification purposes and
redshift determination.  Normal galaxies and active galactic
nuclei (e.g. radio-sources, QSOs, Seyferts) .were observed.

Examples are given below.
(a) normal galaxies

NGC 5813
Abell 655
0658+49
J1836.10RC

(b) active galactic nuclei (radio-sources, QS0s and

Seyferts)

3¢390.3
PKS2128-12
4C16.49
3C345
3380
0Q172
3C454
4C14.27
4C53.24
1012+008
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(iii) unidentified objects

FOS is well suited to the investigation of unusual, faint,
previously unidentified objects, providing an efficient means
of classification and thus allowing the observer to assess
whether to pursue follow-up observations. During the course
of commissioning, three objects selected by N Reid (RGO) and

designated “funny faint red things” were observed.
FFRT 16h #21
FFRT .22h #30

FFRT 22h #29

Detailed resilts from a_few.selected examples will be presented. in

Chapter 8.
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CHAPTER 8
RESULTS

8.1 Introduction

With the aid of selected examples from the commissioning period, this
tchapter alms to show the nature of spectra obtained with FOS from a

vafiéty of objects. The main objectives are:

(1) to_illustrate how FOS” wide wavelength coverage can be used for

classification work.

’(Li) _to show the types of faint extragalactlc obJects for. which a

redshlft can ‘most ea511y be obtalned

(iii) to show the limiting magnitudes for which a redshift can be
determined fof;different types of objects in a given exposure

time.

(i?) ' to highllght the problems of reducing and asse331ng ‘the data

from the instrument.

Some“ new redshift measufements are included, these in . particular
1llustrating the dlfflculties whlch can’ be encountered in reduc1ng and
asse531ng the data from an object whose 31gnal is comparable to that

Erom the sky background

" Finally, spectra of Comet Halley obtained in Decehber 1984 are

presented.

8.2 The Qbservations

Details of the relevant observations are listed in Table 8.1.
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Table 8.1 OBSERVATIONS

FIGURE DATE OBJECT VISUAL SEEING EXPOSURE
MAGNITUDE (arcsec) (seconds)

8.2 5 585 GD- 140 12.50 (a) 1.2 20

8.3 18 7 84 BL Lac 14.50 (b) 1.1 300

8.4 20 7 84 NGC 6664 F 10.97 (c) 0.8 10

8.5 20 7 84 NGC 6664 A 10.61 (¢) 0.8 3

8.6 20 7 84 NGC 6791 15 15.95 (d) 0.8 400

8.7 20 7 84 NGC 6791 20 15.02 (4d) 0.8 160

8.8 20 7 84 NGC 6791 1 13.35 (d) 0.8 20

8.9 18 7 84 Wolf 1040 14,5 (e) 1.1 60

8.10 21 7 84 FFRT 22h #29 - 1.1 500

8.11 20 7 84 VB 10 18.9 (£f) 0.8 400

8.12 19° 7 84 NGC 5813 12.0 (g) 1.2 300

8.13 16 5 85 J1836.10RCa 21 (h) 1.5 3 x 1000

8f14 18 7 84 PKSZIZS—lZ 15498 (1) 1.1 800

8415 19 7 84 3C380 16.8 (3) 1.l 600

8.16 5 5 85 4C53.24 17.90 (k) 1.2 1000

8.17 .22 7 84 3C454 18.47 (j) 0.9 2 x 1000

8.18 27 12 84 4C14.27 19.5 (§) 1.0 2 x 1000

8.19 19 7 84 4C16.49 18.47 (1) 1.2 2 x 1000

8..20 27 12 84 Comet Halley 20 (m) 2.4 5 x 1000

(a) - Oke (1974) o

. (b) .~ Hewitt and Burbridge. (1980).

(c) - Arp (1958)

(d) -~ Kinman (1965)

(e) - Woolley et al., (1970)

(£) - Liebert et al. (1978)

(g) - Sulentic and Tifft (1973) _

(h) - estimated visual magnitude (INT Cassegrain TV acquisition
system)

(i) - Craiue (1977)

(j) - laing et al. (1983)

(k) - Walsh and Carswell (1982)

(1) - Mittou et al. (1977) -

(m) =~ estimated visual magnitude (INT Cassegrain TV acquisition
system) .

Note - ©Exposure times shown as n x 1000 seconds indicate that n

consecutive exposures of 1000 seconds were taken.
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8.3 Data Reduction

Most of the data presented in this chapter were partially reduced on-
line at La Palma during observing. At that time, however, the software
was still being developed and the practice of fully reducing the data to
give hard-copy, wavelength calibrated plots had not become routine. All
these data were therefore subsequently reduced on the Durham Starlink

VAX 750.

The programmes to reduce the data on the VAX are similar to those used
at the telescope but are written to work within the Starlink VAX VMS
environment and with the VAX"s ARGS display (Parry, 1986)°

The procedure used to redice the data, similar to that described in

Chapter 7, is outlined below.
(i) extraction and sky subtfaction

The first stéps of the reduction procedure are to extract the.curyed
objéct+sky and sky spectra from the raw 2-D CCD‘imége, and straighten
the data by:ﬁépping_the curvatute with a high order polynonial derived
from pre-determined coefficients stored in a set of standérd cﬁrvéture
files. The sky spectrum is then subtracted from the object%éky data.

Two methods were used:

(a) using a programme called EXTRICATE (the VAX equivalent of the
- programméAEXTRiC:descrIbed;in Chaptef'7) whiéh'autOmétically
searches for the object “and sky signals and extracts them.

The data ate then straightened and sky-subtracted to yield

the object spectrum.

(b) using the programmes TRIM and ARGSEXT. This method requires
that the user defines the object+sky and sky_hindows from the
ARGS display after which the data are extracted and sky-

subtracted.

A typical spectrum of the La Palma night sky (obtained in a 1000 seconds
exposure during “grey time” in May 1985) is shown in Figure 8.1. The
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spectrum is highly structured, comprising in addition to the coutinuum,
a number of emission lines, and bands of OH emission in the near

infrared (Broadfoot and Kendall, 1968).

As will be seen later, it is the degree to which these emission features
can be removed from the data that determines the limiting magnitude for

faint object spectroscopy with FOS.
(ii) flux calibration and atmospheric absorption corrections

The programme ATABS was _used to remove the effect of atmosbheric

absorption bands from the data and to apply a flux calibration.

The most significant atmospheric absorption features are seen in first
order in ‘the wavelength region 6800 to 10000 A; there is no significant
atmospheric absorption in second order. The correction for atmospheric

absorption is therefore applicable oﬁly'tbrfirst order spectra.

The absorption bands are removed using the- (non—-fluxed) first order,
sky-sibtracted spectrum of an otherwise featureless object. The object
needs to be featureless only ian the wavelength region where the
- atmospheric absorpti@n features are seen; féétures found outsidg this
fegion are 1lgnored. ATA&S automatically accounts for the colour
dependence of the featureless object”s spectrum sézthat this does not

affect the finalvresult'fﬁarry, 1986) .

Observations of'bright3’intrinsfcally featureless ‘objects, usually white
dwarfs, were therefore made at regular intervals during commissioning.
Two examples of these (non—fluxed) spectra (GD140, a white dwarf, and BL
Lac) in which the various afmospheric absorption 1lines are identified
(Allen, 1973) are shown in Figures 8.2 and 8.3. BL Lac (the prototype
of the BL Lacertae class of objects) is an elliptical galaxy with a

bright nucleus, known for its featureless continuum.

Flux calibration uses a default calibration file held on the VAX,
derived from an observation of a standard star (VMa 2) of known flux

distribution.
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(iii) spectrum plotting and wavelength calibration.

Wavelength calibrated plots of the spectra were produced using the
programme SPECPLOT. This enables the user to select the wavelength
range over which the spectrum is to be plotted and to add an object
descriptor. A hard-copy plot of the data may then be obtained using a
PRINT command.
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8.4 Stellar Spectra and Stellar Classification

Stars can be classified from studies of their continuum (i.e. colour),

and their atomic and;molecular absorption features. Stars covering a

wide spectral clasSification were observed in order to compile a series

of spectra for comparison with future observations.

Figures 8.4 to 8.9 show a sequence of 6 stelldr spectra. The object

names and their spectral type are listed in Table 8.2:

Table 8.2 FOS STELLAR SPECTRA - STELLAR CLASSIFICATION

Figure 8.4 NGC 6664 T B3 1V
Figure 8.5 NGC 6664 A A0 TV
Figure 8.6 NGC 6791 15 F2 1V
Figure 8.7 NGC 6791 20 GO Vv
Figure‘8;8 NGC 6791 1 K5 ILT

Figure 8.9 Wolf 1040 M5 Vv

The following points can be made.

(1)

(id)

(iii)

FOS~ wide spectral ‘coverage allows one to see the change in
continuum siope from early to late-type stars particularly well.

Note ‘the change from the blue continuum of the B star through to

- the red continuum of the M star.

The characteristically increasing strength of -the Hydrogen-alpha

line (6563 A) from the early-type B star, to its maximum
strength in the A0 star, and its decfeasing strength in the

later-type F and G stérs is clearly evident,

Molecular bands, characteristic of late-type stars, are clearly
evident from the wide absorption features seen in the spectra of

the K and M stars.

Note that in most of the spectra, the atmospheric absorption 07 A-band

has not been fully removed by the data reduction. This is because the

data were reduced using the spectrum of a featureless object which was
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observed on a different night to that of the stars. The lesson to be
learnt is that it is important to observe a featureless object For the
purposes of removing these bands which is as close as possible, both in
terms of its position on the sky aund at the time at which it is

observed, to the main object of interest.

These stellar spectra proved to be useful in later observations aimed at
determining the nature of faint, previously unidentified extragalactic
candidates. Figure 8.10 shows the spectrum of an object selected for
observation, and designated a “Funny Faint Red Thing” (FFRT 22h #29), by

N Reid (RGO). The exposure time was 500 seconds.

The object 1s clearly very red but its spectrum contains molécular
absorption bands similar to those seen in the two late-type stéfs{ énd
thus appears to be from a lbw-luminOSity late M dwarf."for éomparison,
the épectrjm‘of VB LO (a typiéal low-luminosity star), obtained with a
400 seconds’ exposure, is shown in Figure 8.11. Many features seeh in
FFRT 22h #29°s spectrum are also clearly evident in that of VB 10, and
are -also seén in the spectra of other similar low-luminosity M stars

(see for example: Liebert et al., 1978; Liebert et al., 1984).

No further time was spent observing FFRT 22h #29 when it was found to be
an M star. During the course of commnissioning, several other previously
unidentified objects, including objects thought to be members of faint

galaxy clusters, were also found to be faint M stars.

FOS”- -wide -wavelength coverage -makes - it a wuseful dinstrument for
classification work; and on-line data reduction eunabling a spectrum to
be produced immediately after dn observation has been made can prevent

valuable telescope time from being wasted.

- 173 -



Relotive Flux

Relative Flux

HGCBB64 F

W "
N

w Wh ”W"“F‘WMWM W | |

i L M’W

WAYELEMGTH (A)
Figure 8.4

NGCS6584 A

M
s | “‘W‘Wf“‘]ﬂ”mﬂu‘%mﬂ ]
| i

WAVELEHGTH (A)
Figure 8.5



Flux

Relative Flux

285

1E8

2E6

1E6

1.5E6

SES

PR N IR N S SR S R R IR )
5300 2000 7000 8000 2000 10000

§ 1 1 ] 1 L 4 (i i f i 1 I } I i I ! I 1 § i 1 i
|||||||||||||||||||||||

P Y U Y [ S U NS S GO SR ES SR SO SO

Figure 8 . 6

MGCe721 20

4 Il t ) " ‘ 4 $ % 4 L FTRUUIN R U NN JUUUUU SIS SUUUSIN NUUIUNUN SUIN S i
lllllllllllllllll T T l ¥ L A} L

WAYELENMGTH (A)

Figure 8.7



Relative Flux

Relative Flux

w
LJ
D

2E5
|

1E6
e

© A———t——+ e ——+— po—p——t——— ——t
) 1 i 2 ! o : ! I 1 s L '| . 1 ' ! ' ' .
5000 6000 7000 8000 9000 10000
WAVELEHGTH (A)
Figure 8.8
Wolf 1040

I T T T T T = —r T T T r.i‘
I~
o _
| h\%JHmeHP I

| X Ti0

NalD
10
o .
7S]
N | |
i qj, ] Ti0
Ti0
il !
T10

o fl ) } I { i i § L = f I } 1 } I ] i ; § I %44
. PR S S U PSR I B T
5000 5000 7000 20040 9000 10000

WAVELENGTH (A)
Figure 8.9



Relative Flux

Relative Flux

4£7

FFRT 22h #20

T T T

_1

TE6
!

- L
L o md

: s 5 1 i 1 1 X L | 1 i 1 a | 1 i i | L f f X

7000 8000 0000 10000
WAVELENGTH (A)
Figure 8.10

vB 10

1E8
}
1
1

8E7

Nal

PO U VAU SN R WS SN SUUN W S S SO SR WU SN S SR ST SO S

7000 8000 9000 10000

WAVELENGTH (A)
Flgure 8.11



8.5 Extragalactic Spectra

FOS 1is primarily intended for obtaining the spectra of faint
extragalactic sources, both for classification puiposes and redshift

determination.

Spectra of mnormal galaxies and active galactic nuclei (AGN) are

preseinted in the following sections.

8.5.1 Normal Galaxies

Figure 8.12 shows first and second order spectra of NGC 5813 (my =
12.0), obtained with a 300 seconds exposure. NalD (5893 A) and
MgIb (5174 A) absorption lines, and Ti0 molecular bands that are

attribuﬁable to late—Eype stars, can be identified.

The :sec0nd order  spectrum -is plotted in analogue-to-digital
cbnversioh (ADU)vcounts'(after-sky subttraction), it.e. it has not

been fluxed: 1 ADU corresponds to 1 detected photo-electron.

NGC 5813 is a relatiQély b?igh@ object for FOS, but it is already
clear that weak absbrption;feQEUres will be difficult to identify
until tﬁe (sky—subtracted) cdntinuum.S/N is good. Data obtained
froh‘A31836.10Rca, a féfpé‘f(mv ~ Zi) galaxy clusferv member,

illustrates this point particularly well.

’Three-tonsecutive~L000 seconds expOsdfes were taken'dufing “dark
time” in May 1985. Figupe 8.13 shows the data at successive stages

of reduction.

Figures 8.13a and 8.13b show the object+sky and sky spectra from
the first of these exposures. It is immediately clear that the
signal counts from J1836.10RCa"s continudm are comparable in number
to those from the sky continuum. Tdentifying features which are
attributable to the object will depend on how successfully the sky,
and in particular the sky OH emission bands, can be removed from

the data.
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The resultant d@ta after sky subtraction, and then after flux
calibration, are shown in Figures 8.13¢ and 8;l3&, Although the
general form of thé objéct;é continuum is fairly clear, and there
is at least some suggestion of a G-band, the S/N is not really

adequate to identify other absorption features with any certainty.

It is also clear that the object”s sky-subtracted contionuum is
contaminated with “spikes”, particularly at wavelengths greater
than 7000 A. These are residuals arising from the subtraction of
the night sky OH emission bands, but in general they are too large
to be attfibutable to the shot nolse alone. Careful examination of
the data réyeals that they mbétly occur at the tramsitions between
the14night sky continuum and the sky emission lines.  This 1s
{llustrated in ﬁigﬁrés 8.13e and 8.13f, Figure 8.13e shows the
objecthky “and  sky ,Séeéﬁtﬁmf:couhts (recorded in one pizel wide
windows) over the wavelength range B8500-9000 A. Figure 8.13
sﬁpﬁs ‘the result of ,subtraqting these :datal . Note the features
marked A,B,C aner‘whith are all coincident with continuum~line

transitions in the night sky spectrum.

The effect is. Acfributable to poor - low-level charge transfer
efficiency in this particular CCD, arisiﬁgvbecause of a. threshold
at the ianterface between the chip”s imaging .area and its output
register (see Chapter 5). The. charge stealing at the threshold,
and .the :esultaﬁt charge 'smearing, resuitgf in the precise
wavelengths dt which thebsky iines appear‘in the object+sky and sky
data_ b\é_,i,ngf“slfigh,t__ly d:if_fsaren't,,ke' This misalignment gives- rise to the
observed residuals when‘these data are subseqﬁently sky-subtracted.
An extreme case of this is séen in Figures 8.13e and 8.13f at the
leading edge of the sky line at 8630 A. Note that the red end of
the spectrum is read out first so that the smearing is towards the

blue.

Returning to J1836.10RCa, Figures 8.13g and 8.13h show the
improvement in S§/N gaiﬁed by adding the data from a furthér two
1000 seconds exposures. The_spectta were added together after each
individual spectrum had been sky-subtracted; but before flux

calibration. G-band (4304 A), MgIb (5174 A) and H-beta (4861 R)
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identifications are proposed, giving a redshift for J1836.10RCa of
0.275.

It is clear from: this example that weak absorption features only
become recognizable when thelr widths distinguish them -from the
general pixel to pigei noise. It is also clear that the
identification of weak absorption features will be difficult until

the (sky-subtracted) cbntinuum S/N is good.

Redshift determinations for faint galéxy cluster members without
strong emission 1lines will therefore rely primarily on the
,idéntification of strqng absorption features such as G-band and
CaIl K and H (laboratory wavele'ﬁgths 4304 R, 3933 A and 3968 A
respectively) when these are vpédshifted sufficiently so as  to
éppeaﬁ in FOS"fifét.order (CaIl K wiil appear ‘in first order at
SOQO:Aiwhen z = 0.27). .
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8.5.2 Active Galéctic;Nuclei

The spectra of;aétive galactic nuclei are generally characterized
by the presence of strong emission line features upon a background
continuum. One woqld therefore expect the classification of this
family of objects  to be easier than for absorption line objects
since, even Ffor faint objects with a low S/N (sky-subtracted)
continuum, the ‘emission features should stand out above the

continuum.

The first two examples to be presented are relatively bright
objects for FOS. Both were obtained early 1in the First
commissioning run and given long exposures in order to obtain a

high S/N,

Figure 8.14 shows the spectrum of PKS2128-12, a Seyfert I object
(my = 15.985 z = 0.501, Craine, 1977), obtained with an 800 seconds

exposure on the Eirst night of commissioning.

A Seyfert galaxy is classed as a spiral galaxy which has a bright
cbmpaét nucleus and an emission line spectrum. SeyfertS>-ér¢

grouped into two categories:

(i) Type I ~ .broad wings on the permitted lines and narrow

forbidden lines.
(1i1) Type II = mnarrow excitation and forbidden lines.

PKSZIZS—IZ;s‘spect:um clearly shows H-alpha (6563 A), BH-beta (4861
R), H-gamma (4340 A) and [OITI] (4959 and 5007 A) emission. The
broad wings on the permitted hydrogen lines are consistent with the
object”s Seyfert I classification. H-delta (4102 A), [OII] (3727
R), [NeITI1] (3869 R) and [NeV] (3426 AR) identifications are also
proposed, these being consistent with a redshift z = 0.501l. The
absorption features at 7600 and 9370 A aré residuals of the

atmospheric absorption.

Figure 8.15 shows the spectrum of 3C380 (1828+487) obtained with a
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600 seconds exposure. 3C380 (my = 16,81, z = 0.691) is classed as
a QSO (Laing et dl., 1983). H-beta (4861 A), H-gamma (4340 R), H-
delta (4102 A), [OI1L] (4959 and 5007 A), [0IL] (3727 R), [Nelll]
(3869 A) and [Nev] (3426 A) emission are identified at wavelengths
consistent with the object”s previously measured redshift. Note

that H-alpha is redshifted beyond FOS” wavelength coverage.

Relatively bright (i.e. my < 17) objects with strong emission line
features are thus easily classified with FOS. In these cases, the
counts from the object are relatively large in number compared to
those from the sky. As fainter objects are observed, the counts
from the sky become comparable, and eventually greater, in number
to those from the object and so good sky subtraction again becomes

;important.

Figure 8.16 éhoWs the spectrum of 4C53.24 (1213+538), a my = i7.9
QSO (Hewitt and Burbridge, 1980), obtained with a 1000 seconds
exposure duting “bright time” in May 1985.

Walsh and CarSwéil,(1982) have reported a redsﬁfffiz = 1.065 for
4C53.24 basédyép'identifications of [CITLI] (1909 R) seen at 3938 A
and MgII (2798 A) seenlat 5793 A. The FOS spéctrum'coqfirms this,
with MgIT clearly visible at 5790 A, and H-gamma (4346'A) seen at
8970 A. fti-delta (4102 A), [OII] (3727 A), [NeIT1] (3869 and 3968
A) and [Neb} (3346 and 3426 A):idéhtificatioqs are élsb_proposed,

these appearing at wavelengths consistent with z = 1.065.

Note that the continuum S/N 1is obviously less ‘than . in the two
previous AGN spectra, and residuals from the subtraction of the
night sky are beginning to appear. This becomes even more evident

in the next example.

Figure 8.17 shows the spectrum of the fainter (m, = 18.47) QSO
3C454 (2249+185) with redshift z = 1.757 (Laing et al., 1983).
This spectrum was obtained by adding the data from two 1000 seconds
exposures. MgII (2798 AR) and [CIII} (1909 A) emission are
identified (these being consistent with the object”s previously
measured redshift), but the lower continuum S/N is now making it

difficult to identify weaker features with any certainty.
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The objects discussed so far all have previously measured
redshifts. It is obviodsly fairly straightforward to identify
features when one has a good idea of what features to look for, and
where., A more useful test of FOS, therefore, is to attempt to
interpret the sﬁectra from faint objeéts with unknown or

unconfirmed redshifts.

The remaining AGN spectra to be presented are of faint, identified
radio sources, selected for observation from a compilation of
optical identifications’of bright radio sources at 178 MHz (Laing
et al., 1983). The first object, the candidate for the central
core of the radio source 4Cl4,27, does not have a previously
measﬁred redshift. 1In the case of the second object, the candidate
for fhe cenpraiﬂcore of 4C16,A9, a provisioﬁal redshift has been
reported by Mitton et al. (1977), but FOS data contradicts their

result.

The radio source 4C14.27 (0832+143) is thought to be associated
with a m, = 19.5 galaxy (Laing et al., 1983). From its apparent
magnitude, Laing et al. ha?e estimated the galaxy”s redshift to be
~ 0.31. FOS spectra of this object were obtained with two 1000
seconds exposures. The data, as outlined below, are shown at

successive stages of reduction in Figure 8.18.

Figure 8.18a non-fluxed sky-subttracted spectrum obtained from
the first exposure.

Figure 8.18b sky spectrum from the first exposure.

Figure 8.18c non-fluxed sky-subtracted spectrum obtained from
the second exposure. '

Figure 8.18d sky spectrum from the second exposure.

Figure 8.18e fluxed sky-subtracted spectrum from the first
exposure.

Figure 8.18f fluxed sky-subtracted spectrum from the second
exposure.

Figure 8.18g non-fluxed sky-subtracted spectrum obtained by
adding the data from the first and second
exposures, after sky subtraction, but before flux
calibration. '

Figure 8.18h fluxed spectrum of Figure 8.18g.
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Examination- of the non—fluxed sky—subtrac:ed "spectrum and {its
correspondihg sky spectfum obtained Erom each'exposure reVeais that
the sigﬁal-couﬁts-from the object”s continuum are comparable in
number to those from the sky continuum. Residdals'of the uight sky

OH emission bands are also evident.

Moving on to the fully reduced spectrum (Figure 8.18h); although
the redshift of this object is not known, note the three emission
features seen at 9140 A, 6970 A and 6770 A. These could well be
H-alpha. (6563 A), [OIIT] (5007 A) and H-beta (4861 A), which will
all appear at these wavelengths in the spectrum of an object having
a redshift z ~ 0.4. The preseace of severdl other emission lines
seen at 6900 A, 6040 A and 5190 A and their éssociatibn with
[0IIT] (4959 R), H-gamwa (4340 A) and [OII] (3727 A) confirms this
hypofhesis,. and ‘tbgether these idEntificationslvyiéld a precise
redshift z = 0.392.

Note that the same recognizable pattern of H-alpha, [OII1I] and H-
beta lines also occurs .in the spectrum of PKSZI28—12_(Figure 8.14),

_buﬁ at a sligﬁtly greater redshift z = 0.501.

It is now interesting to examine the fluxed sky-sﬁbtracted spectra
obtained from the iﬂdividual 1000 seconds expoSu;eS’(Figures 8.18e
an& 8}18f). The spectrum from the first eprsure cleérly reveals
the H¥alpha, [OI1X] (5007 A) and H-beta féatures, the suggestion
being that a redshift could have been obtained from this spectrum
alone; ‘Note~~how Hfalphaf'fs still seen*iélearly amongst the
continuum hoiée which becomes increasingly significant at
wavelengths greater than 8400 A due to the residuals from the sky
OH emission bands. The H-alpha emission feature is also séen in
the spectrum from the second exposure, and although [OITI] canvalsb
be seen, H-beta is not obvious. H-beta actually appears (at this
redshift) close to the atmospheric 0y B-band and is to a certain

extent obscured by this,
The presence of several easily recognizable emission features

within this object”s spectrum therefore makes the redshift

intefpretation quite straightforward. H-alpha, the two [OIII]
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lines and H-beta will appear together in FO0S” first order for
redshifts up to z ~ 0.5. As will be seen in the next example, it
is much more difficulﬁ to determine a redshift when there are-only
one or two features within a spectrum which can be associétéd with

known emission lines.

The second example, the candidate for the central core of the radio
source 4C16.49 (1732+160), is thought to be associated with an I8th
mdgnitude stellar-like object (Laing et al., 1983). This 1is
virtually confirmed as a QSO because of its strong ultraviolet
continuum (Wills and Wills, 1976). From its apparent magnitude
Laing et al. (1983) have estimated the redshift to be ~ 1.0.
Mitton et al. (1977) have obtaiﬁéd a spectrum-bf the object and
report the marginal detection of two emission lines at 4500 A and
5480 A. They identify these features with CIV'(1549 A) and [CIII]
(1909 A) from which they deduce a redshift z = 1.88, but conclude

fufther observations to be essential.

FOS specﬁra of the object were obtained with two 1000 seconds
exposures. The object was found to be fainter than m, = 18.4 as
reported by Mitton et al. (1977), its visual magnitude being
estimated at my, ~ 19.5 from the Cassegrain TV acquisition syst:ém°

The data, as outlined below, are shown in Figure 8.19.

Figure 8.19a mnon-fluxed sky-subtracted spectrtum obtained from
the first exposure. | '

Figure 8.19b fluxed spectrum of Figure 8.19a.

Figure 8.19c mnon-fluxed sky¥$ubtractedv spectrum obtained from
the second expésqre.

Figure 8.19d fluxed spectrum of Figure 8.19c.

Figure 8.19¢ non-fluxed sky-subtracted spectrum obtained by
adding the data from the two exppsureé, after sky
subtraction, but beéefore flux éalibration,

Figure 8.19f fluxed spectrum of Figure 8.19%e.
Examination of the final spectrum (Figure 8.19e) shows a broad

emission feature centred around 6450 A. The tentative association

of this feature with MgILIl (2798 A) yields a redéhiﬁt z = 1.31.
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Ideally, one would 1like to be able to identify other features
within the spectrum to support the proposed redshift. The only
other feature of any significance 1is that seen at 8600 A which
could be [0LL] (3727 A), this being consistent with the proposed
redshift z = 1.31.

The emission line reported by Mitton et al. (1977) at 5480 A 1is
not evident, and their redshift of 1.88 would not result in any
well known emission features appearing arvound 6450 A. Thelr non-
detection of the feature is somewhat surprising and may point to an

unusual variability in the spectrum of this object.

More observations are essential to establish the redshift of this
object with more certainty. In particular, a longer exposure to
obtain a higher S/N is necessary if the proposed identification of
[OII] is to be confirmed. Identifications of weaker emlssion
features are also desirable, i.e. possibly [NeV] (3346 A, 3426 A),
[NeITL] (3968 A).

The ease with which a redshift can be determined from a low S/N

spectrum therefore depends on how many features are visible.

' Spectra similar to that of 4Cl4.27 are obviously -easier to

interpret than those like 4C16.49"s with only one broad feature.

From the examples of active galactic nuclei spectra presented
above, it is clear that FOS is well suited to the classification of
objects with strong emission line features. In particular, FOS~
wide wavelength coverage provides good probability for finding
characteristic 1lines for these objects over a wide redshift

spectrum.
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8.6 Comet Halley

Comet Halley, during its recent apparition, was first detected on the
16th October 1982 by D C Jewitt and G E Danielson using a Texas
Instruments 800 x 800 pixel CCD on the 200 inch Hale Telescope at
Palomar. At that time, and at a distance of 1600 million Kms (10.7 AU)
from the Earth, P/Halley (1982i) was estimated to have a visual

~magnitude my = 24.

During FOS™ second commissioning period in December 1984, 13 months
before P/Halley”s perihelion passage, an attempt was made to obtain a
spectrum from which it was hoped that any activity from the comet might
be identified, in particular molecular emission lines, attributable to
the development of a gas coma. At this time the comét‘ had a
heliocentric distance r = 5.3 AU, and from itS'appearanCe‘oh}the INT'S
TV acquisition system, was estimated to have a visual magnituﬁe fainter

than m, = 20.

Five 1000 seconds exposures were taken on the night of 27/28th December
1984 for which the weather conditions were poor, the seeing being

estimated from the TV system at 2.4 arcsec.

The resultant non-fluxed sky-subtracted spectra and their corresponding
sky spectra obtained from the five exposures are shown in Figures 8.20a
to 8.20e. It is immediately clear that the spectra are of low S/N and

polluted with sky-subtraction residuals.

In order to improve the S/N, the data from the five exposures were added
together. The resulting non=~fluxed sky-subtracted spectrum is shown in
Figure 8.20f. The presence of residuals from the sky subtraction are

now even more apparent.

Figure 8.20g shows the spectrum after flux calibration. It shows a
reflected solar continuum. On first examination, it was.thoughtrthat
the emission line seen at 6300 A could be 4dattributed to A[OI], thus
providing some evidence for the presence of a gas coma. However, more
careful inspection of the raw data revealed this to be the result-of a

cosmic ray event detected during the fourth exposure (Figure 8.20d). In
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fact, no emission features (lines or bands) arising from the comet have

been positively identified.

The FOS data confirms the results of others who also attempted to obtain

an early spectrum of Comet Halley.

Spectra obtained on the F L Whipple Observatory 4.5m Multiple-~Mirror
Telescépe (MMT), the Kitt Peak National Observatory (KPNO) 4m telescope
and the McDonald Observatory 2.7m telescope between September 1984 and
April 1985 have been repérted in the International Halley Watch (IHW)
Newsletter No. 7 (Wyckoff and Wehinger, 1985). Spectra obtained before
1985 are all reported to show only a reflected solar continuum. The
first evidence of a gas conma was found by Wyckoff et al. (1985) on the
17th February 1985 when CN (3883 A) emission was observed using a
photon—counting intensified reticon detector on the 4.5m MMT. H Spinrad
'is reported to have detected [0I] (6300 A) emission at the same time

ﬁsing'the KPNO 4m telescope.
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8.7 Discussion and Conclusions

FOS” wide wavelength coverage and its high throughput clearly make it a
useful instrument for classification work and for deﬁérmining the
redshifts of faint extragalactic objects. It is worthwhile summariziﬁg
the types of objects which are most suited for investigation, and making
some estimate of the limiting magnitudes for théée objects for a given

exposure time.

FOS”~ low dispersion makes 1t most applicable to objects with strong
features. Weak features with widths less than 10-15 A will not be seen
edsily until the continqmﬂwslN (after sky subtraction) is gOOdYBECa@Se
of the difficulty of distinguishing real featureé ffom_pixel to}pixel
noise., 'Broad emission line  active galactic nuclei (radio galaxies,
QSOs; fdr exémple), and galaxies with strong'dbgofptipnffeatufés (e.g.

G-band, CAIIl K and H), are thus appropriate targets.

Absorption line objects will generally require a higher continuun S/N to
determine a “redshift compateé to emission line objects. Emission
features,‘ because they stand out above a: noisy, SRy—subtracted
continuim, are easier to see than absorption features which, unless they

are stroung, tend to be hidden amongst the continuum noise.

Results obtained during commissioning suggest that sufficient S/N to

determine a redshift can be obtained in a 1000 seconds exposure for:

(1) most objects with strong emission features (e.g. H-alpha, [OI;I]
and H-beta, MgII) which are brighter than m, = 19.5.

(i1) objects with strong absorption features (e.g. G-baad, Call K and
H) which are brighter than my = 19.

Exposures longer than 1000 seconds will generally be necessary to obtain
a redshift from objects fainter than m, = 19.5, although the limiting

magnitude obviously depends on the number of visible features and their

strengths.

FOS” limiting magnitude is in fact largely dictated by sky subtraction
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problems., Spectra from objects fainter than m, = 18 become increasingly
polluted with residuals of the night sky emission 1lines and in
particular the OH emission bands present at wavelengths greater than
6800 A. The problem arises because of poor charge transfer efficiency
at low signal levels in this particular CCD, causing the sky emission
lines within the object+sky and sky spectra to be smeared by slightly
different amounts. Subsequent sky subtraction leaves “spikes” within
the data which mask weak features and therefore hinder the

interpretatioun.

So far 1little has been said about FOS” second order; indeed only one
second order spectrum has been presented, that being from a bright (m, =
12) galaxy. FOS™ second order responsivity is low compared to that of
its first order (see Chapter 7, Figure 7.6), and so for the fainter
objects observed during commissioning, there was insufficient signal to
make the reduction of the data worthwhile. It should be noted, however,
that there are features which could be seen in second order which would
prove useful identifications for redshift determination (e.g. Call K and
H for low (z < 0.25) redshift galaxies). FOS would therefore benefit
from having a blue sensitive CCD, particularly since there are fewer

problems with sky subtraction at wavelengths less than 6800 A.
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CHAPTER 9
CONCLUSIONS

9.1 Introduction

The last chapter of this thesis summarizes the achievewents of the 2.5m
Faint Object Spectrograph, examines the limitations of the instrument,
and assesses where progress is likely to be ‘made in the future . with

regard to instrumentation for faint object spectroscopy.

9.2 The 2.5m Faint Object Spectrograph

The 'development of the .2.5m FOS has provided the LPO with a more
‘efficiEnt means of claséifying and determining the redshifts of Faint
extragalactic objects. In terms of its throughput, FO0S is approximatély
2 to 3 times Faster than the INT"s Intermediate Dispersion Spectrograph
working at its lowest résolution and with a similar GEC P8603 CCD

detector.

The spectrograph is most suited to the investigation of broad emission
line objects such as active galactic nuclei and absorption line objects
with strong features (e.g. galaxies with  G-band, CaIl K and H
absorption). Objects with only weak absorption features will generally
require a higher continuum S/N to identify features hidden amoﬁgst the

sky-subtracted continuum pixel to pixel -noise.

In good conditions (~ 1 arcsec seeing), an exposure of 1000 seconds
will usually be sufficieat to obtain an adequate S/N for determining a
redshift to m, = 19.5 for emission line objects and m, = 19 for

absorption line objects.

In order to illustrate the types and diversity of research programmés to
which FOS has been applied since it became a common—-user instfument,
Table 9.1 lists the PATT (Panel for the Allocation of Teiescopé Time)
allocations over the period May 1985 to January 1987 for which the use

of FOS has been requested;



Table 9.1 REQUESTS FOR FOS - MAY 1985 TO JANUARY 1987 PATT ALLOCATIONS

- Space distribution of radio quasars oVéfvlarge,ranges“bf 1qg Prad
and redéhift-(Kéﬁgeft, Leiden - 4 séparafe;oﬁsérQiﬁg'tunsj;

- Low resolition SpéctroSCOPy of a complete sample of IRAS galaxies
(Ro&an—Robinsoﬁ,'Lawrence, Que - 3 sepdrate obsérvingvruns)a

- Composition of lérge planetary nebulae (Mampaso; IAC) . :

- Filaments in the large scale structure of the universe (Smith,
Sussex) .

- Spectra of globular clusters and other galaxies (Martinez, IAC).

- Physical studies of the interstellar medium‘(Alyatez, IAC) .

- Search for hidden energy in quasér spectra (Beckman; TIAC) .

- Prdbing Seyfert I nuclei over a large wa?glehg;h regidn‘(Prieto,
Vilgﬁa). ' ; _ o '

- Optical>identifiCation cddteut of the Eridanqsvbeép-X—féy'Survey
(Mu:din, RGO) & |

- Redshifﬁs of "1 Jansky” radio sources (Allington-Smith, UCL).

- A new search for primaeval galaxies (Eliis, Durham).

- Faint active-galaxy populaLions from the IRAS deép fields (Keel,
Leidenj. _ ‘

- Horizontal branch stars in globular clusters (Mocoroa, IAC).

- Supergiants towards the ‘galactic centre (Prieto, IAC).

- Détection of dust discs rodnd Vega type stars (Lazaro, IAC).

- Further studies of coﬁling flows in nearby and distant galaxies
(Fabian, Cambridge)-. 7

- ’Velocity‘structure of supérnova ejecta in Cassiopeia A (Winkler,

. -Cambridge).
- Spectroscbpic study of quasars (Kidger, IAC).
- Simultaneous optical and infrared emission line observations of

bright low redshift quasars (Yates, Edinburgh).
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9.3 Limitations of the System

The main limitation of FOS is currently its particular CCD. There are

two reasons for this;

(1)

(i1)

it has a threshold problem which gives rise to poor charge
transfer efficiency at low signal levels. This results in
severe smearing of emission line features (including night sky
lines) which, in cases where the object signal 1is small 1in
comparison to the sky background, leaves sky residuals in a sky-

subtracted spectrum.

the (thick) GEC .CCD has hoor blue response which means that in

many cases, FOS” second order is largely wasted.

Solutions to each of these problems warrant discussion.

(1)

(ii)

A temporary solution to .the threshold problem "would be to
install a preflash facility within the spectrograph camera to
brovide a backgfound bias charge as discussed in Chapter 5.
However, besidgs‘the fact that this woudld increase the readout
noise, it would also present some practical problems. This is
due to the difficulty of installing a system within the
spectrdgraph camera to provide uniform illumination at the CCD.
The best solution would be to have a diffuse source of
illumination at the centre of the camera  hirrpr. -Some
modifications to the camera would clearly be necessary. The
longerv term solution to the threshold problem is ﬁb find a

better chip.

There are two ways in which the blue response of the CCD could

be improved:

(a) fluorescent coating of the GEC CCD. This would improve the
blue response of the System, increasing the CCD’é‘RQE to
~ 12% between 400 and 500 om, but would not significantly
affect its responsivity at wavelengths greater than- 500 nm

(see Chapter 5, Figure 5.1).
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(b) installing a different, thinned, type of CCD. RCA”s
achievements with their thinned CCDs (see for example:
Thorne ét al., 1986a) demonstrate how a suitable device
could inctease the blue responsivity to '3-5 times- that
attainable from a coated GEC chipn Installing a . different
chip would of course necessitate remaking the CCD support

block and modifying the electrical connections to the chip.

The argument in favour of using a better GEC chip 1is that it would
require no hardware modifications to FOS, although re-focussing would be
necessary. Against this is the lower improvement t6 the blue
respoqsivity of the system compared to that expectedhfrom a thinned CCb,
and the not inSignifiCant problem of findingla suitable-chip¢ The most
variable aspects. of GEC CcCDs are tCheir low level chargé transfer
éfficiency andvtheir‘COSmetic quality. What is required, therefépe, is
a chip which, -assuming it to be typicél with regard to its quantum
efficiency and readout noise characteristics, satisfies the additional

requirements‘that it:
(i) does not have a threshold.
(ii) is cosmetically acceptable.

However, experience suggests that such chips are_é rarlty -and that the
only way to find a suitable device is to have a large sample_(pefhaps as

many as 10 to 20 chips) to choose from.

In an attempt to find a solution to the problem, the RGO, in October
1986, initiated an exercise designed to find several high quality
astronomical-grade GEC CCDs for the LPO. Briefly, a contract was placed
with EEV, the distributor of GEC CCDs, for 10 devices. EEV agreed to
supply chips in batches of 10 from which the RGO wquld be allowqd to
make a final selection and return those devices deemed Unsuitable,vthis
process being repeated wuntil 10 acceptable dévices were found. A
statistical assessmeﬁt of the exercise is somewhat difficult, howevér,
since of the first 18 chips to be tested, 3 were produced on EEV s new
P8603 CCD production line at Chelmsford, while thexréﬁainihg chips were

among the last to be produced at GEC’s Hirst Research Centre. Beariﬁg
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this in mind:

(1) of the 3 EEV produQed chips:
- all were found to have good low-level charge transfer
efficiency.
- 2 chips were found to be cosmetically excellent, each chip
having only 2 small trap defects.
- the third chip was found to possess 6 traps and a number of

partial column defects in the lower half of the array.

(i1)  of the 15 GEC produced chips:
- 7 were fouad to be good with respect to CTE, the others
exhibiting some smearing-of cosmic ray events.
- only 4 chips could be_deemed to be cosmétidally acceptable,

but still inferior overall to the EEV produced chips.

.Although this exercise is still to be completed, the initial conclusions
are that there is a high probability that good quality GEC CChs will be

available in the future from EEV.
The altetrnative of using a different type of CCD has two maln drawbacks:

(i) the hardware modifications required inside the spectrograph

camera.

(ii) a thinned, low readout noise CCD is not currently available,
although it 1is hoped that Tektronix and GEC will become new

sources of supply in the future.

The announcement by Tektronix of their intention to make thinned, state-
of-the-art CCDs (Blouke et al., 1985) has generated much interest within
the astronomical community. However, like other manufacturers in the
past, Tektronix have experieunced production difficulties and as yet only
a few chips have become available. Few details .are known of the
performance of these chips. Furthermore, one can expect that there will
be some initial variation in the characteristics of the Tektronix CCD as

the processing of the chips is refined.
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GEC™s programme to develop a thinned, back-illuminated version of thelr
standard P8600 series CCD is a result of a contract placed in 1984 at
the joint instigation of the RGO and the AAOQ. The project has been
funded to cover an investigation of thinning techniques and the
production of 12 working devices. Although some work is still to be
done, it 1is hoped that the first prototype chips will be available for
testing in late 1987.

Thus, although the availability of high quality, astronomical-grade CCDs
is still far from satisfactory, efforts are underway to overcome the
situation, and there is already some encouragement in the fact that the

first GEC chips to be'p;OducedAat EEV appear to be very good.

9.4 Future Developments

It is worth assessing where progress is likely to be made in the future
in the development of instrumentation to increase the efficiency of

faint object spectroscopy.
(i) ~optical efficiency of spectrograph systems

It would appear that there is little that can be done to increase the
optical efficiency of épectrograph systems. FO0S” design, as discussed
in- Chapter 1, has a minimum of optical surfaces which is the important

factor in achieving high throughput dver a wide spectral range.
(ii) CCD detectors

There is clearly still some room for improvement in the performance of
CCD detectors. In terms of increasing observing efficiency, the
important parameter of a CCD is its RQE. Increases of the order of 1 to
2 times (in the wavelength range 350-1100 nm) are being predicted for
the future through advances in CCD thinning technologies (see for
example: Janesick et al., 1984, Janesick et al., 1985, Janesick et al.,

1986) .
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(1i1) mwmulti-object spectroscopy

The most significant gains in observing efficiency are undoubtedly thpse
to be made by the development of multi-object spectroscopy techniqués.
The ability to recdfd the spectra of many objects simultaneously has the
potential for increasing observing efficiency by many times Ehat which
could ever be achieved by the development of better CCDs, perhaps by 2

to 3 orders of magnitude.

Techniques for obtaining spectral information from more than one object

ih a siqgle exposure have ?een in existence for some time (Parry, 1986):
(1) slitless spectroscopy

S(ii) | nér;éwfbénd imaging

(iii) iong—slit spectroscopy

'HowéQer, current interest is focussed upon the development of multislit
devices and fibre optic feeds to provide conventional spectrographs with
a multi-object cépability° These can yield tens of spectra at a time,
thus offériﬁg considerable gains in observing efficiency, and hence

equivalent savings in telescope time.

Multislit devices make use of an aperture plate, placed at the focal
plane of the télescope, with precisely engineered slits that allow the
light from--the objects to enter the ~spectrograph (see for example:

Butcher, i982).

The use of fibre optic feeds for multi-object spectroscopy is now well
establishéd (Hill et al., 1980; Tubbs et al., 1982; Gray, 1983; Lund and
Enard, 1983; Powell, 1983). Optical fibres positioned in the focal
plane of the telescope, usually via a pre-drilled aperture plate, are
fed to the entrance aperture of a spectrdgraph where they are arraanged

adjacent to each other in a line so as to form a pseudo slit.

The relative merits of multislit and fibre optic multi-object

spectroscopy have been discussed in detail by Parry (1986). Examples of
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systems presently in use or under development are given below:

(1)

(ii)

(iii)

(iv)

(v)

the AAT"s fibre optic coupled aperture plate (FOCAP) system
(Gray, 1986) .which counsists of 50 fibres feeding from the
Cassegrain focus to the slit of the RGO-AAT spectrograph.

AUTOFIB (Parry and Gray, 1986), an automated Eibre optic coupler
for the AAT to position 64 fibres in the field.

the Steward Observatory”s MX spectrograph, an automated fibre
optic coupler for positioning 32 fibres. (Hill et al., 1982;
Hill and Lesser, 1986).

LDSS, the Low Dispersion Survey Spectrograph, a multislit
aperture plate spectrograph designed specifically for multi-
objeét, low=resolution spectrescopy, initially on the AAT and

later on the LPO 4.2m telescope (Taylor, 1983).

a fibre optic coupler (40 fibres) for the 1.2m UK Schmidt
telescope (Watson, 1986).

9.4.1 Multi-Object Spectroscopy with FOS

One of the main objectives in developing FOS was to provide a means
of obtaining redshifts of faint objects in large numbers so that
survey—type work could be pursued more efficiently. The next step
to achieving this goal was clearly to provide FOS with a milti-

object capability.

FOS has a usable field of 3 by 4 arcmin which is well suited to
multi-object work in small clustered fields. Following initial
discussions in 1983 between R A E Fosbury (RGO), R S Ellis (Durham)
and D W Gellatly (RGO), a multislit unit was designed to replace

the conventional slit assembly within the IDS.
The unit was designed in detail by D W Gellatly and constructed at

the RGO during 1984-1985 (Ellis et al., 1986). It consists of 10

slit slides which move adjacent to each other in a direction normal
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to the slits themselves. BEach slit is 16 arcsec long and has a
fixed width of 1;5 arcsec. The centre to centre spacing between
the slit slideé is 23 arcsec i.e. there is a dead space of 7 arcsec
between each slit. The slits need to be manually set to pre-
determined positions using an XY coradograph before the unit is
installed wiEhin‘thé IDS. A GG495 field-lens is required to filter

out the second order and to prevent vignetting across the field,

The unit was commissioned on the INT in November 1985 and

successfully used to observe faint clusters in February 1986.

An automated version of the multislit unit is currently being
deQeloped in Durham which will allow the slitlgts to be configured
‘remotely from ‘the observer”s console, thereby obviating the
necessity for the unit to be removed from the IDS and reconfigured

for each observation (Breare et al., 1986b) .

_9.5‘ 4.2m WHT Faint Object .Spectrograph

.The success_of the INT FOS has encouraged the construction of -a similar
‘instrument for the f/11 Céésegrain focus of the LPO 4.2m William
'Hgtsghél Telescope (wﬁT); the project again being a collaboration
between the University of Durham and the RCO, and involving the author

~~ in its development.

The 4:2m FOS is scheduled for commissioning in the latter half of 1987.
Its function will be basically the same .as that of the 2.5m FO0S, i.e.
fo:  classification and fedshift determination of the faintest of
astronomicdl targets. However, the greater collecting area of the 4.2m
mirror will in principle allow observations to approximatély one
mégnitude deeper than those achievable with the 2.5m FOS fof a given

S/N.
The overall optical design is similar to that of the 2.5m FOS, producing

two cross—dispersed orders covering the wavelength range 350'f6 1050 nm,

and with a first order dispersion of 400 A/mm.
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The original intentioun was to install a thinned Tektronix CCD of 512 by
512 pixels whicﬁ, with its énticipated blue reépousivity, should enable
the seﬁond ordef‘speétrﬁm to be used to better effect than in the 2.5m
FOS. However, Beéausé of the uncertainty in the availability of the
Tektronix CCD, it is now planned to install a coated GEC CCD ﬁntil such

time that it can be replaced with a Tektronix chip.

The camera assembly is designed to fit beneath the WHT s intermediate
dispersion spectrograph, ISIS, in order that it can use I51S” slit and
calibration facilities in the same way as the 2.5m FOS ‘uses those in the
IDS. A folding-flat mirror is not necessary, however, since there is
sufficient rtoom at Cassegrain for the instrument to work im a “straight—

‘through” position.

The WHT;S Caséegrain spectrogrdaphs have been designed with multi-object
work in mind.v ISIS™ slit éssembly_ is "to :be modular, enabling the
lnsertion of a coaventional slit aund dekker slidé, a manually-preset

multislit unit, or a fibre optic feed.

The CCD camera is to be one of the new generation of CCD controllers
currently being developed for the WHT as a collaboration bgtween the RGO
and Dwingeloo in the Netherlands (Bregman and Waltham, 1986). A local
microprocessor controller to allow remote focussing of théiCCD is also
being developed which will be very similar to the one designed for the

2.5m FOS.
9.6 _Summary. L

The Faint Object Spectrograph is an important addition to the Isaac
Newton Telescope”s instrumentation. Its high throughput and wide
spectral coverage promise to serve the community well in those filelds
which depend upon the classification of the spectra Eroh the faintest of

astronomical objects.

The central problems in cosmology concerning the large scale structure
of the universe, its age and its evolution are among those areas in
which FOS can undoubtedly play an important role. Looking through the

PATT allocations outlined earlier in this chapter, it is interesting to
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see that the instrument is already being used to tackle these and

related problems.

FOS can also be regarded as a success in terms of its development as a
collaboration between the University of Durham and the RGO. The project
has involved many people, both at Durham and the RGO, with specialist
intereéts in astronomy, optics, mechanical design, electronics and
software. Further vindication of the project”s success comes from the
fact that a similar instrument is being constructed for the LPO 4.2m
telescope, and that it is again being organized as a collaboration

between the University of Durham and the RGO.
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INTERFACE UNIT FOR THE CAMAC CONTROL MODULE
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INTERFACE UNIT FOR CAMERA DATA
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