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ABSTRACT

The present day digital computing resources are overburdened by the
amount of calculation necessary for power system dynamic simulation. Although
the hardware has improved significantly, the expansion of the interconnected
systems, and the requirement for more detailed models with frequent solutions
have increased the need for simulating these systems in real time. To achieve
this, more effort has been devoted to developing and improving the application
of numerical methods and computational techniques such as sparsity-directed

approaches and network decomposition to power system dynamic studies.

This project is a modest contribution towards solving this problem. It
consists of applying a very efficient sparsity technique to the power system

dynamic simulator under a wide range of events.

The method used was first developed by Zollenkopf 7. Following the
structure of the linear equations related to power system dynamic ‘simulator
models, the original algorithm which was conceived for scalar calculation has
been modified to use sets of 2 % 2 sub-matrices for both the dynamic and

algebraic equations.

The realisation of real-time simulators also requires the simplification
of the power systemm models and the adoption of a few assumptions such
as neglecting short time constants. Most of the network components are
simulated. The generating units include synchronous generators and their local
controllers, and the simulated network is composed of transmission lines and
transformers with tap-changing and phase-shifting, non-linear static loads, shunt
compensators and simplified protection. The simulator is capable of handling
some of the severe events which occur in power systems such as islanding,

island re-synchronisation and generator start-up and shut-down.



To avoid the stiffness problem and ensure the numerical stability of the
system at long time steps at a reasonable accuracy, the implicit trapezoidal rule
is used for discretising the dynamic equations. The algebraisation of differential
equations requires an iterative process. Also the non-linear network models are
generally better solved by the Newton-Raphson iterative method which has an
efficient quadratic rate of convergence. This has favoured the adoption of the
simultaneous technique over the classical partitioned method. In this case the
algebraised differential equations and the non-linear static equations are solved

as one set of algebraic equations.

Another way of speeding-up centralised simulators is the adoption of
distributed techniques. In this case the simulated networks are subdivided
into areas which are computed by a multi-task machine (Perkin Elmer PE
3230). A coordinating subprogram is necessary to synchronise and control the
computation of the different areas, and perform the overall solution of the

system.

In addition to this decomposed algorithm the developed technique is also
implemented in the parallel simulator running on the Array Processor FPS 5205
attached to a Perkin Elmer PE 3230 minicomputer, and a centralised version
run on the host computer. Testing these simulators on three networks under
a range of events would allow for the assessment of the algorithm and the
selection of the best candidate hardware structure to be used as a dedicated

machine to support the dynamic simulator.

The results obtained from this dynamic simulator are very impressive.
Great speed-up is realised, stable solutions under very severe events are obtained
showing the robustness of the system, and accurate long-term results are
obtained. Therefore, the present simulator provides a realistic test bed to the
Energy Management System. It can also Be used for other purposes such as

operator training.
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CHAPTER 1

INTRODUCTION

1.1 POWER SYSTEM DEVELOPMENT

The discovery of electromagnetic induction in the early 1800s gave birth
to the electricity industry which has grown to occupy a key place in the social

and economical life of developed nations.

The first station to generate public dc electricity of 30 KW for lighting
started functioning in 1882. Right from its beginning, the electricity industry
faced the problem of load/generation imbalance. By 1890 Tesla invented the
polyphase ac motors and conceived a polyphase power system. The alternating
system was then adopted as a standard because of its advantages over the
dc system. Electrical power started being used for other purposes with the
invention of the motor. More current was needed to meet this demand which
posed the problem of unacceptable voltage drops. The solution to this problem
was either to use short transmission lines or transport the electrical energy at
a higher voltage. This gave rise to transformers and the further expansion
of electrical systems. The necessity for standardising the frequency became

apparent. Europe standardised its frequency on 50 Hz and United States on
60 Hz.

The increasing demand over the years obliged the utilities to transmit
the power at higher voltages. With the variety of voltage levels the utilities
standardised on certain voltage norms for each stage of the power systems
hierarchy. These norms may vary from country to another. The voltage at
the generation level varies from 480 V to 25 KV but only a few voltages

within this range are normal values. To minimise the voltage drops electrical
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energy is transported at voltages ranging from 115 KV up to 765 KV with line
capacities ranging from 100 MVA to more than 4000 MVA. Subtransmission
lines, which are shorter than the transmission lines, serve as an intermediary
between transmission and distribution. Some bulk loads such as large industrial
factories are often supplied at this voltage level. The network voltages continue

stepping down to the consumer’s voltage level (240 V in UK).

The high cost of generation facilities encourages inter-area and intercon-
tinental connections. As power and interconnection levels increase, the role of
stability as an operating factor increases. It frequently becomes necessary to
solve larger systems, with increased detail of modelling, over longer response
times. The occurrence of drastic disturbances such as the USA 1965 black-
out also encouraged the utilities to modernise their energy control centres by
using powerful computers to gather more power system information, sophisti-
cated algorithms to achieve real-time calculations and to undertake new research

projects.

1.2 HARDWARE AND SOFTWARE FOR SIMULATION

During the past two decades advances on power system studies have
been made on three fronts: software improvements, new analytical tools, and
applications of new computer hardware 2. Development of one of these areas
only may not be very adequate because these three problems are inter-linked.

Sophisticated software may not perform well on poor hardware and vice-versa.

In recent years development of the hardware technology has significantly
reduced computer prices. This has favoured the development of special-purpose
machines which are either fully dedicated to one single problem or a class of
problems. The first category includes the multi-microprocessors which are used
for one particular application. The second includes Vector or Array Processors
which are very efficient in solving matrix and long vector operations. Therefore,
these machines are not fully dedicated to one specific area such as power systems,
but can be applied in any domain which exhibits the characteristics required

for the efficient use of Array Processors. The availability of such powerful
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computation favoured the development of fast numerical methods which can
exploit the advantages offered by both the hardware and the problem to be

solved.

At the same time the complexity of interconnected power systems has
increased with the expansion of power systems and the utilities expectations of
efficient real-time control systems. The aim of realising a real-time comprehen-
sive integrated power controller, including all the necessary details related to
all aspects of a large power system, is far beyond the capabilities of today’s
computers and algorithms. At present many assumptions are accepted for the
sake of getting approximate results, which are realistic enough to ensure reliable

and secure power supply.

This has motivated research to break down the control problem into
individual topics such as economic dispatch, security assessment, and so on.
Specialising on one of these areas would surely help in developing special
tecﬁniques which would suit the characteristics of the different problems. The
new algorithms are first investigated and developed off-line and then need to
be tested on-line. Testing such algorithms on real power systems is infeasible.
This has produced a necessity for the simulation of power systems over a long

period.

1.2.1 Definition of simulation
Mathematically, two things are considered as similar if they can be

mapped together in such away to preserve only certain relations (not necessarily

all).

Man’s progress in science and technology is actually related to his success
in the use of analogy and simulation by observing the natural world around him.
For instance, a plane is a simulation of a bird, a submarine is a mechanical

copy of a fish, a computer is a simulation of human intellect.

The simulation of a system, a phenomena, or an object is achieved

through an approximate model. This model can be either physical ie. a
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miniature of the object of simulation 00

, or mathematical. The mathematical
model represents the object of simulation and its functions analytically using
sets of equations and data which can be manipulated by classical methods using

calculators, or computers ¢

. Today, with the wide spread of computers, digital
techniques are becoming the main tool of simulation. Using mathematical
models, highly complicated systems coupled together can be condensed and

simulated realistically over a wide range of conditions.

1.2.2 Development of the hardware
A survey on the different generations of computers has been presented

by Hockney and Jesshope in reference 58, and Hwang in reference 61.

The first commercially produced computer UNIVAC1 appeared in 1951.
Since then the technological development of the hardware components together
with the exploitation of parallelism at all levels of the computer architecture
resulted in powerful computers. Comparing the number of instructions per sec-
ond of the EDSAC1 (1950) and Cray 1 (1975) a total performance improvement
of 10%, of which only about a factor of 160 can be attributed to improvements
in technology, has been achieved over the time of about 25 years 5%,

Babbage has pioneered many of the basic ideas of computing in his work
on the difference and analytical engines over a 100 years ago %%. The idea of
improving the performance of a machine by using parallelism had occurred to

him when he invented the analytical engine.

Early computers (EDSAC, UNIVAC1) performed an arithmetic operation
on two 32 bit numbers bit by bit (bit serial). To reduce the time taken to
perform such operations from 32 machine cycles to one cycle this calculation
was performed in parallel (bit parallel). This necessitated the possibility of
reading all the bits of a word in parallel. Such computers are described as
word-serial bit-parallel processors. The first commercial computer with parallel
arithmetic was the IBM 701. The IBM 704 was the first machine to use

hardware floating-point arithmetic units (1955).



The IO was a problem for the machines of that time. Data reading and
writing had to pass through a register in the arithmetic unit thus preventing
the machine from performing useful calculations at the same time. This was
alleviated by using a separate computer to transfer data to or from the slow
peripherals (card readers, magnetic tapes, line printers) and the main memory

of the computer. This can be considered as an early multiprocessing.

ATLAS (1961) was the first machine to use a complex multiprogramming
operating system. This system has also made early use of dividing the memory
into independent banks which can be accessed simultaneously in one cycle
(parallelism in memory). This has made possible the use of pipelining by
overlapping the following steps: instruction fetching, addressing, operand fetching

and arithmetic operation.

In order to efficiently exploit pipelining and parallel features such as
multiple arithmetic units, registers and memories it was necessary to look
ahead in the instruction stream and determine the instructions which can be
performed in parallel without affecting the logic of the program. This enabled

the potential parallel instructions to be carried out in an optimal way.

The slow memory access has initiated the implementation of cache memory
as an intermediary storage between the main memory and the arithmetic
registers. The machine which has used this facility together with the use of
two separate pipelined arithmetic units (a floating-point unit and an integer
addressing unit) and a pipelining instruction processing was the IBM 360/95
which appeared on the market in 1971.

The first commercially successful special-purpose pipelined vector proces-
sor was Cray 1. This computer has achieved measured rates of 130 Mflops on

suitable problems such as matrix multiplication.
A relatively inexpensive range of special-purpose computers which involved

parallelism arose in 1973. These machines use multiple processing units  which

process arrays of data and are referred to as Array Processors. This name
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does not imply that these computers include arrays of processors but it is
derived from their function. Among these machines are those of Floating-
Point Systems (FPS) which include multiple processing units interconnected
by a number of data buses. These machines are attached to host computers
which can be minicomputers or main-frames and perform 38 bit floating-point
arithmetic calculation in separate pipelined multiplication and addition units,
and 16 bit counting and address calculation in an independent integer arithmetic
unit. Three memories for data, tables, and program, and two pads of registers
are provided with multiple paths between each memory and each arithmetic
unit. These machines are highly cost effective and may enable calculations

which are prohibitively expensive to become feasible at reasonable prices.

Prior to the early 1960’s, nearly all power system analysis was performed
on network analysers, which were special-purpose analog computers designed
to perform static network solutions of bulk power systems 2. These analysers
became inefficient when power systems started expanding rapidly. The invention
of digital computers and their availability provided an ideal solution to the power

system analysis problem.

The computers of the late 1950’s and early 1960’s are probably best
characterised by the IBM 704. These machines were widely used by the larger
utilities for engineering computation, despite the slow computation time for
large problems such as transient stability. Still these digital methods gained
wide acceptance and ushered in a new age in engineering computation 2.

Since then both the computer capability and the complexity of power
systems have spectacularly expanded. During the mid 1970’s the power systems
in the USA expanded by a factor of four whereas the computers capability
expanded by a factor of five 2. Researchers expected these computers to solve
this size of networks without difficulty. However, all the signs were to the
contrary. This clearly shows that the relationship between the network size and
the computer power is not linear. More emphasis has subsequently been placed

on the development of both hardware and software (including algorithms) as

complementary tools.



Software costs are rising while hardware continues to go down in price.
This favours the development of special fast hardware to solve a particular
problem. The algorithms and the hardware structure should be carefully
matched otherwise no great benefit from special-purpose computers can be
gained 2. At the same time one should consider the rapid change of both
numerical methods and the electronic devices. Therefore, before starting any of
these projects care should be taken in investigating the possibility of expanding
the machines to be developed and replacing the algorithms, if necessary, without

sacrificing the performance of the hardware.

The Array Processors are relatively inexpensive, thus efficient algorithms,
operating on cheap hardware, can produce a cost/performance that is very
attractive. Therefore, these machines can be considered as the first competitors
with the special-purpose multi-microprocessors; especially, if the flexibility of
the Array Processors and their potential use in many areas are taken into

consideration.

1.2.3 Development of the software -

As a counterpart to the development of special-purpose hardware, the
development of special—pﬁrpose software languages has received the attention of
researchers. To take advantage of the rapid changes in computing resources
and their architecture, special-purpose simulation languages such as the one
developed at the University of Durham by Sterling et al.!% are widely used.
This is capable of running on a wide range of machines and can support a
variety of solution algorithms necessary for diverse power system problems. At
present the language supports IBM PC’s and MOTOROLA 68020 transputers
and can generate code in languages such as FORTRAN and C 195, This
approach uses special techniques to evaluate various mathematical functions
such as derivatives, integrations, matrix manipulation etc. Keyhani 7® has also
used a similar simulation language. This has enabled the author to develop a
very flexible simulator which can serve many purposes such as teaching, and

support various models and computational techniques.



Most power system simulations require the inversion of very large sparse
matrices. Using general-purpose sparsity techniques at each iteration can be
very expensive. In order to solve this problem efficiently, without sacrificing
the accuracy and the stability of the system, intensive research has concen-
trated on investigating algorithms which can provide fast and reliable solutions
1,23,37,66,82,111,113,117  Gommercial packages have been developed and put at

the disposition of the user.

1.3 UTILISATION OF SIMULATORS

Theoretically any physical object or phenomena can be simulated. How-
ever it is not always possible to provide the necessary data. Analytical simulators
can be applied in many areas such as medicine, defence, etc. Each of these

areas is in itself very wide.

Power system simulators came into existence with the expansion of power
systems and the desire for developing adequate Energy Management Systems
(EMS) to be used in control centres to monitor system operation under normal
and emergency conditions. To satisfy such requirements simulators must be
able to analyse the stability of a system and its ability to sustain a disturbance
such as the loss of a line or a generator and yet provide the required energy

at a low cost.

Power system modelling reflects the influence of the different components
of the power system on stability at different stages of the response. The
ultimate aim of any research in this field is the representation of all these
components in great detail leading to an ideal simulator. However, because
of the complexity of power systems and the phenomena which occur in them
it became convenient to recognise three distinct areas or modes of disturbance
called short-, mid-, and long-term, covering post disturbance times of up to
10 seconds, 5 minutes, and 20 minutes, respectively. The typical time steps

of interest are 0.1 to 0.2 seconds for short-term and 1 second or longer for



mid- and long-term studies. Another classification which denotes the short-
term problem “transient stability”, while anything longer is termed “dynamic

stability”, is now also being used.

The simulation of electrical power systems can also be used for other

purposes such as planning and design.

1.3.1 Transient stability studies
Transient stability studies emphasise the rapidly responding components

of electrical power systems.

Real-time instability detection for a general power system is rather an
unsolved problem at present. And yet what is really needed is faster than
real-time determination of instability, which is even more difficult 87. This
would allow for the detection of the problem in advance so that preventive

measures can be taken to prevent the propagation of the disturbance.

Transient stability is characterised by angular swings between synchronous
machines resulting from temporary imbalances such as short circuits. Therefore,
it can be said that the generator models are the nucleus of the short-term

simulation

1.3.2 Dynamic simulation

For many years transient stability simulations over a period of approx-
imately one second were the norm. Then many system analysts realised the
necessity to examine longer term phenomena 2 to analyse the cascading effect
and develop a better understanding of the factors which contribute to this
problem, although the unpredictability of these consequential events is a seri-
ous problem. Cascading can be defined as a sequence of failures and outages
of important power system elements such as generating units and customer
loads caused by a severe initial disturbance which has not been damped. This
analysis necessitates the consideration of slower components which have a more

pronounced effect over longer periods.



The dynamic simulation models are more concerned with representing
the slow oscillatory system power balance (mid- and long-term components),
assuming that the rapid electrical transients have damped out. Thus dynamic
simulations are widely used to analyse system behaviour caused by active
power imbalance and the subsequent frequency excursions. The simulation of
voltage regulators and controllers such as AVRs, transformer tap-changing, and
compensators allows also the use of dynamic simulations in VAr problems and

the resulting voltage transients such as voltage collapse.

When systems are assumed to include slow transients and steady state
only, this problem can be solved at the expense of some accuracy, and more
than real-time speed-up can be achieved provided efficient hardware and skilful
software are available. This inaccuracy has two sources: the simplified system
models and the associated data, and the solution methods. Nevertheless, it
should be noted that the results obtained from such studies should be acceptable
and realistic. With the development of fast algorithms and better computational
resources it is hoped that more details (fast models) can be included in these

simulators. This perspective has been reported in references 108, and 44.

1.3.3 Planning and design

Simulators can be applied efficiently in planning and design. The use
of approximate simulators for planning is accepted by most utilities, because
developing detailed simulators, which require small time steps and long run
periods, necessitates enormous computer cost. Therefore, a long-term simulator
would easily serve this purpose. Whereas plant design usually requires a
thorough modelling of the equipment under consideration. Therefore, great
detail and very accurate data are needed. This may necessitate the simulation

of the element under consideration only.

Planning includes the extension of existing systems to meet the increasing
load, improvement of existing plants and so on. This can be either physically-
oriented e.g. introducing new plants and considering emerging concerns such as

emission control, or related to the development of power systems control. In
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this case new disciplines may be required to improve the performance of control

centres. The use of simulators for EMS is the subject of the next subsection.

If the predicting tasks such as unit commitment and load prediction can
be considered as a planning aspect of power systems operation, this area can

be subdivided into three categories:

(1) The long-term class which includes the development of the actual power
system either by modifying the existing plants or by constructing new

ones. This has a time scale of 6 months to 10 years 102

or perhaps
longer.

(2) The mid-term planning includes system maintenance which can last from
one week to a few months.

(3) The short-term category includes plant ordering, load prediction etc. This

period varies from a few minutes to a few hours.

The role of the simulator in this case is to provide a test bed for these
developments and predictions so that a choice can be made from the available

alternatives.

Design is mainly concerned with the development of new equipment to

ensure a better performance of the power system.

1.3.4 Energy Management Systems

The occurrence of dramatic blackouts is rare. However, because of their
drastic economical and social consequences, the utilities and energy companies
are concentrating a lot of effort and investment to prevent such events. Owing
to the increased demand for more sophisticated real-time automatic control in
normal, emergency and restorative states, and to the necessity of improving
the handling of traditional concerns such as economic dispatch, and security
assessment, a further growth in complexity of power system analysis and control
has occurred. Better algorithms and more powerful computers are needed to

meet these requirements. The direct on-line application of the EMS packages is
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not advisable. The simulator provides a realistic means for testing the efficiency

of such new algorithms before applying them to real power systems.

1.3.5 Operator training and teaching

With the improvement in the reliability of power systems it is becoming
more and more difficult to gain operating skills and expertise. This is because of
the rarity of severe incidents. The severity of the blackouts made the utilities
realise the need for improved operator training. The most efficient way of
training operators is the creation of artificial operational environments by using
simulators. This provides the trainees with the necessary training opportunities
ranging from small disturbances to major events such as islanding, loss of
generation and load, blackouts etc. This alternative is realistic since the use
of actual power systems to create such operating problems is not desirable®!.
It is also more economical than the creation of actual physical breakdowns on
miniature systems, because the occurrence of these incidents often results in
material damage. The main advantages of training simulators over other means

of instruction are:

(1) The capability of accelerating and expanding the experience of the oper-
ator in a short span of time.

(2) Presenting the operator with different responses to various contingencies
by using scenarios of events.

(3) The ability to analyse the system response with the help of the instructor.
Therefore, the results of the simulator should be realistic otherwise the
trainee may learn incorrect procedures.

(4) Provides trainees with the opportunity of training on their own systems

otherwise they may not be able to operate their real systems efficiently.

For these reasons most of the utilities have developed training simulators

to help the trainee develop his operational decision making expertise.

The training simulator consists of three fundamental parts:

- 12 -



(1) A power system simulator representing the physical network and the
other operational personnel who interacts with the operator.

(2) The control system which includes security analysis, load frequency control
etc.

(3) The interaction between these two schemes by simulating the gathering
of the data, its processing and transfer from the network to the control

centre and the man-machine interface.

The use of simulators for teaching and training purposes necessitates
advanced interactive graphical displays. For training purposes the man-machine
interface should be an exact replica of that in the control centre 3! since this

is the operator’s real environment.

The simulator should be a faithful representation of real life systems to
provide the trainee with a realistic environment. Some assumptions can be
included in the power system modelling as long as enough information would
be provided. Therefore, since training simulators are meant to teach operation
skills of system restoration after disturbances in a minimum time, preventive
steps if an abnormal state is detected, and emergency operation, most training
simulators are not as detailed as those developed for transient and dynamic
stability studies. Longer sampling intervals varying from 1 to 10 seconds (typical
values of 3 or 5 seconds are usually used) are used for training simulators. Two
distinct time steps can be used %199, A large time step for the discretisation
of the slow dynamics and a shorter time step for the faster models (approximate
transient stability) can be applied. However, if the computer resources available
allow for more detaii, shorter time steps and less simplification of the power

system can be considered.

The authors of reference 97 were able to produce a real-time training
simulator using a single time step of 0.1 second. The machine used for this
study was a Vector Processor. The model used included simplified dynamics
of turbine, governor, exciter and generator electrical and mechanical equations.
The transmission network models included transmission lines, transformers, and

so on. Automatic controls and switching equipment, were also modelled as well
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as different types of protection. With this time step more realistic training can

be achieved since more accurate results can be obtained.

The simulator developed by Lo et al. 7® for teaching purposes offers the
student the opportunity to control and alter the simulated system and assess
the consequences of these alterations. Among the interventions allowed are,
change of the load and generation, voltage level control, optimal generation

scheduling, and contingency and planning studies.

1.4 REVIEW ON SIMULATION

For many years researchers concerned with simulation have concentrated
their efforts on transient stability studies. Mid-term and long-term simulations
are relatively recent developments. In 1965 Concordia presented a paper on

the effect of prime mover speed control on the relatively long-term power swing

55 EPRI is one of the pioneers in long-term stability studies using digital and

hybrid computers 9:27:55,85

70’s.

and started working on this field since the early

With the growth of digital computers and the availability of analog
machines, hybrid simulators have emerged. Excellent results have been obtained
by Ott et al. 8% by using hybrid simulation of the long-term dynamics. However,
the use of analog computers is not flexible. With the enhancement of digital

computers these systems have been abandoned because of their complexity.

The traditional simulation problem was the transient stability, on which
the vast majority of effort and literature have concentrated. One of the best
of this rich literature is the review presented by Stott . Many aspects of
power system modelling such as the discontinuity constraints are presented and
suggestions are given to overcome these problems. Also a good survey on a few
numerical methods which are used for solving the differential and the network

equations is presented together with their merits and implementations.
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Johnson et al. 7 have used a multi-numerical method approach for
power system dynamic studies. A tuneable factor is used to pass from one
method to another according to the time constants and time steps. This
approach adequately overcomes the stiffness problem and greatly reduces the
errors involved. Therefore, this method is efficient for transient stability studies
because of its accuracy which is crucial for the simulation of this power system
operating mode. The drawback of this technique is the instability which can
be caused by the explicit Euler method.

Taoka et al. 110 developed an efficient transient stability simulator.
This simulator was applied to an Array Processor AP-120B hosted by a DEC
VAX-11/780 computer. The authors of this paper reported that they had faced
the problem of memory limitations. The limitations of the memory space for
large networks may be attributed to the fact that the algorithm used require
full matrix operations. In an attempt to overcome this deficiency, to a certain
extent, the authors of this paper used a partitioned method in which a special
technique is used to transformm the nodal admittance matrix of the network.
A performance of about 5 times faster than the single processor simulator
running on the host only was obtained. Real-time simulation was achieved for
small networks with a time step of 10 milliseconds for solving the differential
equations by the modified Euler method. The 103 bus and 60 generator network

execution time was 3 times slower than real-time.

Long-term simulation started gaining popularity when the importance of
longer term phenomena had became apparent because primary disturbances are
sometimes not damped out during the transient period. These can result in
devastating problems such as islanding, loss of generation or loads, and the

blackout of an area or even of the whole system.

Reference 27 proposed long-term stability analysis to determine some
corrective steps which can be used at the system design stage to avoid the
cascading problem in the case of severe power system disturbances. Among

these suggestions:
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(1) Inhibiting the load voltage regulators at the distribution substations when
the frequency and the voltage are low.

(2) Modifying the characteristics of boiler controllers to widen the range of
frequency to which they will respond.

(3) Increase the range of frequency over which power plant auxiliaries will

operate at full capacity.

The first measure showed that less load shedding is required although the
load voltage is no longer regulated to attain constant load voltage. The two
last suggestions had a detrimental effect, since they had rather accelerated the
load shedding instead of establishing the load/generation balance at minimum

cost.

In 1975 Davidson et al. !° presented a survey of major disturbances
and the factors which lead to the propagation of the problem over parts of the
network or over the whole power system. The authors identified that most of
the problems occur during week days between 7 am and 4 pm. The major
initial causes of these events were natural conditions such as strong wind, storms
etc. 80 % of these disturbances occurred initially in the transmission system
because this was the most widespread part of the system and was thus more
exposed to potential problems. However, disturbances caused by human factors
and equipment failure were often the most devastating. Although most of the
initiating events were moderately severe, because of the existence of worsening
factors such as a malfunctioning equipment, most of these events resulted in
both islanding and load shedding and the recovery of the system lasted hours.
Therefore, this reference can be used for establishing realistic scenarios to test

the simulators which are developed.

The work of Hemmaplardh et al. 3> describes a revision of the previous
EPRI long-term simulator. Slow variables such as boiler models are presented
and the numerical methods used are mentioned. The partitioned method is
applied to solve the differential equations and the power flow models separately.
The differential equations are algebraised by using the implicit trapezoidal rule.

The dynamic state variable mismatch is evaluated by the Newton-Raphson
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algorithm. The load-flow is solved using the decoupled method with accelerating

factors.

Only a few physical simulators are available in the world. These are
not widely adopted and most of them are not in use at present '°°. This
is due in part to the space required (only a few dozen busbars can be built)
and the difficulty in designing accurate scale models. Also these simulators
are not as flexible as the numerical simulators. To allow for the simulation
of larger systems, the physical simulators are assisted by computers. In this
case some of the components are represented by mathematical models and
others are represented physically. The Energy Systems Research Centre at the
University of Texas 90 built a three phase scale model which includes Energy
Management System control in order to allow the operator to perceive the
physical concepts of what is represented by only a mathematical model in the
numerical simulators. This simulator is capable of performing stability studies,
operator training, teaching etc. as well as component research. As far as
teaching and operator training is concerned, this simulator may be considered
as a means of giving the trainee the opportunity for real life experience with
blackouts and other disturbances. However, the proposed system is too small
(4 nodes). In a discussion on this reference it has been pointed out that such
a system may not be very efficient for control system research such as state
estimation, security analysis etc. It has also been described as an expensive

and inflexible system.

This physical simulator includes simulated nuclear, fossil and hydro plants.
These plants together with their turbines are represented by dc motors controlled
by a microprocessor. Actual loads such as induction motors and passive loads
are included. The system also includes tap-changing transformers which are
initiated by the SCADA.

Keyhani 7 developed a very flexible multipurpose simulator using the
Speakeasy simulation language, to be employed as a research tool for simulation
studies. This simulator is also a valuable tool for teaching. It includes modules

dealing with many problems such as decoupled load-flow, transient stability
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with different models and so on. The flexibility of this system allows the user
to interact with the simulator and modify or add new power system models,
according to the requirements of the problem to be solved, in the form of
commands. These commands are executed immediately and do not require any

programming effort.

An impressive simulator combining long-term stability analysis with tran-
sient stability has been developed by Stubbe et al. %8, This is achieved
by dynamically varying the time step following the required accuracy. The
method used for this purpose is the implicit multi-step multi-order backward

differentiation Gear technique 46

. A range of 400 time steps varying from 0.0001
seconds to 40 seconds is used. The authors have reported that this simulator
is capable of restoring the system model from a blackout. In a discussion on
reference 109 it has been stated that BPA (Bonneville Power Administration)

has also completed an extensive blackout restoration simulation program.

Another unified transient/mid-term/long-term simulator has been devel-
oped for EPRI by Frowd et al. **. These authors modified the swing equation
by using a flexible artificial damping factor. According to the conditions of
the system the damping can be increased to suppress inter-machine oscillations.
This factor is decreased if the valgorithm has to switch over from long-term to
transient stability to allow for more accuracy if fast swings are detected. The

time step is also adjusted to speed-up the solution.

The results obtained from this study are very promising. Compared to
using the transient stability program as a stand alone package the execution
time was speeded up by a factor of 75% and the difference in the accuracy
of the unified system was small. Although this simulator is faster than the
transient stability program, the timings obtained in tests on a 68 bus network

were slower than real-time.
Susumago et al. %9 have succeeded in developing a well equipped
comprehensive operator training simulator. Details of the power system, the

control system, and the control centre environment are presented. This simulator
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uses a transient stability system for scenario building from breaker openings

following a disturbance. Zhang et al. 115

also used the same approach for
scenario generation. Time steps of 0.25 and 3 seconds are used for solving

dynamic and load-flow models respectively.

In general the solution speed obtained in simulation is very dependent on
the numerical algorithms which have been applied. Many of the mathematical
methods developed for transient stability systems are also convenient for dynamic
simulators. For instance, the presentation of the benefits of the implicit
trapezoidal rule and its stability under a wide range of time steps (solution of

stiff system without problems) 24106

in comparison with the explicit methods
such as Runge-Kutta technique has led to the wide adoption of the former
approach for both transient and dynamic stability 493, The bottleneck of the
solution of large systems is matrix inversion. The following paragraphs present

some of the widely used methods for solving this problem.

The LU decomposition is a well-known and widely used technique for
solving sparse matrices. Many studies have been computed on Array Processors
(mainly AP-120B) 282.84113 A [arge amount of work has been reported on
the use of the sparsity-oriented LU decomposition technique for power flow,

transient stability, and dynamic simulation.

Woo 113 used the LU Gauss elimination to solve a set of sparse linear
equations for reservoir simulation. Reordering is carried out only once for each
network topology and is performed on the host computer. The factorisation
simulation needs to be run once for each solution. This scheme does not involve
too much data transfer since the ordered matrix is evaluated and transferred
only when the network topology changes.

23 uysed the same method as Woo to solve the set of linear

Dodson
equations for load-flow studies (LU triangular decomposition) with a further
improvement. He exploited the 2 * 2 structure of the non zero elements of
the Jacobian matrix. The pivoting which is generally required for numerical

stability has been ignored since it is not necessary. The analysis step (ordering)
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interchanges rows and columns of the matrix to reduce the number of generated
fill-ins. .

Rainbolt ® used the upper triangular sparsity-directed method to simulate
the transient stability of systems ranging from 49 busbars to 1454 busbars. An
Array Processor (AP-120B) was used in parallel with a VAX 11/780 which is
used as a host computer. The simulator running on the host alone was faster
than the parallel simulator for small networks. For the 1454 system the parallel
simulator was only twice as fast as the single processor simulator although
the performance of the Array Processor alone was high. It can be concluded
that the limiting factor was mainly the data communication between the two
machines.

! and Enns et al. 37 have recently proposed a method

Alvarado et al.
which decomposes the inverse of the upper and lower triangular matrices into n
factor matrices. These are partitioned into a number of sparse matrices. The
number of partitioned inverse of the upper and lower triangular factor matrices
is chosen in such a way that the number of fill-ins is optimised, by using a new
ordering scheme. Another strategy is to minimise the number of partitioned
inverse matrices by allowing a certain percentage of fill-ins. According to these
authors this algorithm is superior to the Tinney schemes !!! for applications
where the main burden is repeated direct solutions with sparse vectors. This
approach is more oriented towards sparse vector systems, however it can also
be used for full vectors. It has been developed for parallel processing where
very large network direct solutions can be obtained by pdrtitioning the inverse
of [L] and [U] factor matrices. This method is performing poorly for serial

applications. The Tinney scheme 2 !!! is better for solutions with full vectors

and where the major computational burden is factorisation.

Some researchers have turned towards hardware development in order
to provide cheaper simulations. In the last decade a lot of work has been
done on the use of distributed microprocessors. They offer great potential
savings in cost because the main hardware is very inexpensive. However, the

most favoured hardware seems to be Array Processors, which can be hosted
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by ordinary computers. This is mainly due to their efficiency when solving
numerical problems, especially if these involve large vectors. The superiority
of Array Processors over other distributed approaches can also be attributed
to the use of the host computer which can provide further processing power
and storage. A drawback of decomposed methods is the data transfer and the
extra computation necessary to coordinate the different processors. There are
reports of experiments in which the power system stability calculation has been

speeded up by an impressive twenty times compared to serial approaches 2.

The efficient use of Array Processors requires the consideration of the

following suggestions:

(1) The amount of data to be transferred between the host and the AP
should be minimised, as well as the frequency of this data communication.

(2) The idle time of these two machines should be exploited to the maximum
by performing independent calculations in parallel.

(3) Integer calculations should be minimised.

(4) Operations such as FORTRAN IF and GOTO statements should be
avoided.

(5) Minimisation of data memory access is necessary. Operations between
data memory require 3 machine cycles, thus reducing the performance
of the AP. The calculation should be organised in such a way that a
large amount of data can be extracted from the memory at each memory

access.

Among the multi-microprocessors presently available is the ¢m® designed

45,74 This multiprocessor is

and implemented at Carnegie-Mellon University
used as an investigative tool to further devélop this issue and solve various
problems such as memory mapping, and alternate structures encountered in this
field. The ultimate aim from developing such hardware is the possibility of
replacing large conventional uni-processors or reaching a performance as high
as these machines, although, this aim is apparently questionable % because of
the restrictions on the number of processors which can be used in parallel.

Also the uni-processor development is not likely to stand still. Single processor
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computers are already exploiting parallel hardware designs and using pipeline
techniques. Their prices have also decreased significantly over the years. There-
fore, machines such as Array and Vector Processors supported by optimising
compilers are remarkably cost effective. The gap between multi-microprocessors

and conventional computers is thus expected to be maintained.

Durham et al. 28

suggest the use of a flexible set of machines instead of
using dedicated ones for each sub-problem or group of sub-problems. This would
allow for the variation of the configuration of the hardware and could handle
the system efficiently in the case of component failure or maintenance. Software
would have to be provided to control the allocation of the work among the
available processors. Theoretically, there is no limit on the number of machines
to be used in parallel; however, comparing the expected improvements and the

expense involved, an optimum number of parallel processors can be determined.

Parallelism can also include conventional networking of ordinary minicom-
puters, distributed microprocessing, special-purpose computers and various forms
of loosely and tightly coupled multiprocessing. Hatcher et al. 5% presented
decomposed simulation software for transient stability studies. This algorithm
has been implemented on minicomputers. The algorithm used by Hatcher et

54

al. is based on the same principle as the OCEPS decomposed simulator

package which has also been applied using a minicomputer °2.

Research on distributed methods is not new and their application to
power system problems by using parallel computation facilities came as a result
of the potential decomposition of most of these problems, such as economic
dispatch, state estimation, load frequency control etc. The theoretical aspect
of this area has been developed as early as the late 1950’s by Kron 5!. Since

then many books have been published on this field 1251 and its practicality

has been proved in many papers 12:14,16,26.28,35,41,45,53,54,80,01,92,107
There are several ways of approaching the network tearing, including
sparse diakoptics. Most of these methods concentrate on tearing the network

or partitioning matrices into smaller parts that can be solved in parallel on
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ieparate processors. As a consequence of the network tearing methods a new
liscipline concerned with the automatic optimal sectioning of the system has
amerged 7. Most of the available literature in this field agrees that the solution
of large sparse networks takes more operations with tearing than without. If
the absolute computing time can be decreased significantly and the cost of extra

processing is negligible, this method can be very promising.

1.5 OBJECTIVES OF THE RESEARCH

Developing a robust comprehensive real-time simulator capable of sim-
ulating a large power system requires the use of small time steps. This is
currently beyond the power of even the largest computers. Fortunately, the
time scales of interest can usually be separated with a corresponding reduc-
tion in computational burden. This was the major motivation for separating
power system stability studies into transient and dynamic studies. The present

simulator is of the second type.

Adopting this separation strategy can help in speeding-up the simulator,
but this does not necessarily mean achieving faster than real-time simulation.
To realise this aim, hardware and software also need careful investigation.
Powerful computers and sophisticated mathematical algorithms are necessary.
These two aspects have to be considered together, because if one of them is

inadequate this would result in a less sophisticated simulator.

For this purpose an Array Processor (FPS 5205) which is used in
parallel with a host computer (Perkin Elmer PE 3230) has been dedicated
to the simulator. The centralised simulator which was previously running on
a minicomputer (PE 3230), was modified to suit the architecture of the new
system. The linear sparse matrices were solved by using the Harwell library
which is based on the LU decomposed technique. Real time simulation of
the IEEE 30 node test network was realised. However, the characteristics of
the Array Processor and power system models were not fully exploited. This

machine is capable of efficiently handling larger networks in real-time.
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It was clear from the results obtained from this simulator °© that most
of the execution time was spent in performing the repetitive solution of the set
of linear equations. Therefore, additional research was needed on the methods

of solution applied to these equations.

In order to preserve the accuracy of the results and speed-up the sim-
ulator, more attention was directed towards enhancing the use of sparsity
techniques. One of the best alternatives to replace the Harwell routine which
was previously used in the conventional simulator is the bifactorisation tech-

nique 9°.

Since this method seems to overcome most of the shortcomings of
the former approach and has shown good results when applied to power flow

studies @ it has been adopted here.

The original prime motivation behind the development of the simulator
was to create a tool for more efficient investigation of power system research
projects. Also this simulator is readily applicable to operator training and
teaching, since these usually require long-term simulation, a powerful man-
machine interface, and a control package, all of which are available. The
latest version of the simulator has also been used for planning purposes in a
collaborative project with the CEGB and has also revealed its efficiency in this

68

domain Analysis of the long-term response characteristics also allows the

use of this simulator to assess power system characteristics at the design stage.

The simulator has also shown the potentiality of being used for voltage
collapse studies since it includes devices which have the task of controlling the
voltage, such as AVRs, tap-changing and phase-shifting transformers, and shunt

compensators. A project is under development on this important issue.

The refinements in the simulation models and implementation of more so-
phisticated sparsity techniques which take advantage of power system properties
is expected to improve the simulator stability, robustness and execution time.
With the fulfilment of these aims larger networks can be simulated in real-time

and the behaviour of these systems under severe disturbances ranging from a
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few seconds to a few hours can be successfully represented. Thus providing a

more realistic and efficient test bed for the development of control algorithms.

In addition to research into improved solution methodologies that exploit
the sparsity of matrices, the increasing complication of simulation models and
the need for faster solutions have motivated research into techniques to divide

problems into smaller subsystems, which can be solved separately in parallel.

1.6 THESIS LAY OUT

This project is mainly concerned with the algorithmic aspects needed to
speed-up the simulator so that larger networks can be simulated in real-time.
The work is presented in seven chapters together with an introductory and a

concluding chapter.

The simulator environment and its implementation as an integrated el-
ement of a coordinated control system is presented in chapter 2. The role
of the different elements constituting the control system and analysis such as
load frequency control, state estimation, and so on are also represented together
with the function of the simulator supporting packages such as the loader, exact

topology determination etc.

Algorithms associated with power system simulation require the repeated
solution of large sets of linear equations of the form Az = b. These algorithms
are described in chapter 3 together with methods of building the non linear
equations into this linear form. This chapter presents a review of appropriate
numerical methods. A few well known iterative and numerical methods are
presented. Then the justification for choosing the implicit trapezoidal rule for
the discretisation of the differential equations and their simultaneous solution
with the network equations using the Newton-Raphson method is given. Also
an overview of matrix inversion methods is given with the emphasis on the

Zollenkopf bifactorisation technique and its merits.
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Chapter 4 includes the mathematical models of all electrical equipment

and functions which are to be represe:nted. These elements are:

(1) A simplified representation of the synchronous generator models together
with their prime movers, boilers, and Automatic Voltage Regulators
(AVR).

(2) Voltage and frequency dependent non-linear static loads.

(3) TI configuration of the transmission lines, and the phase-shifting and
tap-changing transformers.

(4) Static compensators including capacitors as well as reactors.

(5) Simplified under-frequency, over-speed, under-speed and overload protec-
tion.

(6) Measurement data corruption and telemetry.

This chapter also presents the application of the general formulas of the
trapezoidal method developed in chapter 3 to certain equations to illustrate the

construction of the Jacobian matrix.

Other activities to be simulated, such as the re-synchronisation of a split
system, and their relation with the topology variation are also presented in this

chapter.

Chapter 5 presents the algorithms and the programmed models of the
conventional centralised simulator running on the Perkin Elmer minicomputer
PE 3230 and the parallel simulator applied to the Array Processor. The Harwell
library using LU decomposition for solving the linear equations is described,
and the process of building these factor matrices is included. Data and message

communication between the Array Processor and the host computer is presented.

Chapter 6 is a further development of the concepts presented in the
previous chapter. An original simulator algorithm which is based on a new
technique for the numerical solution is presented, and some additional power
system models are included. In this case the linear equations are solved using

the bsfactorisation technique. The Jacobian matrix is built in a new fashion
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using a new 2 » 2 sub-matrix algorithm. The routines used to order, factorise
and repeatedly solve this problem are described. Also a comparison is given
between the new algorithm employed to solve the sparse matrices and the one

previously used.

As far as the present author is aware the work currently developed is the
first which has implemented the bsfactorisation technique for dynamic simulation.
This method has been applied to load-flow calculation by El-marsatawy et al.
35 and Irving et al. ®, It has been reported, in a discussion of reference 110,
that Brameller and Rudnick also applied this method to a transient stability

simulation using an Array Processor.

Chapter 7 describes the decomposed simulator. The Harwell library is
replaced by the sparsity-directed bifactorisation technique. This simulator has
been developed to run on a Perkin Elmer PE 3230 minicomputer and is tailored

to exploit the shared memory and multi-task characteristics of this machine.

Various tests to highlight the performance of the new algorithm in
comparison with the old one, both from the point of view of speed and
robustness, are presented in chapter 8. This is supported by sets of graphs

representing the most important variables for each of these tests.

Concluding remarks about the contribution of the present work and

suggestions for future prospects and trends are presented in chapter 9.

An appendix, which gives details of the differential equations algebraisa-

tion and the construction of the Jacobian matrix is also included.
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CHAPTER 2

POWER SYSTEM SIMULATION
AND OPERATIONAL CONTROL

2.1 INTRODUCTION

Due to technological development the demand for electrical energy has
grown over the years. To meet this increasing demand power networks had
also to expand. The consumer has become more demanding, for instance, iﬂ
certain domains of research and industry, a cut in electrical power cannot be
tolerated even for a few seconds. This has led to the necessity of developing
more efficient control schemes, to ensure a continuous production of electrical
energy at a low cost, to improve the security of supply, and to maintain a safe
and stable operation of the power system under a wide range of normal and

severe operating conditions.

Recent years have also seen the rapid development of computers and
their application in various fields. Computer based power system control is a
powerful means for assisting the operator in handling power systems operation.
Its importance lies in producing fast results so that the behaviour of the
system can be detected, and helping the operator in decision-making, especially
in emergency conditions where quick intervention is vital. This necessitates

efficient and sophisticated software.

System frequeﬁcy is maintained by the continuous reduction of the mis-
match between power generation and load consumption taking into consideration
economical constraints and operating limitations. This imbalance is detected by
observing the system frequency behaviour. Therefore, eliminating the frequency

deviation implies restoration of the balance between the load and power supply.
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The continuously varying demand requires continuous action to control
the frequency. This can be carried out by a well coordinated system which
includes governors assisted by load frequency control (LFC) as a short-term
response, economic dispatch as a mid-term action, and unit commitment in the
long-term prediction. The generating unit local controllers require varying power
set points to meet the new consumer demand and bring back the frequency to
the normal value. Load shedding is considered as a last resort alternative to

the generation rescheduling if insufficient generation is available.

The short-term action of the local controllers of the generators and load
frequency control is effective in the case of small variations of the load. The
governor is designed for load control whereas the load frequency control is used
to control the system frequency i.e. varying the power set points so that the
frequency would be fixed at 50 Hz. The sharp increase and decrease of the
load as is the case for the morning and evening peaks, need to be anticipated
in the longer term by the economic dispatch and unit commitment so that
prior control signals can be sent to the generating unit. This overcomes the
limitations on the rate of change of the boiler and generator outputs at a

minimum cost.

Generally the governor’s action on the inlet turbine valve leads to variation
in the boiler pressure. Therefore it is necessary to act upon the boiler quantities
such as the fuel, water etc. to bring the steam pressure back to its normal
value. However, for fast load changes the steam pressure may be considered as
constant 192, Hence the governor is considered as the primary element in the

frequency control loop.

The governor’s action is fully explained in chapter 4, and the rest of the
secondary control subsystems are included in the present chapter. Figure (2.1)
shows typical time scales at which the different power system control functional
elements are operating. The different interactions between the control system,

and network and generator local controllers are illustrated in figure (2.2).
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Besides power system modelling and the selection of the most suitable
numerical techniques, on-line dynamic simulation requires the consideration of
such control schemes. This Energy Management Software (EMS) enables the
simulator to give a realistic image of power systems behaviour. To alleviate
the complexity of power system control and analysis, this has been subdivided
into the following functional elements: state estimation, load prediction and

monitoring, security analysis, and load and generation control.

The simulator corrupts selected calculated data and sends it to the state
estimator where it is filtered. The validated data is then communicated to the
database which can be accessed by load monitoring and load prediction, and
security analysis. These provide the necessary information for generation and
load rescheduling, unit commitment and the economic dispatch. The feedback

to the simulator is provided through load frequency control.

The major aim in developing the OCEPS (Operational Control of Electri-
cal Power Systems) software at the University of Durham is its implementation
in actual power systems. Therefore, this software should be stable and robust
in order to withstand severe events such as islanding, plant outages etc. It
also should be fast enough to be able to predict the subsequent problems
following such events so that precautions can be taken to avoid the dramatic
consequences of these disturbances. To achieve this, adequate computational
techniques and hardware are required. The present OCEPS functional elements
are quite efficient and are running in real-time i.e. the computational time is

equal to or less than the clock time.

The OCEPS control and analysis system has a structure similar to the

104 The available hardware

actual conventional automatic control systems
is allocated to the simulator and the control subsystems according to their
requirements, to enable the whole system to run in real-time without creating
any idle time. The standard version of the simulator is running on an Array
Processor FPS 5205 hosted by a Perkin Elmer minicomputer PE 3230. A VAX
8600 minicomputer is assigned to the control and analysis package. The SCADA

(Supervisory Control and Data Acquisition) runs on a GEC 4160 computer and
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handles the communication between the control package and the simulator. A
direct serial link between VAX 8600 and the Perkin Elmer is also available
so that the communication can be carried out without having recourse to the
SCADA machine. The OCEPS computer network is illustrated in figure (2.3).
This figure shows also the recently added hardware comprising Sigmex Args
7000 displays and a VAX 6440 multiprocessor which can be used for parallel

processing.

The language used for programming these algorithms is FORTRAN 77.

This has been selected for the following reasons:

(1) During the early development of OCEPS there was no language available
or sufficiently well déveloped to compete with FORTRAN.

(2) The wide use of FORTRAN all over the world and the availability
of FORTRAN compilers for most hardware. This is very useful for
transporting OCEPS easily to different machines.

(3) FORTRAN is designed mainly for numerical calculations. This is the
major task of the OCEPS project.

Although more sophisticated and user friendly languages, which are also
portable and even more efficient in handling numerical calculations than FOR-
TRAN, have now been developed; translating all the OCEPS package into these

modern languages may be too expensive and time consuming.

In addition to the above mentioned requirements, both the numerical
dynamic simulator and the control package require a test network together
with its physical data, the representation or simulation of the load variation,
application of disturbances and outages and the updating of the topology of

the network as shown in figure (2.4).
2.2 SIMULATION

The fundamental part of a controlled power system is the physical

network. This is represented by a comprehensive dynamic model which includes
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most of the actual elements of a power system. As the network is the main
part of an electrical power system, similarly, the simulator is also essential
for testing the developed Energy Management Software (EMS) without having

recourse to a real system.

Power systems integrity, depends primarily on the network control of the
voltage, frequency, transmission switching etc. and consequently the simulator

must be able to replicate these features.

Since the simulator is the first subsystem to be run, it must be designed
in such a way that it can run independently of the control and analysis
subsystems as a stand-alone package. The initial set points can be provided
by local tasks. The frequency set point in this case can be set to 50 Hz,
and the transformer’s tap-changing and phase-shifting initial step position can
be determined in the control initialisation task. The power set points and the
plant merit order can be evaluated by the load flow task. Some variables such
as the generators and transformers voltage set points can be evaluated within

the simulator.

2.2.1 Simulator function
The simulator modelling is fully described in chapter 4. Figure (2.5)
shows the relationship between the simulator, its supporting tasks and local

common blocks.

2.2.2 Simulated network
Both simulation and control and analysis systems require realistic test
networks which can be either existing systems or hypothetical built to suit

research purposes.

The standard OCEPS test network is based on the standard IEEE 30

node network 4°. This is shown in figure (2.6).

This system consists of groups of substations linked via transmission lines

to make an island and groups of busbars connected by links within a substation
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to make a node. The configuration of the substations have been modified to
allow for more complex tests to be carried out 7. The number of generators
in this test network is 6, and these deliver a total maximum power of 570
MW. The largest generator has a maximum capacity of 200 MW whereas the
smallest ones have a capacity of 50 MW. 41 transmission lines, 4 transformers,
23 loads, and 2 static compensators are included. The physical network data
such as switch states, plant ratings and parameters etc. are included in a
common block which can be accessed by the simulator and all its supporting

subsystems

Some of the physical data are dynamic. They are altered by the
consumer load variation, topology changes etc. Others remain static throughout

the simulation period.

2.2.3 IExact topology determination

In order to account for changes in the network resulting from deliberate
actions and protection tripping, and to update its connectivity, a topology
determination program is necessary. To preserve the integrity of the simula-
tor/control system and the validity of the analysed system both subsystems
have to consider the same altered network. A flag can be used to inform
the topology task about the state of the network. If a change in any of the
switches occurs, the topology program should be allowed to access the physical
data. According to the new switch and circuit breaker states, the energised
elements should be considered and the disconnected ones should be dismissed.
To avoid the analysis of an invalid network structure, this function should be

carried out as soon as any change is detected.

The topology determination consists of scanning through a list of busbars,
and allocating them to their corresponding nodes and islands. A node is defined
as a group of one or more busbars connected through energised links. An island
is defined as a group of one or more active nodes linked by energised lines or
transformers. If no generators are available within an island it is considered as
a dead or passive island. An active node is a node which is not isolated from

the rest of the network.
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The control package also requires a topology validation. This is because
of the possible corruption of switch states during the telemetry process. The
validation of the network connectivity is therefore necessary before starting any

task, otherwise the whole study will be erroneous.

2.2.4 Consumer load variation

The simulation of the consumer load variation requires recorded past
data. The system described in this thesis uses the southwest region of the
CEGB grid recorded load data. This data has been scaled to suit the test
network generation capabilities. The processed data is spread over a period of
about six weeks starting from midnight of the 8th of February 1985. This task
has been designed in such a way that the initial time can be chosen according
to the requirements of the test run. For instance, a heavy load can be selected
to test the behaviour of the system under such conditions. The seasonal daily
loads show a regular pattern, with a morning and evening peaks as shown in

figure (2.7).

The global load provided is subdivided by the loader algorithm among
the different loads throughout the simulated system. A fixed percentage is
assigned to each of them. This is acceptable since each load is simulated as an
aggregated one, not as individual loads such as industrial load, domestic load

etc.

2.2.5 Load-flow calculation

For simulation purposes the load-flow algorithm should run only once
for initialising certain variables. Load-flow is also used for security analysis. In
this case Solution efficiency is important since power flow is fundamental for

contingency evaluation and is performed frequently.

The load-flow provides the present simulator with quite accurate initial
voltages and phase angles necessary for the Newton-Raphson solution. It also
calculates the active and reactive power flow. A simple merit order subroutine

is included in this supporting package. It evaluates the initial power set points
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for each generator so that a generation level could be attributed to every unit

according to its capability.

The used algorithm is based on the Newton-Raphson iterative method.
Many techniques have been tried to speed-up this package processing time.
Among which are the development of efficient decomposed methods and the

implementation of the bifactorisation technique 9691,

2.2.6 Control signals

Control inputs to the simulator include voltage targets, phase-shifting
and tap-changing, and frequency and power set points. These are provided
by load voltage and frequency control respectively. Active and reactive power
targets are set by active and reactive dispatch respectively. The former is fully
developed and included in the present version of OCEPS, whereas the latter is

actually under development.

Set points are updated periodically by the load frequency and voltage
control at a typical time step of 5 seconds. During this period the simulator
considers them as constants. Whenever a serious event such as a sharp increase
or decrease of the load, load shedding or generator start-up or shut-down takes
place, frequency fluctuations occur. These are initially supported by the inertia
of the rotating mass of the generators. Then the governor and the rest of
the generator local controllers react as well as the load frequency and voltage

control which provides the frequency and power set points.

2.2.7 Scenario generation

A scenario can represent a set of actual events recorded by a utility
for validating the behaviour of the simulator 68, or a set of hypothetical events
for testing the effect of severe disturbances on the stability of the simulated

68,89,03,103,104

system , or generated automatically by a program included in the

package 109115,

In this last case a transient stability program is run prior
to the simulator. If the transient stability program is stable, the resulting
events such as protection tripping, and the corresponding time are stored for

subsequent use by the simulator.
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The first two strategies are adopted within the present project. A
scenario representing the 1981 incident in the south of England area has been
reconstructed and used to validate the present simulator. Generally, more severe
events than those occurring in real life disturbances are needed to check the

robustness of the developed algorithms.

Two ways of implementing scenarios in the system are available: manual
interaction by feeding in specific commands, or gathering these instructions in

a file with the desired times of operation.

The available scenarios can include opening and closing circuit breakers
and switches, re-synchronisation of the split network for re-connection, and the
introduction of gross errors and equipment failure. Scenarios are especially
useful for training where the instructor can set a sequence of events and the
trainee has the task of clearing up the disturbance and restoring the normal
operating conditions of the simulated system. They are also very useful for

testing the robustness and efficacy of the developed energy management software.

Following these disturbances a series of events are created. The important
ones are stored by the event logging subsystem.The resulting topology changes
and calculated quantities are displayed on graphical terminals. Audible alarms

are also used to attract the operator’s attention for intervention.

2.3 CONTROL AND ANALYSIS FUNCTIONS

This package should also be stable under severe conditions so that
restoring normal conditions will be fast and not aggravated by control system
inadequacy. For instance, in the case of a split network, the various software
modules included in power system control should be able to treat the different
islands as independent sub-networks. In addition, the selected algorithms and
numerical methods should be robust and stable so that physical instability

would be valid and the software results would be realistic.
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2.3.1 The SCADA system
Prior to the late 1960s the only real-time data available in the control
centres were the circuit breakers status, the system frequency and real power

measurements 39

. Drastic power system problems such as blackouts emphasised
the need to develop these centres in order to control and monitor efficiently
the power system and ensure the security of supply. This has led to the
creation of the SCADA systems. These consist of gathering periodically as
much data as possible from the whole system. The acquired data can then be
used for supervising the operating conditions of the system and the detection of
abnormal situations. In this case alarms are initiated and the events are handled
by loggers and displayed on graphical screens. This data is usually corrupt
because of many factors such as the transducers inefficiency. Furthermore, some
of the necessary data can be unavailable. This has led to the adoption of

state estimators (described in the following subsection) to filter the raw data

acquired by the SCADA system, and estimate the unmeasured values.

The SCADA system operated by OCEPS group ensures a similar function.
It acquires the measured data telemetred by the simulator and sends it to the
control package through the state estimator and data validation. This system is
subdivided into various functional subsystems such as data acquisition, database
management, supervisory control, man/machine interface, alarms, event logs and

result display etc.

A wide spectrum of power system events and phenomena together with
the corresponding data are processed and displayed on graphic terminals. The
different alarms generated during any disturbance are also displayed on these
screens to show the network state. These interactive graphical programs are
designed so that the operator can assess these alarms and try to restore
the normal operating conditions. Event logs are used to select only the
most important and relevant alarms and events. This man/machine interface

algorithm is a powerful tool especially for training and teaching purposes.

. Reference 48 used the SCADA system to remotely control the capacitors

following the loading level. This flexible process decides every 15 minutes
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whether or not a capacitor is needed. Compared to the manual operation of
capacitors this scheme is more economiical and improves the voltage profile and
the power factor on the distribution level. It also reduces the transmitted

reactive flow.

2.3.2 State estimation, observability and data validation
Schweppe 3° was the first to recognise the necessity for a state estimator

to overcome the inconsistency of the database gathered by the SCADA.

Therefore, it can be said that the success of automatic computer assisted
power system control relies mainly on the validity and availability of such
necessary information about the state of the network at any desired time.
The data accumulated by transducers is often subject to corruption because
of the noise effect during its transfer, and the accuracy and reliability of the
transducers. These instruments can also give very big errors in the case of
their failure. Filtering these measured quantities and providing good estimates
of the quantities which have not been measured is the main task of the state
estimator. It plays the double role of building a consistent database and being

an on-line load-flow which can be used by the security analysis package.

The set of measurements and their location necessary for state estimation
is dynamic; it varies with the topology, the state of transducers, and telemetry.
If the available measurements are not sufficient in number and location the
system is said to be unobservable. The observability function is to detect this
problem and provide the additional pseudo-measurements to the measurement

set 530,

Validation of the topology is also required since erroneous switch states

may be recorded in certain cases.
The validated data and topology are then stored in a database and

common blocks which can be accessed by the different subsystems of the

control and analysis scheme.
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A further benefit of state estimation is the minimisation of the metering
points which can lead to a reduction in the capital invested in constructing the

measurement system and its maintenance 192,

The state estimator algorithm should be robust and efficient so that
the variables in the database can be updated quickly. This would facilitate
data acquisition and increase the rate of accessing the database so that full

potentiality of the control algorithms can be exploited.

The adoption of state estimation and its use as an on-line load-flow
system can be considered as the impetus to the design of modern power system

control, augmenting the SCADA with EMS facilities.

2.3.3 Load monitoring and prediction

The load monitoring function is a simulation of data recording of the
system load. The state estimator provides the individual validated measured and
estimated loads through the database. Based on this data the load monitoring
then evaluates the global load of the system. This recorded global data is
then used as a historical load by the load prediction task to estimate future

consumer demand.

Although predicting the exact consumer load is impossible, a quite reg-
ular seasonal daily pattern, as shown in figure (2.7), enables an approximate
estimation of the future load. The present standard OCEPS load prediction
initially uses the past data provided by the CEGB. This data is then appended
by the load monitoring output as the look ahead time is advanced. The lead

time of load prediction varies between 10 minutes to 2 hours as shown in figure
(2.1).

The sudden peaks are detected in advance by load prediction, and the
necessary signals are sent to the generating units to provide the amount of
power necessary to meet these requirements smoothly. This prevents system
imbalance and the subsequent undesirable events such as large excursion of

the frequency and sharp variation of the generator power outputs that can
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cause over-speed and overload protection actions. Furthermore, since the rate
of change of generation output is limited by the delays and slow time constants

of the generating units, a large unexpected variation of the load may lead to
load shedding.

The output of load prediction is fed to unit commitment and economic
dispatch to predetermine the necessary generation and the target time at which
this amount of power output should be available to meet the detected variation
of the consumer demand at the lowest expense. Therefore, the incorporation
of load prediction does not only ensure safe operating conditions, but also an

economic generator schedule and sufficient spinning reserve.

2.3.4 Generation and load control

The objective of this functional element of power system control is mainly
the determination of the most economical way of operating the generating units
taking into account the future load and the different operational constraints

and limitations.

The importance of assuring a continuous security of supply and the
stability of the power system over its economical management has led to the
adoption of a subdivision of the generation and load control into network
control and operational economics. The network control includes the plant
and network local controllers, load frequency control, generation rescheduling,
and load shedding. These schemes are the primary controllers since consid-
ering the economical aspect in operating an unstable and unreliable system
is meaningless. However, once the stability and reliability of the system are
established huge benefits can be realised by economically operating the network.
The economic operation necessitates the consideration of unit commitment and

economic dispatch.

These tasks are closely linked. The data flow between these functions
is shown in figure (2.8). The load frequency controller is dependent on the
economic dispatch output and .the latter depends on the unit commitment

output while these two tasks depend on load prediction. These schemes run
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independently in an asynchronous