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Abstract 

Directional Seismic Souurce Sigmatnare Decomvolution 
by 

Gordom Amthomy Roberts 

Marine seismic source arrays are directional. Source directivity is used to 
attenuate coherent noise, but primary reflected data may be degraded. Source 
directivity is ignored in a standard processing sequence, so directional source 
signature deconvolution may be required. 

In the frequency-wavenumber (f-k) directional deconvolution method, a filter 
is calculated from far-field source signatures and is applied to the f-k transform 
of common-receiver gathers. Reflections on common-receiver gathers are often 
spatially aliased, and this causes practical problems with the technique. 

Directional deconvolution may also be performed in combination with 
prestack migration because the prestack KirchhofF summation migration operator 
is a function of source take-off angle. The constant-offset section is deconvolved 
separately with a full range of filters for source signatures radiated in different 
directions; then the migration summation operator sums across the deconvolved 
sections, selecting the section which has been deconvolved for the correct source 
signature at each point. 

Physical model data, which were acquired over simple models using a direc­
tional source, are used to evaluate directional deconvolution assuming constant 
velocity. Reflector continuity and resolution are improved by using directional 
deconvolution. 

Directional deconvolution combined with prestack migration is extended to 
media in which the velocity varies with depth, and is applied to two datasets from 
the Southern North Sea. The second dataset, which has shallow steeply dipping 
reflectors, is improved by using directional deconvolution. Directional deconvo­
lution may be combined with a Kirchhoff migration technique which assumes 
a linear velocity-depth model. Results are superior to conventional Kirchhoff 
migration because ray bending is honoured. 

Directional deconvolution cannot synthesise fully point-source equivalent 
data from data acquired with a source array without excessive noise amplifi­
cation. Source arrays with a short in-line dimension should be used where pos­
sible. For data which have been acquired with a long source array, directional 
deconvolution is desirable. 
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Chapter I 

Seismic Source Directivity 

1.1 Imtrodifflctioini 

In a uniform medium only a spherically symmetrical source will radiate the 

same waveform in all directions. In practice, all marine seismic sources are di­

rectional. Their directivity is due to the use of arrays of source elements and 

to the free surface 'ghost' effect. Simple array theory can be used to calculate 

directivity for non-interacting source elements. For airgun arrays source inter­

actions between the individual airguns must be considered. Directivity may be 

used to attenuate coherent noise, but may also have adverse effects on the data. 

The effects of directivity are not considered in a standard processing sequence. 

1.2 Directivity 

1.2.1 Simple source arrays 

For a point source in an infinite isotropic medium there will be no directivity. 

In reflection seismology this will never be the case due to the surface 'ghost' 

and to the use of spatial source arrays. In order to demonstrate directivity 

effects, two simple source arrays will be considered: one horizontal and the other 

vertical. Each array consists of a pair of identical point oscillators with angular 

frequency u> separated by a distance d. Directivity effects in the 'far-field' will 

be examined. 'Far-field' implies that distances are great compared to the size 

of the array. Sources can thus be treated as radiating plane-waves, so only time 

delays between sources need be considered. The calculated signatures will be 

normalised to remove absolute amplitude effects. 
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The horizontal array is shown in figure 1.1.a. The signal measured in the 

far-field at a take-off angle from the source 4> in the vertical plane containing 

both source positions will be proportional to Dh, given by 

Dh = cos {uj(t + r)) + cos (u>(t — T ) ) 

= 2 C O S W T C O S U ; £ 

where r is the time delay of an arrival from an individual source relative to the 

arrival time from the centre of the array, given by 

ci sin <f> 
T=-w~ 

and V is velocity. The angular frequency w and the velocity V are related by 

where A is the wavelength and k the wavenumber. 

Let kx be the horizontal wavenumber: 

kx = k sin <f> 

Then the measured signal may be written as 

Dh = 2 cos irdkx cos wt 1.1 

Thus the directivity of the horizontal array is a simple function of the hori­

zontal wavenumber. 
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Figure 1,1. Arrays of two point sources, (a) horizontal and (b) vertical. 



The vertical source array is shown in figure 1.1.b. The signal measured at a 

take-off angle <f> will be Dv, given by 

Dv = cos (u>(t + r)) + cos (ui(t — r)) 

= 2cos U I T C O S w£ 

where r, the time delay relative to the centre of the array, is now 

dcos4> 

Thus the measured signal is 

Dv = 2 cos -rrdkz cos uit 

The horizontal and vertical wavenumbers are related as follows: 

Therefore the measured directivity is 

Dv = 2cos7rrfy ^2~V) ~ k x

2 cosuit 1.2 

Thus the directivity of the vertical array is not a function of horizontal 

wavenumber alone because the angular frequency a> also appears in the amplitude 

of the measured signal. 

These two results (1.1 and 1.2) demonstrate that even simple source arrays 

are directional. A more general solution is needed for arrays of more than two 

elements. 
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1.2.2 Source arrays 

Equation 1.1 gives the directivity for an in-line source array with two identical 

point sources. It may be extended to an in-line source array of N identical point 

sources, spaced equal distances apart, giving the directivity function (Waters, 

1978) 

s i n ^ 
sinU; 

where 

1.3 

7 = ^ ± = 2*6*. 

N is the number of elements in the array, and 

b is the separation of individual elements. 

Destructive interference occurs when 

• W 7 n sin — - = 0 

This causes notches in the wavenumber spectrum. The first notch will occur 

when 
Nj _ 
2 _ 7 r 

i.e. 

Nbkx = 1 

As an example, if the array consists of 8 point sources spaced evenly over 50 

m, 
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and 

N = 8 

Therefore 

kx = 0.0175 m" 1 

Result 1.3 can be extended to include non-identical sources and uneven spac­

ing of elements of the array. Provided that the individual sources are at the 

same depth, the directivity function can still be expressed as a function of the 

horizontal wavenumber variable only. This gives added flexibility in array design 

to pass certain parts of the wavenumber spectrum and to suppress other parts. 

Using this simple model of linear superposition it is possible to calculate 

the actual source signatures at all take-off angles, given the signatures of the 

individual elements and the layout of the array. 

When airgun sources are fired simultaneously near to each other, their bub­

bles interact. Because of this interaction, linear superposition is not adequate for 

the calculation of airgun array signatures and an extension to the method must 

be used (Ziolkowski et al., 1982). This involves calculating 'notional' signatures 

from each element in the airgun array, which may then be superimposed exactly 

as the individual signatures from non-interacting elements. 

The 'ghost' 

'Ghost' reflections (Lindsey, 1960) are caused by the large acoustic impedance 

discontinuity at the air-water interface. Equation 1.2 may be modified to give 
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the directivity resulting from the ghost effect. For a perfect free surface, the 

ghost is a negative virtual image at a distance 2za above the source, where za is 

the depth of the source below the surface. The signature measured at an angle 

<j) will be given by 

cos (uj(t + r)) — cos {u)(t — T ) ) 

where 

Za C O S <j> 
T = -v~ 

Following the derivation of equation 1.2, directivity due to the ghost may be 

written as 

2 sin 2TTZ3 ^ (^~~yS) —kx

2sinut 1.4 

The above derivation assumes a surface reflection coefficient of -1. This is 

an over simplification because energy breaks through the surface; the surface 

is not planar (especially in bad weather !); and air bubbles are present in the 

near surface. Loveridge (1985) considered these effects, and concluded that the 

resulting lower surface reflection coefficient will cause notches in the wavenumber 

spectra to be shallower. This will be seen to be beneficial when deconvolution is 

considered. 

1.2.4 Variation of source signature with source take-off angle 

Typical marine seismic data will thus have source directivity due to the ghost 

and to the use of arrays. This will manifest itself as a variation in source signature 

with take-off angle from the source. The main features will be a decrease in 

signature amplitude and a loss of high frequencies with increasing take-off angle 
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from the vertical. Results of modelling by Loveridge et al.(1984) are shown in 

figure 1.2. 

Additional directivity will result from the use of receiver arrays. This thesis 

will concentrate principally on source directivity because source arrays tend to 

have a longer in-line dimension than receiver arrays and hence are more direc­

tional. The techniques developed could equally be applied to receiver directivity. 

The surface ghost will always be present in marine seismic data. Source 

arrays are, however, optional. The reasons for their use will be examined in the 

next section. 

1.3 Reasons for the deployment of source arrays 

Source arrays have been used since the earliest days of seismic exploration. 

There are two main reasons for their deployment: suppression of noise and sig­

nature optimisation. 

1.3.1 Suppression of noise 

Seismic data are contaminated with noise of many types. Noise suppression 

is a subject which has been much studied (e.g. Larner et al., 1983). Examples 

of marine seismic noise are tow (mechanical) noise, guided waves, multiples in 

the water layer and scattering of energy from sea-bottom diffractors, both in 

and out of the recording plane. Much of this noise is coherent in that there is 

a 'systematic phase relationship between adjacent traces' (Sheriff, 1984). The 

apparent velocity of these coherent noise arrivals is usually different from that of 

primary reflected energy. This has lead to the design of arrays to attenuate the 

noise by careful tailoring of the notches in the wavenumber spectra. An additional 

benefit of directive arrays is that a larger part of the available acoustic power is 

directed towards the target (Safar, 1985). 

In order to attenuate side-scattered noise, cross-line arrays are needed, and 

to attenuate noise in all directions, areal arrays. Lynn and Larner (1989) report 
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Figure 1.2. Variation of source signature with take-off angle, for airgun source 
arrays with an in-line dimension of, (a) 40m, (b) 110m and (c) 170m. (Loveridge 
et al., 1984). 



that the CMP process itself is efficient in attenuating scattered noise from outside 

the recording plane, so that arrays with a large cross-line dimension need only 

be used in areas where out-of-plane noise is a major problem. 

In the late 1970s 'super-long ' arrays (Ursin, 1978) became fashionable in an 

attempt to attenuate greatly energy leaving the source at large take-off angles 

from the vertical, because this generates much of the noise. In section 1.4 it will 

be shown that primary data are affected adversely for such a directive source. 

Today the trend is towards much shorter arrays, which exhibit less directivity. 

For data acquired on land, source arrays are used for a similar purpose: to 

attenuate ground roll. 'Noise spreads' are shot prior to the survey to determine 

the dominant characteristics of the noise. 

1.3.2 Signature optimisation! 

Airguns are the most popular marine energy source because of their reliability 

and signature repeatability. Single airguns have signatures which are far from 

ideal because bubble pulses follow the main energy peak. The period of the 

bubble pulse depends on the airgun size. To suppress these bubble pulses, arrays 

are designed with guns of different sizes so that the bubble pulses destructively 

interfere (Giles and Johnston, 1973). To further tune the array, the spread of 

bubble pulse periods may be increased by placing certain guns just close enough 

for their bubble pulses to coalesce (Safar, 1976). 

Waterguns do not suffer from the bubble pulse problem because energy is 

concentrated in a sharp peak (Tree at al., 1986). 

Thus arrays perform two important roles in data acquisition. They can be 

tuned to give directivity and to optimise source signatures. If primary reflected 

data are affected by directivity, this must be considered when arrays are used. 
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1.4 The effects of souirce directivity on primary data 

As discussed in section 1.2.2, arrays cause notches in the wavenumber spec­

trum and this may be used to attenuate coherent noise. If some of the primary 

reflected energy falls within these notches it will also be attenuated. A schematic 

frequency-wavenumber plot of a common-receiver gather is shown in figure 1.3. 

The source array response is also shown. The reasons for considering a common-

receiver gather will be explained in chapter II . Much of the noise energy falls 

within the array notch and is thus attenuated. At lower apparent velocities, 

primary reflected signal also falls within the notch and is attenuated. Apparent 

velocity is given by 

vapparent — , — , I - " 
kx sin <(> 

As the apparent velocity of the reflected arrivals decreases, so more of the 

high frequency energy is attenuated. The effect that this has on the source 

signatures is shown in figure 1.2. As the take-off angle from the source increases, 

more of the high frequencies are lost, leaving lower frequency signatures. 

For directivity effects to be evident in primary reflected data, arrivals orig­

inating from large take-off angles from the source must be present. Loveridge 

(1985) has used model and real datasets to assess the directivity effect. His 

conclusions are summarised below. 

o Directivity effects are dependent on reflector geometry. For a plane-layered 

earth, the effects of directivity will be negligble for most data except for 

shallow reflectors. In the presence of dip, the source take-off angles will 

increase or decrease depending on whether the shooting is in the up- or down-

dip direction, respectively. Directivity could have an important effect on the 

data in the former case. 

o Directivity is dependent on the length of the source array (figure 1.2). Data 
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Figure 1.3. Schematic f-k plot of a common-receiver gather and source array 
response. 



acquired with 'super-long' arrays (Ursin, 1978) will exhibit directivity effects 

at typical target traveltimes for horizontal reflectors. 

o Directivity effects are less important if there is anelastic absorption of the 

propagating seismic energy, because absorption is greater for higher frequen­

cies. As directivity is most evident at high frequencies, this will reduce the 

effect. 

o Critical reflection at the sea floor limits the take-off angle from the source at 

which a ray can penetrate the sea bed. For a high-velocity sea bed, energy 

from large source take-off angles will be totally internally reflected within 

the sea-water layer. Thus directivity effects will be minimal in the primary 

reflected signal from below the sea bed. 

The effect of source directivity on real data is illustrated by Brummitt (1989). 

A dataset was acquired with two source arrays of different in-line dimensions. 

Other acquisition parameters were identical. The dataset acquired with the 

longer array is of lower resolution at intermediate and long source-receiver offsets. 

In summary, for the majority of seismic reflection data directivity may not 

be a great problem. However, in some cases primary reflections will display 

directivity effects. Standard seismic processing assumes a point source model, 

and this model will be incorrect for directional data. 

1.3 Seismic processing of directional data 

Figure 1.4 shows a typical processing sequence. The following processes are 

those whose efficacy will be affected by source directivity: signature deconvolu-

tion, predictive deconvolution, velocity analysis and CMP stacking. 

1.5.1 Signature deconvolutiora 

Deterministic signature deconvolution (Robinson and Treitel, 1980) can be 

used when the source signature is known. Calculation of such a shaping filter 
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Figure 1.4. Simple seismic processing sequence. 



requires an input wavelet and a desired output wavelet. When designing the 

filter, the energy difference between the desired and actual outputs is minimised 

to give the optimum filter of some chosen length. 

Signature deconvolution is often used to compress the long signature of an 

airgun source to a shorter minimum-phase or zero-phase wavelet. The far-field 

source signature is read from a catalogue of calculated or measured far-field sig­

natures, but recently has been calculated from field measurements. This involves 

making near-field measurements using hydrophones within the source array and 

subsequently calculating the far-field signatures. Because of interference between 

sources, simple linear superposition is not adequate for this task for airgun arrays, 

and the technique of calculating 'notional' signatures must be used (Ziolkowski 

et al., 1982 ). If this is done for every shot, the quality control of the calculated 

source signature is excellent, but filter design becomes very time consuming. 

Dragoset et al.(1987) have studied the effect of airgun source instabilities on 

calculated and measured source signatures. Possible causes of source instability 

include changes in gun positions, firing times and pressures, gun failures and scat­

tering from the fluctuating rough ocean surface. They report that the far-field 

signature only changes significantly if there is a gun dropout. For other possi­

ble instabilities, the signature does not change enough to affect the performance 

of signature deconvolution. Thus the expensive process of continuous signature 

monitoring and filter update is not usually necessary. The far-field signature, and 

corresponding deconvolution filter, need only be calculated once for a particular 

source array, as long as shooting ceases if there is gun dropout. 

Signature deconvolution may also be used as a de-ghosting filter (Jovanovich 

et al., 1983). The ghost may be calculated approximately if the source depth 

and sea conditions are known. Deconvolution will be unable to fully restore 

frequencies in the notch. 

Conventional (1-D) signature deconvolution does not take directivity into 

account. The filter is designed using the vertically travelling, or near-vertically 
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travelling, signature as an input wavelet. Loveridge et al.(1984) show that such 

a filter does not perform well for large take-off angles, i.e. when the signature 

to be deconvolved differs significantly from the input wavelet used to design the 

filter (figure 1.5). 

1.5.2 Predictive deconvolutiom 

Predictive deconvolution (Peacock and Treitel, 1969) is used universally to 

broaden the frequency spectrum and to attenuate multiples. It is very robust, 

even though some of the assumptions implicit in its use are often violated (Jurke-

vics and Wiggins, 1984). One assumption is that the source waveform does not 

change with time. This is not true for data acquired with a directional source, as 

a single seismic trace consists of arrivals originating from different take-off angles 

at the source (figure 1.6). 

A more familiar cause of nonstationarity is the attenuation of high frequencies 

by the earth (Yilmaz, 1987). This causes arrivals later in the record to be deficient 

in high frequencies. Thus, over any window in the seismic trace, arrivals differ 

in amplitude and spectral shape. As a result, the estimate of the wavelet from 

the auto-correlation function of the data in the window is not representative 

of the entire window. This leads to poor performance of the deconvolution. 

Small deconvolution windows may be used to reduce nonstationarity within each 

window, but small windows reduce the reliability of estimates of the coefficients 

in the auto-correlation function at long lags. Even if small windows are used, 

spectral whitening will not be the same over the whole record due to the absence 

of high frequencies at later traveltimes. This problem has lead to the development 

of inverse-Q filters (Hale, 1982). 

Nonstationarity is also a problem for directional data. For a horizontally 

stratified medium, earlier arrivals will be deficient in high frequencies because of 

their larger source take-off angles. The situation will be further complicated in 

the presence of dipping reflectors. The degree of nonstationarity will depend on 
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Figure 1.6. Schematic diagram, showing a seismogram of primary reflections 
only from a horizontally layered medium. The wavelet changes down the seismo­
gram because of source directivity. 



acquisition and reflector geometry, and may be significant. 

1.5.3 Velocity analysis 

The normal moveout (NMO) equation is the basis for determining velocities 

from seismic data. For a common-midpoint gather (CMP), 

x2 

t x

2 = h2 + ^ 1.6 

for a constant velocity medium , where t x is the two-way traveltime at an offset 

between the source and receiver x and to is the traveltime at zero offset. 

The NMO equation can be extended for a horizontally stratified medium by 

making a small-offset approximation (Dix, 1955), which gives 

x2 

t x =to + — — j - 1.7 

where V r m s is the r.m.s velocity. 

Normal moveout is the time shift which must be applied to a reflection at 

offset x to shift it to the traveltime which would have been recorded at zero 

offset. 

Velocity analyses are performed to calculate the 'NMO velocities' necessary 

for the application of NMO. The most widely used technique is the velocity spec­

trum (Taner and Koehler, 1969) . Coherence is measured along a suite of hyper­

bolic trajectories for each traveltime. These hyperbolae are defined by the NMO 

equation. The correct stacking velocity should give a trajectory corresponding to 

a true reflection event, thus giving a high coherence measure. Summation along 

the hyperbolae is the simplest coherence measure, but semblance (Neidell and 

Taner, 1971) is the most widely used. 
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For data acquired with a directional source, the waveform will change along 

the reflection hypebolae as the take-off angle from the source changes. Thus the 

coherency along such a hyperbola will be less than that for data acquired with 

a point source, where the waveform will be the same for all take-off angles. A 

poorer signal-to-noise ratio in the velocity spectrum will result. 

The longer offsets of the CMP gather will be most affected by source direc­

tivity, and it is just this part of the CMP gather which is particularly important 

in discriminating between primary reflected data and multiple arrivals. This is 

because there is more differential moveout between multiples and primaries at 

longer offsets than there is at shorter offsets. 

1.5.4 C M P stacking 

After application of NMO, based on the results of velocity analysis, CMP 

gathers are stacked to improve the signal-to-noise ratio. The maximum signal-

to-noise improvement for a conventional (mean amplitude) stack is M ? , where M 

is the number of traces. This maximum assumes that the same signal is present 

in all traces of the gather, and that the noise is random. For directional data, 

the waveform will change across the gather. The signal-to-noise improvement 

will thus be less than for point-source data. 

Prior to the application of NMO and stacking, data are muted for early 

traveltimes and long offsets because these areas would degrade the stack due to 

NMO stretch and the dominance of direct arrivals and refracted energy. Arrivals 

most affected by source directivity effects will lie in this mute zone and hence 

may be ignored. If directivity effects extend to useful parts of the gather then 

standard processing will fail to take this into account. Primary reflected data 

may be processed incorrectly. Acquisition and reflector geometry will determine 

the severity of the problem. 
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1.6 Reducing the effect o f source d i r ec t i v i t y 

1.(8.1 A r m y design 

Arrays must be designed with subsequent processing in mind, as well as at­

tenuation of coherent noise in the field. Once data are recorded with notches 

in the wavenumber spectra, deconvolution cannot fully recover the signal from 

corresponding areas in the f-k spectrum. If directivity is going to be a problem, 

it must be asked whether it is better to use large source arrays in the field, or 

whether acquistion with a shorter array followed by computer array simulation 

would be better. This second approach gives more flexibility to examine whether 

useful signal will be affected by array forming, and to allow the use of beam steer­

ing and filtering approaches not viable in the field. The available dynamic range 

of the recording equipment and cost considerations will determine whether this 

approach is possible. Larner et al.(1983) have investigated the use of processing 

techniques to suppress the types of coherent noise seen on marine records, and 

conclude that such an approach is viable. A disadvantage with this method is 

that, in general, field source arrays appear to perform better than simulated ar­

rays (Roksandic, 1986). This observation has not yet been fully explained (Eiken, 

1987). 

For 2-D data, cross-line directivity cannot be simulated at the processing 

stage. If out-of-plane noise is a major problem, wide field arrays will have to be 

used (Lynn and Larner, 1989). Cross-dipping primary events could be degraded. 

The use of source arrays for signature optimisation was described in section 

1.3.2. Larner et al.(1982) conclude that only coarse tuning of the array is needed 

at the acquisition stage, with predictive or signature deconvolution to follow. 

This approach is motivated mainly by cost considerations. 

Reflection data will usually be acquired with a source array. If attenuation 

of coherent noise in the field was considered to be of paramount importance 

(frequently the case for old data), the array is likely to be large and primary 
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reflections may show directivity effects. Once recorded, if data exhibit directivity 

effects some attempt may be necessary to reduce them. This is the subject of 

this dissertation. Further discussion on the amount of directivity desirable at the 

acquisition stage will be left until the final conclusions. 

1.0.2 Directional deconvolutiom 

Figure 1.6 shows that a single seismic trace contains arrivals which have 

originated from a range of take-off angles from the source. These take off-angles 

are not known unless the reflector geometry is known. Directional signature de-

convolution is needed to deconvolve all the different wavelets originating from 

different take-off angles to one desired output, i.e. to remove directivity effects. 

Intuitively, some form of two-dimensional filter is needed. Two approaches are 

documented in the literature, a tau-p method (Van der Schans and Ziolkowski, 

1983), and a frequency-wavenumber (f-k) method (Hubbard et al., 1984). Nei­

ther has gained acceptance by the seismic industry. A third method has been 

developed in this study, the prestack migration method (Roberts and Goulty, 

1988). Tau-p and f-k transforms are closely related, both being plane-wave de­

compositions. The frequency-wavenumber method will be discussed in chapter 

II. This was chosen because the forward and inverse transforms are relatively 

easy to perform. The prestack migration method will be explained in chapter 

III , and both methods will be evaluated on model data in chapter IV. The new 

method of directional deconvolution combined with prestack migration will be 

applied to real data from the Southern North Sea in chapter V, and the final 

chapter will discuss whether directional deconvolution is necessary. 
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Chapter I I 

Di rec t iona l Deconvolmitlon i n the Frequency=Wavenuimber D o m a i n 

2.1 I n t r o d u c t i o n 

Source directivity is ignored by one-dimensional source signature deconvolu­

tion. Some form of 2-D deconvolution is needed. Hubbard et al.(1984) describe a 

method for implementing directional deconvolution in the f-k domain. Data are 

sorted into common-receiver gathers and a deconvolution filter is then applied 

in the f-k domain. The filter may be designed directly from near-field measure­

ments, or from calculated far-field source signatures at a range of take-off angles 

from the source. 

Efficient filtering in the f-k domain is made possible by the fast Fourier trans­

form ( F F T ) , (Cooley and Tukey, 1965). Problems exist with the processing of 

edges of the data, and with aliasing. 

2.2 F=k di rec t ional deconvokation 

2.2.1 F i l ter design: direct calcuiaiioim 

Source directivity was described in chapter I, and is due to the use of source 

arrays and to the ghost. Parts of the f-k spectrum will be attenuated. The 

f-k source spectrum can be calculated if acquisition parameters and individual 

source signatures are known. For an airgun source array, Hubbard et al.(1984) 

show that the spectrum may be calculated directly from near-field measurements 

using the method of notional signatures (Ziolkowski et al., 1982). 

A deconvolution filter may be designed to be the inverse of the calculated 

f-k spectrum. If the f-k spectrum of the source is G(f, kx) then the filter will be 

H(f, kx), where 

20 



* ( / A ) = 3(7X) 

It is thus possible to design a deconvolution filter directly from the acquisition 

parameters. 

A one-dimensional example of a deconvolution filter is shown in figure 2.1. 

The input spectrum G ( f ) has a notch at a frequency of / n o t c / i - The filter H ( f ) 

is the inverse of G(f). The result of applying the filter to the original spectrum 

is an amplitude spectrum of constant value at all frequencies. The filter is thus 

a 'spiking' deconvolution filter. The filter compensates for the lack of energy at 

the notch frequency, so it has large amplification at this frequency. If there is no 

energy at the notch frequency, the filter amplitude will tend to infinity. 

Seismic data are noisy. If the noise is 'white', energy is present at all fre­

quencies. Application of the filter shown in figure 2.1 will cause amplification 

of the noise at the notch frequency. To prevent excessive amplification, 'white 

noise' may be added to the original spectrum before filter design. The notch 

will appear to be shallower, and the resulting filter will have lower amplification 

around that frequency. If the power of the added white noise is cr n

2 then the 

filter will be 

H [ f > k x ) - \G(f,kx)\* + <Tn> 

For spiking deconvolution, the desired output of deconvolution is an ampli­

tude spectrum of a constant value at all frequencies. If some other desired output 

were chosen, the deconvolution would be a 'shaping' deconvolution. The desired 

output may be chosen to have a similar energy distribution over the range of fre­

quencies as the input spectrum. The resulting filter will be more stable because 

amplification at all frequencies will be closer to unity. 
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Figure 2.1. Deconvolution filter design in the frequency domain. 



Thus a directional deconvolution filter may be designed in the f-k domain 

directly from the acquisition parameters. The filter may be a spiking or shap­

ing deconvolution filter. An alternative method of filter design uses the source 

signatures at different take-off angles from the source. 

i.3 Fi l ter design: the 'mapping' method 

Far-field source signatures at all take-off angles from a source array may 

be calculated or measured. The ghost effect can be included. Examples were 

shown in figure 1.2. The source signatures can each be transformed into the 

frequency domain, and the one-dimensional spectra may then be mapped on to 

the f-k plane (Confurius, 1987). Each spectrum is mapped onto a radial line in 

f-k space, governed by the equation 

kx = ^ 2.1 

Thus each component at frequency / from each spectrum may be placed at 

the correct point ( f , k x ) on the f-k plane. 

The resulting f-k spectrum must be regularly sampled in both frequency and 

wavenumber. If the sampling in frequency is the same as for the one-dimensional 

spectra, interpolation along the frequency axis is not required. The mapping 

will result in an irregular sampling in wavenumber, so interpolation is necessary. 

This may be performed as a series of one-dimensional interpolations along the 

wavenumber axis, at each frequency value. 

The resulting f-k source spectrum will be identical to that calculated by 

the direct calculation method (section 2.1.1) if the interpolation is perfect. The 

deconvolution filter may thus be designed in the same way. The mapping method 

will prove useful when only the source signatures are available, which will be the 

case for ultrasonic model data in chapter IV. 
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The mapping method has another advantage. Filters may be designed in the 

time domain for source signatures radiated at different take-off angles. These 

filters may then be transformed to the frequency domain, and mapped on to the 

f-k plane to give the f-k filter. Time domain filter design minimises the error 

energy between the desired output and the actual output (Robinson and Treitel, 

1980). The presence of notches in the spectrum of the input wavelet implies the 

need for a long deconvolution filter. The shorter the filter in the time domain, 

the less it will compensate for the notch. If the filter is designed in the frequency 

domain by spectral division it will completely compensate for the notch, but it 

will have a large amplification at the notch frequency, whereas the short filter 

designed in the time domain will have a lower amplification. The actual output 

from the filter designed in the frequency domain will have the same spectral 

characteristics as the desired output, but the filter will greatly amplify noise at 

the notch frequency. The filter designed in the time-domain will leave a residual 

notch, but will be more stable. Model examples of filter design will be given in 

chapter I V . 

Thus an f-k filter suitable for directional source signature deconvolution may 

be designed. Two closely related techniques are available, and these are sum­

marised in figure 2.2. 

In order to perform directional deconvolution, the filter must be applied to the 

f-k transform of the data. This is performed as a complex number multiplication. 

2.2.3 Filter application 

The f-k transform is a plane-wave decomposition. Each point in f-k space 

represents a plane-wave of a particular frequency, / , travelling at an angle to 

the vertical of <f> (equation 2.1). Considering the f-k transform of a common-shot 

gather, </> would be the angle at which the plane-wave arrives at the receivers. 

Only for a horizontally stratified medium would this be equal to the angle at 

which it left the source. To perform directional source signature deconvolution, 
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it is the take-off angle at the source which is important. Thus common-receiver 

gathers must be used. 

The need to use common-receiver gathers can be illustrated by considering 

the response to a point diffractor (figure 2.3) where 

xa is the distance to the source from the origin, 

xg is the distance to the receiver from the origin, 

xo is the distance to the point diffractor from the origin, 

ZQ is the depth to the point diffractor, 

V is velocity and 

<p is the take-off angle from the source. 

The traveltime curve is given by 

t(xa,xg) = ^r((*o 2 + (xa ~ * o ) 2 ) 5 + ( z 0

2 + {xg - zo) 2 )*) 

For a common-receiver gather, the apparent slowness is the partial derivative 

of the traveltime curve t ( x s , x g ) with respect to source position (Hampson, 1987) 

dt 
dx 

(x3 - xo) sin <f> 

* V (zo2 + (xs - x0)2)1* V 

Thus 

vapparent — . 1 
sin <j> 

Thus a point on the f-k transform of a common-receiver gather represents a 

plane wave of frequency / which has left the source at a take-off angle 4>. 

24 



a 6 

4 

~ So? + 2 e

2 ) 5 

1 
Xs - SO) XQ 

F i g u r e 2.3. Geometry of a point diffractor (at ( z 0 , ZQ)), source (S)and receiver 
(G). 



Apparent velocity can be calculated for other types of gather. For a common-

shot gather, the apparent slowness is the partial derivative of t(x3,xg) with re­

spect to receiver position xg. The resulting angle in the equivalent formula to 

equation 2.2 will be the angle at which the plane-wave arrives at the receivers. If 

it is desired to compensate for the directional response of the receivers, this may 

be done in the f-k domain for each common-shot gather. As it is the take-off an­

gle at the source which is needed for directional source signature deconvolution, 

the f-k filter must be applied to the f-k transform of common-receiver gathers. 

The f-k method for directional deconvolution is summarised in figure 2.4. 

Data are not usually processed as common-receiver gathers, so additional sorting 

is required. This is time consuming and costly. A suite of programs has been 

written for the evaluation of f-k directional deconvolution (Appendix A ) . 

The f-k transform has inherent problems which lead to incorrect processing 

of parts of the data. The next section will review Fourier theory, and these 

problems will then be examined. 

The 2=D Four i er 

Reviews of Fourier theory are given by Bracewell (1978) and Brigham (1974) . 

Fourier theory was first developed for the continuous one-dimensional case. The 

discrete case is an approximation and the 2-D case an extension of the basic 

method. The Fourier transform of a function h(t) is defined as 

oo 

/
ou 

h(t) 
-oo 

Mf*dt 
oo 

The inverse transform is 

H { f ) e 2 w % f t df 
-oo 
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Main processing stream F-k directional deconvolution 

filter design 

V 

Sort to common receiver gathers 

F-k transform 

Filter application 

Inverse f-k transform 

Re-sort as required ( C M P or 

common-shot gathers) 

V 

F i g u r e 2-4. F - k directional deconvolution processing sequence. 



If the unit of t is time (s), then the unit of / is frequency (Hz). If the unit 

form a 'Fourier transform pair'. 

The convolution theorem is important for deconvolution. The convolution of 

two functions, denoted as g * h is defined as 

the convolution theorem states that a convolution in one domain is equivalent to 

a multiplication in the other: 

A convolutional model is assumed for source signature deconvolution. Thus 

deconvolution filters may be designed and applied in either the time, or frequency 

domain. 

Fourier theory may be extended to the discrete case, i.e. sampled data. This 

involves a discrete approximation of the integral. The resulting discrete Fourier 

transform ( D F T ) is 

of t is distance (m), then the unit of / is wavenumber (m 1 ) . These integrals 

enable transformation from one domain to the other. H ( f ) and h(t) are said to 

00 g(r)h(t-r) 
-oo 

dr 
oo 

Representing the transform pair by 

h(t) *± H ( f ) 

g ( t ) * h ( t ) ^ G ( f ) . H ( f ) 2.3 

27TI-VT V h(r)e 
r = 0 

L-l 
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The D F T is periodic with period L . The D F T provides a good spectral repre­

sentation providing that the sampling criterion is obeyed. If the sampling period 

is At, the Nyquist frequency, fnyq, is 

f n y q = 2&t 2 , 4 

A function that is bandlimited to frequencies below the Nyquist frequency 

is completely determined by its samples. If frequencies are present above the 

Nyquist, they are said to be aliased. Because of the periodic nature of the D F T 

they will wrap around in Fourier space. 

Calculation of the D F T can be made very efficiently using a fast Fourier 

transform ( F F T ) (Cooley and Tukey, 1965). 

The 2-D D F T involves extending the basic formulae to two dimensions. The 

F F T can be similarly extended. In seismology it is usual to transform one spatial 

and one temporal axis. This gives an f-k transform. Hatton et al.(1986) and 

March and Bailey (1983) give excellent intuitive insights into the f-k transform. 

Figure 2.5, adapted from Hatton et al.(1986) shows a sketch of a seismic section 

and its f-k transform. Frequency is shown varying from zero to the temporal 

Nyquist frequency, and wavenumber varying between plus and minus the spatial 

Nyquist wavenumber. A linearly dipping event in the x-t domain transforms to a 

linearly dipping event which passes through the origin in the f-k domain. Event 

E shows spatial aliasing. The f-k transform is periodic in time and space, so 

transform space can be visualised as a series of adjacent boxes. Aliased energy 

continues across these boxes. The f-k transform plot, e.g. figure 2.5.b, is a 

superposition of all of the boxes, so the aliased arrival appears as wrapped around 

energy. 

2.4 F i l t e r i n g us ing the 2=D F F T ; d a t a edges 

Until the mid 1970s, 2-D filtering was performed by a convolution operation 
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in the time domain. Specification of the filters, however, often started with 

frequency domain considerations (e.g. Embree et al., 1963). With the advent of 

the fast Fourier transform (Cooley and Tukey, 1965), filtering became viable in 

the more natural frequency domain. Today the technique is widely used, with 

examples from gravity data processing ( K u et al., 1971), velocity filtering of 

seismic data (Christie et al., 1983), and V S P wave-field separation (Suprajitno 

and Greenhalgh, 1985). 

Filtering in the Fourier domain involves a complex number multiplication. 

The convolution theorem (equation 2.3) states that this is equivalent to a con­

volution in the time domain. Figure 2.6.a from March and Bailey (1983) shows 

a velocity filter which was designed in the f-k domain. The same filter is shown 

transformed to the space-time (x-t) domain (figure 2.6.b). Application of the 

velocity filter in the f-k domain is equivalent to a convolution of the data with 

the x-t impulse response shown. The x-t impulse response has both temporal 

and spatial extent. The side lobes of the impulse response are caused by Gibb's 

phenomenon. A discontinuity, or steep slope, in the f-k domain causes ringing in 

the x-t domain. 

2-D seismic data usually taper to zero temporally but not spatially, because 

the finite recording aperture in space is a boxcar window parallel to the x-axis. 

The sharp edges of the boxcar window are discontinuities which lead to Gibb's 

phenomenon, i.e ringing, in the wavenumber domain. Tapering the edges of the 

data before the f-k transform provides a partial solution, and the edges may then 

be amplified on return to the x-t domain. This is not a complete solution, as the 

tapered outer traces will be affected by the convolution of the impulse response 

of the filter with the inner traces. This noise will then be artificially amplified 

when the taper is removed at a later stage (March and Bailey, 1983). 

The implied periodicity of the f-k transform further adds to the problem 

near the edges of the data. The data input to the F F T are recorded over a finite 

range, but the F F T regards it them being periodic. Thus a multiplication in the 
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f-k domain is equivalent to a cyclic convolution, and not a transient convolution 

(Clement, 1973). Convolution in the time domain results in an output equal 

to the length of the data plus the length of the filter. Because of the cyclicity 

inherent in Fourier methods, the extra output will appear as wrapped around 

noise on the outer traces after the inverse transform. This leakage can be pre­

vented if the data are padded with blank traces before the f-k transform. The 

contamination of the padded traces by wrap around is unimportant as they will 

later be discarded. As most F F T s require the number of traces to be a power of 

two, it is convenient to pad to the next power of two, or more if necessary. 

Despite these measures, edges of the data will still not be completely pro­

cessed. An outer trace of the gather will only be affected by the convolution 

of the impulse response of the filter with itself and with the inner traces. An 

inner trace of the gather will be affected by convolutions from itself and with 

traces on both sides of it. Thus, as no data exist outside the recording window, 

outer traces are not completely processed. The spatial extent of the filter will 

determine how many traces are affected. 

The spatial and temporal extent of the filter is dependent on the nature of 

the f-k response. Discontinuities in the f-k domain will result in ringing in the 

time domain. If the f-k filter has gentle slopes, the x-t impulse response will 

have a small temporal and spatial extent. It may be necessary to design the f-k 

filter with steep slopes. An example is a velocity filter with a sharp reject zone. 

To minimise the ringing effect on the data, the velocity filter may be tailored to 

fit low amplitude channels in the spectra (Christie et al., 1983), which also has 

the advantage that linear velocity cut-offs will be replaced with curves, so the 

energy previously in long tails of the impulse response will become more evenly 

spread. For V S P wave-field separation, a similar approach has been suggested 

(Suprajitno and Greenhalgh, 1985). 

F-k directional deconvolution filters may have steep slopes in the f-k domain. 

These occur where the filter is compensating for notches in the f-k spectrum of 
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the source function. The impulse responses of f-k directional deconvolution filters 

will need to be examined to assess their stability before application. 

.5 F i l t e r i n g u s i n g t ike 2=D F F T s a l i a s ing 

Seismic data can contain spatially aliased events because no spatial equivalent 

of a temporal anti-alias filter is applied during acquisition. Spatial aliasing occurs 

if the time moveout per trace of an event is greater than half the period of the 

maximum frequency being considered (Figure 2.7). The Nyquist wavenumber is 

given by 

k - J -

where A x is the trace spacing, as implied by equation 2.4. Spatially aliased 

events will wrap around in the f-k domain (figure 2.5). To filter an aliased event 

correctly, the f-k filter would need to wrap around to the same degree. The 

filter would then process non-aliased events incorrectly. A better approach is 

to remove the spatial aliasing prior to the f-k transform. Several means are 

available: recording the data with finer spatial sampling; spatial interpolation; 

high-cut filtering; applying linear moveout; and muting aliased events. 

o Finer spatial sampling 

Spatial aliasing is due to insufficient spatial sampling. Figure 2.7.b shows 

an event which is just aliased. If the spatial sampling interval were smaller, 

for example half the interval shown, the event would not be aliased. Thus 

adequate spatial sampling in the field will ensure no spatial aliasing. 

o Spatial interpolation 

Spatial interpolation aims to emulate finer spatial sampling. If data are 

recorded with spatial aliasing, trace interpolation is a major problem. Most 

methods of spatial interpolation attempt to determine the local dip at all 
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points on the dataset by measuring coherence over a range of dips. The data 

are then interpolated along the local dips which show maximum coherence. 

Spatially aliased data exhibit conflicting dips (e.g. Hatton et al., 1986), so 

the interpolation method may be unable to distinguish between true dips and 

apparent dips. Thus spatially aliased data may be interpolated incorrectly. 

Trace interpolation does not improve lateral resolution; it just avoids the 

aliasing problem. 

o High-cut filtering 

Figure 2.5 showed an event which is spatially aliased (event E ) . It wraps 

around to the right-hand quadrant at frequencies greater than If fre­

quencies above were removed by high-cut filtering, the event would not be 

aliased, but valuable high frequencies would be lost from the data. 

o Linear-moveout (Yilmaz, 1987) 

Time shifts may be applied to data so that steeply dipping events appear to 

have shallower dips. For example, linear-moveout could be applied to event E 

in figure 2.5 to alter the dip to that of event D. Event E would then no longer 

be spatially aliased and could be filtered. Events which were not spatially 

aliased could become so after the application of linear-moveout. Thus the 

method is highly data-dependent. 

o Muting 

A commonly occurring steeply dipping event on a common-receiver gather 

is the direct wave. This will usually be spatially aliased, but may be muted 

prior to the f-k transform. 

F-k directional source signature deconvolution filters are applied to the f-k 

transforms of common-receiver gathers. If there are aliased events in the gather, 

these events will be incorrectly processed. For a common-receiver gather, the 
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shot spacing determines the spatial sampling. A typical marine shot spacing is 

25 m, so the Nyquist wavenumber is (equation 2.4) 

i"« = 2is = 0'02m"1 

The source take-off angle for a common-receiver gather is given by 

sin <p — —j-

If the highest frequency of interest is 80 Hz, and the velocity of water is 1480 m 

s - 1 , the maximum angle at which energy can be radiated from the source without 

being aliased on a common-receiver gather is 22°. Energy radiated at larger take­

off angles will be aliased, and it is this energy which will exhibit directivity when 

a moderate length source array (e.g. figure 1.2.a) is used. Spatially aliased 

events will be incorrectly processed by application of directional deconvolution 

by filtering in the f-k domain. Therefore spatial aliasing must be dealt with 

before directional deconvolution. Hubbard et al.(1984) spatially interpolate each 

common-receiver gather to reduce the shot interval to 12.5 m. The need for 

spatial interpolation is a major short coming of the f-k directional deconvolution 

method. 
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Chapter I I I 

DSirectiQinial DecoimvolMtloe Combamed with Prestack M i g r a t i o n 

3.1 I n t r o d u c t i o n 

Prestack migration can almost completely be understood by geometrical con­

siderations. Additional weighting factors are needed to provide a complete solu­

tion consistent with Kirchhoff diffraction theory (Schneider, 1978). Approxima­

tions must be made to the KirchhofF integral due to the discrete nature of seismic 

data. 

A new method of directional source signature deconvolution has been de­

veloped (Roberts and Goulty, 1988). Directional deconvolution is performed as 

a series of one-dimensional source signature deconvolutions in a Kirchhoff sum­

mation prestack migration scheme. A processing scheme has been written to 

evaluate the technique. Physical model data have been used (chapter IV) . Ex­

tensions to the method are necessary for real data, which have been recorded 

over variable-velocity media (chapter V) . 

3.2 Prestack miff ra t ion 

The aim of migration is to relocate reflection events to their true subsurface 

positions. Migration is usually applied to stacked data as one of the last processes 

in the processing sequence. The stacked section is assumed to be equivalent to 

a zero-offset section. The assumptions implicit in the application of normal 

moveout (NMO) and stacking are violated for certain situations and, for these 

situations, the stacked section will not equal a true zero-offset section. Post-stack 

migration will not perform correctly. 

The main area where NMO fails is when conflicting dips are present. Stacking 

velocities are dip dependent (Levin, 1971). Only one stacking velocity may be 
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chosen for each traveltime. Thus if reflectors of conflicting dip are present at the 

same traveltime, only one will be stacked correctly. Migration velocities, however, 

are independent of dip, so prestack migration will correctly image structurally 

complex areas where NMO assumptions break down. 

Prestack migration is still not widely used despite this advantage. Migration 

requires a knowledge of the velocity structure of the subsurface, but at early 

stages of the processing sequence there is little velocity information. This is a 

major problem, as prestack migration is very sensitive to velocity errors. Re­

cently, advances in computer technology have enabled prestack migration itself 

to be used as a velocity analysis tool. This approach was first suggested by Gard­

ner et al.(1974), and is used in chapter V. Prestack migration is also a relatively 

expensive process because the volume of data before stack is much greater than 

post-stack. 

The problems associated with knowledge of the velocity field and cost consid­

erations have lead to the development of 'prestack partial migration' methods. 

One such method, Dip Moveout (DMO) (Deregowski and Rocca, 1981), has 

gained wide acceptance by the seismic processing industry. 

Migration may be performed in several different domains (e.g. Stolt and 

Benson, 1986). The method used to incorporate directional deconvolution is 

Kirchhoff summation migration (Schneider, 1978). This is an extension of one of 

the earliest methods, diffraction stack migration. 

3.2.1 Diffraction stack migration 

Diffraction stack migration was one of the earliest types of migration to be­

come commercially available. It is based on simple geometrical considerations 

and follows from the work of Huygens and Fresnel. For zero-offset (i.e post-stack) 

data, diffraction stack migration is performed by summing along hyperbolic tra­

jectories. For prestack data the summation operator is slightly more complicated. 

Consider a constant-offset section with only an isolated impulsive arrival, (Figure 
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3.1.a). If a constant velocity medium is assumed, the reflector configuration must 

be the depth ellipse in Figure 3.1.b. When the source and receiver are at the 

position shown, reflections are recorded from all points on the ellipse at the same 

traveltime. For any other source and receiver position, no reflections are recorded. 

The equation of the ellipse is a function of traveltime, velocity and offset between 

source and receiver. Conceptually, migration may be performed by taking the 

event from the constant-offset section and distributing it around the appropriate 

ellipse. To migrate a complete constant-offset section, this operation must be 

performed for every data sample on the section. Alternatively, migration may 

be performed directly by summing over trajectories on the const ant-offset sec­

tion. This summation is defined by the 'migration summation operator', whose 

geometrical shape also depends on traveltime, velocity and source-receiver offset. 

For zero-offset data the summation operator is a hyperbola. In two dimensions 

for non-zero-offset data, the summation is over vertical slices through the surface 

of a Cheops pyramid (Claerbout, 1985). The migration summation operator ap­

proximates to a hyperbola for small source-receiver offsets and large traveltimes, 

but is actually a 'flattened' hyperbola. 

3.2.2 KircMioff extensions to diffiracfeioia stack migration 

Schneider (1978) solved the wave equation to obtain a Kirchhoff integral 

solution suitable for the migration of zero-offset sections. A full derivation is 

given by Devey (1979). The resulting two-dimensional Kirchhoff integral formula 

suitable for migration, assuming constant velocity V, is 

P{xm,tm) is the pressure at a coincident source and receiver position xm and 

at a migrated vertical traveltime t m . 

d2P oo cos a 
r ( x , i 0 ) I dx 

(VHQ)2 \ dt 00 
3.1 
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Figuife 3.1. Principle of prestack migration, (a) Constant-offset section with a 
single arrival, (b) The depth ellipse in a constant-velocity medium which would 
give rise to the section in (a). 



K is a constant which can be evaluated, but in practice is adjusted for con­

venience of output signal amplitude scale. 

to is the traveltime on the zero-offset section. It is calculated using raypaths 

to the point ( x m , t m ) and is given by 

P(x, to) is the pressure at a traveltime to on the zero-offset section with source 

and receiver coincident at x. 

The operations implied by equation 3.1 are an integration over a hyperbola, 

i.e diffraction stack migration, with additional weighting and phase shifting fac­

tors. These additional factors are a directivity factor, a true amplitude scaling 

factor and the Newman filter (Newman, 1975). 

The directivity factor, often called the obliquity factor, is 

tm 
cos a = — 

The factor is unity at the apex of the summation hyperbola and decreases 

gradually on the flanks. More severe directivity factors have been tried by Kuhn 

(1979). 

The true amplitude scaling factor is given by 

1 

This factor is explained in figure 3.2 (Hatton et al., 1986), which shows a zero-

offset section with two horizontal reflectors. The migration operator sums over 

the zero-offset section. When the summation operator encompasses a reflector, 
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there will be a region of coherency which will result in a significant migrated 

output value. The region of coherency increases with traveltime so that the 

output from a deep reflector will be greater than for a shallow reflector. The 

true amplitude scaling factor corrects for this effect. 

The directivity and true amplitude scaling factors can be combined to give 

a computationally efficient weighting scheme for Kirchhoff summation migration 

(Hosken, 1979). The combined weighting factor is 

V(tQf' 

The Newman filter (Newman, 1975) is given by 

dip 

at? 

The filter has a 45 degree phase lag and a 3dB per octave rise in amplitude. 

It is equivalent to multiplication in the frequency domain by y/iuj. The filter may 

be applied in the time domain (Hosken, 1979). 

The Kirchhoff integral in equation 3.1 was derived for zero-offset data. It 

is an extension of diffraction stack migration. For the migration of constant-

offset sections, the summation method can be extended similarly (e.g. Stolt and 

Benson, 1986). The weighting function is more complicated for constant-offset 

data than for zero-offset data because the finite source-receiver offset must be 

normalised. A simpler weighting function will often suffice (Stolt and Benson, 

1986). The Newman filter is still appropriate for constant-offset migration (Hood, 

1981). 
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S.S Pract ica l KlffcWhoflF summatioini m ig ra t i on 

3.3.1 Infeerpolsftiora in time 

Seismic data are recorded at discrete intervals of space and time so the in­

tegral in equation 3.1 must be approximated by a summation. The migration 

summation operator sums across many traces to calculate a single migrated out­

put value. It is likely to pass between samples on each trace that it crosses; thus 

interpolation is necessary. 

3.3.2 'Bkcreftisa&ioia' noise (Hosken, 137®) 

'Discretisation' noise is also known as 'aliasing' noise. This latter term is 

confusing as discretisation noise may occur even if the data are not aliased. Data 

are discretely sampled in space. Figure 3.3.a shows how a single migrated output 

trace is formed by summation migration for a horizontal reflector. For each 

point above the reflector, the migration operator sums over the reflector which 

it intersects at two points. The sum of the reflector amplitudes at these points, 

each weighted by the appropriate weighting factor, is placed at the correct point 

on the migrated trace. If the data are finely sampled, the contributions from all 

operators coalesce to form an elongated pulse which appears as a precursor to the 

reflection event. The Newman filter is designed to collapse such a pulse back to 

the wavelet shape of the reflection before migration. Due to the discrete sampling 

interval in space, contributions to the migrated trace from the more remote traces 

do not coalesce, but form individual pulses. The Newman filter does not filter 

these individual pulses correctly; thus discretisation noise occurs. The situation 

is further aggravated for dipping reflectors (Figure 3.3.b). Contributions to the 

migrated trace from the up-dip side of the dipping reflector are separated further 

than they were for the horizontal reflector. For zero-offset data, discretisation 

noise appears above a dipping reflector if the highest frequency on the input 

traces is greater than fmax, where 

fmax — TT '• 3.2 

4 Ax sin amax 
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Figure 3.3. Kirchhoff summation migration of (a) a single horizontal reflection 
and (b) a single dipping reflection (adapted from Hosken, 1979). 



(Hosken, 1979). Equation 3.2 assumes that the migration operator has been 

truncated so that the maximum dip which can be migrated is a m a x . The true 

dip a m a x is related to the dip on the input traces calculated after values 

on the time axis have been multiplied by V/2, by 

tan @max = s i l Qt-max 

Thus if the time moveout per trace of the migration operator is greater than 

half the period of the maximum frequency, discretisation noise will occur. This 

is equivalent to the criterion for wavenumber aliasing (section 2.5). To reduce 

discretisation noise, several options are available. 

o The migration operator may be truncated. The maximum dip which can be 

migrated is decreased. 

o A high-cut filter may be applied to the input data so that frequencies above 

fmax are removed. High frequency data are then lost. 

o The spatial sampling interval (Ax) may be reduced by spatial interpolation. 

Equation 3.2 was derived by Hosken (1979) for zero-offset migration. For 

finite-offset migration, the equivalent formula would not be such a simple function 

of dip, frequency and spatial sampling. The approaches outlined above, when 

applied to finite-offset migration, should still reduce discretisation noise. 

3.3.3 Tmmcaticra error 

The migration summation operator must be truncated to include only a lim­

ited number of traces. The size of the operator is limited ultimately by the 

temporal and spatial extent of the dataset, but in practice it is desirable to 

truncate the summation operator further. This has several advantages: 

o discretisation noise is reduced, 
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o noise energy is not distributed as far over the section, and 

o computer run time, and hence cost, is reduced. 

Truncating the operator will also have disadvantages: 

o the maximum dip which can be migrated is reduced, 

o diffraction hyperbolae are not collapsed fully, 

o random noise becomes organised as dominantly horizontally spurious events 

(Yilmaz, 1987), and 

o truncation noise occurs (Hosken, 1979). 

Despite these disadvantages, the migration summation operator should be 

truncated as much as possible. The operator should be chosen to migrate the 

maximum dip present in the section. Truncation noise may be minimised by 

tapering the migration operator to zero at the ends of the aperture. 

3.3.4 Dafia aliasing 

Migration will perform poorly if data are aliased. This is explained in figure 

3.4. Aliased events appear as conflicting dips. The migration summation opera­

tor cannot distinguish between the true dip of the event and the apparent aliased 

dip, so coherent migrated events result from both. Events are thus migrated in­

correctly and the section is noisy. Examples are shown by Bardan (1987) and 

Yilmaz (1987). Prevention of spatial aliasing was discussed in chapter II. 

Spatial sampling for a constant-offset section is determined by the shot spac­

ing. Spatial sampling for a stacked section is the CMP interval, which is half of 

the receiver interval. Thus for the usual case of the shot and receiver intervals 

being equal, a constant-offset section is twice as coarsely sampled as a stacked 

section, so an event with a particular time-dip may be unaliased on a stacked sec­

tion but aliased on a constant-offset section. Bardan (1987) notes that as offset 
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Figure 3.4. Kirchhoff summation migration of spatially aliased events. 



increases, the time-dip of a reflection event on a constant-offset section decreases. 

An event which is aliased on a stacked (zero-offset) section could therefore be 

unaliased on a constant-offset section. Data are usually acquired so that events 

on the stacked section will not be spatially aliased. Whether they are aliased 

on a constant-offset section is dependent on reflector geometry and acquisition 

parameters. 

3.3.5 Stretch 

NMO is implicit in prestack migration (Hood, 1980). NMO causes wavelets 

to be stretched at large source-receiver offsets and low traveltimes. A mute region 

may be designed to avoid excessive pulse stretching. 

3.3.6 Computer algorithms 

Kirchhoff summation migration is widely used. A prestack migration scheme 

is given by Jain and Wren (1980). Kirchhoff migration can be visualised as 

having two data 'boxes'. One 'box' contains the input data which, for prestack-

migration, is a constant-offset section. The other, which is initially empty, con­

tains the migrated output. For each output sample, the appropriate migration 

summation operator is calculated. The operator then sums across the input data 

and the weighted sum is placed at the output sample. This operation is repeated 

for all samples on the migrated output, which may be a limited window of in­

terest. Computer memory limitations may make it necessary for the data to be 

read and processed in subsets. 

For prestack migration, each constant-offset section is migrated individually 

and the sections are then stacked to build up the 'fold of cover'. In order to 

economise, groups of constant-offset sections may be stacked prior to migration. 

Differential normal moveout is applied to each trace in the substack to reduce 

the range of offsets to a single offset. If the range of offsets is small the time 

shifts involved are small, hence the process is relatively insensitive to velocity 

errors and to problems with NMO assumptions. Partial stacking before prestack 
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migration reduces the number of migrations, but the substacks, and hence the 

final results, may be degraded in areas where NMO assumptions break down. 

.4 Inco rpo ra t i on of d i rec t ional deconvotation in to prestadk m i g r a t i o n 

Figure 3.1.b shows the elliptical prestack migration impulse response for a 

constant-velocity medium. To perform prestack migration, energy from each 

sample on the const ant-offset section is distributed over the appropriate ellipse. 

The take-off angle at the source determines the position on the ellipse. 

Migration is usually performed as a summation rather than a 'smearing' 

operation (section 3.2.1). The geometrical shape of the operator is calculated 

by considering raypaths to a point diffractor (figure 3.5.a), and is a vertical slice 

through a Cheops pyramid (Claerbout, 1985). A prestack migration summation 

operator is shown in figure 3.5.b. There is also a one-for-one correspondence 

between source take-off angle and location on the summation operator. This 

provides the basis for performing directional deconvolution. 

For a directional source, the source signature will change with source take-off 

angle (chapter I). Thus each point on constant-offset section along the migra­

tion summation operator should be deconvolved with a filter designed for the 

appropriate take-off angle. If the constant-offset section is deconvolved for the 

source signature radiated at one particular take-off angle, only the part of the 

summation operator corresponding to that take-off angle should be included. 

To perform directional deconvolution, the constant-offset section must be decon­

volved separately with a full range of filters for the source signatures radiated in 

different directions. For each portion of the operator, the source take-off angle is 

calculated. The deconvolved section which has been deconvolved with the correct 

angular filter is selected, and the contribution from this section is summed to the 

migrated output. Thus each migrated sample is obtained by summing across 

the set of deconvolved sections, selecting the appropriate section for each part 

of the migration summation operator. This method appears to require massive 
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Figure 3.5. Prestack Kirchhoff summation migration, (a) Geometry of a 
constant-offset section over a single diffraction point. Raypaths for two source-
receiver positions are shown, (b) Constant-offset section from the point diffractor. 
Seismograms for the two raypaths in (a) are superimposed. 



computer storage because the constant-offset sections have been deconvolved for 

many source take-off angles. To avoid storing all these sections the ordering of 

the steps in the process can be changed. 

In practice, the deconvolutions may be applied sequentially so that only one 

deconvolved section needs to be stored. The constant-offset section is decon­

volved with a filter designed for the first source take-off angle to be considered. 

For each migrated output sample, summation takes place only over the appro­

priate part of the migration summation operator. The constant-offset section is 

then deconvolved with a filter designed for the next source take-off angle. The 

summation operation is then repeated for each output sample, now summing over 

that part of the migration summation operator which is appropriate for the new 

take-off angle. This is repeated for the full range of source take-off angles, after 

which the section has been migrated fully. Thus each migrated output sample is 

not calculated in the usual manner, by one application of a complete migration 

summation operator. They are built up sequentially, by using the relevant parts 

of the summation operators as the section is deconvolved for each source take-off 

angle. 

To implement the method, a suite of deconvolution filters must be designed 

for the far-field source signatures radiated at different take-off angles. A discrete 

increment in angle for successive filters must be chosen, and also the maximum 

angle to the vertical which needs to be considered. 

T h e processing scheme 

A processing scheme has been written to perform directional deconvolution 

combined with prestack migration. It is part of a complete processing package 

which is described in Appendix A. 

The first step in the scheme is to calculate the migration and deconvolution 

parameters. 
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3.5.1 Calculation of parameters 

The migration summation operator is calculated as a function of source take­

off angle. This enables deconvolution to be performed efficiently by the computer 

algorithm. Angular limits and a discrete angular increment for calculating de-

convolution operators are chosen. Signature deconvolution filters are designed 

for the source signatures radiated at the full range of take-off angles chosen. 

Angular limits for the summation operator are specified as the maximum 

source take-off angle either side of the vertical. For simplicity, one limit is used 

for the whole d at aset. Time and spatially varying limits could be incorporated. 

Limiting the source take-off angles to be considered is equivalent to truncating 

the migration operator, so the angular aperture should be chosen to migrate the 

steepest dips present on the section. This aperture may be calculated as follows. 

Figure 3.6 shows the raypaths from a source and receiver to a point ( x m , z m ) on 

a dipping reflector. Point ( x m , z m ) is the true subsurface, and hence migrated, 

position. To migrate reflectors with a dip of a degrees, the migration operator 

must include source take-off angles up to <f) degrees, where 

(f> = a + /3 

Hood (1981) shows that the angle of incidence /3 is given by 

(5 = t a n - 1 < 
- V t m + ({Vtm)2 + 4 / i 2 ( l - cos 2 2a) ) ' 

2h(l - cos 2a) 

where 

t m , the migrated time, is given by 

tm — 
2Zm 

V 
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F i g u r e 3 . 6 . Geometry of a dipping reflector, source (S) and receiver (G) . 



V is velocity, and 

h is half the source-receiver offset. 

By specifying the maximum geological dip to be migrated at a particular 

traveltime, the maximum source take-off angle from the vertical which needs to 

be considered in the prestack migration is calculated. 

The angular increment for deconvolution must be chosen. If the increment is 

small, there will be many deconvolutions for a given angular aperture. The com­

puter run time and hence the cost will be great. If the deconvolution increment 

is too coarse, events could be deconvolved with a filter designed for a very differ­

ent source signature. Trials on model and real data show that a deconvolution 

filter performs well for a range of angular signatures around the one for which it 

was designed. This range depends on the directivity of the source. The decon­

volution increment should chosen to be within this range. A small increment is 

unnecessary as the source take-off angles used to determine the position on the 

migration summation operator will be in error if the velocity field is not known 

precisely. 

Source signature deconvolution filters must be designed for the range of take­

off angles needed for the migration at the chosen incremental value of take-off 

angle. They are designed from the far-field source signatures. 

3.5.2 Processing algorithm 

A flow chart for directional deconvolution combined with prestack migration 

is shown in figure 3.7. The different stages will now be explained. 

1. The parameters for the migration and the directional deconvolution have 

been calculated and are read from a control file. The complete constant-

offset section is read into memory from magnetic tape. The tape must be in 

S E G - Y (Society of Exploration Geophysicists, 1980) format. Alternatively, 
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Fagmffe 3.7. Directional deconvolution combined with prestack migration. 
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the constant-offset section may be read directly from a file on disc. The traces 

on the section may be bandpass filtered. 

2. Each trace on the constant-offset section is transformed into the frequency 

domain, using a one-dimensional F F T , and stored. Storage in the frequency 

domain will enable rapid deconvolution of the const ant-offset section at a later 

stage. The data and signature deconvolution filters are padded with zeros to 

the same length prior to the F F T so that the discrete frequency values of the 

data and filters are the same. 

3. The migration summation operator will be applied in several stages as a 

function of source take-off angle. The operator is a function of migrated trav-

eltime, velocity and source-receiver offset, and so must be calculated for each 

migrated sample. For a laterally homogeneous medium, the migration sum­

mation operator is spatially invariant. Thus the operator calculated for each 

traveltime may be used for all traces on the migrated output. In addition 

to calculating the operator, the portion of the operator to employ when the 

constant-offset section has been deconvolved for a particular take-off angle 

must be calculated. At this stage, the traveltimes of each point on the oper­

ator are not calculated. This avoids unnecessary storage. Only the range of 

traces, expressed as the range from the apex of the summation operator to 

the points to be summed ( x r ) , are calculated and stored. From figure 3.6 

xr = z m tan <j> — h 

Now 

VU 

SO 
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vtm 

xT = - tan 0 — h 

Thus, for a particular migrated traveltime t m , the portion of the migration 

summation operator to use when the section has been deconvolved for a par­

ticular source take-off angles-is calculated. This calculation is performed for 

all traveltimes and the results stored. 

4. This loop is the first of four 'nested F O R T R A N DO-loops'. DO-loops allow 

the repetition of a number of statements a predetermined number of times. 

The loops are shown schematically in figure 3.8. 

The first source take-off angle is considered. Take-off angles vary from the 

maximum to the minimum chosen, and increment by the chosen amount. The 

constant-offset section is deconvolved with the appropriate signature decon-

volution filter The filters are read from file, and deconvolution is performed 

by multiplication in the frequency domain. The constant-offset section is 

now correctly deconvolved for a small range of source take-ofF angles, which 

is assumed to equal the chosen angular deconvolution increment. 

5. The first migrated traveltime is considered. Traveltimes vary from the mini­

mum to the maximum traveltimes in the migrated window. 

6. The section has been correctly deconvolved for a small range of take-off angles 

(stage 4), and the portion of the migration operator to use for the particular 

traveltime (stage 5) and take-off angle being considered has been calculated 

(stage 3). Thus the range of traces over which the summation operator is 

to sum is known. The first offset within the range is considered. The range 

varies from the maximum to the minimum previously calculated, expressed 

as the offset of the trace from the apex of the summation operator. 

7. For the first offset to be included in the summation, the traveltime of the 

operator is calculated. From figure 3.6, the traveltime on the const ant-offset 
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section ( t r ) will be the sum of the traveltimes from the source and from the 

receiver to the point ( x m , z m ) . Therefore 

tr = ~ { ( ( X r - h)2 + + { ( X r + h)2 + 4)7 } 

8. The first trace on the migrated output is considered. Output traces vary from 

the first to the last in the migration window. 

9. The correct trace to use for the summation is given by 

The correct traveltime ( t r ) to use has been calculated. The value is interpo­

lated, weighted and summed to the migrated output sample.. 

The DO-loops then proceed in the usual manner, as shown in figure 3.8. The 

values are calculated and summed to all of the traces in the migrated window, 

while the variables in loop 4 (<j>), loop 5 ( t m ) and loop 6 (xr) are kept constant. 

Then the process is repeated for each of the traces to be included in the migra­

tion operator (each defined by a particular value of x r ) , for the first migrated 

traveltime and the first source take-off angle. The process is then repeated for 

the next migrated traveltime ( t m ) . The section has now been migrated for the 

small range of take-off angles, defined by the deconvblution increment and the 

first take-off angle. The constant-offset section is then deconvolved for the next 

take-off angle and the whole process repeated. Once all take-off angles have been 

considered, the window is migrated fully and is written to file. The Newman 

filter is then applied by multiplication in the frequency domain. 

The program may also be used with standard signature deconvolution rather 

than directional deconvolution. The constant-offset section is deconvolved with 

the filter designed for the vertically travelling wavelet on the first entry to loop 4, 
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after which no further deconvolution is performed. This will enable a comparison 

of directional deconvolution with standard one-dimensional deconvolution. 

The program outlined above has been written to evaluate the technique of 

directional deconvolution combined with prestack migration. It has been written 

for use on the University of Durham Amdahl 470/V8 mainframe computer. The 

aim of the program has been to keep the number of deconvolution operations to 

a minimum which will minimise C P U time. This has been achieved, but at the 

expense of large storage requirements because the whole constant-offset section 

must be stored. If computer memory limitations dictate that the data must be 

processed in subsets, the number of deconvolutions will increase. Storage of the 

deconvolved constant-offset sections on disc or magnetic tape is an alternative 

method, but read and write times will be greater. 

In the present scheme, interpolation (stage 9) is performed by use of a bicubic 

spline. A smooth\curve is fitted to several samples either side of the point to be 

interpolated, and then the value is calculated. This operation must be performed 

every time a value is summed and is therefore time consuming. The standard 

approach to interpolation is to resample data to a finer sampling interval. The 

nearest sample to the point to be interpolated is then used as the interpolated 

value. This resampling technique is very popular, for example for the application 

of NMO and for velocity analysis. Resampling is most efficiently performed in the 

frequency domain. Data are transformed to the frequency domain and padded 

with zeros before the inverse transform. Resampling to eight times the origi­

nal sampling is often performed. For the present prestack migration algorithm, 

resampling is not feasible because if the whole constant-offset section were re-

sampled, the required storage space would exceed computer memory limitations. 

There are many permutations of how directional deconvolution combined 

with prestack migration may be programmed. The present scheme has been 

employed sucessfully on the Durham University computer where keeping the run 
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time to a minimum is of paramount importance. The technique is now tested on 

physical model data before being applied to real data. 
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C h a p t e r I V 

Direc t i ona l Decomvoltatlom of M o d e l D a t a 

4.1 I n t r o d u c t i o n 

Physical and synthetic modelling techniques were available for testing the 

directional deconvolution methods described in chapters I I and I I I . Two physical 

model datasets were used. Dataset 1 was acquired over a steeply dipping wedge 

model to evaluate the prestack migration method (chapter I I I ) . A second dataset 

was acquired over a less steeply dipping model to test the f-k method (chapter 

I I ) , to compare the two methods and to examine a dataset with less directivity 

effects than the first. 

4.2 Se i smic model l ing 

Evaluation of a seismic processing technique using real data is highly subjec­

tive, because the earth's reflectivity sequence is not known. Model seismic data 

are employed widely for testing processing software. Test datasets are generated 

cheaply, over known models, using physical or synthetic modelling techniques. 

Physical modelling has been used over many years to study seismic wave 

propagation (e.g. Angona, 1960, Purnell, 1986). Recently, the main role of 

physical modelling has been to generate test datasets for processing techniques 

(e.g. Tatham et al., 1983, Wapenaar and Berkhout, 1987). Several institutions 

have modelling facilities; the most prominent is the Seismic Acoustic Laboratory 

at Houston (McDonald et al., 1983). 

In most modern modelling systems, data are acquired over solid models sub­

merged in a water-tank. Model making is a highly specialised operation if geo­

logically realistic models are required. Energy sources which generate frequencies 
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in the ultrasonic range are used so that data may be scaled to geological propor­

tions. Piezoelectric transducers are the most efficient sources and receivers. 

Physical model data are close in 'character' to real data. All arrivals, includ­

ing 3-D effects, are correctly modelled. Noise is also present. Disadvantages of 

physical modelling are that certain geological features (e.g. velocity gradients) 

are difficult to model, and certain dimensions (e.g. source size) do not scale 

correctly. 

Synthetic modelling is reviewed by Kennett and Harding (1985) and by 

Mooney (1983). There are five basic categories; 

o asymptotic ray theory ( A R T ) (Cerveny et al., 1977), 

o Gaussian beam modelling (Cerveny et al., 1982), 

o integral methods (Trorey, 1977), 

o reflectivity modelling (Fuchs and Miiller, 1971), and 

o numerical methods (e.g. Kelly et al., 1976). 

The five categories and physical modelling are compared in table 4.1. 

All synthetic modelling methods involve some form of approximation which 

leads to incorrect modelling of certain features. Incorrect modelling can be pre­

dicted theoretically, and can be illustrated by comparison with physical model 

data (Howson, 1982). Physical modelling generates realistic datasets, similar in 

most respects to real data; therefore this method was used to test directional 

deconvolution. 

4.3 U n i v e r s i t y of DmurSiam phys ica l model l ing s y s t e m 

The ultrasonic seismic modelling system at the University of Durham is de­

signed to acquire reflection data in common-midpoint ( C M P ) gathers from solid 
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Feature Ray 

tracing 

Gaussian 

beam 

Kirchhoff Reflectivity Numerical Physical 

Plane layers 

Pre-critical reflections 1 1 1 1 1 1 

Near-critical reflections 0 1 1 1 1 1 

Post-critical reflections 1 1 1 1 1 1 

Head waves 0 0 0 1 1 1 

Thin layers 0 0 0 1 1 

Multiples 1 1 1 1 1 1 

Dipping layers 1 1 1 0 1 1 

Diffractions 0 0 1 0 1 1 

Cusps and caustics 0 1 1 0 1 1 

Frequency dependent 

effects 

0 0 0 1 
1 1 

(a) 

Feature Ray 

tracing 

Gaussian 

beam 

Kirchhoff Reflectivity Numerical Physical 

Cost of modelling low low high high very high low 

Time taken to model low low high high very high high 

Availability of package very good poor good good poor poor 

Packages at Durham SEIS83 

A I M S 

B E A M 8 7 A I M S S Y N S E I - T A N K J 

(b) 

Tab le 4.1. Seismic modelling, (a) Capabilities of modelling methods (1: 
features are correctly modelled. 0: features are not correctly modelled. Some 
packages may have additional features.), (b) Practical aspects. 



models submerged in a water tank (Sharp et al., 1985). A range of silicone rub­

bers and epoxy resins, with different acoustic and elastic properties, are available 

for model making. Often simple perspex models are adequate. 

Data acquisition is controlled by a P D P 11-23+ computer. Acquisition pa­

rameters are input manually, after which acquisition is fully automated. Data 

are written to magnetic tape in S E G - Y (Society of Exploration Geophysicists, 

1980) format. 

To measure source directivity, a 'test-rig' was used. The receiver transducer 

was held at one end of a rigid arm, which pivoted about the source transducer 

position. The arm was long enough to ensure that far-field signatures were 

measured. A directivity test dataset was generated by rotating the arm manually, 

and recording the source signature at each angular increment. Increments were 

read from a protractor scale. To measure receiver directivity the transducer 

positions were reversed, with the receiver transducer at the pivot. 

Source directivity is illustrated in figure 4.1.a, and receiver directivity in 

figure 4.1.b. The source transducer is highly directional. There is a decrease in 

amplitude, and change of signature shape with increasing take-off angle. The 

receiver is less directional than the source. Receiver directivity has been ignored 

in directional deconvolution tests. 

4.4 D i r e c t i o n a l deconvolnatitra fi lter design 

Directional deconvolution is an extension of one-dimensional signature de-

convolution. Far-field signatures are measured directly for physical model data. 

A desired output is chosen which is the same for signatures radiated at all source 

take-off angles. Deconvolution filters are designed for each signature in the time 

domain (Robinson and Treitel, 1980), or in the frequency domain (section 2.2.1). 

'Directional deconvolution combined with prestack migration' (chapter I I I ) uses 

these filters directly. 'Directional deconvolution in the frequency-wavenumber 
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F i g u r e 4.1. Directivity of ultrasonic transducers, (a) source and (b) receiver. 
Far-field measured signatures are shown . 



domain' (chapter I I ) requires filters to be mapped on to the f-k plane (section 

2.2.2). 

Selected measured far-field source transducer signatures are shown in fig­

ure 4.2. Amplitude spectra are also displayed. Choice of a desired output for 

deconvolution is arbitrary, but a wavelet with similar spectral content to the 

signatures is desirable because amplification of the deconvolution filters will be 

close to unity for all frequencies. The phase of the desired output is also arbi­

trary. A zero-phase wavelet was chosen because it has the shortest time duration 

of any wavelet with the same amplitude spectrum. Four desired outputs were 

considered (figure 4.3). 

Figure 4.3.a shows the zero-phase version of the vertically travelling wavelet. 

Directional deconvolution using this wavelet as a desired output would synthesise 

a source which radiates this waveform in all directions. An ideal source would 

radiate a waveform with all energy concentrated in a central peak. This wavelet 

(figure 4.3.a) has energy in 'side lobes', because the spectrum is not smooth. 

Smoothing of the spectrum reduces side-lobe energy (figure 4.3.b). Deconvolution 

filters were designed using the 'smoothed vertically travelling wavelet' (figure 

4.3.b) as a desired output, and are shown in figure 4.4. Filters were designed 

in the time domain. At large take-off angles the deconvolution filters amplify 

high frequencies. This is because the desired output (figure 4.3.b) has higher 

frequency content than the source signatures (figure 4.2) at large take-off angles. 

These large take-off angle filters (figure 4.4) are unstable and will cause noise 

amplification. A desired output with less high frequency content should stabilise 

the filters. 

The 'average signature' (figure 4.3.c) and 'smoothed average signature' (figure 

4.3.d) have less high frequency content than the 'smoothed vertically travelling 

wavelet' (figure 4.3.b). The average signature was calculated by summing all 

of the measured angular signatures shown in figure 4.2. Deconvolution filters 

designed with the smoothed average wavelet as the desired output are shown 
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Figure 4.2. Far-field source transducer signatures and amplitude spectra. 
Take-off angles vary from 0° (vertical) to 50° from vertical. 
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Figure 4.3. Desired outputs for deconvolution. (a) Zero-phase equivalent 
of the vertically travelling signature, (b) Waveform with smoothed amplitude 
spectrum of signature (a), (c) Average signature, (d) Waveform with smoothed 
amplitude spectrum of signature (c). 
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F E E mure 4.4. Directional deconvolution filters designed for the far-field signa­
tures shown in figure 4.2, and the desired output in figure 4.3.b. 



in figure 4.5. These have lower amplification at high frequencies than figure 4.4. 
Thus the filters are more stable, but large take-off angle filters still have excessive 
amplification of high frequencies. More severe high-cut filtering of the desired 
output would stabilise the filters further. As directional deconvolution aims to 
preserve high frequencies, this would be counter-productive. 

An alternative method of reducing amplification of high frequencies at large 
take-off angles is to taper the amplitude of the desired output with take-off 
angle in approximate agreement with the reduction in amplitude of the source 
signature. The desired output shown in figure 4.3.b was used. The energy of 
each source signature was calculated, and the desired output was modified so 
that it had similar energy to each of the angular signatures for filter design. 
Filters designed for the tapered desired output are shown in figure 4.6. Several 
"ft&e?s filters still have excessive amplification at certain frequencies. This was 
suppressed by the addition of 1.0% white noise in filter design (figure 4.7). The 
result of applying these filters (figure 4.7) to the source signatures (figure 4.2), is 
to synthesise a source which radiates waveforms of the same spectral content at 
all take-off angles, but radiates energy in a similar manner to the original source 
signatures. This is shown by the actual outputs in figure 4.8. The actual outputs 
are not identical to the desired output (figure 4.3.b) because of the finite length 
of the deconvolution filters. The results of standard signature deconvolution 
using a filter designed for the vertically travelling wavelet are shown in figure 
4.9. Directional deconvolution (figure 4.8) is superior, especially at large take-off 
angles. 

For the highly directive source transducer, directional deconvolution is un­
able to remove directivity without excessive noise amplification. The synthesised 
source is still directional because a lower energy signal is radiated at large take­
off angles. Directional deconvolution does, however, restore high frequencies of 
large take-off angle signatures, so that these signatures become a scaled version 
of the vertically travelling signature. Directional deconvolution was performed 
using the filters shown in figure 4.7. 
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Fs guar© 4.5. Directional deconvolution filters as for figure 4.4 but designed for 
the desired output in figure 4.3.d. 
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Figure 4.(8. Directional deconvolution niters designed as for figure 4.5 but 
designed with a tapered desired output. 
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Figure 4.7. Directional deconvolution niters designed as for figure 4.6 but 
designed with the addition of 1.0% white noise. 
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Figure 4.8. Actual outputs when the directional deconvolution niters (figure 
4.7) were applied to the source signatures (figure 4.2). 
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Figure 4.9. Actual outputs when the filter designed for the vertically travelling 
signature (top of figure 4.7) was applied to the source signatures (figure 4.2). 



For the f-k method of directional deconvolution (chapter II), filters must be 

mapped on to the f-k plane. For simplicity, the source response was considered to 

be symmetrical about the vertical (horizontal waveneumber = 0). The Nyquist 

wavenumber of the filter is appropriate for a spatial sampling interval of 1.0 mm. 

Figure 4.10 shows the resulting f-k filter. The velocity cut-offs are defined by the 

maximum source take-off angle considered (±50° from the vertical). Areas of 

highest amplification (shaded grey) are at high frequencies and high wavenum-

bers, which correspond to large take-off angles. The f-k filter has fairly gentle 

slopes because of the careful time domain design. Thus problems at the edges of 

the data (section 2.4) should not be too severe. 

4.5 Physical model dat&set 1 

Dataset 1 was acquired over a perspex wedge model suspended in water 

(figure 4.11). The transducers were at a sufficient depth to ensure that there was 

no interference from the ghost reflection at the water surface. The top of the 

perspex sheet was 11.5 cm below the transducers, and 2.1 cm thick. The sloping 

face of the wedge had a dip of 27°. 

Two hundred four-fold CMP gathers were acquired at a CMP spacing of 0.1 

cm, with offsets of 1.5, 2.5, 3.5, and 4.5 cm. Using a scaling factor of 20000 

applied to distances, traveltimes and frequencies, without adjusting the velocity 

this experiment simulates a seismic reflection profile with dimensions appropriate 

for oil exploration. The target depth scales to between 2 and 3 km, the streamer 

length to 1 km and the centre of the data bandwidth to 20 Hz. The velocity of 

the overburden (water, V=1480 m s - 1 ) is less than typical rock velocities but 

this may be readily compensated. If the rock velocity is assumed to be twice 

the water velocity, then a scaling factor of 20000 applied to distances and 10000 

applied to traveltimes and frequencies would simulate the same target depth and 

streamer length with the centre of the signal bandwidth at 40 Hz. 

The constant-offset section for the third offset (3.5 cm) is shown in figure 

56 



Frequency 

2.0 MHz 

0 

a 
a CD 

> (1 £5 3 

-3 <3> 

X:: 
3 ^ 

500.0 500.0 
l Horizontal wavenumber (m ') 

Figure 4.10. F-k directional deconvolution filter. There are five contour levels 
at equal increments of amplitude. High amplitudes (above amplitude 3) are 
shaded. 
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Fi guire 4.11. Dataset 1. Scale drawing of the physical model experiment. 



4.12. The reflection from the top of the perspex is horizontal at the right of the 
figure, at a two-way traveltime of 0.156 ms, and the reflection from the sloping 
face of the wedge is displaced down-dip, at the left. The near-horizontal arrival at 
a two-way traveltime of 0.18 ms, which dips slightly to the right between the toe 
and top of the wedge, is a mode-converted wave. Efficient P-S conversion occurs 
on the slope of the wedge because of the large angle of incidence. The converted 
S-wave is reflected from the base of the model and is converted back to a P-wave 
when transmitted through the top of the perspex. Shear wave velocity in perspex 
is slightly less than P-wave velocity in water, so the reflection is nearly horizontal. 
The P-wave reflection from the bottom of the perspex is not horizontal below 
the sloping face of the wedge because of 'velocity pull-up'. Part of the diffraction 
hyperbola from the toe of the wedge is evident at the lower right of the figure. 

The four constant-offset sections were migrated separately using a constant 
velocity of 1480 m s _ 1 , both with directional deconvolution and with signature 
deconvolution using the filter designed for the vertically travelling waveform. 
Only a limited window of interest was migrated. Source take-off angles to con­
sider in the migration were calculated using the formula from section 3.5.1. In 
order to minimise 'discretisation noise', the maximum frequency tolerable in the 
data was calculated using the approximate formula from section 3.3.2. High-cut 
filtering to this frequency (0.8 MHz) would have limited the bandwidth of the 
data, so trials were performed with less stringent high-cut filters. The high-cut 
filter chosen involved a compromise between bandwidth and noise. Migration 
and deconvolution parameters are summarised in table 4.2. 

The result of migrating the constant-offset section of figure 4.12 using direc­
tional deconvolution is shown in figure 4.13.a, and the result using conventional 
signature deconvolution in 4.13.b. The final four-fold stacks of the migrated 
const ant-offset sections are shown in figure 4.14. The first reflector is the top of 
the perspex and is correctly positioned. The second reflector, with about half 
the time-dip of the first, is the primary reflection from the base of the perspex. 
It is still affected by velocity pull-up because prestack migration was done with 
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Source take=offiF angles. 

Maximum angle: 

Deconvolution increment: 

Migrat ion velocities. 

1480.0 m s - l 

Input data. 

Sampling interval: 

Bandpass filter: 

Corner frequencies: 

0.25 /is 

trapezoidal 

0.1, 0.2, 1.0, 1.2 MHz 

Comst&mt=ofllFset sections. 

Number. 

Offset # 1: 

Offset # 2: 

Offset # 3: 

Offset # 4: 

Offset (cum). 

1.5 

2.5 

3.5 

4.5 

Table 4.2. Dataset 1. Directional deconvolution combined with prestack 
migration parameters. 
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Figure 4.13. A limited window of the constant-offset section shown in figure 
4.12 after prestack migration, (a) using directional deconvolution and (b) using 
standard signature deconvolution. Arrows mark the extent of the wedge slope. 
Traces have been normalised to constant energy. 
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Figure 4.14. Four-fold stacked section (a) using directional deconvolution 
and (b) using standard signature deconvolution. Arrows mark the extent of the 
wedge slope. Traces were normalised to constant energy before stack. 



constant velocity. The third event, which dips slightly to the right, is the mode 

converted reflection from the base of the perspex which travels as a shear wave 

within the perspex. The polarity of the second and third reflections is the op­

posite of the reflection from the top of the perspex, as would be expected. The 

noise beyond the toe of the wedge has been amplified by normalisation of the 

energy in each trace before stack. 

The section resulting from directional deconvolution (figure 4.14.a) shows 

higher resolution and better reflector continuity than the conventionally decon­

volved section (figure 4.14.b). The reflection from the horizontal top of the 

perspex is only correctly deconvolved to a narrow zero-phase wavelet for the di-

rectionally deconvolved section. Later reflectors are more continuous in figure 

4.14.a than 4.14.b because wavelets are deconvolved correctly, regardless of re­

flector dip, and the section is not contaminated by noise resulting from incorrect 

deconvolution. The reflection from the sloping face of the wedge is not adequately 

deconvolved on either section. This is because the reflected waveform, as seen 

on the const ant-offset section (figure 4.12), is not the same as the appropriate 

angular signature which was recorded with the test-rig, and then used for filter 

design. This is due to a problem with the repeatability of transducer signatures. 

Physical model dataset 2 

Dataset 2 was acquired over a 10° perspex wedge model. Two hundred 24 fold 

CMP gathers were acquired at a CMP spacing of 0.5 mm with an offset increment 

of 1.0 mm. The smallest offset was 1.5 cm. The small offset increment was used 

to ensure that common-receiver gathers were adequately spatially sampled. 

The f-k method of directional deconvolution (chapter II) is applied to 

common-receiver gathers. A 24-fold common-receiver gather with a reflection 

from the sloping part of the wedge is shown in figure 4.15.a. The reflected wave­

form changes across the gather because the source take-off angle is greater at 

longer offsets. Directivity effects are more subtle than for dataset 1, as the re-
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Figure 4.15. Dataset 2. A common-receiver gather, (a) raw, (b) after standard 
signature deconvolution and (c) after f-k directional deconvolution. 



flector dip is less. Signature deconvolution using a filter designed for the vertically 

travelling wavelet does not deconvolve the longer offset traces correctly (figure 

4.15.b). Figure 4.15.C shows the result of f-k directional deconvolution which 

was performed by a complex multiplication of the f-k transform of the gather 

(figure 4.15.a) with the f-k filter (figure 4.10). In order to alleviate problems 

associated with data edges (section 2.3), edges of the gather were tapered to zero 

over three traces, and the gather was padded with blank traces to make a 64-fold 

gather before deconvolution. The taper was removed after deconvolution, and 

the padding traces were discarded. High frequencies have been restored on the 

long-offset traces. 

In order to compare the f-k and prestack migration methods of directional 

deconvolution, the complete dataset was resorted to common-receiver gathers, 

f-k directional deconvolution was applied to each gather, data were resorted to 

constant-offset sections and each constant-offset section was migrated. Prestack 

migration was also applied to raw const ant-offset sections, both with directional 

deconvolution (chapter III) and with standard signature deconvolution. Only 

long-offset traces of this dataset exhibit significant directivity (figure 4.15). Fig­

ure 4.16 shows a long-offset constant-offset section (offset 3.6 cm) after prestack 

migration and the three types of deconvolution. There are only subtle differences 

between the three sections, because directional deconvolution and standard de-

convolution both perform well for small take-off angles (compare figures 4.8 and 

4.9). The directionally deconvolved sections (figure 4.16.a and b) are similar, 

and both have higher frequency content than the section with standard signa­

ture deconvolution (figure 4.16.c). The two directionally deconvolved sections 

should be identical if the two techniques are equivalent. Differences in the two 

sections are due to implementation of the methods, for example the discrete de-

convolution increment used for the prestack migration method (section 3.4), and 

the interpolation used for mapping filters to the f-k domain (section 2.1.2). 

59 



Top of wedge slope 

lcm 

0.15 ms 

0.20 ms 

0.15 ms 

0.20 ms 

0.15 ms 

0.20 ms 

(c) 

Figure 4.16. A limited window of a constant-offset section (offset 3.6 cm) 
after prestack migration (a) using f-k directional deconvolution before migration, 
(b) using directional deconvolution combined with prestack migration and (c) 
using standard signature deconvolution. Traces have been normalised to constant 
energy. 



4.7 Coraicliiisiom from physical model data 

Physical model data acquired over simple models have proved to be use­

ful for evaluating directional deconvolution. Directional deconvolution improves 

reflector continuity and resolution. 
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Chapter V 

Bihrectaomal Becomvoliiitaoira of Data from the Souathera Nor th Sea 

§.1 Imtrodtictiom 

F-k directional deconvolution (chapter II) was applied to real data by Hub­

bard et al.(1984). The method requires no modifications for real data, but the 

need for spatial interpolation is a major shortcoming. In this chapter the ap­

plication of directional deconvolution combined with prestack migration to two 

reflection datasets from the Southern North Sea is described. It was necessary to 

modify the basic method in order to apply it to data which have been recorded 

over variable velocity media. The results are used to assess whether reflection 

data benefit from directional deconvolution. 

5.2 B-equarements for a real dataset 

Having tested the method of directional deconvolution combined with 

prestack migration on physical model data, the next step was to evaluate the 

method on real data. In order to do this effectively, it was necessary for the real 

datasets to fulfil two main requirements: there had to be significant directivity 

in the data, and the dataset had to be suitable for prestack time migration. 

5.2.1 Significant directivity in the data 

The effect of directional deconvolution depends on the amount of source 

directivity in the data. The amount of directivity depends on the size of the 

source array, the frequency content of the data, and reflector and acquisition 

geometries. 

o The source radiation pattern for a single marine source element (point source), 

only has directivity due to the free surface ghost. For an array of point 
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sources, the directivity increases as the length of the array increases (chapter 

I). Data acquired with a 'super-long' array (Ursin, 1978) will be highly direc­

tional. Such data are not representative of seismic reflection data acquired 

in oil exploration. Most marine data acquired in the last twenty years have 

used source arrays with an in-line dimension of about 50 m. 

o Source directivity is most evident at high frequencies. If high frequency sig­

nals are generated and recorded, directivity is most apparent. 

o Reflection events exhibit directivity if energy has left the source at large take­

off angles from the vertical. Directivity in reflection data is thus dependent 

on acquisition and reflector geometry. If very long source-receiver offsets are 

recorded, source directivity will be most evident on long offset traces. 

A dataset exhibiting substantial directivity (with an unusually long source 

array, exceptionally high frequency content, steeply dipping reflectors and long 

source-receiver offsets), would be expected to show most benefit from directional 

deconvolution. However, to evaluate directional deconvolution as a method for 

general application, it was felt necessary to see how typical data benefit from 

directional deconvolution. Thus datasets which were likely to exhibit source 

directivity, but were not unusually directive were chosen for the tests. 

5.2.2 Suitability for 2-D prestack 'time' migration 

The directional deconvolution used here is incorporated in a 2-D prestack 

time migration algorithm (chapter HI). Extensions of the basic method to 3-D 

data, and to depth migration are discussed in chapter VI , but these have not 

been implemented. To test the basic method, a dataset suitable for 2-D time 

migration was needed. 

2-D migration assumes that all reflections have come from within the record­

ing plane. The seismic section must thus be a 'dip-line'. Out-of-plane reflections 
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would be migrated incorrectly, and would be directionally deconvolved with fil­

ters designed for the in-line source signatures. 

In the prestack migration scheme described in chapter III , the medium over­

lying the reflector was assumed to be of constant velocity. For application to 

real data, the scheme was extended to a velocity function which varied with 

depth only, i.e. a horizontally-stratified medium. This is known as 'time' mi­

gration (Schneider, 1978). For a medium with strong lateral velocity variations, 

'depth' migration is needed to account fully for ray bending. If the medium has 

lateral velocity variations, time migration causes events to be mislocated, and 

directional deconvolution fails to account fully for ray bending. 

„3 Dateset A 

i . l Introduction 

Dataset A was acquired by Horizon Exploration Limited in 1985 (line H E X 

85-008). It is part of a non-exclusive survey in the southern North Sea. The 

acquisition parameters are shown in table 5.1 . The source array consisted of 16 

Sodera S80 waterguns, with an in-line dimension of 50 m. 

The data have been processed by Horizon Exploration Ltd. A migrated 

section is shown in figure 5.1, and the processing parameters in table 5.2. The 

section has two geologically distinct regions. To the right of shotpoint 400 (figure 

5.1), there is a sequence of horizontal reflectors at two-way traveltimes less than 

1.5 s, and a sequence of Carboniferous reflectors dipping to the left of the figure 

below 1.9 s. To the left of shotpoint 400 is a structural feature which is seen 

more clearly on other lines in the survey. It is a salt wall whose strike is oblique 

to the recording direction. The salt is from the Zechstein cycles in the Permian 

strata, which are represented between two-way traveltimes of 1.5 s and 1.9 s at 

shotpoint 400. Reflections from the dipping beds to the left of shotpoint 400 are 

from out of the recording plane, so this part of the section is not suitable for 2-D 

migration. An area to the right of shotpoint 400 was chosen for study. 
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Souffce arFay diirectiivii&y 

The Horizon Exploration Ltd watergun array consisted of two parallel sub-

arrays which were deployed one width of the recording vessel apart. Each sub-

array consisted of eight Sodera S80 waterguns, with an in-line dimension of 50 

m. Tree et al.(1986) show that the minimum separation of S80 waterguns in an 

array should be 2.5 m. At separations larger than this, they may be considered to 

be point sources for the purpose of far-field signature calculation. This criterion 

is satisfied for the Horizon array. The far-field source array signatures were 

calculated using Horizon Exploration computer software. The ghost effect was 

included. Signatures were calculated for the in-line direction in 4° increments. 

Source take-off angles vary from horizontal towards the ship (—90°), to horizontal 

away from the ship (+90°). Selected far-field signatures are shown in figure 5.2. 

The amplitude spectrum of each signature is also displayed. The signatures 

show a decrease in energy and a change in wavelet shape as source take-off angle 

increases. Signatures radiated at take-off angles of 18° and greater are affected 

significantly (figure 5.2). Thus events on the section which have been radiated at 

source take-off angles of greater than 18° will exhibit significant source directivity. 

Directional source signatures may be mapped on to the f-k plane as described 

in chapter II . The f-k spectrum for the Horizon Exploration array (figure 5.3) 

has a notch at a horizontal wavenumber of 0.0175 m - 1 . This is the value which 

was calculated in chapter I for an array of eight point sources distributed evenly 

over 50 m. At a take-off angle of 18° this notch corresponds to a frequency of 80 

Hz. This is at the upper end of the source signature bandwidth, so as a rule-of-

thumb it may be said that directivity becomes apparent at take-off angles where 

the notch is within the useful bandwidth. 

A desired output for directional source signature deconvolution, which must 

be the same for source signatures radiated at all take-off angles, was chosen as 

discussed in chapter IV. Filters were designed to avoid excessive noise amplifi­

cation at all frequencies and take-off angles. This was achieved by choosing a 
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Figure 5.2. Far-field source signatures and amplitude spectra. Take-off angle 
varies from 2° to 42° from vertical. 
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Figure 5.3. F-k source spectrum. There are five contour levels 
at equal increments of amplitude (5 is the highest amplitude). 



desired output which was similar in spectral content to the source signatures, 

time domain filter design and the addition of 'white noise'. The desired out­

put had the same amplitude for all take-off angles. The amplitude spectrum 

of the desired output for directional deconvolution of dataset A was chosen to 

be a smoothed version of the spectrum of the vertically travelling signature. A 

smooth amplitude spectrum means that the output wavelet is short in time. A 

minimum-phase wavelet was used, as predictive deconvolution was to be applied 

at a later stage. Filter design is summarised in table 5.3. Deconvolution filters 

for selected source signatures (figure 5.2) are shown in figure 5.4, and figure 5.5 

shows the output obtained when the filters are applied to the signatures. For 

comparison, the output obtained when the signatures are deconvolved with the 

filter designed for the near-vertically travelling wavelet (2°) are shown in figure 

5.6. Thus figures 5.5 and 5.6 can be used to compare the result of directional de-

convolution with standard signature deconvolution. Differences are most evident 

for angular source signatures of 18° and greater. 

5.3.3 Directivity effects 

Directivity will be evident in the data if reflected energy has been radiated at 

large source take-off angles. Ray-tracing is useful for assessing the range of source 

take-off angles present. A depth model was needed for data in the region between 

shotpoints 100 and 400. As the medium is horizontally stratified, an approximate 

depth model was calculated using the formula of Dix (1955). Interval velocities 

were calculated from the results of stacking velocity analysis. If Va and Vf, are 

the r.m.s velocities at the top and bottom of an interval respectively, and t a and 

tb are the corresponding normal incidence traveltimes, the interval velocity, V{nt, 

is given by 

(vb

2tb - vaha) 
Vi tnt (tb - ta) 
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Desked omtpimlL. 

Amplitude spectrum: smoothed 0° signature spectrum. 

Phase spectrum: minimum phase. 

Amplitude variation with take-off angle: none. 

F i l l er desigm. 

Domain: time domain. 

Filter length: 0.256 s. 

Lag of desired output: 0.128 s. 

White noise: 1.0% 

Table 5.3. Dataset A. Directional deconvolution filter design. 



Normalised amplitude Normalised amplitude 

Time (s) 0.256 0.0 250.0 
frequency (Hz) 

Figure 5.4. Directional deconvolution filters designed for the far-field signa­
tures shown in figure 5.2. 
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Figure 5.5. Actual outputs when the directional deconvolution filters (figure 
5.4) were applied to the source signatures (figure 5.2). 
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signatures (figure 5.2). 



A depth model was calculated using the traveltime and calculated interval 

velocity for each time interval of the velocity analysis. The resulting depth model 

is only approximate (e.g. Dubose, 1988), but is adequate for assessing directivity. 

Well-velocity data could be used to constrain the depth model. Unfortunately, 

there is only one released well in the area of the survey, and it is some distance 

from this seismic profile. 

The approximate depth model and selected raypaths are shown in figure 5.7. 

Ray-tracing was performed with the GeoQuest 'Advanced Interpretive Modelling 

System' (AIMS). A real CMP gather (figure 5.8.a) contains large amplitude re­

fracted events which are not modelled by ray-tracing, and hence are not seen 

on a synthetic gather (figure 5.8.b). By measuring source take-off angles on the 

raypath diagram (figure 5.7), the angles corresponding to each reflection event 

on the CMP gather may be estimated. Only events which have originated from 

source take-off angles of greater than 18° will show significant directivity. Such 

events are present at large offsets and short traveltimes on the CMP gather. Su­

perimposed on the synthetic CMP gather (figure 5.8.b) is the mute zone. Events 

most affected by directivity lie within this mute zone. Events in the 'useful' part 

of the gather, i.e. not in the mute zone, have been radiated at small source 

take-off angles (less than 20°), and hence exhibit little directivity. 

Ray bending has a major effect on limiting the amount of directivity evident 

in the data. Down-going rays are refracted away from the vertical due to the 

increase in interval velocity with depth. Thus the source take-off angle for a 

raypath to any reflection point is less than if the raypath were linear. 

Ray-tracing has shown that there is little directivity in dataset A. Directional 

deconvolution is expected to have a small effect. 

5.3.4 Directional deconvolutiosa combined wiita. prestack migration 

Kirchhoff summation migration assumes that the medium is of constant ve­

locity. It may be extended to a horizontally-statified medium by using r.m.s 
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Figure 5.7. Dataset A. Raypath diagram. Depth model was derived from 
stacking velocities. 
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Figure 5.8. 48-fold CMP gathers, (a) real and (b) synthetic. 



velocities (Schneider, 1978). Ray bending is ignored. This approximation is 

valid for rays which travel at a small angle to the vertical. The angle depends on 

the inhomogeneity of the medium. Values of 45° (Western Geophysical brochure) 

and 60° (Schneider, 1978) have been reported. Kirchhoff summation migration 

may therefore be used to image a reflector whose dip is less than a given angle 

and which is overlain by a horizontally-stratified medium. 

The linear raypath assumption in Kirchhoff migration leads to errors when 

directional deconvolution is incorporated. Figure 5.9 uses the results from ray-

tracing to demonstrate how the true source take-off angle and the take-off an­

gle assuming a linear raypath to the reflection point are related. Angles have 

been measured from raypath plots (e.g. figure 5.7), and only arrivals from the 

'useful' part of the data have been considered. The relationship depends on ve­

locity structure. For this dataset there is an approximately linear relationship. 

A simple 'linear correction factor' may be applied when using the 'directional 

deconvolution combined with prestack migration' scheme (chapter III) . During 

implementation of the scheme, the dataset is deconvolved with a filter designed 

for a particular source take-off angle. For a constant-velocity medium, the por­

tion of migration summation operator to apply is determined by this angle. For 

a curved ray, the true take-off angle is related to the linear raypath take-off an­

gle by the 'linear correction factor'. Thus, the angle used to determine position 

on the migration operator, which assumes a linear raypath, is the filter angle 

multiplied by the correction factor. The linear correction factor is 1.7 for this 

dataset. 

The basic prestack migration and directional deconvolution algorithm (chap­

ter III) has been modified to allow the use of r.m.s velocities and a linear correc­

tion factor (Appendix A). 

5.3.5 Processing 

The results of ray-tracing show that there is little evidence of source direc-
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tivity in this dataset. It was useful to process the dataset, firstly as test data 

for the software, and also to determine if this hypothesis was correct. Processing 

parameters for directional deconvolution combined with prestack migration are 

given in table 5.4. 

The maximum source take-off angle either side of the vertical, which defines 

the extent of the migration summation operator, is 28°. This angle is based on the 

results of ray-tracing, which indicate that the maximum angle which needs to be 

considered is 20°. The extra 8° allows for errors in the modelling, and for tapering 

at the ends of the migration operator (section 3.3.3). If a larger range of take-off 

angles were considered, this would be equivalent to extending the summation 

operator, which would result in a noisier section and longer computer run time. 

Considering a more limited range of take-off angles would prevent shallow or 

dipping reflectors from being fully migrated. 

To economise on computing time and expense full 48-fold processing has not 

been performed. Only a limited window has been has been migrated, and only 12 

constant-offset sections processed. The full processing sequence is summarised 

in table 5.5. 

Each of the 12 constant-offset sections was processed separately, both with 

and without directional deconvolution. When processed without directional de-

convolution, standard signature deconvolution was performed. All other pro­

cessing of the sections was identical to enable a valid comparison. Processing 

parameters are similar to those used by Horizon Exploration Ltd (table 5.2). 

5.3.3 Results and conclusions 

Figure 5.10 shows the sixth constant-offset section after processing to stage 

3 of the processing sequence (table 5.5). Figure 5.10. has been processed using 

standard signature deconvolution before prestack migration, and figure 5.10. <̂  

using directional deconvolution combined with prestack migration. The mute 
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Source take=off amgle§. 

Maximum angle: 

Deconvolution increment: 

Linear correction factor: 

28° 

4° 

1.7 

Migration! velocities. 

100% stacking velocities: SP 296.5 

Isaput data. 

Sampling interval: 

Bandpass filter: 

Corner frequencies: 

Migration window: 

2 ms 

trapezoidal 

10, 20, 60, 80 Hz 

shotpoints 293-352 

traveltime 0.2-2.4 s 

Constant-offset sections. 

Number. 

Offset # 1: 

Offset # 6: 

Offset # 12: 

Offset(m). 

170 

1170 

2370 

Table 5.4. Dataset A. Directional deconvolution combined with prestack 
migration parameters. 



Each comstamt-offset section. 

1. Prestack migration: with either directional deconvolution or standard signa­
ture deconvolution. 

2. Resample to 4 ms. 
3. Newman filter. 
4. Predictive deconvolution: see below 
5. Bandpass filter: see below. 

Stock. 

6. Sections normalised by energy. 

7. 12-fold stack. 

Post-stack processing. 

8. Predictive deconvolution: see below. 

9. Bandpass filter: see below. 

Display, 

o Trace equalisation by energy. 

o Reduction of dynamic range: ±\/amplitude (Claerbout, 1985). 
o Variable area wiggle. 

Predictive decomvoliffltiam. 

Prediction lag. 

Filter length. 

White noise. 

Bandpass filter. 

Trapezoidal. 

Corner frequencies. 10, 20, 60, 80 Hz 

36 ms 

200 ms 

1.0% 

Table 5.5. Dataset A. Complete processing sequence and display parameters. 
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Figure 5.10. A limited window of the sixth constant-offset section (offset 
1170m) after prestack migration: (a) using directional deconvolution and (b) 
using standard signature deconvolution. Processing and display parameters are 
given in tables 5.4 and 5.5. 



zone extends to a two-way traveltime of 1.1 s for this offset. There is little 

difference between the two sections. 

In figure 5.11, the same two sections have been processed to stage 5 (table 

5.5), i.e. with predictive deconvolution. Predictive deconvolution has suppressed 

the 'ringing' nature of the sections, but there is still little difference between 

them. 

The fully processed 12-fold stacked sections are shown in figure 5.12. There 

are only minor differences between the section processed using standard deconvo-
b 

lution (figure 5.12. .) and that processed using directional deconvolution (figure 

5.12. ). 

The final section (figure 5.12.a) is superimposed on the stacked section which 

was processed by Horizon Exploration Ltd (figure 5.1) in figure 5.13. The sec­

tions tie together well, which shows that the migration software is functioning 

correctly. Differences are due to additional processing parameters used by Hori­

zon Exploration Ltd, particularly the time-varying filtering. 

As predicted by ray-tracing, directional deconvolution has had little effect 

on this dataset. Although the source array is directional (figure 5.2), arrivals 

exhibiting source directivity lie in the mute zone of the data. The next test 

dataset has a similar sized source array and similar recording geometry to dataset 

A. However, the reflector geometry is more complex, and this has a major effect 

on source directivity effects in the data. 

5.4 Test Bataset B 

5.4.1 Introduction 

Dataset B was acquired by Seismic Profilers A.S. in October 1982 (line SP88-

48-76). It is part of a Merlin Geophysical (now G E C O ) non-exclusive survey in 

the Southern North Sea. The acquisition parameters are given in table 5.6. 
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Figure 5.11. The same sections as figure 5.10 after predictive deconvolution 
and bandpass filtering. Processing and display parameters are given in tables 5.4 
and 5.5. 



are given in tables 5.4 and 5.5. 
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The data were reprocessed in 1988 by Merlin Geophysical. A migrated 48-fold 

stacked section is shown in figure 5.14, and the processing parameters in table 

5.7. The main structural feature on the section is a salt dome. Reflectors dip 

steeply on the flanks of the salt dome at shotpoint 200 at a two-way traveltime 

of 0.8 s (figure 5.14). Ray-tracing shows that these steeply dipping reflections 

originated from energy leaving the source at large take-off angles. These reflectors 

should thus benefit from directional deconvolution. The medium overlying the 

steep reflectors is not horizontally stratified. If there are strong lateral velocity 

variations, 'time' migration mislocates events. 

5.4.2 Source array directivity 

The airgun array is described in figure 5.15. It consists of four identical 

sub-arrays. Far-field source signatures have been calculated using the method of 

'notional signatures' (Ziolkowski et al., 1982), by which far-field signatures are 

synthesised from near-field measurements. Near-field hydrophone signatures were 

supposed to have been recorded at the start of the survey. Unfortunately these 

appear to be erroneous. Instead, near-field signatures from trials carried out by 

Seismic Profilers in December 1983 were used. The trials used the same recording 

vessel as for the survey, but only one sub-array was used. It is assumed that 

other sub-arrays in the array have no effect on 'notional' signatures. 'Notional' 

signatures were calculated using Merlin Geophysical Software, which has the 

standard dimensions of the Seismic Profilers sub-array built in. The far-field 

signatures were then calculated by superposition of the 'notional' signatures. 

The free surface ghost was included in the calculations. In-line, far-field source 

signatures were calculated in 1° increments from —90° (towards the boat) to +90° 

(away from the boat). Selected far-field signatures are shown in figure 5.16. 

A desired output for the deconvolution was chosen, and filters designed. Fig­

ures 5.17 to 5.19 show selected filters, the results of directional deconvolution and 

the results from standard signature deconvolution. Filter design is summarised 

in table 5.8. The desired output varies in energy with take-off angle in a similar 
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Figure 5.15. Seismic Profilers A.S. airgun array. Plan view. 
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Figure 5.16. Far-field source signatures and amplitude spectra. Take-off angle 
varies from 0° to 40° from vertical. 
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Figure 5.17. Directional deconvolution filters designed for the far-field signa­
tures shown in figure 5.16. 
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Figure 5.18. Actual outputs when the directional deconvolution filters (figure 
5.17) were applied to the source signatures (figure 5.16). 
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Figure 5.19. Actual outputs when the deconvolution filter designed for the 
near-vertical travelling signature (top of figure 5.17) was applied to the source 
signatures (figure 5.16). 



Desiffed ouatpiuilfc. 

Amplitude spectrum: smoothed 0°signature spectrum. 

Phase spectrum: minimum phase. 

Amplitude variation with take-off angle: similar to source array 

Filtieir design. 

Domain: time domain. 

Filter length: 0.256 s. 

Lag of desired output: 0.128 s. 

White noise: 1.0% 

Table 5.8. Dataset B. Directional deconvolution filter design. 



nature to the source array. For dataset A (section 5.3.2), the desired output 

was uniform for all take-off angles, and this lead to deconvolution filters having 

large amplification at large take-off angles (figure 5.4). Filters designed for large 

take-off angles were not used for dataset A because energy originating from such 

angles was not present in the data. For dataset B, it was necessary to use filters 

designed for large take-off angles. The desired output was tapered so that these 

filters would not cause excessive noise amplification. The directivity of the source 

array is similar to that of the source array used for dataset A. Directivity is most 

apparent for take-off angles larger than 16°. 

5.4.3 Directivity effects 

Ray-tracing has been performed using an approximate depth model. Calcu­

lation of the depth model assumes a horizontally-stratified medium. The depth 

model is thus unreliable. Results of the modelling are shown in figures 5.20 and 

5.21.b, with a real CMP gather (figure 5.21.a) for comparison. Arrivals from 

steep dips on the flanks of the salt dome originate from large source take-off 

angles and lie in the 'useful' (unmuted) part of the gather. Thus, there appears 

to be more directivity in this dataset than in datatset A. 

An approximate 'correction factor' for ray bending is needed (section 5.3.4). 

Figure 5.22 shows the relationship between the source take-off angle from ray-

tracing and the source take-off angle which assumes a linear raypath to the 

reflection point. A larger range of take-off angles has been considered than for 

dataset A (compare with figure 5.9). The linear correction factor is 1.4 for this 

dataset. 

5.4.4 Processing 

Processing parameters for directional deconvolution combined with prestack 

migration are summarised in table 5.9. Table 5.10 shows the full processing 

sequence. 
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Figure 5.20. Dataset B. Raypath diagram. Depth model was derived from 
stacking velocities. 
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Figure 5.21. 48-fold CMP gathers, (a) real and (b) synthetic. 
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Figure 5.22. Graph of source take-off angles calculated from ray-tracing, 
against source take-off angles which assume linear raypaths to reflection points. 



scrajrce ftake=oflF angles. 

Maximum angle: 

Deconvolution increment: 

Linear correction factor: 

44° 

4° 

1.4 

graftiom velocities. 

100% stacking velocities: SP 263. 

Sampling interval: 

Bandpass filter: 

Corner frequencies: 

Migration window: 

4 ms 

trapezoidal 

10, 20, 80, 100 Hz 

shotpoints 147-264 

traveltime 0.05-1.20 s 

Coimsltamlt-oiflFset sectioms. 

Numbeir. 

Offset # 1: 

Offset # 2: 

Offset # 3: 

Offset (m). 

202 

402 

602 

Table 5.8). Dataset B. Directional deconvolution combined with prestack 
migration parameters. 



E a c h constant-offset section. 

1. Prestack migration: with either directional deconvolution or standard signa­

ture deconvolution. 

2. Newman filter. 

3. Predictive deconvolution: see below 

4. Bandpass filter: see below. 

Stack. 

5. Sections normalised by energy. 

6. 3-fold stack. 

Post=stack processing. 

7. Predictive deconvolution: see below. 
8. Bandpass filter: see below. 

Display, 

o Trace equalisation by energy. 

o Reduction of dynamic range: ±y/amplitude (Claerbout, 1985). 

o Variable area wiggle. 

Pred ic t ive decomvoliatiom. 

Prediction lag. 

Filter length. 

White noise. 

B a n d p a s s fi lter. 

Trapezoidal. 

Corner frequencies. 10,20,80,100 Hz 

12 ms 

100 ms 

1.0% 

Table 8.10. Dataset B . Complete processing sequence and display parameters. 



5.4.6 Results: discretisation! noise 

Figure 5.23.a shows the middle of the three constant-offset sections, after 

processing to stage 2 of the processing sequence (table 5.10). The migrated 

section is very noisy. Migration noise, and methods of noise reduction, were 

discussed in chapter I I I . If the noise is 'discretisation noise', three methods of 

noise reduction were suggested, high-cut filtering, truncation of the migration 

operator, and spatial interpolation. 

o One of the main aims of directional deconvolution is to preserve high frequen­

cies. High-cut filtering of the input data is thus counter-productive. 

o Migration operator truncation has been incorporated into the prestack mi­

gration scheme whereby the summation operator is only applied if the time-

moveout per trace of the operator is less than half the period of the maximum 

frequency being considered (section 3.3.2). The full range of take-off angles 

specified will not be used if this criterion is disobeyed. For this dataset the 

maximum frequency of interest is 80 Hz and the spatial sampling interval is 

50 m. Figure 5.23.b shows the same migrated section as figure 5.23.a, but the 

truncated migration operator was used. The noise is reduced but the steeply 

dipping reflectors are not imaged. This is because truncating the migration 

operator limits the maximum dip which can be migrated. Trace interpolation 

is needed. 

o Trace interpolation was discussed in chapter I I . The need for spatial inter­

polation is a major shortcoming of the f-k directional deconvolution method 

because spatial interpolation is expensive and difficult to perform. Two meth­

ods are available to reduce the spatial sampling of a constant-offset section 

which overcome these difficulties: (i) interpolation by insertion of dead traces 

before migration, and (ii) interleaving of adjacent constant-offset sections. 

(i) Bolondi et al.(1982) describe how 'dip moveout' (DMO) may be used 

as an interpolator. DMO is a prestack partial migration, which is im-

72 



S P 246 SP 147 

(b) 

0.0s 

O.os 

1.0s 

F i g u r e 5.23. A limited window of the second constant-offset section (offset 
402m) after prestack migration with standard signature deconvolution using (a) 
complete migration operators and (b) truncated migration operators. Display 
parameters are given in table 5.10. 



plemented in a similar manner to full prestack migration. To perform 

interpolation, blank traces are inserted between adjacent traces on the 

constant-offset section before migration. Migration will 'smear' energy 

across these dead traces, which will appear as 'live' traces after migration. 

Deregowski (1986) notes that an even better interpolation is obtained if 

some form of crude interpolation is performed on the dead traces before 

migration. A simple average of adjacent traces is suggested. Interpolation 

by this method will perform well if the data are not spatially aliased. If 

data are spatially aliased, interpolation will occur along apparent aliased 

dips as well as true dips, so an alternative method is needed. 

(ii) Spatial sampling of a constant-offset section is determined by the shot 

interval. The common midpoints on a constant-offset section are also 

separated by the shot interval. The common midpoints of an adjacent 

constant-offset section (i.e. the next largest or smallest offset) will be 

displaced by half the receiver spacing. Thus, if adjacent const ant-offset 

sections are interleaved, spatial sampling is halved, and all traces are in 

their true spatial positions. An NMO correction is required to account 

for the two different offsets. Moveout is small, hence this is relatively 

insensitive to velocity errors and invalid NMO assumptions. 

The former of the two interpolation methods was used for this dataset because 

less computation is required. Before migration each constant-offset section was 

padded with blank traces to halve the spatial sampling interval, and a simple 

linear interpolation was performed. Thus the processing sequence (table 5.10) 

now has an additional interpolation stage before stage 1. A portion of the second 

constant-offset section, corresponding to the migration window, is displayed in 

figure 5.24.a, before interpolation, and in 5.24.b after linear interpolation. After 

prestack migration, using the truncated migration operator, the steeply dipping 

reflectors are now imaged (figure 5.25.b). Migration noise has been suppressed 

(compare with figure 5.23.a). 
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F i g u r e 5.24. A limited window of the second constant-offset section before 
migration, (a) Original 25m shot spacing, (b) 12.5m shot spacing simulated by 
crude spatial interpolation. Display parameters are given in table 5.10. 
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F i g u r e 5.25. A limited window of the second constant-offset section after 
prestack migration: (a) using directional deconvolution and (b) using standard 
signature deconvolution. Processing and display parameters are given in tables 
5.9 and 5.10. 



A comparison of directional deconvolution (figure 5.25.a) and standard sig­

nature deconvolution (figure 5.25.b) may now be made. Both sections have been 

processed to stage 2 of the sequence (table 5.10). The directionally deconvolved 

section (figure 5.25.a) has high frequency content, but is noisy. Directional de-

convolution has amplified high frequency components of the reflected signal and 

of the noise. Because high frequencies have been amplified in the directionally 

deconvolved section, 'discretisation' noise is greater. After predictive deconvolu­

tion and bandpass filtering (figure 5.26), i.e processing to stage 4 (table 5.10), the 

difference in frequency content is still apparent. Shallow and dipping reflectors 

are most affected. This is seen more clearly on the 3-fold stacked sections (figure 

5.27). The section processed with directional deconvolution (figure 5.27.a) is su­

perior to the conventionally processed section (figure 5.27.b) because shallow and 

dipping reflectors are more continuous and are better resolved. Examples are: 

the events at a traveltime of 0.55 s at SP 246 and 0.38 s at SP 147, which are only 

clearly seen to be two reflectors on the directionally deconvolved section; and the 

events at a traveltime of 0.47 s at SP 147 which continue to the steeply dipping 

reflections at a traveltime of 0.7 s at SP 195. The steeply dipping reflectors, 

however, are not adequately imaged. Migration velocities must be checked. 

5.4.® Results: velocity analysis 

The 3-fold stacked section with standard signature deconvolution and 

prestack migration (figure 5.27.b) is superimposed on the 48-fold Merlin section 

(figure 5.14) in figure 5.28. The two sections appear to be similar, indicating 

that the prestack migration algorithm is functioning correctly. 

Prestack migration may be used as a velocity analysis tool (Gardner et al., 

1974). If the migration velocity field is equal to the actual velocity field, mi­

gration of different constant-offset sections yields the same result. If there are 

errors in the velocity field, reflections are misplaced by different amounts for 

each constant-offset section. This principle may be used for velocity analysis 

in several different ways. Each constant-offset section may be migrated with a 
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F i g u r e 5.26. The same sections as figure 5.25 after predictive deconvolution 
and bandpass filtering. Processing and display parameters are given in tables 5.9 
and 5.10. 
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F i g u r e 5.27. 3-fold stacked sections: (a) using directional deconvolution and 
(b) using standard signature deconvolution. Processing and display parameters 
are given in tables 5.9 and 5.10. 
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range of velocities. Sections migrated with the same velocity function are then 

stacked, and the best stack chosen (Fowler, 1984). This method is very computer 

intensive. An alternative method is to migrate each constant-offset section with 

only one velocity field, and then to re-sort the data into C M P gathers. Errors in 

the velocity field will be apparent as reflector moveout. Residual NMO may be 

applied to the C M P gathers (Al-Yahya, 1986), residual migration may be per­

formed (Black et al., 1985), or the constant-offset sections could be re-migrated 

using an updated velocity field. 

The three migrated constant-offset sections, which are stacked in figure 

5.27.a, are shown re-sorted in to 3-fold C M P gathers in figure 5.29. Eighteen 

C M P s , located at regular intervals of the migration window, are displayed. Resid­

ual moveout can be seen on most reflectors. The moveout varies laterally for a 

given traveltime (e.g. reflector at 0.9 s), which shows that there is lateral vari­

ation in velocity. The migration algorithm (Appendix A ) uses only a single 

velocity function. For this processing (table 5.9), the stacking velocities from 

shotpoint 263 were used. The steeply dipping reflectors are the most interesting 

for the evaluation of directional deconvolution. A velocity function appropriate 

for the migration of these reflectors was needed. 

Stacking velocities are dip dependent (Levin, 1971), but migration velocities 

are not. Consider a plane dipping reflector (dip a) below a uniform velocity 

overburden of velocity V. The stacking velocity V8tack, obtained from velocity 

analysis (Taner and Koehler, 1969), is related to the medium velocity by 

cos a 

Thus migration velocity is less than stacking velocity, when the stacking 

velocity has been calculated for arrivals from a dipping reflector. 

Migration was performed with a range of velocity functions. Functions used 

were a percentage of stacking velocities. As an example, the 3-fold stacked section 
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F i g u r e 5.29. Eighteen 3-fold C M P gathers, resorted from the three migrated 
sections, which are shown stacked in figure 5.27.a. 



and re-sorted C M P gathers for processing using 90% of the stacking velocity 

function are shown in figures 5.30 and 5.31. The steeply dipping reflectors were 

not adequately imaged in any of the trials. 

? MSgiPEfciom of steep dips 

Prestack migration was derived for a constant-velocity medium in chapter I I I . 

In this chapter (section 5.3.4), the method has been extended to a horizontally 

stratified-medium by using r.m.s velocities. The r.m.s approximation is poor 

for steeply dipping reflectors because ray bending is ignored. A more advanced 

method is needed. 

For steeply dipping reflectors, and wide-angle reflection data, rays travel at a 

large angle to the vertical. 'Depth' migration is needed. Kirchhoff depth migra­

tion uses ray-tracing to define migration summation operators (e.g. McMechan 

and Fuis, 1987). Ray bending is fully accounted for, and steep dips may be 

imaged. This method, which is very expensive, is discussed further in chapter 

V I . 

A novel migration method, which does account for ray bending, is described 

by Zhu (1988). Analytical formulae for zero-offset Kirchhoff migration may be 

found for certain one-dimensional velocity functions. This overcomes the need 

for numerical ray-tracing, and hence is cheaper. An example is that of a medium 

with a linear increase in velocity with depth, namely 

V(z) = VQ + kz 

where VQ is the velocity at the surface and k is the velocity gradient. For such a 

medium, raypaths are circular arcs. Directional source signature deconvolution 

may be incorporated into linear velocity-depth Kirchhoff prestack migration by 

considering the geometry of raypaths (Telford et al., 1976). To define the migra­

tion summation operator, consider raypaths to a point diffractor (figure 5.32). 
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F i g u r e 5.30. 3-fold stacked sections: (a) using directional deconvolution and 
(b) using standard signature deconvolution. 90 % stacking velocities were used 
as migration velocities. Other processing and display parameters are given in 
tables 5.9 and 5.10. 
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Figmire 5.31. Eighteen 3-fold C M P gathers, resorted from the three migrated 
sections, which are shown stacked in figure 5.30.a. 



F i g u r e 5.32. Geometry of raypaths to a point diffractor (at (a: m , zm)). The 
velocity of the medium varies linearly with depth. 



This is how constant velocity prestack migration was derived (figure 3.6). Trav-

eltime to a point on the migration operator at an offset xT from the apex of the 

operator is given by the sum of the travetimes from the source, ta, and from the 

receiver t g , to the point diffractor. First consider the source raypath. 

The migration summation operator is applied as a function of source take-off 

angle 4>a (chapter I I I ) . The ray parameter for the source raypath, ps, is given by 

sin 4>a "' = — 
Now 

( x r + h) = —-(cos<f>a — COS0S) 
p3k 

(Telford et al., 1976), therefore 

cos # s = cos(f>a — psk(xr + h) 

Thus 8a is calculated if the source take-off angle is specified and the velocity 

function is known. Using results from Telford et al.(1976), 

1 , / tanfy \ 

and 

zm = -^-(sin^a - sin<j>a) paK 

Thus ta and zm are calculated. Now consider the receiver raypath. 
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(xr — h) = —-(cos(f>g — cos8g) 
PgK 

and 

zm — —r(s in #3 - sin<j>g) 

The ray parameter for the receiver raypath pg, is given by 

Pg = 
sin<f>g 

VQ 

so 

(xr - h) = ——— (cos^, - cos0 g ) 
k sin <pg 

5.1 

and 

Zm — 
VQ 

k sin 4>( 

(sin 0g — sin<j>g) 5.2 

Equations 5.1 and 5.2 are solved simultaneously for <f>g giving 

sin 4>g = 
4fc 2(x r - h)2V0

2 

M ((zmk + VQ]> - V0

2 + k2(xr - h)2)2 + 4& 2 (x r - h)2VQ

2 

0g is calculated from 

cos 00 = cos — pgk(xr — h) 
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so the receiver raypath traveltime may be calculated from 

1 , / tanfy \ 

Thus the total traveltime to the diffractor is calculated as 

~\~ tg 

The algorithm for directional deconvolution combined with prestack migra­

tion has been modified to allow a linear variation of velocity with depth (Ap­

pendix A ) . The migration summation operators are applied as a function of 

source take-off angle (chapter I I I ) , and are calculated as above. Rays beyond 

their turning point (i.e 6g or 0a greater than 90°) are not considered. 

Unfortunately, the velocity-depth function for dataset B (figure 5.33), is not 

a simple linear increase of velocity with depth. Interval velocities have been 

calculated from stacking velocities using the Dix (1955) formula. The model 

of a linear variation of velocity with depth is thus a poor approximation for the 

whole section. The steeply dipping reflectors, at a two way traveltime of 0.85 s at 

shotpoint 205, are the most interesting for directional deconvolution. If a linear 

velocity-depth function could be 'targeted', so that reflectors at this traveltime 

were correctly imaged, directional deconvolution could be evaluated. For 'time' 

migration, the shape of the KirchhofF summation operator at any traveltime is 

governed by the r.m.s velocity for that traveltime (section 5.3.4). Thus, if a linear 

velocity-depth function were used which gave the correct r.m.s velocity at the 

target traveltime, the shape of the migration operator should be similar to the 

'time' migration operator, and hence the migration should be similar. The shape 

of the linear velocity-depth operator will be different on the flanks of the operator, 

because ray bending is accounted for. Thus, steep dips should be imaged more 

clearly. The r.m.s velocity to a given traveltime is known approximately from 
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F i g u r e 5.33. Velocity-depth function for dataset B (dashed line). Interval 
velocities were derived from stacking velocities. A linear velocity-depth function 
is superimposed on the graph. 



velocity analysis. The r.m.s velocity for a one-way traveltime t m is defined as 

(Al-Chalabi, 1979) 

l m k=l 

For a continuous velocity function, equation 5.3 can be expressed in integral 

form 

To calculate V(t) given a linear velocity-depth function V(z) = VQ + kz 

dz dz 
dt = 

Rearranging 

so 

Hence 

V{z) V0 + kz 

f Z m dz 1 , Vb + kzn 
t m = = - ln-

Jo 0 VQ + kz k VQ 

VQ + kzm = Voe ktr\ 

V(t) = VQe kt 

t m Jo v ' 
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Solving and rearranging 

2ktmVr

2

ms - Vb2 (e: ,2kt •m l ) - 0 5.4 

Formula 5.4 can be solved for VQ and k which define the linear velocity-depth 

function to be used. For the steeply dipping reflectors, the r.m.s velocity is 2520 

m s _ 1 and the two-way traveltime is 0.85 s. Choosing a velocity at the surface of 

1500 m s - 1 , the velocity gradient is 2.13 s _ 1 . The linear velocity-depth function 

to use is thus 

where the units of z are metres. 

This velocity-depth function is superimposed on figure 5.33. 

The results of processing the second constant-offset section to stage 4 of the 

processing sequence (table 5.10), both with and without directional deconvolu­

tion, are shown in figure 5.34. The steeply dipping reflectors are imaged more 

clearly here than in the section where conventional Kirchhoff migration was used 

(figure 5.26). The 3-fold stacked sections (figure 5.35) show a similar improve­

ment (compare with figure 5.27). The directionally deconvolved section (figure 

5.35.a), shows the greater improvement, because the source take-off angle in 

the migration algorithm, which is used to select the deconvolution filter, is now 

calculated using a curved raypath. Thus the approximate correction factor (sec­

tion 5.3.4) is no longer necessary. Directional deconvolution (figure 5.35.a) has 

improved the frequency content and continuity of the steeply dipping reflectors 

compared to standard deconvolution (figure 5.35.b). An example is the event at 

a traveltime of 0.47 s at SP 147 which continues to the steeply dipping events at 

a traveltime of 0.7 s at SP 195. The directionally deconvolved section is noisier. 

V(z) = 1500 + 2.13zm s - l 
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F i g u r e 5.34. A limited window of the second constant-offset section after 
prestack migration, predictive deconvolution and bandpass filtering: (a) using 
directional deconvolution and (b) using standard signature deconvolution. A 
linear velocity-depth model was used. Other processing and display parameters 
are given in tables 5.9 and 5.10. 
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F i g u r e 5.35. 3-fold stacked sections: (a) using directional deconvolution and 
(b) using standard signature deconvolution. A linear velocity-depth model was 
used. Other processing a.id display parameters are given in tables 5.9 and 5.10. 



The linear velocity-depth function was 'targeted', so that reflectors at two-

way traveltimes of about 0.85 s would be migrated correctly. Re-sorted C M P 

gathers after migration with a linear velocity-depth function (figure 5.36) are 

similar to re-sorted C M P gathers for conventional Kirchhoff migration (figure 

5.29) for these traveltimes. Unfortunately the steeply dipping reflectors are of 

low amplitude and are not visible on the C M P gathers, so it is uncertain whether 

they are migrated correctly. The section could have been migrated with a range of 

linear velocity-depth functions and the best image chosen. This was not thought 

to be necessary because the 'targetting' method has shown that migration is 

improved when ray bending is considered, and that directional deconvolution is 

superior to conventional signature deconvolution for this dataset. Full 'depth' 

migration would be needed to image all reflectors correctly. 

5.4.8 Conclusions 

Dataset B benefits from directional deconvolution. Improvements are great­

est for shallow and dipping reflectors (figures 5.27 and 5.35). 

Prestack migration may be used for velocity analysis (section 5.4.6). The 

present algorithm (Appendix A) is limited in that only a single velocity function 

can be used. This is adequate for demonstrating the technique. 

Standard Kirchhoff migration does not image steeply dipping reflectors cor­

rectly, so an alternative method which honours ray bending is needed (section 

5.3.7). Kirchhoff migration for a velocity function which increases linearly with 

depth overcomes the need for numerical ray-tracing, and may be 'targeted' to 

image given reflectors. Steeply dipping reflectors benefit substantially from di­

rectional deconvolution (figure 5.35). 
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F i g u r e 5.36. Eighteen 3-fold C M P gathers, resorted from the three migrated 
sections, which are shown stacked in figure 5.35.a. 



C h a p t e r V I 

Coimclkasiioims amid Discnassiom 

®«1 D i r e c t i o n a l decomvolmitioini m e t h o d s 

The aim of directional source signature deconvolution is to remove the effects 

of source directivity. Directivity is due to the use of source arrays and to the 

surface ghost (chapter I ) . Two methods of directional deconvolution have been 

described. The f-k method (chapter II ) has been demonstrated on physical model 

data (chapter I V ) , having previously been applied to real data by Hubbard et 

al.(1984). The new prestack migration method (chapter I I I ) has been applied 

to both model (chapter I V ) and to real (chapter V ) data. Both methods are 

capable of performing directional deconvolution under ideal conditions. Such 

conditions were provided by the physical model datasets because spatial sampling 

was tailored to each method and the velocity structure was simple and known. 

For real data, practical considerations determine which of the two methods can 

be used. 

6.1.1 F-k directional deconvohition 

Application of f-k directional deconvolution is relatively straightforward. 

Sorting and filter application are time consuming, but relatively little effort is 

needed once the deconvolution filter has been designed. The major problem 

with the method is due to spatial aliasing. Reflections in a common-receiver 

gather are usually spatially aliased for common acquisition geometries. Spatial 

interpolation is necessary, and is difficult to perform and expensive. 

6.1.2 Directional deconvohstion comjforaed with prestack migration 

Prestack migration which was applied to data from the Southern North Sea in 
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section 5.4.4 was the simplest form of migration, 'time' migration. Ray bending 

was neglected, so an approximate correction factor was needed for deconvolution. 

The 'linear velocity-depth' method (section 5.4.7), accounts for ray bending, so 

improved migration and improved deconvolution of steep dips resulted. The 

depth model for the latter method was, however, only approximate. Further work 

could extend the method of directional deconvolution combined with prestack 

migration to full prestack 'depth' migration, dip moveout (DMO) , 3-D data, and 

time-varying deconvolution. 

o Gray (1986) describes an efficient ray-tracing depth migration technique into 

which directional deconvolution could be incorporated. For Kirchhoff migra­

tion, each subsurface point is considered to be a point diffractor. Migration 

summation operators are calculated by considering traveltimes along rays to 

diffractors. For 'depth' migration, numerical ray-tracing is used to calcu­

late traveltimes through a complex overburden. In Gray's (1986) method, 

traveltimes are computed for zero-offset (post-stack) migration by shooting 

rays downwards from the earth's surface. A fan of rays is shot to a depth 

z, and traveltimes are interpolated between rays as necessary. For calculat­

ing traveltimes to the next depth point, z + Sz, information stored for the 

rays at z can be used to calculate the extra short ray segment. For prestack 

migration, fans of rays are shot from both source and receiver positions. Di­

rectional deconvolution can be incorporated efficiently, because a fan of rays 

shot downwards from the source position may be defined by source take-off 

angle. Thus, when the constant-offset section is deconvolved for a particular 

take-off angle (section 3.3) only rays radiated at that angle may be considered. 

o Prestack depth migration used as a velocity analysis method is not feasible 

at present, because of massive computer requirements. Prestack time migra­

tion is also still in its infancy as a velocity analysis method (section 5.4.6). 

The most common prestack migration method is a partial prestack migration 

method, dip moveout (DMO) (Deregowski and Rocca, 1981). D M O attempts 
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to overcome limitations of the C M P method without needing a detailed veloc­

ity field, and at low cost. For a constant-velocity medium, D M O followed by 

post-stack migration is equivalent to prestack migration. D M O and prestack 

migration impulse responses are thus related by the post-stack migration im­

pulse response, which is a circular arc (figure 6.1). Directional deconvolution 

could be incorporated into a Kirchhoff D M O scheme (Deregowski, 1985) in 

a similar manner to a Kirchhoff prestack migration scheme because of this 

simple geometrical relationship. 

o So far, only 2-D data have been considered. Prestack migration of 3-D data 

is not done routinely. However, the basic method of directional deconvolution 

combined with prestack migration, and the extensions described above (depth 

migration and D M O ) , could be extended to 3-D data. 

o Time-varying deconvolution can also be incorporated into the basic method. 

Deconvolution filters have been designed using far-field source signatures. 

These signatures change as they travel through the earth because of atten­

uation. High frequencies are attenuated preferentially, so deeper reflections 

have lower frequency content. If an attenuation model is known, deconvolu­

tion filters can be designed to compensate for loss of high frequencies at depth. 

These time-varying filters could be applied in the directional deconvolution 

method. 

The main problem with directional deconvolution combined with prestack 

migration is that prestack migration must be performed. Prestack migration is 

expensive, the velocity field must be known and migration noise is a problem 

for steeply dipping reflectors because of spatial sampling considerations. The 

latter two problems are soluble (sections 5.3.6 and 5.3.5 respectively). The re­

maining problem, cost, a problem with both directional deconvolution methods, 

is acceptable if it is justified by the results. 
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F i g u r e 6.1. Relationship between the D M O ellipse, the prestack migration 
ellipse and the post-stack migration operator for a constant-velocity medium. 



R e s u l t s o f d i r e c t i o n a l decomvolu t iom 

Reflectors in dataset B (section 5.4) were more continuous and had higher 

frequency content after directional deconvolution. Dataset A was virtually un­

affected by directional deconvolution (section 5.3). These results were predicted 

by ray-tracing (sections 5.4.3 and 5.3.3 respectively). The amount of source di­

rectivity evident in primary reflected data is dependent on a number of factors: 

the in-line dimension of the source array; frequency content of the data; depth of 

the target; ray bending; offset; the mute zone and reflector dip. For 'directional' 

data, directional deconvolution will improve the quality of reflections and the 

results of subsequent processing will show the benefit (chapter I ) . 

Directional deconvolution is not without disadvantages. Data are noisier 

because directional deconvolution amplifies noise at notch frequencies. To avoid 

excessive noise amplification, directional deconvolution cannot fully synthesise a 

point source. Residual directivity will affect reflectors and subsequent processing. 

Whether or not to perform directional deconvolution is ultimately a ques­

tion of cost. Ideally, sections would be processed with and without directional 

decdnvolution, and the interpreter would have both available. 

Source a r r a y s 

If data are acquired with a directional source array, directional deconvolution 

is unable to synthesise a point source. This is because of notches in the source 

spectrum and because data are recorded with finite spatial sampling. Directional 

deconvolution is also imperfect because it is based on a simple convolutional 

model. The model is too simple because source signatures are altered as they 

travel through the earth by attenuation. Thus directional deconvolution cannot 

fully convert data recorded with a directional array to point source equivalent 

data. 

Primary reflected data are affected adversely by the use of long source arrays. 
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This can be illustrated by synthetic modelling (Loveridge et al., 1984), by the 

application of directional deconvolution (chapter V ) , and by experiments where 

a profile is acquired using both long and short source arrays (Brummitt, 1989). 

Directional deconvolution is unable to fully compensate for directivity, so source 

arrays with a short in-line dimension should be used when possible. For 3-D 

data, wide arrays will adversely affect cross-line reflections, so source arrays with 

short cross-line and in-line dimensions should be used. 

Long source arrays are used when suppression of coherent noise in the field 

is of paramount importance (section 1.6.1), and most data acquired in the 1970s 

and early 1980s were acquired using long source arrays. For such data directional 

deconvolution is desirable. 
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A p p e n d i x A 

Compiiflter software 

A suite of computer programs has been written to evaluate directional deconvo­

lution on physical model and real data. 

Sotware is implemented on the N U M A C (Northern Universities Multiple Access 

Computer) Amdahl 470/V8 mainframe, which uses the M T S (Michigan Terminal 

System) operating system. All programs are written in the Fortran 77 program­

ming language. The I B M V S Fortran compiler is used. M T S system subroutines 

are used for magnetic tape operations, and two external subroutine libraries 

are used extensively: * G H O S T 8 0 (Culham laboratory), a graphical library and 

* N A G (Numerical Algorithms Group, Oxford), a numerical algorithm library. 

There are three main software catagories: general seismic plotting and process­

ing; f-k directional deconvolution, and directional deconvolution combined with 

prestack migration. The two main directional deconvolution programs are listed 

in this appendix. Brief descriptions of other main programs are given. 

A . l G e n e r a l se ismic plott ing a n d process ing 

S E I S P L . Seismic trace plotting and interactive time series analysis. Adapted 

from N C B P L O T (J.S.Thatcher). 

S E I S F K . F-k plotting and processing. 

O E B E S . Interactive design of desired output for deconvolution. 

D E P R O . Design of directional signature deconvolution niters. 

Three subroutine libraries are used by these programs: 

T S A S U B . Time series analysis (A.N.Bowen). 

S U B S 1 and S U B S 2 . General purpose and tape handling (J.S.Thatcher). 



Synthetic modelling was performed with the GeoQuest A I M S (Advanced Inter-

prtive Modelling System) package. 

A . 2 F=k direct ional decomvolution 

F K F I L . Transform time domain deconvolution niters (output from D E P R O ) to 

frequency domain. 

F K M A P . Map deconvolution filters (output from F K F I L ) on to the f-k plane 

(section 2.1.2). A N A G spline is used for the one-dimensional interpolation. 

F K P R O . f-k directional deconvolution (figure 2.4). Sorts C M P gathers to 

common-receiver gathers. Prepares gathers by spatial tapering, D . C . removal 

and padding with zero traces. Deconvolution by complex multiplication of f-k 

transform of gather with filter (output from F K M A P ) . See program listing. 

A . S D i r e c t i o n a l decomLVoMtiom combined w i t h prestadk migrat ion 

D D A N G . Calculate angular limits necessary to migrate reflections up to a given 

dip, for a const ant-velocity medium (section 3.5.1). 

B B F I L . Transform time domain filters (output from D E P R O ) to frequency do­

main and write headers. 

D D P S M l . Prestack migration with a choice of deconvolution types (section 

3.5.2). See program listing. 

B B P 8 M 2 . Modified version of D D P S M l . Linear velocity-depth variation (sec­

tion 5.4.7) See program listing. 

D D N E W . Apply Newman filter in the frequency domain (section 3.2.2). 
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