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The stresses and deformation in an accretionary prism, and the crystalline basement behind and beneath it, have been modelled using finite element analysis, assuming a visco-elastic Maxwell rheology for the rocks involved.

A new method for finding the effect of lateral variations in density and body forces on the deformation in such models has been developed, so that the balance between weight and basal shear in the accretionary prism, and the associated displacement and stress distributions, could be modelled.

Anatysis shows that there is an equilibrium basal stress that supports the weight of the accreted sediments. Above this stress the accretionary prism is built higher, and below it subsides and spreads up the basal slope. The average value for this stress was found to be 12 MPa for the Middle America subduction zone and 5 MPa for the central Aleutians.

Models of these two subduction zones show important differences in surface displacement and stress distribution, due to the slope and extent of the overriding basement rocks. In the island arc model, it was concluded that the igneous crust extended beneath the Aleutian terrace to the edge of the inner trench slope, while in the case of the Middle America subduction zone the continental basement is cut back at depth and parts of it are underlain by accreted sediments.

Displacement boundary conditions were applied to the basal thrust to investigate the effects of coupling and decoupling on it, and in this way the repeat time for earthquakes, at a depth of c. 15 km in the Middle America subduction zone, was predicted to be c. 250 yr , or less.

Finally, the results for a simple accretionary wedge, applied to the mechanics of a thrust sheet, show that the basal gradient is an important controlling factor, and that gravitational forces alone cannot cause thrust motion up a basal slope, unless the thrust wedge is supported (at the end lower down the basal slope) by stresses which are lithostatic or greater.
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But thou shalt flourish in immortal youth, Unhurt amidst the wars of elements, The urecks of matter, and the crush of worlds.

Joseph Addison, Cato, V, i, 28.

FEATURES OF SUBDUCTION ZONES AND THEIR PHYSICAL SIGNIFICANCE
1.1 Evidence for Subduction

One of the most important implications of the now widely accepted theory of plate tectonics, is that oceanic lithosphere is subducted into the mantle along deep sea trenches. Over the past decade, a considerable number of observations have been made which support this hypothesis, the evidence falling into four main categories; earthquake seismology, seismic reflection and refraction profiles, and direct sampling of the material in, and near trenches.

### 1.1.1 Earthquake seismology

Perhaps the most convincing argument supporting subduction is the asymmetry of the earthquake zones associated with island arcs and continental margins.

A large proportion of intermediate and deep earthquakes (i.e. all those below about 50 km depth) are associated with deep sea trenches, and have hypocentres which define regions, known as Benioff zones, dipping at angles between $30^{\circ}$ and $60^{\circ}$ approximately, beneath volcanic chains, which may be on continental crust (e.g. the Andes), or which may form island arcs (e.g. the Aleutian Islands) if the crust above the Benioff zone is oceanic. Isacks and Molnar (1971) analysed 204 sets of hypocentre and focal mechanism data, and presented profiles of all the major Benioff zones. From this analysis, they showed that in nearly all cases one of the principal stresses associated with the earthquake was aligned parallel to the dip of the Benioff zone, and since the stress down-dip may be

either tensional or compressional, they deduced that the earthquakes usually take place within a sinking slab of lithosphere, rather than on a single thrust plane at its upper surface. More recently, however, detailed analyses have been made of the seismic zone beneath Northeastern Honshu, Japan (Hasegawa et al., 1978; Yoshii, 1979; Hasegawa et al., 1979), which show that in this case, the seismicity lies on two parallel planes, associated with the upper surface and the interior of the subducted plate, respectively.

Seismic zones have also been shown (Oliver and Isacks, 1967; Barazangi et al., 1972; Hasegawa et al., 1979) to coincide with regions of high $Q$ (quality factor) which act as waveguides for high frequency shear waves, and which are continuous with the oceanic lithosphere that is seaward of the trench.

These observations imply that the oceanic lithosphere sinks, or is pushed, through a bend of up to about $60^{\circ}$, into the mantle where it is assimilated.

### 1.1.2 Seismic reflection profiles

Although seismic reflection profiles are often made obscure by the acoustically opaque region resulting from intense deformation in the inner (landward) wall of the trench, they show that this deformation is due to thrusting. In addition, in many profiles (Hilde et al., 1969; von Huene, 1972; Beck and Lehner, 1974; Seely et al., 1974) the oceanic basement, layer 2; can be traced, dipping at $5^{\circ}$ or $10^{\circ}$, beneath the trench sediments, which lie horizontally and are undeformed except close to the inner trench wall. Occasionally the subducted crust can be traced beneath the deformed region for as much as 30 to 40 km from the trench, and an example of this is shown, from the Lesser Antilles complex, in Fig. 1.l


Fig. 1.1: Monitor record of an $E-W$ seismic reflection profile across the toe of the Caribbean accretionary complex due East of Guadeloupe, ship speed $9 \mathrm{~km} \mathrm{hr}{ }^{-1}$ (recorded by Durham University on R.R.S. Discovery, Cruise 109, April, 1980).
(unpublished data collected by Durham University Department of Geological Sciences on Cruise 109 of the RRS Discovery, 10 March - 19 April, 1980; see also Beck and Lehner, 1974). Note that in this profile, subducted oceanic. sediments can also be seen overlying the (layer 2) basement.

When results from reflection work and gravity profiles are combined (e.g. Grow, 1973a), the resulting models are consistent with subduction.

### 1.1.3 Seismic refraction profiles

Seismic refraction profiles across trenches (e.g. Hussong et al., 1976; Meyer et al., 1976; Curray et al., 1977; Boynton et al., 1979) show that the Mohorovičic discontinuity, at the base of the oceanic crust, dips down under the trench, while the Moho on the landward side can be followed at roughly the same level (though depressed a certain amount by crustal thickening) right up to the edge of the trench.

The oceanic crustal rocks (layers 2 and 3) are brought into contact with the mantle, at a depth of $c .20 \mathrm{~km}$ in the Sunda $\operatorname{arc}$ (Curray et al., 1977), and at a depth of c. 50 km under the East of the Bolivar Basin, Western Colombia (Meyer et al., 1976). The latter depth is the larger because the overriding plate in this case carries continental crust, rather than oceanic as in the Sunda arc.

### 1.1.4 Rock sampling

Cores taken as part of the Deep Sea Drilling Project (hereinafter referred to as D.S.D.P.), in particular on Leg 66 across the accretionary complex landward of the Middle America trench (Moore et al., 1979a, 1979b; Moore and Watkins, 1979), together with the associated reflection profiles, show that sediments are carried by the oceanic plate into the trench, where
some are sheared off, together with sediments deposited in the trench, against the inner trench wall. The igneous oceanic basement (layers 2 and 3 ) and any remaining sedimentary cover continue beneath the accreted sediment wedge and finally into the mantle.

### 1.2 General Description of a Subduction Zone

The term "subduction zone" is taken broadly, to include all the features resulting from subduction of oceanic lithosphere, from the volcanic arc to the outer rise in front of the trench.

Although at first sight the features seen in subduction zones seem to vary considerably, by comparing bathymetric profiles across a great number of trenches and seismic profiles where available, Karig and Sharman (1975; Karig, 1974; see also Dickinson and Seely, 1979) have developed a general subduction zone cross-section, which is the basis for the terminology used here (Fig. 1.2).

The oceanic lithosphere is bowed upward as an elastic response to the bend imposed by subduction (see, e.g., Watts and Talwani, 1974; Caldwell et al., 1976) forming an "outer rise" of about 0.3 to 0.5 km in height, at about 50 km in front of the trench. The trench itself is typically 5 or 6 km deep and contains a wedge of sediments, usually turbidites derived from the island arc or continent, which varies in thickness from nearly zero in the Tonga-Kermadec trench to over 1 km in the Middle America trench.

Behind the trench is a region called the "accretionary prism", composed of tectonized sediments that have been scraped onto the overriding plate, and of an overlying, relatively undeformed sedimentary cover. The igneous crust of the island arc, or continental plate, abuts onto the accretionary prism, perhaps underlying part or all of it, and the


Fig. 1.2: A generalized cross-section of a subduction zone. See text for discussion and explanation of terms (after Karig, 1974).
join between igneous and sedimentary crust, near the surface, is called the "upper slope discontinuity" (or "u.s.d." in Fig. 1.2), but its nature is not clearly understood (see Section 1.4.2).

The accretionary prism is divided into two parts, the upper and lower inner trench slopes, by a change in gradient (which can take several forms; see Section 1.3) known as the "trench slope break" (or "t.s.b." of Fig. 1.2; Dickinson, 1973). The lower slope consists of deformed sediments which have been lifted up by sometimes as much as 5 km , and often has ridges along it parallel to the trench which may be the surface expression of imbricate thrusts (Dickinson and Seely, 1979). The upper slope on the other hand is not rising as quickly as the trench slope break, and is partially, or completely, filled with scarcelydeformed sediments derived from the island arc, and from the trench slope break where the latter is above sea level.

All the above features can be traced for great distances, typically several hundred kilometres, along the strike of the arc-trench system, which is ample justification for considering two-dimensional models of subduction zones.

### 1.3 The Lower Slope and Trench Slope Break

Seismic reflection profiles over the lower slope (Beck and Lehner, 1974; Seely et al., 1974) show sets of landward dipping reflectors within the generally opaque acoustic basement, some of which are particularly strong and are interpreted as listric thrust faults. Seismic refraction (Curray et al., 1977) and gravity data (Grow, 1973a) indicate that the lower slope is underlain by material with a low seismic velocity compared to oceanic layer 2, and a density of 2200 to $2400 \mathrm{~kg} \mathrm{~m}^{-3}$, which lies on the oceanic crust being subducted.

The interpretation of this data as a prism of deformed sediments accreted by being scraped off the underlying oceanic crust, is supported by the results from some of the Deep Sea Drilling Project holes (Kulm et al., 1973; Creager et al., 1973; Ingle et al., 1975; Hussong et al., 1978; Moore et al., 1979; von Heune, Auboin et al., 1980). Of these, one of the more recent legs, number 66 (co-chiefs Moore and Watkins) is particularly useful, as seven holes were drilled between a site just forward of the trench and one near the edge of the continental crust, as shown in Fig. 1.3 (combined with structures shown on seismic lines $M X-16$ and OM-7N made by the University of Texas Marine Science Institute (UTMSI)).

The sediments in the trench are flat-lying and undeformed until close to the toe of the trench slope where the reflection profile shows folding and the start of the landward dipping reflectors (see also Hilde et al., 1969; von Heune, 1972). The degree of deformation increases rapidly to a maximum at the toe of the slope where thrust slices (Ingle et al., 1975; Moore, J.C., and Karig, 1976) are formed and sheared off the sinking plate. A good example of this is shown in Fig. 1.4, at the toe of the Middle America accretionary complex (Shiplev et al., 1980).

Further up the slope the uppermost rocks, below the apron of muds, are less deformed, while the angle of the landward dipping reflectors increases. The cores from D.S.D.P. sites 488,491 and 492 show an important characteristic, in that significant deformation begins in older sediments (but at shallower depths below the present sea bed) from one site to the next up-slope. Interbedded sand- and mudstone sequences were encountered in all three holes, which Moore et al. (1979) interpret as being trench turbidites.

Using the above information and the fossils found in each core it is possible to find the rate of uplift at each site and to assign a rate


Fig. 1.3: A seismic reflection profile across the Middle America trench, South-East of Acapulco, showing the sites of some of the D.S.D.P. Leg 66 boreholes (Moore et al., 1979b).
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Fig. 1.4: A migrated time section across the toe of the accretionary complex shown in Fig. 1.3 (U.T.M.S.I. Line MX16, Shipley et al., 1980, fig. 8).
of deformation to each. At the toe of the accretionary prism uplift occurs at about $500 \mathrm{~m} \mathrm{Myr}^{-1}$, and is reduced to about $100 \mathrm{~m} \mathrm{Myr}^{-1}$ by the time the sediments have been raised 2 km above the trench floor. The rate of deformation at site 492 is about 0.1 , and at 491 about 0.2 , of the rate at the toe, site 488 (Moore et al 1979b).

The overall result of D.S.D.P. Leg 66 was to show that trench sediments and pelagic sediments from the incoming oceanic plate are scraped off at the toe of the inner trench slope and accreted to the base of the prism, involving slope sediments in the deformation as they are forced upward by further accretion beneath them. There are no major stratigraphic inversions observed in any one hole (even though site 488 was positioned over a suspected thrust plane) and the landward-dipping reflectors may well be the bedding surfaces between sand- and mudstone units, so that a significant part of the shear motion must be taken up on small shear surfaces throughout the accretionary prism rather than on major thrust faults.

However, Moore, G.F. and Karig (1976) present convincing evidence, on the basis of the deformation of basins on the inner slope, that there are major, thrusts in a large number of cases. The slope basins are ponded behind ridges of acoustically opaque material (the deformed sedimentary basement), and their deformation suggests that the slope sediments are included in the accretionary prism by shearing along thrust planes.

It is not necessarily the case that all the sediments being carried into the subduction zone are accreted at the toe of the prism. Fig. 1.1, from the Lesser Antilles, shows oceanic sediments subducted about 30 km under the accretionary wedge. Watkins et al. (in press), on the basis of the D.S.D.P. Leg 66 results, postulate that, of the
total influx into the Middle America trench ( $90 \%$ from the trench sediments, $10 \%$ carried in on the oceanic plate), only $25 \%$ of the sediments are accreted on the inner trench slope. They conclude that $50 \%$ are subducted into the mantle, and that the remaining $25 \%$ are sheared off the subducted plate at greater depth and "underplated" beneath the accretionary prism.

If there is very little sediment to be scraped off the oceanic plate, then some basaltic oceanic crust may be accreted. Fig. 1.5 is a crosssection of the Mariana Trough, showing the sites where holes were drilled on D.S.D.P. Leg 60 (Hussong et al., 1978). The results of drilling at sites 460 and 461 were consistent with the accretion of oceanic crust, in that igneous and metamorphic rocks of the kind commonly found in ophiolites were recovered, but it is possible that these were fragments of the oceanic basement beneath the island arc. However, basaltic and ultramafic rocks are recovered by dredging on such slopes (Petelin, 1964; Fischer and Engel, 1969) which support the accretion mechanism.

The trench slone break is taken to be the point at which the sediments have been pushed up to their maximum height by the accretionary process and at which the deformation, due to that unlift, ceases. As such, the trench slope break takes four distinct forms (Fig. 1.6; Karig and Sharman, 1975; Karig, 1974).
(a) The first type of trench inner slope, taken to be the youngest, shows no significant distinction between the upper and lower slope. In these trenches (e.g. New Hebrides, Solomons and New Britain) igneous oceanic crust may be accreted on the very steep inner slope (Petelin, 1964), and subduction has not been active long enough to develop an accretionary prism.
(b) The second type displays a distinct break of slope on the trench inner wall and a very small, if any, upper slope basin (e.g. Mariana,


Fig. 1.5: A generalized cross-section of the Mariana Islands subduction zone at Lat. $18^{\circ} \mathrm{N}$, showing drill-sites from D.S.D.P. Leg 60 (Hussong, Uyeda et al., 1978).




Fig. 1.6: Bathymetric profiles across various inner trench slopes showing different structures dependent on age and sediment influx (Karig and Sharman, 1975).

Tonga, Ryuku). At this type of trench, there is only a small thickness of pelagic sediments on the incoming plate and little or no terrigenous supply to the trench, and again dredging (Fischer and Engel, 1969) recovers basaltic rocks.
(c) In the third type there is a thick layer of sediment on the plate and in the trench. However this is not derived from the frontal or volcanic arc, but from a more distant source, the trench wedge being brought in by turbidity currents. Trenches of this type (Luzon, Shikoku, Central Aleutians, Sumatra) show the trench slope break as a well developed ridge, since it is raised up by the thickness of the accretionary prism, but there are no terrigenous sediment sources to fill the depression in the upper slope behind it.
(d) The final type corresponds to those trenches where the terrigenous sediment influx is large so that the upper slope is completely filled with sediments and forms a bench or terrace. If enough of these sediments are deposited in the trench, then the lower slope in front of the terrace is formed of accreted sediments regardless of the thickness of the pelagic sediment feed, (e.g. Eastern Aleutians), but if this is not the case, and if the pelagic sediments are thin, then although the terrace sediments are well developed, oceanic crust may still be accreted at the toe of the inner slope (e.g. Japan).

### 1.4 The Upper Slope

The upper slope, where it is developed, forms a basin of flat-lying and undeformed sediments which lap onto the ridge in front of it (generally the trench slope break) and onto the continent or island arc behind it. It is a feature which shows up well on reflection profiles (e.g. von Heune et al., 1971; Seely et al., 1974; Karig, 1977; Karig et al.,
1980) and in refraction work, where a common estimate of the depth of the sediments is 2 or 3 km (Curray et al., 1977). The widths of upper slope basins vary considerably, from less than 10 km in the East Luzon trench (Karig and Sharman, 1975) to about 100 km in the Tobago trough (Westbrook, 1975).

Although the whole upper slope region is thought to undergo absolute subsidence, at least after it has reached a certain size (Karig, 1977), it is convenient to consider the motion relative to the leading edge, and relative to the trailing edge, separately.

### 1.4.1 The leading edge

The ridge in front of the upper slope basin is a rising unit of tectonized sediments. The relative movement is demonstrated by the folding of the sediments over basement arches and drape structures on the rearward flank of the ridge. Reflection profiles for D.S.D.P. sites 186 and 187 (Grow, 1973b) show this draping, but the best evidence is where the ridge is above water level, for example the Mentawai Islands in the Sunda Arc, and Barbados in the Caribbean.

Karig (1977) gives a cross-section to the landward side of Nias Island, based on proprietary reflection profiles and an exploration well. He shows that the upper slope sediments are draped over a region of flexures on the East side of the island, and interprets these structures as the result of thrust slices that have been rotated just past the trench slope break and which are now subsiding with perhaps normal movement on old thrust faults. The sediments are barely deformed, maintaining continuity of bedding planes, and there is no evidence for any thrust faulting along this edge of the basin.

Westbrook (1975) shows, using reflection profiles across the Tobago

Trough, that the basin sediments are folded over basement arches just behind the Barbados ridge. These are interpreted as the surface expression of seaward-dipping thrust faults, formed during the uplift of the Barbados ridge as a secondary feature directly above the point of subduction of oceanic crust beneath crystalline basement, and over 100 km from the present trench slope break. Similar basement arches are seen in the Aleutians (Grow, 1973b), and may be the result of the seaward dipping thrust faults discussed by Seely (1977). This interpretation is in conflict with that of Karig and Sharman (1975) who regard both Nias and Barbados as regions of the trench slope break (see section 1.5.2, below).

### 1.4.2 The trailing edge and basement

The fact that the upper slope basin is subsiding relative to the volcanic arc, or continental crust (Karig et al., 1980), together with the angle of contact between them which is often steep, at least near the surface (von Heune et al., 1971; Hussong et al., 1976; Curray et al., 1977; Moore et al., 1979), suggests that there must be some decoupling between the accreted sediments and the igneous crust. This corresponds to the upper slope discontinuity defined in Section 1.2 (following Karig, 1974), but its behaviour at depth is poorly determined (see below, in this section).

As the width of the upper slope basin increases, so the deepest sedimentary layers within it tilt further (Grow, 1973b), but in such a manner that the axis of the basin remains near to the volcanic arc (von Heune et al., 1971; Seely et al., 1974; Karig, 1974), indicating that the subsidence is greatest close to the discontinuity. This implies that a large part of the relative motion between volcanic arc and basin is localized near the upper slope discontinuity rather than being evenly
distributed over the whole upper slope.
It is most likely, then, that faulting occurs at the leading edge of the continental or arc crust. This is certainly the case in the Eastern Aleutians, where there is a distinct system of steeply-dipping faults (von Heune et al., 1971), however the nature of these faults, whether normal or high-angle reverse is unclear. Karig (1977) interprets the work of Murdock (1969a and b) on earthquake focal mechanisms in this region as being evidence that the upper slope discontinuity is a reverse fault dipping at about $50^{\circ}$ landward, but the fault shown by Murdock does not seem to be certain above a depth of 15 km , and the high angle thrust earthquakes may be part of the Benioff zone, if the latter has a shallow dip to start with and then bends steeply below the upper slope (Model B of Grow, 1973a; see Fig. 1.8).

Hussong et al. (1976) have interpreted reflection and refraction profiles across the Peru-Chile trench (at about latitude $10^{\circ} \mathrm{S}$ ) as showing normal faulting in an analogous position at the edge of the upper slope, although in this case there is a very poorly-developed basin. From the velocity structure they suggest that continental material is being sheared off at its contact with the subducting plate, as do Curray et al. (1977) in the case of the Sunda and Banda arcs, and that these thrust planes dip progressively more steeply landward at shallower depths until they turn over and become normal faults close to the surface.

If this occurs then the two types of fault may simply represent different degrees of rotation of the basal thrust and could both be due to the same possible mechanism (see Fig. 1.7).

The disruption of the crystalline basement beneath the upper slope makes it difficult to find how far it extends towards the trench. Magnetic profiles (e.g. Grow, 1973a; Karig et al., 1978) can trace it as far as

b)


Fig. 1.7: A mechanism which leads to either
a) normal faulting (after Hussong et al., 1976), or
b) high-angle thrust faulting (after Curray et al., 1977), at the upper slope discontinuity.
the edge of the upper slope basin, which was confirmed by D.S.D.P. Leg 66 (Moore et al., 1979a), and a little beyond, but further than that the anomalies cannot be identified until the oceanic magnetic anomalies due to the sinking plate are seen.

Refraction profiles show oceanic-like crust beneath the upper slope basin in the Eastern Aleutian, Java and Lesser Antilles subduction zones (Shor and von Heune, 1972; Curray et al., 1977; Boynton et al., 1979), and a similar result is indicated in the Central Aleutians (Grow, 1973a). However there is a certain amount of ambiguity because the velocities in the supposed oceanic crust are reduced near the trench, and Karig (1977) suggests that the observed structure may be due to increasing the seismic velocity of accreted sediments by compaction and dewatering, rather than to underlying igneous crust. This ambiguity is illustrated in Fig. 1.8, showing two possible interpretations, made by Grow (1973a), of the geophysical data across the Central Aleutians. If the basement is indeed oceanic crust, then it is faulted and thickened by thrusting, and reaches a maximum thickness near the point of subduction, where it comes into contact with subducted oceanic basement.

An additional mechanism, which would help the development of upper slope basins is due to the sediments within them. Once the basin has been formed, the extra thickness and degree of compaction of the sediments in the deeper part of the basin will create a greater load there, so that the weight'of sediments will cause a differential load on the upper slope, accentuating its original slope and increasing the rate of subsidence further, while keeping the axis of the basin nearly fixed.


Fig. 1.8: Two cross-sections of the Central Aleutian Islands accretionary complex, both consistent with geophysical observations (Grow, 1973a).

### 1.5 Evolution of Subduction Zones

### 1.5.1 A frame of reference

In order to discuss the development of a subduction zone, and in particular the arc-trench gap, it is necessary to choose a fixed frame of reference. Ideally this frame of reference should be in the original continental (or oceanic) crust of the overriding plate and should remain relatively undisturbed during the whole period of subduction. This ideal, however, due to volcanic activity and other forms of tectonic deformation as well as the sediment covering, is impossible to attain or identify.

The upper slope discontinuity seems a likely candidate for the fixed point, especially since it initially represents the edge of the upper continental slope in many cases (e.g. Middle America trench). However, the nature and even the position of the upper slope discontinuity is still not at all clear, as described earlier (Section 1.4.2), and if tectonic erosion of the leading edge of the continental (or island arc) crust occurs (as shown in Fig. 1.7) then it will migrate away from the trench. In addition to this, there is evidence in the Eastern Aleutians and Japan (Karig and Sharman, 1975; Matsuda and Uyeda, 1971) to suggest that the upper slope may be sheared onto the overriding plate as a complete unit, so that the upper slope discontinuity jumps forward to a position near the old trench slope break, and a new accretionary complex is built on to the front of perhaps a series of older ones.

The volcanic arc, although not such a fundamentally important region to the structure of a subduction zone, is a lot easier to define and is subject to less movement over longer time periods than the upper slope discontinuity (Karig and Sharman, 1975). Although there is evidence that in some cases the volcanic arc can migrate either way, the rate at which
it does so is small compared with the size of the accretionary prism (Dickinson (1973) quotes a value of $2 \mathrm{~km} \mathrm{Myr}^{-1}$ ), and Karig et al. (1976) show that to a first approximation the horizontal distance from the volcanic arc to the bend, or position of maximum curvature, in the Benioff zone is constant for nearly all arcs, irrespective of the trench-arc gap.

The volcanic arc is therefore taken as the fixed point of reference when considering the development of the accretionary complex, but it should be remembered that the whole subduction zone may move relative to the mantle, due for example to back-arc spreading, or to the pull that may be exerted (forwards) by the sinking slab.

### 1.5.2 Development of an accretionary prism

The basic assumption made in describing the development of the accretionary prism is that the main differences in trench profiles, other than those due to the available volume of sediment, are due to the length of time each trench has been subducting continuously. Other effects will be discussed in the next section.

When subduction begins, the inner slope does not have a break (e.g. New Hebrides) and the oceanic plate bends sharply down beneath the island arc, which is very close (less than 100 km ) to the trench. Sediments and perhaps oceanic crust are accreted to the toe of the inner slope, and the trench slope break is developed.

The trench slope break then moves forwards as further material is accreted, the rate depending on the rate of subduction and the supply of sediments, and a basin is developed behind it on the upper slope, containing a sediment thickness which varies from one arc to another (see Section 1.3). This development is represented (in Fig. 1.6) by the sequence $E$. Luzon, Shikoku, Aleutians, and also in some studies of ancient
subduction zones, for example the lower Paleozoic accretionary prism to the South-East of the Southern Uplands fault (Leggett et al., 1979).

Estimates of the rate of sedimentation and the rate of accretion in the Shikoku subduction zone (Moore, J.C. and Karig, 1976) are consistent and an accretion rate of about $15 \mathrm{~km}^{2} \mathrm{Myr}^{-1}$ per length of arc is derived. Using this and data from D.S.D.P. site 298 (Ingle et al., 1975) a strain rate of 3 to $5 \times 10^{-13} \mathrm{~s}^{-1}$ is estimated for the fold cored at the toe of the inner slope, assuming a steady subduction rate of 12 to $20 \mathrm{~mm} \mathrm{yr}^{-1}$. While the lower of these two estimates could be taken up by folding alone, the higher would be likely to cause significant thrusting. It is almost certain that both processes take place.

As the accretionary prism becomes wider the initial angle of the oceanic plate becomes shallower, but the steep section of the Benioff zone remains fixed. Karig et al. (1976) show this to be the elastic response of the plate to the increasing sedimentary load. The increase in dip of the subducted slab occurs where it comes into contact with the basement of the overriding plate.

In accretionary prisms where the toe of the prism has migrated more than about 50 km from the point of subduction, it is sometimes possible to see two ridges, one at the top of the steepest part of the inner trench slope, about 30 km from the trench and another, higher one over the point of subduction. Examples are Hawley Ridge in the Central Aleutians (Grow, 1973a), the Mentawai and Nicobar Islands in the Sumatra arc (Karig, 1977) and the Barbados ridge in the Caribbean (Westbrook, 1975). Westbrook suggests that the trench slope break represents the height to which the accreted sediments may be thrust against their weight, and that another higher ridge is formed by further compression over the point of subduction, corresponding to the Bouguer gravity minimum. Unless the accretionary
prism has developed to a width of 50 km from toe to upper slope basin, the second sedimentary ridge cannot be distinguished from the trench slope break, so this is a feature of well-developed subduction zones where there is a good supply of sediments to the trench.

### 1.5.3 Complicating factors

The comparatively simple model discussed so far only takes into account straightforward subduction, in that it only describes continuous convergence perpendicular to the trench. However, in many cases the convergence has not always been either of these things.

The rate of subduction may change, or subduction may stop completely and then start up again. When a further subduction pulse begins, the trench, upper slope discontinuity and volcanic arc may all move their positions either together or separately (e.g. Matsuda and Uyeda, 1971), and if a marginal basin has been formed behind the volcanic arc, then the "polarity" of subduction may reverse (Karig, 1974) and the back arc basin may be subducted beneath the island arc, along a seaward dipping Benioff zone.

The region is again complicated further if the direction of subduction is not perpendicular to the trench. The transverse component of subduction is taken up either by shearing in a back arc basin, where one exists, or on the upper slope (Karig, 1974) and the margin may be truncated by displacing parts of the accretionary prism at rates of 15 to $20 \mathrm{~km} \mathrm{Myr}^{-1}$. This may have happened in California and along the Middle America trench (Karig et al., 1978).

### 1.6 Summary

An outline has been given of the observations made on subduction zones and the mechanisms proposed to explain them. The aim of this thesis is to form numerical models, based on current observational data, to investigate the deformation of, and stresses within accretionary prisms, and to find the dependence of this behaviour on their lithology and on boundary conditions, particularly the basal shear stresses exerted by the subducted oceanic crust.

## CHAPTER 2

PHYSICAL PROPERTIES OF ROCKS USED IN LITHOSPHERIC MODELS

### 2.1 Elastic Properties

The elastic properties of rocks may be found from one of three broad categories of measurement.

Firstly, values for seismic wave velocities may be found from experiments on the crust and mantle, from which it is possible to derive the elastic parameters necessary for modelling assuming some density distribution. These lithospheric measurements include both large scale (e.g. earthquake seismology) experiments which give average parameter values for the crust and upper mantle, and more detailed (e.g. seismic refraction) experiments in particular areas.

The second category is that of laboratory experiments. These include direct measurement of the elastic properties of samples of rock types thought to be similar to those in the region of interest, and of samples actually taken from that region, for example in Deep Sea Drilling Project cores.

The final category includes the values derived from analytical modelling of the lithosphere. The models are, for the most part, models of the flexure of the oceanic plate being subducted at a trench, based on bathymetric profiles across the trench and outer rise, and on the angle of dip of the Benioff zone beneath the island arc.

### 2.1.1 Experiments on the upper mantle

The broad velocity structure of the lithosphere may be found from earthquake seismology. Bott (1977a) shows the radial $P$ wave velocity distribution for the whole earth found by Jeffreys (1939) and Gutenberg (1959) which are similar, except in the upper mantle where Gutenberg shows a low velocity zone at a depth of about 100 km . More recent studies (e.g. Toksöz et al., 1967; Julian and Anderson, 1968) have increased the resolution of the P velocity distribution in the upper mantle, and have confirmed the existence of a low velocity zone at depths of about 100-200 km.

All these studies give values for the $P$ wave velocity, $\alpha_{m}$, in the topmost mantle of
$\alpha_{\mathrm{m}}=7.9-8.1 \mathrm{~km} \mathrm{~s}^{-1}$
and in the low velocity zone of
$\alpha_{\mathrm{m}} \simeq 7.8 \mathrm{~km} \mathrm{~s}^{-1}$.
An alternative method for finding $\alpha_{m}$, in the mantle immediately below the Moho, is the measurement of Moho headwave velocities in seismic refraction experiments. Bott (1971a, p.114) summarises these results for several different tectonic regions, and shows that typical values are

$$
\alpha_{\mathrm{m}}=8.0-8.2 \mathrm{~km} \mathrm{~s}^{-1}
$$

However in an area of volcanic activity, such as an island arc, the velocity may be as low as

$$
\alpha_{\mathrm{m}}=7.5 \mathrm{~km} \mathrm{~s}^{-1},
$$

as, in the case of Japan, shown by Yoshii and Asano (1972) and Yoshii (1979).

Shear wave velocities for the mantle cannot be found by seismic refraction, but in addition to travel time studies of earthquake body
waves, the dispersion of surface (Love or Rayleigh) waves may be used to find. S wave velocities, $\beta_{m}$. These experiments give results of

$$
\beta_{\mathrm{m}}=4.4-4.7 \mathrm{~km} \mathrm{~s}^{-1}
$$

for the uppermost mantle, and

$$
\beta_{\mathrm{m}}=4.1-4.4 \mathrm{~km} \mathrm{~s}^{-1}
$$

for the low velocity zone (see, for example, Bott, 197la; Yu and Mitche11, 1979).

The lower values for the uppermost mantle ( $24.4 \mathrm{~km} \mathrm{~s}^{-1}$ ) are associated with tectonically active areas, or young oceanic lithosphere. As the oceanic lithosphere becomes older (further from a spreading ridge), $\beta_{\mathrm{m}}$ increases from $4.4 \mathrm{~km} \mathrm{~s}^{-1}$ to $4.6 \mathrm{~km} \mathrm{~s}^{-1}$ (approximately) over about 50 or 100 M yr ( Yu and Mitchell, 1979).

One further parameter is needed before the Young's modulus, $E_{m}$, and Poisson's ratio, $\nu_{m}$, of the upper mantle can be calculated, namely the density, $\rho_{m}$. This may be found, either by assuming a mantle composition and extrapolating the density from that measured to that at the required depth, or by using the Nafe-Drake curve relating the density of a rock to its $P$ wave velocity (Bott, 197la, p.66). In either case the density of the upper mantle may be taken to be

$$
\rho_{\mathrm{m}}=3300 \mathrm{~kg} \mathrm{~m}^{-3} .
$$

In order to obtain the elastic parameters from these values of $a_{m}, \beta_{m}, \rho_{m}$ the following relations must be used:

$$
\begin{align*}
& \alpha=\left(\frac{\lambda+2 \mu}{\rho}\right)^{\frac{1}{2}} \\
& \beta=\left(\frac{\mu}{\rho}\right)^{\frac{1}{2}}
\end{align*}
$$

(Malvern, 1969, p.550; Jaeger and Cook, 1976, p.351) where $\lambda$ and $\mu$ are Lamé's elastic constants, from which $\mathrm{E}_{\mathrm{m}}$ and $\nu_{\mathrm{m}}$ may be derived, using

$$
\begin{align*}
& \nu_{m}=\frac{\lambda}{2(\lambda+\mu)} \\
& E_{m}=\frac{\mu(3 \lambda+2 \mu)}{(\lambda+\mu)}
\end{align*}
$$

(Malvern, 1969, p.280; Jaeger and Cook, 1976, p.351).
Hence, for a fairly active region, with

$$
\alpha_{\mathrm{m}}=7.9 \mathrm{~km} \mathrm{~s}^{-1} \quad \text { and } \quad \beta_{\mathrm{m}}=4.5 \mathrm{~km} \mathrm{~s}^{-1}
$$

Equations 2.1 and 2.2 give the following values of Poisson's ratio and Young's modulus for the upper mantle

$$
\begin{aligned}
& v_{\mathrm{m}}=0.26 \\
& \mathrm{E}_{\mathrm{m}}=170 \mathrm{GPa}
\end{aligned}
$$

### 2.1.2 Experiments on the crust

Earthquake seismology methods give the broad velocity structure for the crust, as for the mantle, again using surface wave dispersion for $S$ waves and earthquake arrival times for both $P$ and $S$. However, seismic refraction methods are more effective in the crust, particularly for localized structures. All these methods are discussed by Bott (197la), and typically give values of

$$
\begin{aligned}
& \alpha_{u c}=6.0-6.2 \mathrm{~km} \mathrm{~s}^{-1} \\
& \alpha_{1 c}=6.5-7.0 \mathrm{~km} \mathrm{~s}^{-1}
\end{aligned}
$$

as the compressional velocities of the upper and lower crust respectively, and

$$
\beta_{c}=3.4-3.7 \mathrm{~km} \mathrm{~s}^{-1}
$$

as the average crustal shear velocity.
Yelocities in sediments vary considerably according to the degree of compaction, giving compressional velocities of

$$
\alpha_{\text {sed }}=1.6-3.5 \mathrm{~km} \mathrm{~s}^{-1} .
$$

However, there have been many refraction profiles made across trenches (see Chapter 1, Section 1.1), and these all give similar distributions of $\alpha$ within the sediments comprising the accretionary prism, examples of which are shown in Fig. 2.1 (Hussong et al., 1976; Kieckhefer et al., 1980), so that compressional velocities may be assigned more accurately to sediments in the region of interest.

Although it is more difficult to find shear velocities in seismic refraction experiments, since the $S$ arrivals are always later than $P$, it is sometimes possible to find the ratio $(\alpha / \beta)$ and hence, through Equations 2.1 and 2.2, Poisson's ratio

$$
v=\frac{(\alpha / \beta)^{2}-2}{2\left((\alpha / \beta)^{2}-1\right)}
$$

Boynton et al. (1979) have used this fact, and apparent $S$ and $P$ wave velocities to estimate Poisson's ratios of $\nu=0.260 \pm 0.008$
and $v=0.267 \pm 0.007$
for the igneous crust beneath the Lesser Antilles (average $\alpha=6.2 \mathrm{~km} \mathrm{~s}^{-1}$ ), and the same layer together with underlying sediments, respectively.

Nagumo et al. (1980) used an ocean bottom seismometer on the inner wall of the Japan trench to record local earthquakes. $P$ to $S$ and $S$ to $P$ conversions were detected at the boundary between the accreted sediments and the subducted oceanic crust, a very strongly reflecting boundary whose position was determined using reflection methods. The ratio $(\alpha / \beta)$ was
a) $\quad 0-$

b)


Fig. 2.1: Two distributions of $P$ wave velocities within subduction zones obtained from seismic refraction profiles,
a) from the Peru-Chile trench at Lat. c. $12^{\circ} \mathrm{S}$ (Hussong et al., 197
b) from the Sunda trench at Lat. c. $1^{\circ} \mathrm{N}$ (Kiecklefer et al., 1980)
calculated from the delay times between $P$ and PS and between SP and S, and gave (using Equation 2.3)
$v=0.41$.
This represents the average Poisson's ratio in the toe of the accretionary prism, which had an average velocity
$\alpha=2.3 \mathrm{~km} \mathrm{~s}^{-1}$
according to the reflection data.
The average density of the crust is in the range
${ }^{\circ}{ }_{c}=2800-2900 \mathrm{~kg} \mathrm{~m}^{-3}$
(Bott, 197la) according to gravity measurements and extrapolation from the measured densities of basement outcrops.

Local density variations, especially for shallower rocks, may be estimated to about $100 \mathrm{~kg} \mathrm{~m}^{-3}$ from the Nafe-Drake curve of $\alpha$ against $\rho$ (see Section 2.1.3, below). For example, in the case of the toe of the Japan trench inner wall (with $\alpha=2.3 \mathrm{~km} \mathrm{~s}^{-1}$ ), the density is

$$
\rho=2100 \mathrm{~kg} \mathrm{~m}^{-3} .
$$

Hence, taking as average velocities

$$
\alpha_{c}=6.2 \mathrm{~km} \mathrm{~s}^{-1} \text { and } \beta_{c}=3.5 \mathrm{~km} \mathrm{~s}^{-1}
$$

and using Equations 2.1 and 2.2, the average elastic parameters for the crust are

$$
v_{c}=0.27
$$

$$
\mathrm{E}_{\mathrm{C}}=87-90 \mathrm{GPa} .
$$

Similarly, the average parameters for the toe of the accretionary prism, in the instance of the Japan trench cited earlier, are
$E=4.9 \mathrm{GPa}$.

### 2.1.3 Direct measurement

Birch (1966) and Gerrard (1977) give summaries of experiments to measure the elastic parameters of rocks directly. These experiments are mostly performed by applying stresses to the samples and measuring the strains, though in some harder rocks (e.g. basalt or dunite) the elastic parameters are calculated from longitudinal and transverse wave velocities in the sample. Some average values taken from these two papers are shown in Table 2.1.

| Source | Rock-type | E/GPa | $v$ |
| :--- | :--- | :---: | :---: |
| Birch (1966) | Andesite | 40 | 0.16 |
|  | Andesite | 32 | 0.18 |
|  | Phyllite | $10-30$ | 0.15 |
| Gerrard | Phyllite | 70 | $0.26-0.5$ |
|  | Clay | $\sim 1$ | $0.27-0.45$ |

Table 2.1: Elastic parameters for various rock-types.

Due to the effects of confining pressure, these figures will be more reliable for shallower, than for deeper, rocks and sediments. Note that the parameters found for the inner wall of the Japan trench, in Section 2.l.2, fall between those given for phyllites and clays, which might be expected as they represent average values for the low temperature metamorphic rocks of the accretionary prism and the overlying apron of mud.

A third compilation of experiments of this kind is represented
by the Nafe-Drake curve. Ludwig et al. (1970) show two curves, for $P$ and $S$ wave velocities each as a function of density, and a third, derived from the first two, of Poisson's ratio against density (see Fig. 2.2). Although this set of data is most reliable for $P$ velocities, the parameters due to Boynton et al. (1979) and Nagumo et al. (1980) cited in Section 2.1.2, and the average values for the crust are all consistent with both the $P$ and $S$ velocity curves.

Analyses of various physical properties of cores from the Deen Sea Drilling Project have been made, but the only one of these that can be effectively used to determine elastic parameters for accretionary wedges is density. For example, holes 186 and 187 of Leg 19, drilled into the sedimentary complex on the inner wall of the Aleutian trench, gave densities (Lee, 1973) of
$\rho=1700-1900 \mathrm{~kg} \mathrm{~m}^{-3}$,
increasing with depth. Taking the higher density ( $1900 \mathrm{~kg} \mathrm{~m}^{-3}$ ), and assuming that the empirical results represented by the Nafe-Drake curves (Fig. 2.2) are representative of rocks under the conditions in the accretionary prism, $S$ and $P$ wave velocities may be read from the graph, from which the elastic parameters are calculated to be
$\nu=0.46$
$E=1.6 \mathrm{GPa}$.

### 2.1.4 Parameters derived from analytical models

There have been several analyses of the flexure of the lithosphere assuming it to be an elastic (or elastic-plastic) plate overlying a viscous fluid (e.g. Walcott, 1970; Watts and Cochran, 1974; Karig et al., 1976; Turcotte et al., 1978). In these calculations the important parameter is the flexural rigidity,


Fig. 2.2: A graph of experimental $P$ (centre curve) and $S$ wave velocities (lower curve) plotted against rock density, together with the Poisson's ratio (upper curve) derived from the first two (Ludwig et al., 1970).

$$
D=\frac{E h^{3}}{12\left(1-v^{2}\right)}
$$

where $h$ is the thickness of the elastic lithosphere. Walcott (1970) gives several values for $D$ ranging from $5 \times 10^{22} \mathrm{Nm}$ for the Basin and Range Province, Western U.S.A., to $10^{25} \mathrm{Nm}$ for parts of the Canadian shield.

Obviously D can only be used to find E or $v$ (using Equation 2.4) if one is already known together with the lithospheric thickness, but it is an independent check on the elastic properties found otherwise. For oceanic lithosphere Walcott gives

$$
0=2 \times 10^{23} \mathrm{Nm}
$$

which together with a lithospheric thickness and Poisson's ratio
$\mathrm{h}=30 \mathrm{~km}$
$\nu=0.27$
give a Young's modulus
$\mathrm{E}=80 \mathrm{GPa}$,
consistent with Section 2.1.2.

### 2.1.5 Discussion

The chief difficulties in deriving elastic parameters for the lithosphere are that it is impossible to re-create conditions in the laboratory to accurately match those in the crust and mantle themselves, and that it is difficult to study the properties of rocks buried beneath several kilometres of other rocks.

Parameters obtained from seismic wave velocities may be subject to inaccuracy, because they represent the response to an oscillating stress system, with frequency up to about 30 Hz , which additionally has an amplitude negligible compared with the stresses in the lithosphere.

On the other hand, although comparable stresses may be applied to rock samples in the laboratory or in outcrops, it is hard to achieve the conditions of temperature and confining pressure necessary to simulate great depths.

A further inevitable problem in finding lithospheric properties is the time-scale involved, but this is discussed further in Section 2.2 .

Despite all these difficulties, the results shown in Section 2.1 are consistent and give, at the least, guidelines as to the elastic properties that should be used in lithospheric models.

### 2.2 Effective Viscosities

### 2.2.1 Lithospheric viscosity

Many experiments have been performed to find creep equations, especially on olivine and ultrabasic rocks to simulate the upper mantle, and these are reviewed comprehensively by Weertman (1975) and Tullis (1979). The steady-state strain rate is found to obey a power law

$$
\dot{\varepsilon}=A \exp (-Q / R T)(\sigma / \mu)^{n} \quad 2.5
$$

where $\mu$ is the shear modulus (equal to Lamés constant in Ch. 3, Equation 3.14), $n$ is a number between 1 and 10 (theoretically $n=3$ for glidecontrolled dislocation creep (Weertman and Weertman, 1975)), $Q$ is the activation energy and $A$ a constant both dependent on the material, $R$ is the universal gas constant and $T$ is the absolute temperature.

However there are considerable differences between the parameter values given by various authors (see, for example, Weertman and Weertman, 1975, table 2), and in addition there may be inaccuracies due to extrapolation. The reasons for this are that, not only is it difficult
to produce temperatures and pressures in the laboratory comparable with those in the mantle; but it is impossible to conduct experiments over lengths of time which are comparable with the ages of geological structures. Therefore the steady-state creep observed in the laboratory is assumed to persist over very much longer times, and the constants in Equation 2.5 are assumed to apply to much smaller rates of strain than can be measured accurately.

Although Equation 2.5 describes the behaviour of samples better than the equations of a Maxwell substance (Ch. 3, Equation 3.36) with a constant Newtonian viscosity, it is found that in models of lithospheric flexure the difference between these two types of modelling is not significant to first order (Bischke, 1974; Melosh and Raefsky, 1980), and Cathles (1975) concludes that the viscosity of the upper mantle is constant at $10^{21} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$ throughout.

The most important consequence of non-linear creep is that the effective viscosity ( $\eta_{e f f}=\sigma / \dot{\varepsilon}$ ) is lower for high stresses and higher for low stresses, so that large deviatoric stresses relax faster than in the linear equivalent to start with, but once they have relaxed to a certain extent the deformation becomes slower. The time when the strain rates for linear and non-linear creep become equal depends on the constants in Equation 2.5 and on the value chosen for the effective Newtonian viscosity.

In the light of these uncertainties, it was considered to be a good approximation for the purposes of this thesis (where the emphasis will be on crustal deformation) to consider only constant Newtonian viscosities.

Models of lithospheric flexure of ten take the lithosphere to be elastic (see references in Section 2.1.4, above), but this is not
considered to be realistic because of the extremely large resultant deviatoric stresses, approaching 1 GPa (Melosh, 1978). Various possibilities for lithospheric viscosity, $\eta_{\ell}$, have been suggested in the range $10^{22}-10^{26} \mathrm{Ns} \mathrm{m}^{-2}$. Some examples are:
$\eta_{\ell} \geqslant 10^{25} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
(Melosh, 1978; Melosh and Raefsky, 1980),
$n_{\ell}>10^{24} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
for stable continental lithosphere (Artyushkov, 1973), and
$n_{\ell} \simeq 10^{23} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
(Walcott, 1970; Bischke, 1974; de Bremaecker, 1977), which agrees with Artyushkov's value for tectonically active lithosphere.

On the basis of these figures, average values for lithospheric viscosities are taken to be

$$
\begin{aligned}
& { }^{\eta_{C}}=10^{25} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2} \\
& \eta_{\mathrm{m}}=10^{23} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
\end{aligned}
$$

for the crust and uppermost mantle respectively.

### 2.2.2 Crustal viscosities

Very little work has been done on power-law creep for crustal materials. One example is given by Parrish et al. (1976) who give equations of the form of 2.5 for wet and dry quartzite, but again the results must be extrapolated from laboratory strain-rates, greater than $10^{-7} \mathrm{~s}^{-1}$, to typical geological rates of $10^{-14} \mathrm{~s}^{-1}$.

Bearing in mind the lack of such data for sediments and other crustal rocks, and other approximations inherent in the modelling, it would not be justifiable to use non-linear deformation in this study.

Parrish et al. consider that quartzite in the Earth's crust deforms with a viscosity of about
$n_{q Z t}=4 \times 10^{20} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$,
based on their power law creep equation, and they quote Heard and Raleigh's result (1972) for the viscosity of marble under the same conditions (a temperature of $500^{\circ} \mathrm{C}$ and a strain-rate of $10^{-14} \mathrm{~s}^{-1}$ ) as
$n_{\text {marb }}=3 \times 10^{20} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$.
Handin (1966) gives a table of effective viscosities for some limestones and evaporites. The majority of these lie between $10^{12}$ and $1017 \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$, with a strong correlation between strain-rate and viscosity (the higher the strain-rate, the lower the viscosity). There are only two effective viscosities quoted for rates of strain less than $10^{-10} \mathrm{~s}^{-1}$, which are
$n_{\text {gyp }}>2 \times 10^{18} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
for gypsum, and

$$
n_{1 s t}>2 \times 10^{21} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
$$

for limestone, at strain-rates of $10^{-12}$ and $10^{-14} \mathrm{~s}^{-1}$ respectively.
Stein and Wickham (1980), in their finite element model of fault zones associated with folding, list values of viscosity for sandstones, limestones and shales varying between $10^{19}$ and $10^{21} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$. The average value they use, for homogeneous models, is

$$
n=3.2 \times 10^{20} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
$$

Finally, Cowan and Silling (1978), in choosing parameters on which to base scale models of an accretionary prism, took a value of

$$
n_{\text {sed }}=10^{14} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
$$

for the viscosity of the whole sedimentary complex. However they do not explain their choice, which is at least 4 orders of magnitude lower than the values quoted above.

The viscosities for crustal material given in this section can be used to give guidelines to the values which could be used in a visco-
elastic model, but one of the aims of this thesis is to find the importance of the viscosity, and variations in it, in an accretionary prism, and closer bounds on its value (see Chapter 5).

### 2.3 Conditions for Failure of Rocks

Whether a rock will fracture along a given plane or not depends on the shear stress $\tau$ in that plane and on the stress a normal to it.

Stress is a tensor quantity, and so $\sigma$ and $\tau$ relating to a plane at an angle $\theta$ to the minimum principal stress $\sigma_{3}$ (the greatest compression), and perpendicular to the plane containing $\sigma_{1}$ and $\sigma_{3}$, are

$$
\begin{array}{ll}
\sigma=\sigma_{1} \cos ^{2} \theta+\sigma_{3} \sin ^{2} \theta & 2.6 a \\
\tau=-\sigma_{1} \cos \theta \sin \theta+\sigma_{3} \cos \theta \sin \theta & 2.6 b
\end{array}
$$

(Price, 1966; Jaeger and Cook, 1976). Rearranging Equations 2.6

$$
\begin{align*}
\sigma & =\frac{\left(\sigma_{1}+\dot{\sigma}_{3}\right)}{2}-\frac{\left(\sigma_{1}-\sigma_{3}\right)}{2} \cos 2 \theta \\
& =\sigma_{m}-\tau_{m} \cos 2 \theta \\
\tau & =\frac{\left(\sigma_{3}-\sigma_{1}\right)}{2} \sin 2 \theta \\
& =-\tau_{m} \sin 2 \theta
\end{align*}
$$

where $\sigma_{1}$ and $\sigma_{3}$ are the maximum and minimum principal stress (usually both being in the plane of a finite element model, with the intermediate principal stress, $\sigma_{2}$, perpendicular to the cross-section), and $\sigma_{m}$ and $\tau_{m}$ are the mean stress and maximum shear stress respectively,

$$
\begin{align*}
& \sigma_{m}=\frac{\left(\sigma_{1}+\sigma_{3}\right)}{2} \\
& { }^{r_{m}}=\frac{\left(\sigma_{1}-n_{3}\right)}{?} .
\end{align*}
$$

From Equations 2.7 it can be seen that $\tau$ and $\sigma$ satisfy
$f \equiv\left(\sigma-\sigma_{m}\right)^{2}+\tau^{2}-\tau_{m}^{2}=0$
which on a graph of $\tau$ against $\sigma$, represents a circle, centre ( $\left.\sigma_{m}, 0\right)$, radius $\tau_{m}$. This circle is known as a Mohr circle and a graph of this kind (Fig. 2.3), usually drawn for positive $\tau$ only, is called a Mohr diagram.

The locus of all points ( $\sigma, \tau$ ) on a Mohr diagram where failure occurs in a particular material defines the fracture envelope for that material (e.g. Fig. 2.5). If the Mohr circle for a stress distribution lies entirely below the fracture envelope then no failure is predicted, while if it touches then the sample is expected to fracture at an angle $\theta$ to the minimum principal stress given by

$$
\tan 2 \theta=\frac{\tau}{\left(\sigma-\sigma_{m}\right)}
$$

where $(\sigma, \tau)$ is the point at which the fracture envelope is tangent to the circle (see Fig. 2.4, where the $\sigma$-axis has been plotted conventionally with compression to the right).

To determine how near to failure an element in a finite element model is (Ch. 3), or by how much it has failed, it is necessary to determine a degree of failure for the stress system within it. Consider the stress system $\sigma_{1}, \sigma_{3}$ shown in Fig. 2.4 for which combination of $\sigma_{m}$ and $\tau_{m}$ failure is not predicted. To cause failure, the stress system must be altered in one of two ways (or a combination of the two); either $\sigma_{m}$ must be reduced to $\sigma_{m}$ ' keeping $\tau_{m}$ constant, or $\tau_{m}$ must be increased until the Mohr circle touches the fracture envelope. Thus the value of ${ }^{T} m$ necessary for failure, and indeed the type of failure (Sections 2.3.1 to 2.3.3), depends on $\sigma_{m}$, while the size of $\tau_{m}$ determines whether the material will actually fail, for a given $\sigma_{m}$.


Fig. 2.3: A Mohr circle and its associated stress system (see text for explanation).


Fig. 2.4: The Mohr representation of a fracture envelope, with compression plotted to the right (cf. Fig. 2.3, where compression is to the left; see text for definition of symbols).

Let the value of ${ }^{T} m$ needed be $r$, the shortest distance from $\left(\sigma_{m}, 0\right)$ perpendicular to the envelope, then the degree of failure, $C$, is defined as
$\because$

$$
C=1-\frac{{ }^{\tau} m}{r}
$$

This definition is a convenient dimensionless number, since it allows a direct comparison of degrees of failure between stress systems liable to different types of failure. C is positive if failure is not predicted, zero at failure, and becomes more negative the more the material is stressed beyond its fracture limit. In other words, if failure is predicted in several parts of a model, the region with the largest negative value of $C$ is the most likely to fail.

### 2.3.1 Open-crack failure

To calculate the conditions for fracturing when open cracks are present, the (2-dimensional) simple Griffith theory is followed (as in Jaeger and Cook, 1976). The basic assumption of this theory is that failure occurs perpendicular to the surface of a crack when the tensile stress in that surface exceeds a value characteristic of the material, and that in this way cracks propagate, leading to failure of the whole rock.

By maximizing the crack surface tension, it is found that failure will occur at an angle $\theta$ to the greatest principal compression given by

$$
\cos 2 \theta=-\frac{{ }^{\tau} m}{2 \sigma_{m}}
$$

or $\theta=0$.
Condition 2.12a can only apply if $\left|2 \sigma_{m}\right|>\left|\tau_{m}\right|$, so that the open crack region is divided into two types.
a) $\left|2 \sigma_{m}\right| \leqslant\left|\tau_{m}\right|$

Under this condition, 2.12b applies, i.e. failure occurs along the direction of the minimum principal stress in response to the maximum principal stress, $\sigma_{1}$. The condition for failure is then

$$
\sigma=\sigma_{1}=T
$$

where $T$ is the uniaxial tensile strength of the rock.
The fracture envelope for this region is reduced to the point $A$ at (T,0), (Fig. 2.5) and for any stress system with

$$
T>\sigma_{m} \geqslant-T
$$

failure occurs at $A$. In this case

$$
\begin{array}{rlrl}
r & =T-\sigma_{m} \\
\therefore & c & =\left(\frac{T-\sigma_{1}}{T-\sigma_{m}}\right)
\end{array}
$$

is the degree of failure according to Equation 2.11.
A further possibility must be mentioned here, namely

$$
\sigma_{\mathrm{m}} \geqslant \mathrm{~T} .
$$

For these stress systems tensional failure, with $\theta=0$, occurs for all values of ${ }^{\tau} m$, so in this case the degree of failure must be redefined and the expression

$$
C=\left(\frac{T-\sigma_{m}}{T}\right)
$$

is used.
b) $\left|2 \sigma_{m}\right|>\left|\tau_{m}\right|$

Again following Jaeger and Cook (1976), failure occurs at

$$
\tau_{m}^{2}=r^{2}=-4 T_{\sigma_{m}}
$$2.16

This value of $\mathrm{T}_{\mathrm{m}}$ is substituted into the Mohr circle Equation 2.9 whence the fracture envelope is found by setting


Fig. 2.5: The failure envelope used for determining the type and degree of failure in finite element models.

$$
\frac{d f}{d \sigma_{m}}=0
$$

and eliminating $\sigma_{m}$. The result is

$$
\tau^{2}=4 T^{2}-4 T \sigma
$$

a parabola which cuts the $\sigma$-axis at $(T, 0)$ and the $\tau$-axis at $(0,2 T)$ (AB of Fig. 2.5).

However this analysis only holds while all the cracks are open. Assuming that it holds until $\sigma_{m}$ is more compressional than a stress $\sigma_{a}$ (see Fig. 2.5 and Section 2.3 .3 below), then the characteristics of open crack compressional failure are

$$
-T>\sigma_{m}>\sigma_{a}
$$

and, using Equations 2.11 and 2.16,

$$
C=1-\frac{\tau_{m}}{\left(-4 T \sigma_{m}\right)^{\frac{1}{2}}}
$$

### 2.3.2 Closed-crack failure

If the normal compression across a crack is greater than a certain value $\sigma_{C}$, then the crack will close and the simple Griffith theory of section 2.3 .1 will not hold. There is now a frictional shear stress ${ }^{T_{f}}$ on the crack

$$
{ }^{\tau} f=\mu\left(\sigma_{c}-\sigma\right)
$$

where $\mu$ is the coefficient of friction between the sides of the crack.
If this effect is included in a similar derivation to that used to obtain the open-crack failure criteria (McClintock and Walsh, 1962; Jaeger and Cook, 1976), the result is

$$
\alpha T_{m}+\sigma_{m}=\beta T
$$

at failure. $\alpha$ and $\beta$ are dimensionless constants given by

$$
\begin{align*}
& \alpha=\frac{\left(\mu^{2}+7\right)^{\frac{1}{2}}}{\mu} \\
& \beta=\frac{2\left(1-\sigma_{C} / T\right)^{\frac{1}{2}}}{\mu}+\frac{\sigma_{C}}{T}
\end{align*}
$$

Again, a similar calculation to that in Section 2.3.1 gives the fracture envelope

$$
\tau=\mu B T-\mu \sigma
$$

representing the region $B C$ in Fig. 2.5.
If $\left|\sigma_{c}\right| \ll T$
$\tau=2 T-\mu \sigma$
which is the Mohr-Coulomb fracture envelope (Price, 1966; Jaeger and Cook, 1976) with a cohesive strength of $2 T$ and the coefficient of internal friction replaced by $\mu$, the sliding friction in the crack.

The size of $\sigma_{C}$ has been quoted as: -2T (Brace, 1964), -3T (McClintock and Walsh, 1962), -4.19T (Murrell, 1965) and -10T (Digby and Murrell, 1976). Murrell's value of
$\sigma_{c}=-4.19 T$
is used in all the finite element models, together with his friction coefficient
$\mu=1.09$
unless stated otherwise. These give
$\alpha=1.36$
$B=-0.0198$.
The derivation of Equation 2.19 requires that all the cracks should be closed. Let this be the case where $\sigma_{m}$ is less (more compressive) than ob (Fig. 2.5 and Section 2.3.3 below).

This type of failure is thus described by

$$
\sigma_{m}<\sigma_{b}
$$

and, from Equation 2.19

$$
\begin{align*}
r & =\left(\beta T-\sigma_{m}\right) / \alpha \\
\therefore \quad C & =1-\frac{\alpha T_{m}}{\left(B T-\sigma_{m}\right)} .
\end{align*}
$$

The angle of fracture, $\theta$, in the closed crack region is given by the normal from ( $\sigma_{m}, 0$ ) to the fracture envelone, that is by

$$
\tan 2 \theta=1 / \mu
$$

and is independent of $\sigma_{m}$ because the envelope is a straight line for $\sigma_{m}$ in this region (cf. Equation 2.10 for open-crack failure and Equation 2.28 for the intermediate region).

### 2.3.3 The intermediate region

The modified Griffith theory of fracture (McClintock and Walsh, 1962) combines the open and closed crack theories described in the previous two sections. The transition from one part of the fracture envelope to the other occurs smoothly in reality, as the stress normal to the cracks approaches $\sigma_{c}$, but here the transition is approximated by a change from the parabolic to the straight line portions at a single point ( $\sigma_{c}, \tau_{c}$ ) (B in Fig. 2.5.).

Two Mohr circles are defined in Fig. 2.5; one which is tangent to the parabola $A B$ at $B$ (circle a), and one which is tangent to the line $B C$ at $B$ (circle b). According to this approximation, failure occurs at $B$, namely $\sigma_{=}=\sigma_{c}, \tau=\tau_{c}$, for all values of $\sigma_{m}$ between $\sigma_{a}$ and $\sigma_{b}$ (the centres of $a$ and $b$ respectively).

To find the value of $\sigma_{a}$, first substitute the value of $\tau_{m}$ at
open-crack failure (Equation 2.16) into the Mohr circle Equation 2.19, giving

$$
f \equiv\left(\sigma-\sigma_{m}\right)^{2}+\tau^{2}+4 T_{m}=0 .
$$

On the envelope

$$
\frac{d f}{d \sigma_{m}}=-2\left(\sigma-\sigma_{m}\right)+4 T=0
$$

so, setting $\sigma=\sigma_{c}, \sigma_{m}=\sigma_{a}$,

$$
\sigma_{a}=\sigma_{c}-2 T
$$

$\therefore \quad \sigma_{a}=-6.19 T$
using the value of $\sigma_{c}$ from Section 2.3.2.
Similarly for $\sigma_{b}$, substituting Equation 2.19 into 2.9

$$
\begin{aligned}
f & \equiv\left(\sigma-\sigma_{m}\right)^{2}+\tau^{2}-\left(\frac{\beta T-\sigma_{m}}{\alpha}\right)^{2}=0 \\
\frac{d f}{d \sigma_{m}} & =-2\left(\sigma-\sigma_{m}\right)+\frac{2\left(\beta T-\sigma_{m}\right)}{\alpha^{2}}=0 \\
\therefore \quad \sigma_{b} & =\left(\mu^{2}+1\right) \sigma_{c}-\mu^{2} \beta T \\
\therefore \quad \sigma_{b} & =-9.14 T
\end{aligned}
$$

$$
2.26
$$

using the definition of $\alpha$ (Equation 2.20a) and the values of $\mu, \beta$ and ${ }^{\sigma}{ }_{c}$ from Section 2.3.2.

The failure parameters for the intermediate region are thus

$$
\sigma_{a} \geqslant \sigma_{m} \geqslant \sigma_{b}
$$

with
$r^{2}=\left(\sigma_{c}-\sigma_{m}\right)^{2}+\tau_{c}^{2}$
$\therefore \quad C=1-\frac{\tau_{m}}{\left(\left(\sigma_{c}-\sigma_{m}\right)^{2}+\tau_{c}^{2}\right)^{\frac{1}{2}}}$
${ }^{\tau}{ }_{C}$, the shear stress corresponding to a normal stress $\sigma_{C}$, at failure,
is given by either Equation 2.17 or 2.21 as
${ }^{\tau} c_{c}=4.55 \mathrm{~T}$.
The angle of failure, $\theta$, in the intermediate region is given by the line from ( $\left.\sigma_{m}, 0\right)$ to $\left(\sigma_{c},{ }_{c}\right)$, that is by $\tan 2 \theta=\frac{{ }^{\tau} c}{\left(\sigma_{c}-\sigma_{m}\right)}$

### 2.3.4 Tensile strength

In Sections 2.3.2 and 2.3.3 the failure criteria have all been calculated in terms of the uniaxial tensile strength, $T$, and it provides the scale for the graph of $\tau$ against o (Fig. 2.5).

The value used here for $T$ in large-scale finite element models is $T=50 \mathrm{MPa}$
which is the average value for igneous rocks given by Service and Douglas (1973, based on work by Brace, 1961), and is a good average value for the whole crust.

However the tensile strength in the upper crust is somewhat lower. Goldsmith et al. (1976) give various tensile strengths for Barre granite, the average of which is
$T=12.6 \mathrm{MPa}$
while values common for metamorphic and sedimentary rocks (in the upper crust) are even lower. Some of these are shown in Table 2.2 below.

Note that the strengths quoted from Handin (1966) were derived from measurements of the cohesive strengths for the samples (Equation 2.22 shows that the cohesive strength, defined for a Mohr-Coulomb failure criterion, is equal to $2 T$ ), and are averages of the data presented there.

| Reference | Material | T/MPa |
| :--- | :--- | :---: |
| Handin (1966) | Sandstone (dry) |  |
|  | Limestones | 18 |
| Jaeger and Cook (1976) | Marble | 10 |
| Brace (1964) | Sandstone (wet) | 8.0 |
| Handin (1966) | Marble | 7.3 |
| Jaeger and Cook (1976) | Sandstone | 6.9 |
| Handin (1966) | Schists | 5.4 |
|  | Phyllites | 5.3 |

Table 2.2: Tensile strengths of various upper crustal rocks

### 2.3.5 Applicability of failure criteria

The modified Griffith theory of failure describes the conditions for brittle failure of rocks only. For this reason the theory is applicable to rocks in the upper crust, but becomes an increasingly poor approximation with depth, as rocks become more ductile. This ductility is taken into account by the viscous part of the rheology used in the models (see Chapter 3, Section 3.4), but failure may still occur at these depths and as a first approximation the same form of failure criterion is used throughout.

No problem arises in the mantle where brittle failure would be inapplicable, because the mean stress $\sigma_{m}$ is always too large for failure to occur under realistic stress distributions.

## CHAPTER 3

## THE FINITE ELEMENT METHOD

### 3.1 Introduction

Analytical solutions to geodynamic problems may only be found by making many simplifying assumptions about the section of the lithosphere under investigation, particularly with respect to boundary conditions between regions with different properties. Therefore solutions are often found numerically and one of the most versatile methods of this type is finite element analysis, a numerical technique for finding the stress distribution in an elastic continuum, which can also be extended to visco-elastic media (see Section 3.4).

The first step in the method, is to divide the body (for the purposes of this thesis, a cross-section taken through the lithosphere) into elements, the boundaries of which intersect to form nodes.

Assumptions are made about the behaviour of the materials comprising the body, which allow an equation to be derived relating the stresses within the elements to the displacements of the nodes (Equation 3.22), which, together with equilibrium conditions, leads to the stiffness equation (3.30)
$K \tilde{\delta}=\tilde{F}$.
A solution of this equation, by matrix inversion, gives the displacements $\tilde{\delta}$ of the nodes for a given set of loads $\tilde{F}$ ( $\tilde{\delta}$ and $\tilde{F}$ both being column vectors), applied to a body with stiffness matrix $K$.

In this way, the displacements and hence, through the stress equation (3.22), the stresses in the body may be found for any set of external boundary conditions.

### 3.2 The Relationship between Stresses and Displacements

### 3.2.1 The shape function

The element shape function $N(x, y)$ is a matrix which relates the displacements $u_{x}, u_{y}$ at a point $(x, y)$ within an element to the displacements $\delta_{\boldsymbol{i}_{x}} \delta_{\boldsymbol{i}_{y}}$ of each node $\boldsymbol{i}$ on the element's boundary, through the equation
$\tilde{u}=N \tilde{\delta}$
In general $\tilde{u}$ is a column vector of dimension 2 , the number of degrees of freedom of each node, and $\tilde{\delta}$ has dimension $\ell m$, where $m$ is the number of nodes on the element, so that $N$ is [ $\ell \times \ell m$ ].

However, this study is restricted to 2 dimensions ( $x, y$ ) and each element is a simple 3 -noded triangle with one node at each corner so
$\ell=2$
$m=3$
and $N$ is a $[2 \times 6]$ matrix.
Reducing the number of degrees of freedom of the element to 6 means that the shape function is linear, and following Zienkiewicz (1971), the displacement function within the element may be shown to be

$$
\tilde{u}=\sum_{i}\left[\begin{array}{lll}
n_{i} & I
\end{array}\right] \tilde{\delta}_{i}
$$

where $\tilde{\delta}_{i}$ is the displacement vector for node $i$, I is the $[2 \times 2]$ identity matrix, the sum is over the three nodes numbered $i, j, m$ and

$$
n_{i}=\frac{1}{2 \Delta}\left(n_{i}+b_{i} x+c_{i} y\right)
$$

where $\Delta$ is the area of the element,

$$
\begin{align*}
2 \Delta & =\left|\begin{array}{lll}
1 & x_{i} & y_{i} \\
1 & x_{j} & y_{j} \\
1 & x_{m} & y_{m}
\end{array}\right|, \\
a_{i} & =x_{j} y_{m}-x_{m} y_{j} \\
b_{i} & =y_{j}-y_{m} \\
c_{i} & =x_{m}-x_{j}
\end{align*}
$$

and $a_{j}, a_{m}$ etc. are found by cyclic permutation of $i, j, m$.
The displacement column vector for the element is defined as a list of the displacement vectors for each node

$$
\tilde{\delta}=\left(\begin{array}{c}
\tilde{\delta}_{i} \\
\tilde{\delta}_{j} \\
\tilde{\delta}_{m}
\end{array}\right)
$$

so that from Equations 3.1 and 3.2 , the element shape function,

$$
N=\left[n_{i} I, n_{j} I, n_{m} I\right] .
$$

### 3.2.2 The strain matrix

It is convenient, when dealing with 2 -dimensional models, not to use all 9 components of the strain tensor, defined generally by

$$
\varepsilon_{p q}=\frac{1}{2}\left(\frac{\partial u_{p}}{\partial x_{q}}+\frac{\partial u_{q}}{\partial x_{p}}\right)
$$

where p,q run over 1, 2, 3 corresponding to the $x, y, z$ directions (see, for example, Jaeger and Cook, 1976; Malvern, 1969).

Instead a 3-component column vector is defined,

$$
\tilde{\varepsilon}=\left(\begin{array}{c}
\varepsilon_{x} \\
\varepsilon_{y} \\
\gamma_{x y}
\end{array}\right) \equiv\left(\begin{array}{c}
{ }^{\varepsilon} x x \\
\varepsilon_{y y} \\
2 \varepsilon_{x y}
\end{array}\right) .
$$

$\tilde{\varepsilon}$ is a function of position and, within a particular element, the strain matrix, B, is defined such that

$$
\tilde{\varepsilon}=B \tilde{\delta} .
$$

From Equations $3.2,3.8$ and 3.9 it can be seen that

$$
B=\left[B_{i}, B_{j}, B_{m}\right]
$$

where

$$
B_{i}=\left(\begin{array}{cc}
\frac{\partial n_{i}}{\partial x} & 0 \\
0 & \frac{\partial n_{i}}{\partial y} \\
\frac{\partial n_{i}}{\partial y} & \frac{\partial n_{i}}{\partial x}
\end{array}\right)
$$

Using Equations 3.3 and 3.5, Equation 3.12 gives B explicitly as

$$
B=\frac{1}{2 \Delta}\left(\begin{array}{cccccc}
b_{i} & 0 & b_{j} & 0 & b_{m} & 0 \\
0 & c_{i} & 0 & c_{j} & 0 & c_{m} \\
c_{i} & b_{i} & c_{j} & b_{j} & c_{m} & b_{m}
\end{array}\right)
$$

and so, for a given set of nodal displacements $\tilde{\delta}$, the strain $\tilde{\varepsilon}$ (and the stress through Equation 3.19) is constant over each element.

### 3.2.3 The elasticity matrix

When treating the stresses in a model, it is similarly convenient to reduce the stress tensor, given generally for an isotropic elastic material by

$$
\sigma_{p q}=\lambda \theta \delta_{p q}^{K}+2 \mu \varepsilon_{p q}
$$

(see e.g. Malvern, 1969: Jaeger and Cook, 1976) where $\lambda$, $\mu$ are Lame's elastic constants ( $\mu$ is equal to the shear modulus), $\delta_{p q}^{K}$ is the Kroenecker delta function defined by

$$
\begin{array}{ll}
\delta_{p q}^{K}=1 & \text { if } p=q \\
\delta_{p q}^{K}=0 & \text { otherwise, }
\end{array}
$$

and where

$$
\theta=\sum_{r=1}^{3}{ }^{\varepsilon} r r \text {, }
$$

to the column vector

$$
\tilde{\sigma}=\left(\begin{array}{c}
\sigma_{x} \\
\sigma_{y} \\
\tau_{x y}
\end{array}\right) \equiv\left(\begin{array}{c}
\sigma_{x x} \\
\sigma_{y y} \\
\sigma_{x y}
\end{array}\right):
$$

To find the relationship between $\tilde{\sigma}$ and $\tilde{\varepsilon}$, rewrite Equations 3.14 in terms of the Poisson's ratiovand Young's modulus $E$ of the material, using the relations (see Malvern, 1969; Jaeger and Cook, 1976)

$$
\nu=\frac{\lambda}{2(\lambda+\mu)} \quad \text { and } \quad E=\frac{\mu(3 \lambda+2 \mu)}{(\lambda+\mu)}
$$

and including any initial strains ( $\varepsilon_{x 0}, \varepsilon_{y 0}, \varepsilon_{z 0}, \gamma_{x y 0}$ ) in the model prior to the application of any loads which give (see Zienkiewicz, 1971)

$$
\begin{align*}
& \varepsilon_{x}=\frac{\sigma_{x}}{E}-\frac{\nu}{E} \sigma_{y}-\frac{\nu}{E} \sigma_{z}+\varepsilon_{x 0} \\
& \varepsilon_{y}=-\frac{\nu}{E} \sigma_{x}+\frac{\sigma^{\prime}}{E}-\frac{\nu}{E} \sigma_{z}+\varepsilon_{y 0} \\
& \gamma_{x y}=\frac{2(1+\nu)}{E} \tau_{x y}+\gamma_{x y 0} .
\end{align*}
$$

The lithospheric structures to be studied are very much larger paralle1 to, than perpendicular to strike (in particular subduction zones continue for distances along strike very much larger than the arc-trench gap), so that it is valid to restrict the displacements of the model to
the plane of cross-section ( $x, y$ ). To impose these conditions of plane strain, the total strain in the z-direction must be set to zero

$$
0=\varepsilon_{z}=-\frac{v}{E} \sigma_{x}-\frac{v}{E} \sigma_{y}+\frac{\sigma}{E} z+\varepsilon_{z 0} .
$$

or

$$
\sigma_{z}=v\left(\sigma_{x}+\sigma_{y}\right)-E_{z 0} .
$$

Substituting this expression for $\sigma_{z}$, and inverting Equations 3.17,

$$
\tilde{\sigma}=D\left(\tilde{\varepsilon}-\tilde{\varepsilon}_{0}\right)
$$

which defines the elasticity matrix, $D$, given in the case of plane strain by

$$
D=\frac{E(1-v)}{(1+v)(1-2 v)}\left(\begin{array}{ccc}
1 & v /(1-v) & 0 \\
v /(1-v) & 1 & 0 \\
0 & 0 & \frac{(1-2 v)}{2(1-v)}
\end{array}\right) .
$$

The initial strain vector in Equation 3.19 is defined differently from the total strain vector (Equation 3.9), because of the restriction to plane strain. The calculations that give Equations 3.19 and 3.20 also yield

$$
\tilde{\varepsilon}_{0}=\left(\begin{array}{c}
\varepsilon_{x_{0}}+v \varepsilon_{z 0} \\
\varepsilon_{y_{0}}+v \varepsilon_{z 0} \\
\gamma_{x y_{0}}
\end{array}\right) .
$$

If there are initial stresses $\tilde{\sigma}_{0}$ (defined in the same way as in Equation 3.15) in the body, then Equation 3.19 becomes the stress equation

$$
\tilde{\sigma}=D\left(\tilde{\varepsilon}-\tilde{\varepsilon}_{0}\right)+\tilde{\sigma}_{0} .
$$

Note that the stress required to restrict the model to plane strain is $\sigma_{z}$, given separately by Equation 3.18 , and this will always be the principal stress parallel to strike.

### 3.3 The Stiffness Equation

To derive the stiffness equation for the body, relating the nodal displacements to the applied forces, it is necessary to consider the energy of the system comprising the body and all external forces, at equilibrium.

The internal forces on the body are those due to its elastic properties, work done against which increases the body's total strain energy.

Three types of external force are considered: firstly distributed loads $\tilde{p}$ per unit volume, in particular those due to gravity; secondly, loads $\tilde{q}$ per unit area applied to the surface of the body, for example forces due to lithostatic pressure at its ends; and thirdly, any other forces $\tilde{R}$ which may be applied to the nodes directly.

All forces may, in general, be functions of position within the model.
If the system is at equilibrium, and an arbitrary, small displacement ( $\Delta \tilde{\delta}$ ) is imposed on the nodes of the model, then the change in energy of the whole system must be zero, since the equilibrium position must necessarily be an energy minimum. That is to say

$$
\Delta U-\Delta W=0
$$

where $\Delta U$ is the increase in strain energy of the body and $\Delta W$ is the work done on it by the external forces.

The increase in strain energy of the model is

$$
\Delta U=\int_{V}(\Delta \tilde{\varepsilon})^{\top} \tilde{\sigma} d^{3} V
$$

where the integral is over the whole volume $V$ of the body, and a superscript $T$ denotes a matrix (or column vector) transpose.

The work done by the external forces is

$$
\Delta W=(\Delta \tilde{\delta})^{\top} \tilde{R}+\int_{V}(\Delta \tilde{u})^{\top} \tilde{p} d^{3} V+\int_{S}(\Delta \tilde{u})^{\top} \tilde{q} d^{2} S .
$$

where $S$ is the surface of the model.
From Equations 3.1 and 3.10

$$
\begin{array}{lll}
\tilde{u}=N \tilde{\delta} & \text { and } & \tilde{\varepsilon}=B \tilde{\delta} \\
(\Delta \tilde{u})^{\top}=(\Delta \tilde{\delta})^{\top} N^{\top} & \text { and } & (\Delta \tilde{\varepsilon})^{\top}=(\Delta \tilde{\delta})^{\top} B^{\top},
\end{array}
$$

and rewriting the stress equation, 3.22

$$
\tilde{\sigma}=D B \tilde{\delta}-D \tilde{\varepsilon}_{0}+\tilde{\sigma}_{0},
$$

so Equations $3.23,3.24$ and 3.25 may be expanded to give

$$
\begin{align*}
0= & \int_{V}(\Delta \tilde{\delta})^{\top} B^{\top} D B \tilde{\delta} d^{3} V-\int_{V}(\Delta \tilde{\delta})^{\top} B^{\top} D \tilde{\varepsilon}_{0} d^{3} V+\int_{V}(\Delta \tilde{\delta})^{\top} B^{\top} \tilde{\sigma}_{0} d^{3} V \\
& -(\Delta \tilde{\delta})^{\top} R-\int_{V}(\Delta \tilde{\delta})^{\top} N^{\top} \tilde{p} d^{3} V-\int_{S}(\Delta \tilde{\delta})^{\top} N^{\top} \tilde{q} d^{2} S .
\end{align*}
$$

In this equation, the matrices $N, B, D$ and the column vectors $\tilde{\delta}$ and ( $\Delta \tilde{\delta}$ ) have been extended to cover the whole model. If there are $M$ nodes then $\tilde{\delta},(\Delta \tilde{\delta})$ and $\tilde{R}$ are $[2 M \times 1], B$ is $[3 \times 2 M]$ and $N$ is $[2 \times 2 M]$. $D$ is still $[3 \times 3]$, and $\tilde{\varepsilon}_{0}$ and $\tilde{\sigma}_{0}$ are still $[3 \times 1]$, but all three are discontinuous functions of position ( $x, y$ ) (as are $B$ and $N$ ), having the values pertaining to the element containing the point $(x, y)$ (see Zienkiewicz, 1971).

Since it is an arbitrary displacement, Equation 3,28 holds for all values of $(\Delta \tilde{\delta})$, and so $(\Delta \tilde{\delta})^{\top}$ may be cancelled out.

Rearranging Equation 3.28 accordingly

$$
\begin{align*}
\left(\int_{V} B^{\top} D B d^{3} V\right) \tilde{\delta}= & \tilde{R}+\int_{V} N^{\top} \tilde{p} d^{3} V+\int_{S} N^{\top} \tilde{q} d^{2} S+\int_{V} B^{\top} D \tilde{\varepsilon}_{0} d^{3} V \\
& -\int_{V} B^{\top} \tilde{\sigma}_{0} d^{3} V
\end{align*}
$$

All these quantities have the dimensions of force, and 3.29 may thus be rewritten as the stiffness equation

$$
K \tilde{\delta}=\tilde{F}
$$

where, by definition, the stiffness matrix,

$$
K=\left(\int_{V} B^{T} D A^{3} V\right)
$$

and the total force vector,

$$
\tilde{F}=\tilde{R}+\tilde{F}_{p}+\tilde{F}_{q}+\tilde{F}_{\varepsilon_{0}}+\tilde{F}_{\sigma_{0}}
$$

with

$$
\begin{array}{lll}
\tilde{F}_{p}=\int_{V} N^{\top} \tilde{p} d^{3} V & \tilde{F}_{q}=\int_{S} N^{\top} \tilde{q} d^{2} S, & 3.33 a, b \\
\tilde{F}_{\varepsilon_{0}}=\int_{V} B^{\top} D \tilde{\varepsilon}_{0} d^{3} V, & \tilde{F}_{\sigma_{0}}=-\int_{V} B^{\top} \tilde{\sigma}_{0} d^{3} V, & 3.33 \mathrm{c}, \mathrm{~d}
\end{array}
$$

the force vectors due to the volume loads, surface loads, initial strains and initial stresses, respectively.

Note that different approaches to the derivation of Equation 3.30 can lead to differences in sign used in the defining equations, 3.33 (cf. Zienkiewicz, 1971; Dean, 1973; Kusznir, 1976; Woodward, 1976; Hinton and Owen, 1977).

When plane strain, 3-noded triangular elements are used, the integrals in Equations 3.31 and 3.33 need not often be solved explicitly. For instance, Equation 3.31 applied to a single element e becomes

$$
K^{e}=z \Delta B^{\top} D B
$$

since $B$ and $D$ are constant over $e$, where $z$ is the thickness of the model perpendicular to the $x, y$ plane (usually set to unity and neglected, since it appears as a factor in all the Equations 3.33 and 3.31, and therefore is cancelled out in Equation 3.30), and $\Delta$ is the area of the triangle as defined in Section 3.2.1.

The global stiffness matrix, $K$, of Equation 3.31 , is then formed by summing the terms from all the element stiffness matrices, $\mathrm{K}^{\mathrm{e}}$, according to the nodes which they relate (Zienkiewicz, 1971).

### 3.4 Visco-elastic analysis

The rheological model used for the lithosphere is that of a Maxwell substance (Jaeger and Cook, 1976), which deforms elastically according to its Young's modulus E and Poisson's ratio v, as described by Equations 3.17, and then relaxes at a rate depending on its (dynamic) viscosity $n$ until there are no remaining deviatoric stresses. The deviatoric stresses approach zero exponentially with a time constant $t_{m}$, called the Maxwell time, where

$$
t_{m}=2 n / E
$$

The strain rate for a Maxwell substance is

$$
\dot{\varepsilon}_{p q}=\frac{(1+\nu)}{E} \dot{\sigma}_{p q}^{\prime}+\frac{1}{2 \eta} \sigma_{p q}^{\prime}
$$

(Housner and Vreeland, 1966; Malvern, 1969; Zienkiewicz et al., 1968), where $\sigma_{p q}^{\prime}$ is the deviatoric stress tensor

$$
\sigma_{p q}^{\prime}=\sigma_{p q}-\delta_{p q}^{K} \sigma_{h}
$$

with $\sigma_{h}=\frac{1}{3} \sum_{r} \sigma_{r r}$,
the hydrostatic stress.
The last term in Equation 3.36 is the viscous creep rate, which may be expressed in column vector form (see Equations 3.9 and 3.15) as

$$
{ }_{\varepsilon}{ }_{c}=\frac{1}{2 \eta}\left(\begin{array}{c}
\sigma_{x}^{\prime} \\
\sigma_{y}^{\prime} \\
{ }_{\tau} \tau_{x y}
\end{array}\right)
$$

with $\dot{\varepsilon}_{z C}=\frac{1}{2 \eta} \sigma_{z}^{\prime}$.
$\dot{\varepsilon}_{z C}$ is not necessarily zero, despite the restriction to plane strain, as long as the total strain in the $z$-direction is zero, i.e. using Equation 3.36 , if

$$
\frac{\sigma_{z}^{\prime}}{2 \eta}=-\frac{(1+\nu)}{E} \dot{\sigma}_{z}^{\prime}
$$

These creep rates are integrated up to a given time $T$, and incorporated as an initial strain vector ( $q$ quation 3.21),

$$
\tilde{\varepsilon}_{o c}=\left(\begin{array}{c}
\varepsilon_{x c}+v \varepsilon_{z c} \\
\varepsilon_{y c}+v \varepsilon_{z c} \\
\gamma_{x y c}
\end{array}\right)
$$

into the stiffness Equation 3.30 , through a term $\tilde{F}_{\varepsilon_{O C}}$, defined as in Equation 3.33c.

Solving the stiffness equation then gives $\tilde{\delta}(T)$, the total displacement at time $T$, including both elastic and creep components.

The integration of Equations 3.38 to Equations 3.40 is performed by dividing the total time $T$ into time increments, length $t$, and iterating to find the creep for each increment, as follows:
a) At the beginning $t_{1}$ of each time increment, the stiffness equation is solved to find the displacement, and hence the stress $\sigma\left(t_{1}\right)$. This stress is used to calculate a creep rate, using Equations 3.38.
b) Assuming the creep rate is constant throughout the increment, it is integrated to find the creep for the increment, i.e.

$$
\tilde{\varepsilon}_{c}\left(t_{1}+t\right)-\tilde{\varepsilon}_{c}\left(t_{1}\right)=\dot{\tilde{\varepsilon}}_{c}\left(t_{1}+t / 2\right) \times t
$$

and this is added into the initial strain vector, according to Equation 3.40.
c) The stiffness equation is solved again, to find the stress at the end of the increment, $\sigma\left(t_{1}+t\right)$.
d) Using the average value of deviatoric stress for the time increment

$$
\sigma_{a v}^{\prime}=\frac{1}{2}\left(\sigma^{\prime}\left(t_{1}+t\right)+\sigma^{\prime}\left(t_{1}\right)\right),
$$

the creep rate for the increment, $\dot{\varepsilon}_{c}\left(t_{1}+t / 2\right)$, is re-evaluated and steps (b) to (d) are repeated, until the values for $\sigma\left(t_{1}+t\right)$ on successive iterations converge to within a specified tolerance.
e) The whole process is repeated from $t_{1}=0$ until $t_{1}=T-t$, to give the displacements and stress system at time $T$, as required.

The iterations for a particular time increment will only converge if the creep is not too large compared to the elastic displacement. Thus the incremental time musst be of the same order of magnitude as the Maxwell time, $t_{m}$, or smaller. So, using Equation 3.35,

$$
t \leqslant \frac{2 \eta}{E}
$$

for every element of the model.
The number of iterations necessary depends on $t$ and on the complexity of the model, but for any model, as the elastic stresses are relaxed, fewer iterations are needed, so that if a model is to be run for a long time on the computer, the processing time for each increment becomes less, making it feasible to study models over reasonably long geological times.

### 3.5 Boundary Conditions and Loads

The internal boundary conditions between regions with different physical properties in a finite element model are the same as those between any two adjacent elements, which depend on the shape function for the type of element used. The linear shape function chosen means that the displacements $\tilde{u}$ in the elements are continuous across the boundary, which ensures displacement continuity throughout the model.

However the boundary enclosing the whole model is initially free, and boundary conditions may be imposed on it, either by fixing the displacement of boundary nodes or by externally applied forces. The latter may act, not only on the boundaries but also throughout the model, as a result of distributed loads, for example due to the body's density under the force of gravity.

### 3.5.1 Applied forces

Loads, both on the surface and distributed throughout the body, are applied by adding terms of the form given in Equations 3.33a and 3.33b to the total force vector in the stiffness equation (3.30).

The most commonly used distributed load or body force, is that due to gravity, in which case, using the previous notation, for a particular element e

$$
\tilde{p}=\left(\begin{array}{c}
0 \\
\\
\rho g
\end{array}\right)
$$

where $g$ is the gravitational field strength and $\rho$ is the material density for the element.

Using Equation 3.33a

$$
\begin{align*}
& \tilde{F}_{p}=\int_{e} N^{\top} \tilde{p} z d x d y \\
& \binom{F_{p_{i x}}}{F_{p_{i y}}}=\frac{1}{2 \Delta} \int_{e}\left(\begin{array}{cc}
a_{i}+b_{i} x+c_{i} y & 0 \\
0 & a_{i}+b_{i} x+c_{i} y
\end{array}\right)\binom{0}{\rho g} d x d y
\end{align*}
$$

where $F_{p_{i x}}, F_{p_{i y}}$ are the $x$ and $y$ components of the part of $\tilde{F}_{p}$ relating to node $i$, and where the thickness of the element $z$, has been set to unity.

If coordinates are used with origin at the centroid of e, then

$$
\int x d x d y=\int y d x d y=0 ; \quad \int d x d y=\Delta
$$

and

$$
a_{i}=\frac{2 \Delta}{3}
$$

(see Zienkiewicz, 1971, p. 50), so that Equation 3.45 becomes

$$
\begin{align*}
& F_{p_{i x}}=0 \\
& F_{p_{i y}}=\frac{1}{3} \Delta \rho g
\end{align*}
$$

and the same expressions are found for $\tilde{F}_{p j}$ and $\tilde{F}_{p m}$. In other words, one third of the weight of the element is applied at each of its nodes, and this result holds for all 3 -noded triangular elements irrespective of the coordinate origin used.

Similarly, if a uniform surface load, q per unit area, is applied to the boundary of an element between nodes $i$ and $j$, half of the total force on the boundary is applied at each node, i.e.

$$
F_{q_{i x}}=\frac{1}{2} q\left(y_{j}-y_{i}\right) ;{ }_{F_{q_{i y}}}=\frac{1}{2} q\left(x_{j}-x_{i}\right)
$$

and these equations are valid for all angles of the surface to the axes.
Both these pairs of equations (3.47 and 3.48 ) could have been reached without integration, but the application of a varying load, for example lithostatic pressure on the end of a model, is more complicated.

Consider the element shown overleaf, with

$$
q=\rho g y
$$

applied along the surface $x=0$ (as a simplification) between $y_{i}$ and $y_{j}$. Equation 3.33 b with the restriction to $x=0$, and with $z=1$ gives the $\stackrel{9}{9}$ force on node $\mathbf{i}$ as

$$
\tilde{F}_{q_{i}}=\frac{1}{2 \Delta} \int_{y_{i}}^{y_{j}}\left(\begin{array}{cc}
a_{i}+c_{i} y & 0 \\
0 & a_{i}+c_{i} y
\end{array}\right)\binom{\rho g y}{0} d y
$$



$$
\therefore \quad \tilde{F}_{q_{i} x}=\frac{\rho g}{2 \Delta}\left(\frac{a_{i}}{2}\left(y_{j}^{2}-y_{i}^{2}\right)+\frac{c_{i}}{3}\left(y_{j}^{3}-y_{i}^{3}\right)\right) .
$$

For the simple triangle shown, Equations 3.4 and 3.5 give

$$
a_{i}=-x_{m} y_{j} ; \quad c_{i}=x_{m}
$$

and $2 \Delta=x_{m}\left(y_{i}-y_{j}\right)$.
If Equations 3.52 are substituted into equation 3.51, factorisation and cancellation yield the result

$$
F_{q_{i x}}=\rho g\left(\frac{y_{j}-y_{i}}{2}\right) \cdot\left(\frac{y_{j}+2 y_{i}}{3}\right)
$$

and an identical calculation gives

$$
F_{q_{j x}}=\rho g\left(\frac{y_{j}-y_{i}}{2}\right) \cdot\left(\frac{y_{i}+2 y_{j}}{3}\right)
$$

all other components of $\tilde{F}_{q}$ for this element being zero.
The force applied at node $i$ is thus equal to the lithostatic pressure at a depth $1 / 3$ of the way between $i$ and $j$ ( and at node $j, 2 / 3$ of the way), times half the area of the boundary.

## Note that the sum

$$
F_{q_{i x}}+F_{q_{j x}}=\frac{1}{2} \rho g\left(y_{j}^{2}-y_{i}^{2}\right)
$$

which is the total force on the boundary predicted by integrating ogy along it.

If a similar calculation is performed for an element with a sloping face (i.e. $x_{i} \neq x_{j}$ ) the same equation (3.53a) for $F_{q_{i x}}$ results, but there
is also a force in the $y$-direction given by

$$
F_{q_{i y}}=-\rho g\left(\frac{x_{j}-x_{i}}{2}\right) \cdot\left(\frac{y_{j}+2 y_{i}}{3}\right)
$$

and similarly for $\mathrm{F}_{\mathrm{q}}$, since the force a acts perpendicularly to the boundary.

### 3.5.2 Fixed displacements

A finite element model must be restrained in order to obtain a unique solution to the stiffness equation (3.30)

$$
K \tilde{\delta}=\tilde{F}
$$

The effect of having an unrestrained model, mathematically, is to make the stiffness matrix, $K$, singular and, in order to prevent this, the model must be held in some way that involves altering K. At least one node must be fixed in the $x$-direction and at least one in $y$ to prevent translations of the whole body, and in addition these two nodes must not be the same or else the model would be able to rotate freely.

To fix one displacement component of one node, say $\delta_{S}$, the equation relating to it in the set of equations represented by 3.30, name ly

$$
\sum_{r=1}^{2 M} K_{s r} \delta_{r}=F_{s},
$$

where $M$ is the number of nodes in the model, must be replaced by one of the form

$$
\delta_{S}=\delta_{S}{ }^{*}
$$

where $\delta_{S}{ }^{*}$ is the value at which $\delta_{s}$ is to be fixed.
All the components of $K$ in the row relating to $\delta_{s}$ are set to zero except for the diagonal term $K_{S S}$, which is set at a constant value of the same order of magnitude as the other terms in $K$ (to maintain its
stability for the inversion subroutine), and the relevant component of the force vector is replaced by this constant multiplied by $\delta_{s} *$ :

$$
\begin{array}{ll}
K_{s r}=0 & r=1,2 M, r \neq s \\
K_{s s}=10^{12}
\end{array}
$$

and $F_{s}=10^{12} \times \delta_{s}{ }^{*}$.
Thus Equation 3.56 has been replaced by

$$
K_{s s} \delta_{s}=F_{s},
$$

or $10^{12} \times \delta_{\mathrm{s}}=10^{12} \delta_{\mathrm{s}}{ }^{*}$
as required by Equation 3.57.
As a simple illustration, consider a [ $3 \times 3]$ matrix $K$ in an equation similar to 3.30 (although this could not refer to a model where each node has 2 degrees of freedom, $\ell=2$, in Section 3.2.1) where the component $\delta_{2}$ is to be set at $\delta_{2}{ }^{*}$. Then is Equation 3.30 is initially

$$
\left(\begin{array}{lll}
K_{11} & K_{12} & K_{13} \\
K_{21} & K_{22} & K_{23} \\
K_{31} & K_{32} & K_{33}
\end{array}\right)\left(\begin{array}{l}
\delta_{1} \\
\delta_{2} \\
\delta_{3}
\end{array}\right)=\left(\begin{array}{l}
F_{1} \\
F_{2} \\
F_{3}
\end{array}\right)
$$

after fixing $\delta_{2}$ it becomes

$$
\left(\begin{array}{ccc}
K_{11} & K_{12} & K_{13} \\
0 & 10^{12} & 0 \\
K_{31} & K_{32} & K_{33}
\end{array}\right)\left(\begin{array}{l}
\delta_{1} \\
\delta_{2} \\
\delta_{3}
\end{array}\right)=\left(\begin{array}{l}
F_{1} \\
10^{12} \delta_{2} \star \\
F_{3}
\end{array}\right)
$$

### 3.6 Testing the Method

To test the finite element program and to investigate some of the effects of visco-elastic modelling, a comparison was made with an analytical solution by Lee et al. (1959; see also Zienkiewicz et al., 1968). In their paper they derive an expression for the stresses in an infinite hollow cylinder of visco-elastic material (obeying the linear strain-rate Equation 3.36) encased in a thin elastic shell, due to an applied pressure
at the centre.
The parameters used for the visco-elastic cylinder are:

| inner radius | $r_{i}=2 \prime$ |
| :--- | :--- |
| outer radius | $r_{0}=4 \prime$ |
| Poisson's ratio | $v=1 / 3$ |
| Young's modulus | $E=105 \mathrm{psi}$ |
| viscosity | $n=3 / 8 \times 105 \mathrm{psi}$ (time units) |

and for the elastic shell, taken to be steel:
thickness $\quad h=4 / 33^{\prime \prime}$
Poisson's ratio $\quad v_{s}=1 / \sqrt{1}$
Young's modulus $\quad E_{S}=3 \times 10^{7} \mathrm{psi}$
These units were originally chosen to simplify the calculations of Lee et al., but the solution, obtained using the Laplace transform method, is independent of units so that all length and stress units may be scaled without altering the result.

The maximum and minimum principal stresses are in the plane of a cross-section through the cylinder and are oriented radially and tangentially. The radial stress within the visco-elastic material is a function of time, $t$, and distance from the centre, $r$,

$$
\sigma_{r}(r, t)=-p\left(f(t)+\frac{r_{0}^{2}}{r^{2}} g(t)\right)
$$

and the tangential stress is

$$
\sigma_{\theta}(r, t)=-p\left(f(t)-\frac{r_{0}^{2}}{r^{2}} g(t)\right)
$$

where $p$ is the pressure applied inside the cylinder from time $t=0$, and f and g are functions dependent on the material properties, and given in this case by

$$
\begin{align*}
& f(t)=1-0.005363 \exp (-0.9849 t)-0.6331 \exp (-0.3528 t) \\
& g(t)=0.001341 \exp (-0.9849 t)-0.1583 \exp (-0.3528 t)
\end{align*}
$$

to 4 significant figures.
Equations 3.62 and 3.63 show that the tangential stress is always greater (more tensional) than the radial, but that they approach each other with distance from the centre. In addition, the stresses approach a hydrostatic state with $\sigma_{r}=\sigma_{\theta}=-p$, as $t$ becomes large.

The finite element grid used is shown in Fig. 3.l. Only a quadrant of the cylinder is modelled, since by constraining the ends only to move radially they become planes of symmetry, a fact which was confirmed by the lack of edge effects near the ends of the model. In all cases, the stresses at a particular radius varied by at most $1 \%$ over the whole model.

The radial and tangential stresses from the finite element program for various different times are shown in Fig. 3.2 together with those calculated from Equations 3.62 and 3.63 , all as fractions of the applied pressure, p .

The finite element stresses are obtained by averaging the stresses in adjacent elements (e.g. 30 and 31 , or 28 and 29 of Fig. 3.1) and taking these as the stresses at the centre of the pair. It is necessary to take the mean stresses because the method assumes the stress within each element to be constant, which introduces errors particularly in regions where there is a high stress gradient.

The model stresses (Fig. 3.2) match the analytical stresses well, the largest errors being about $0.02 \mathrm{in}\left(\sigma_{\theta} / p\right)$ and $0.005 \mathrm{in}\left(\sigma_{r} / \mathrm{p}\right)$. The greatest errors occur in the solutions for short times, and close to the centre (small $r$ ). Two reasons for this are; that the stress gradient is higher for smaller $r$, so that the discretization of the stresses is more important, and secondly that boundary effects, due to the pressure being applied at the inner nodes, are greater. These effects are both reduced as the model relaxes.


Fig. 3.1: Finite element grid for a visco-elastic cylinder enclosed in a steel case (shaded), used to test the computer program.


Fig. 3.2: Radial and tangential stresses in the cylinder model (Fig. 3.1) as a function of distance from the centre, for various times, $t$, comparing analytical with finite element results.

The orientation of the principal stresses provides a further check on the model. The angles of the stresses in all the elements are correct to within $1^{\circ}$, on the elastic model, an error which is reduced to less than $0.5^{\circ}$ by averaging as described earlier.

As the stresses become closer to a hydrostatic state the errors in the angles increase, so that for $t=10$ time units, the angles are only radial to within $5^{\circ}$, reduced to $2^{\circ}$ by averaging. This is easily understood, since if all the deviatoric stresses were relaxed, the stress would be uniform in all directions, and so there would be no particular orientation for the principal stresses. In such a case the program sets the angle, arbitrarily, at $45^{\circ}$.

## CHAPTER 4

## BODY FORCES IN FINITE ELEMENT MODELS

### 4.1 Introduction

An important problem encountered when using the finite element method to model the Earth's crust or lithosphere, is how to take into account realistically the effect of weight on the stress distribution.

If a section of lithosphere had had no stress acting on it other than that due to gravity, over a period significantly longer than the Maxwell time,

$$
\begin{equation*}
t_{m}=\frac{2 \pi}{E} \tag{Equation3.35}
\end{equation*}
$$

then there would be no deviatoric stresses remaining within it. Taking the definition of Jaeger and Cook (1976), such a stress system, where the principal stresses, $\sigma_{1}$ and $\sigma_{3}$ (assumed to be in the plane of the model), are equal throughout, is called a "hydrostatic" distribution. In addition, if the model is composed of uniform horizontal layers of thickness $h_{\ell}$ and density $\rho_{\ell}$, the principal stresses at a point $P$ are

$$
\sigma_{1}=\sigma_{3}=-\sum_{\ell} h_{\ell}{ }_{l}{ }_{\ell}^{g}
$$

where $g$ is the gravitational field strength and the summation is over all the layers above $P$. This type of stress system (again following Jaeger and Cook's definition) is calleda "lithostatic" distribution, and is the same as that described by Anderson (1942) as the "standard state", on which any stresses due to externally applied forces are superimposed.

Two difficulties arise. Firstly, a lithostatic stress distribution cannot be attained in an elastic model (as discussed in Sections 4.2.1 and 4.2.2, below), and secondly, if there are lateral variations in
density, the differences in the distributed loads (due to the weight of the rocks) may cause significant deviatoric stresses, which must be included in any model (see Sections 4.3 and 4.5).

In this chapter a method of modelling the stresses due to those body forces is put forward (Section 4.4), and applied to the particular example of a passive continental margin (Section 4.5).

### 4.2 A Laterally Uniform, Layered Model

### 4.2.1 The effect of fixing the sides of the model

In general the elastic stress distribution due to body forces in a model is not lithostatic, even in the case of a model with uniform horizontal layers such as that in Fig. 4.1.

Two reasons for this difference are the restrictions imposed on the model by holding the ends fixed, and by confining it to plane strain.

To find the effect of these restrictions, consider the model of Fig. 4.1. The elasticity equation (Equation 3.19) is

$$
\tilde{\sigma}=D\left(\tilde{\varepsilon}-\tilde{\varepsilon}_{0}\right)
$$

Assuming that there are no initial strains,

$$
\tilde{\varepsilon}_{0}=0,
$$

and invoking the symmetry of the model to show that

$$
\gamma_{x y}=0, \tau_{x y}=0,
$$

in other words that $\sigma_{x}, \sigma_{y}$ are the principal stresses

$$
\left.\begin{array}{l}
\sigma_{1}=\sigma_{x} \\
\sigma_{3}=\sigma_{y}
\end{array}\right\}
$$

the elasticity equation (4.2), becomes

## LAYER MODEL (1)



Fig. 4.1: A simple, uniform layer model of the lithosphere.

## LAYER MODEL (2)



Fig. 4.2: Illustration of the subtraction of a uniform density $\bar{\rho}$ (see text).

$$
\binom{\sigma_{1}}{\sigma_{3}}=\left(\frac{E(1-v)}{(1+v)(1-2 v)}\right)\left(\begin{array}{ll}
1 & \frac{v}{1-v} \\
\frac{v}{1-v} & 1
\end{array}\right)\binom{\varepsilon_{x}}{\varepsilon_{y}}
$$

Now, since the sides of the model in Fig. 4.1 are held and all the layers have uniform density in $x$, all the $x$-displacements are negligible
i.e. $\varepsilon_{x} \ll \varepsilon_{y}$ everywhere.

Thus, from Equation 4.4,

$$
\frac{\sigma_{1}}{\sigma_{3}}=\frac{v}{(1-v)}
$$

and the only degrees of freedom remaining are $\varepsilon_{y}$ for each element, or equivalently $\delta_{y}$ for each node.

If, therefore, the model in Fig. 4.1 is analysed by an elastic finite element method, the resultant stresses are, for each element and $\begin{aligned} \sigma_{3} & =-\sum_{\ell} h_{\ell \ell} \rho_{\ell} g \\ \sigma_{1} & =-\frac{v}{(1-v)} \sum_{\ell} h_{\ell} \rho_{\ell} g\end{aligned}$ (Equation 4.1)
(Equation 4.5)

If the element is in a layer with a Poisson's ratio of 0.25 , (corresponding in terms of the Lamé constants, to $\lambda=\mu$; see Ch. 3, Equation 3.16), Equation 4.5 gives

$$
\sigma_{1}=\sigma_{3} / 3
$$

and the principal stresses are both compressions, equal to the lithostatic pressure, vertically, and $1 / 3$ as large, horizontally.

The principal deviatoric stresses arising from this distribution are defined by

$$
\sigma_{1}^{\prime}=\sigma_{1}-\frac{\left(\sigma_{1}+\sigma_{2}+\sigma_{3}\right)}{3}
$$

and $\sigma_{3}{ }^{\prime}=\sigma_{3}-\frac{\left(\sigma_{1}+\sigma_{2}+\sigma_{3}\right)}{3}$
which, in a 2-dimensional analysis, are commonly reduced to the definitions

$$
\sigma_{1}^{\prime}=\frac{\left(\sigma_{1}-\sigma_{3}\right)}{2}
$$

and $\sigma_{3}{ }^{\prime}=\frac{\left(\sigma_{3}-\sigma_{1}\right)}{2}$.
Using Equations 4.6 and 4.7

```
\(\sigma_{1}{ }^{\prime}=-\sigma_{3} / 3\)
\(\sigma_{3}^{\prime}=\sigma_{3} / 3\)
These equations (4.8) represent deviatoric stresses of a compression
``` equal to \(1 / 3\) of the total lithostatic pressure vertically, with a tension of equal magnitude horizontally.

Given that the lithostatic pressure at the base of a 40 km thick crust of average density \(2800 \mathrm{~kg} \mathrm{~m}^{-3}\) is about 1 GPa (or 10 kbar ), this effect would swamp any deviatoric stresses due to applied loads on a lithospheric model of this type.

It is important to note that this is not an edge effect, in the sense that increasing the length of the model (in \(x\) ) does not alter the stress distribution.

\subsection*{4.2.2 Stress boundary conditions}

Service and Douglas (1973) suggest that the ends of a model should be held in place by applying suitable horizontal forces at the nodes on the sides. These forces would represent the forces exerted by the lithosphere on either side of the model, but would not necessarily be equivalent to the forces exerted, lithostatically, by an equal thickness of rock.

Finding the right values for these forces is very difficult. The
number of nodes in a model makes them impractical to calculate, and trial and error methods show the model to be very sensitive to the forces used. For example, if an attempt is made to hold the base with forces, rather than fixed displacements (see Ch. 3, Section 3.5), on a more complicated model (such as one of those in Ch. 6), even after several trials the displacements of the basal nodes are still up to ~ 100 m , and vary considerably from node to node.

If the sides of the model are held motionless in the \(x\)-direction by forces, the same argument as in Section 4.2.1 applies, and although the sides of the model can move if loads are then applied to it, the stresses due to these loads are still obscured by the elastic deviatoric stresses due to the model's weight.

A second type of stress boundary condition might be one which created a lithostatic stress system in the model on which a further stress distribution would be superimposed. However, as Anderson (1942) states (on p. 141), the standard state cannot be produced in a model restricted to plane strain. If lithostatic stresses are applied to the sides of a uniform model (or to one side, with the other fixed as an axis of symmetry), the elastic stress system depends strongly on the value of Poisson's ratio assigned to it, and will only be lithostatic for the case \(v=0.5\), compared to the usual values for rocks of about 0.3 . Note that, although materials with \(\nu=0.5\) cannot be modelled by the finite element formulation of Chapter 3 (see Equation 3.20), models with \((0.5-v)=10^{-8}\) show stress systems with negligible deviatoric stresses.

The deviatoric stresses are increased if there are any property contrasts within the body (even in the form of uniform horizontal layers), and are typically of the order of 0.1 GPa ( 1 kbar ), a figure which cannot
be neglected in most cases.

\subsection*{4.2.3 Subtraction of a uniform density}

It has been suggested (Kusznir, 1976) that in order to see the deviatoric stresses due to applied loads more clearly, a uniform density should be subtracted from all the densities in a layered model. Thus, for instance, the densities in Fig. 4.2 might be replaced by ( \(\rho_{1}-\bar{\rho}\) ) and \(\left(\rho_{3}-\bar{\rho}\right)\) respectively, where \(\bar{\rho}=\left(\rho_{1}+\rho_{3}\right) / 2\). The justification for this is that the stiffness equation (see Equation 3.30),
\[
K \tilde{\delta}=\tilde{F}
\]
is linear, so that any stress systems may be superimposed. It is then assumed that the resultant deviatoric stresses represent those that exist in the lithosphere, since a uniform density distribution, implicitly assumed to give a lithostatic stress distribution, has been subtracted. Now the density above the Moho is negative and that below is positive so, on an elastic solution of the constitutive equation (4.9), large vertical deviatoric tensions appear near the Moho.

These tensions arise because the stress distribution subtracted was not lithostatic, but the elastic stress distribution due to the application of body forces, as described in Section 4.2.1. There are large vertical deviatoric tensions at the base of the crust and small vertical compressions at the top of the mantle, because a much (c. 3 times) larger compression has been subtracted from the vertical than from the horizontal stresses. If no loads, other than those due to gravity, were applied, then the ratio of the two principal stresses throughout the body would remain at \(v:(1-v)\) (or about \(1: 3\) ), which would still mask the deviatoric stresses due to any loads then applied.

The resulting stress system is entirely dependent on the value of
\(\bar{\rho}\) arbitrarily subtracted from the model densities and is thus purely an artefact of the method used.

\subsection*{4.2.4 Density stripping}

Instead of subtracting a uniform density from the whole model to reveal the deviatoric stresses, densities may be subtracted in uniform horizontal layers (Bott and Dean, 1972; Dean, 1973; Kusznir, 1976). This is more satisfactory for a model such as those in Figs. 4.1 and 4.2, since it would reduce either model to a zero density throughout, and would therefore not introduce any misleading stress systems. Loads could be applied to the model without the superposition of any body forces, and if the total (rather than deviatoric) stress system were required, a lithostatic distribution, based on the densities subtracted, could be added to that calculated.

The latter result could not be derived directly from a solution of Equation 4.9, for the reasons described in Sections 4.2.1 and 4.2.2 but would give a realistic distribution, if the lithosphere has had time to relax to a lithostatic stress system, before the loads were applied. If this is to be the case, the lithosphere would have to be significantly older than the Maxwell time, \(2 \pi / E\), as described in Section 4.1.

\subsection*{4.3 Models with Lateral Density Variations}

\subsection*{4.3.1 Density stripping}

The density stripping method, described in Section 4.2.4 above, is not so successful if there are lateral density changes within any of the layers. As an illustration of this point, the model shown in Fig. 4.3

\section*{STRIP MODEL}


Fig. 4.3: A model to illustrate the effects of lateral density variations.


Fig. 4.4: The finite element grid used for the model of Fig. 4.3.
was analysed both elastically and visco-elastically, with material properties as shown in Table 4.1 (see Ch. 2) and using a grid as shown in Fig. 4.4.
\begin{tabular}{|l|c|c|c|c|}
\hline Material number & 1 & 2 & 3 & 4 \\
\hline Density/kg m³ & 2800 & 3300 & 3300 & 2800 \\
Young's Modulus/GPa & 90 & 170 & 170 & 90 \\
Poisson's ratio & 0.266 & 0.260 & 0.260 & 0.266 \\
Viscosity/N s m-2 & \(10^{25}\) & \(10^{23}\) & \(10^{23}\) & \(10^{25}\) \\
\hline
\end{tabular}

Table 4.1: Visco-elastic parameters used in the models of Section 4.3 (see Fig. 4.3).

If this model is analysed elastically with the full densities as above, the resulting principal stresses are as shown in Fig. 4.5. Although some of the stress vectors have rotated due to the effect of the density change in the middle layer, the overall stress distribution is of the type described in Section 4.2.1, with the vertical stress being approximately equal to the lithostatic pressure and the horizontal being a factor of \((v /(1-v))\) smaller.

Figures 4.6 and 4.7 show the result of density stripping. In Fig. 4.6, a density of \(2800 \mathrm{~kg} \mathrm{~m}^{-3}\) has been subtracted from the top and middle layers, and \(3300 \mathrm{~kg} \mathrm{~m}^{-3}\) from the bottom layer, the only non-zero density remaining being \(\rho_{2}=500 \mathrm{~kg} \mathrm{~m}^{-3}\), while in Fig. \(4.73300 \mathrm{~kg} \mathrm{~m}^{-3}\) has been subtracted from the middle, so that the only non-zero density is \(p_{1}=-500 \mathrm{~kg} \mathrm{~m}-3\).

The differences between these two models are immediately obvious.


Fig. 4.5: Elastic principal stresses in the model of Figs. 4.3 and 4.4. The two principal stresses in the plane of the model are plotted at the centroid of each element, the length of the vector giving the magnitude of the stress (the vector is dashed for a tensional stress) and the angle giving the principal stress orientation. Note that, owing to vertical exaggeration, these angles cannot be compared directly with angles on the model.


Fig. 4.6: The elastic principal stresses in the model (Fig. 4.3) after density stripping (a density of \(2800 \mathrm{~kg} \mathrm{~m}^{-3}\) has been subtracted down to \(40 \mathrm{~km}, 3300 \mathrm{~kg} \mathrm{~m}^{-3}\) below)
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Fig. 4.7: Elastic principal stresses after subtraction of a density of \(2800 \mathrm{~kg} \mathrm{~m}^{-3}\) down to \(20 \mathrm{~km}, 3300 \mathrm{~kg} \mathrm{~m}^{-3}\) below.

In Fig. 4.6, the only significant stresses are in the left half of the model and are compressive, while in Fig. 4.7 the largest stresses are to the right and are tensile.

If the lithostatic stress distributions, due to the density layers subtracted from each model, are added to their respective stripped stress systems (Figs. 4.6 and 4.7 ), the resulting stresses (see Figs. 4.8 and 4.9 ) are the same to within, at most, \(5 \%\). In this respect the two different models may be said to be different ways of representing the same relative stress distribution. However, this is only a qualitative comparison, and quantitatively there are important differences.

Firstly, although the magnitudes (and signs) of the stresses in Figs. 4.8 and 4.9 are so similar, this is only because the deviatoric stresses in each model are so much smaller ( \(<5 \%\) ) than their hydrostatic values, but the angles of the resultant stresses (which depend on the deviatoric stresses only) differ significantly.

Secondly, the strains calculated depend on the stresses without the addition of any lithostatic distribution, and if these two models (Figs. 4.6 and 4.7) are taken to represent the same relative stress distribution, then a choice must be made between the strains shown in Figs. 4.10 and 4.11 to decide which represents the actual strains in the lithosphere.

In a model representing a real cross-section of the lithosphere, this choice would be made according to which model seemed geologically the more feasible, but this model was chosen to show that the choice would necessarily be subjective, whatever the model.
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Fig. 4.8: The elastic stress distribution of Fig. 4.6 after the addition of a lithostatic system due to the subtracted density distribution.
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Fig. 4.9: The elastic stress distribution of Fig. 4.7 after the addition of lithostatic stresses due to the subtracted densities.


Fig. 4.10: The elastic principal strains in the model of Fig. 4.6.
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Fig. 4.11: The elastic principal strains in the model of Fig. 4.7.

\subsection*{4.3.2 Further considerations}

The principal reason for the difficulties discussed so far in this chapter, has been that the effects of the body forces have been examined using elastic models. This method of analysis causes two further problems, one in trying to attain some sort of lithostatic starting model, and the other in the size of the displacements and strains that it gives.

The finite viscosity of the crust means that a simple layered model, such as in Fig. 4.1, gives a stress system which will relax visco-elastically to a lithostatic distribution, if it is left for a time significantly greater than the Maxwell relaxation time (see Equation 3.35)
\[
t_{m}=2 n / E
\]
which, setting
\[
\eta \simeq 10^{25} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
\]
and \(E \simeq 10^{11} \mathrm{~Pa}\)
gives
\(t_{m}=6 \mathrm{Myr}\).
Hence \(t_{m}\) is smaller than the age of many geological structures, and this is the justification for using density stripping in cases where loads are applied to a simple layered model, as suggested in Section 4.2.4. However, in cases where there are lateral changes in density, there remain deviatoric stresses due to density changes which make an important contribution to the final stress system. These stresses must therefore be calculated, and included in the final analysis when other loads are applied, rather than simply adding in lithostatic stresses.

The second problem is related to the displacements given by an elastic solution. If full densities are used, these displacements can
be quite large (typically 300 m ) compared to the size of the elements used, an effect which is enhanced when the materials involved have low values for \(E\), their Young's modulus. Together with the resulting stress pattern, they represent the effect of compaction that would occur if gravity were instantaneously applied to a model of the shape and composition given.

An objection to this is that the geological structure being modelled has the dimensions of the initial model, and not those of the displaced result, so that the shape of the resultant surface is not that observed. This can be very important, because topography is one of the most easily obtained sets of data for a geological feature, particularly in the regions relevant to this study (see Ch. 1, Section 1.2). Rates of change of depth can also be found (for example, from the D.S.D.P. data, described in Ch.1, Section 1.3), so that a direct comparison between the calculated and observed displacements of the section's surface would be a useful check on the analysis.

Any alternative method of modelling geological structures must take this into account, and provide means to allow realistically for the stresses supporting the model's weight.

\subsection*{4.4 A Method for Initializing Models}

\subsection*{4.4.1 The object of the method}

To avoid the difficulties discussed in Sections 4.1 to 4.3 of this Chapter, a new method has been developed for dealing with body forces in a finite element model.

The basis of the method is the derivation of a hypothetical starting model, which, when allowed to relax visco-elastically for a given time,
will deform to the required initial model of the lithosphere, based on observation.

The starting model achieved is a mathematical convenience, and its shape may bear little or no resemblance to the real lithosphere, because the method applies gravity to a complete lithospheric model, while in reality the crust is formed gradually, with gravity acting throughout the process, and material properties vary during the period of formation.

However, if the crust were elastic, then the elastic displacements between the starting model and the required model would represent the compaction of the rocks under the force of gravity, assuming them to be formed instantaneously and in the absence of any other applied loads or tectonic stresses.

Similarly, when the starting model relaxes visco-elastically to the required model in a time equal to the age of the latter, then the displacements represent a broad averaging of all effects, e.g. compaction, sedimentation and erosion, over its lifetime.

The stresses formed in the initialized model are those stresses that are necessary to support the model's density distribution at its particular age, assuming that it behaves visco-elastically.

\subsection*{4.4.2 The method}

The method used involves repeated solutions of the elastic or visco-elastic displacements, using the finite element methods described in Chapter 3. On each successive solution the model is modified according to the displacements of the previous solution, until the displaced model shape is the required initial model.

Let one co-ordinate of one node within the model, at the beginning
of the \(n^{\text {th }}\) solution, be \(x_{n}\), and the displacement, after the \(n{ }^{\text {th }}\) solution, in that degree of freedom be \(\delta_{n} . x_{0}\) is set as the required co-ordinate for the observed model.

The process begins with the zeroth solution that displaces \(x_{0}\) to \(\left(x_{0}+\delta_{0}\right)\) and continues as illustrated in Fig. 4.12, below:

\(x_{1}+\delta_{1}\)
\(x_{0}+\delta_{0}\)

Figure 4.12: Illustration of the model initialization process.
```

$x_{0}$ in solution 0 gives $\delta_{0}$
set $x_{1}=x_{0}-\delta_{0}$
$x_{1}$ in solution 1 gives $\delta_{1}$
set $x_{2}=x_{1}-\left(\left(x_{1}+\delta_{1}\right)-x_{0}\right)$
$=x_{0}-\delta_{1}$
$x_{2}$ in solution 2 gives $\delta_{2}$
set $x_{3}=x_{2}+\left(x_{0}-\left(x_{2}+\delta_{2}\right)\right)$
$=x_{0}-\delta_{2}$

```
and so on, until solution ( \(n-1\) )
gives \(\delta_{n-1}\), then
\(x_{n}=x_{0}-\delta_{n-1}\)
and if the solutions converge
\(\left|\left(x_{n}+\delta_{n}\right)-x_{0}\right| \rightarrow 0\), as \(n\),
the number of the solution,
increases.

When convergence has been achieved to within the required tolerance, the co-ordinates \(x_{n}\) are used for the initial model and the stresses \(\tilde{\sigma}_{n}\) are used as the starting stresses for finding the visco-elastic response to any further applied loads. Note that the combination,
achieved by this method, of the initial stress system and that due to the additional forces is non-linear for visco-elastic models.

\subsection*{4.4.3 Examples}

The results of applying the initialization process to the layer mode 1 (Fig. 4.1 with \(\rho_{1}=2800 \mathrm{~kg} \mathrm{~m}^{-3}, \rho_{2}=\rho_{3}=3300 \mathrm{~kg} \mathrm{~m}^{-3}\) ) and to the model, with lateral density variation, of Section 4.3.1 (Fig. 4.3), both using the grid of Fig. 4.4, are shown in Figs. 4.13 and 4.14 respectively. These two diagrams show the stress patterns due to weight in the models, after they have been allowed to relax for 10 Myr , which would be superimposed on any stresses caused by other forces applied to lithosphere of that age.

In the layer model (Fig. 4.13) the deviatoric stresses in the mantle have been relaxed entirely, while in the crust there is a laterally uniform remanent deviatoric stress system. The magnitudes of the stresses in the mantle differ positively and negatively from those expected lithostatically by about \(10 \%\), due to the coarse grid used, but if the stresses in pairs of elements (e.g. 5 and 6 , or 11 and 12 in Fig. 4.4) are averaged, they give the correct lithostatic value at the centre of the pair to within \(0.5 \%\) (an effect which is discussed in Chapter 3, Section 3.6).

The Maxwell times (see Section 3.4) are, for the mantle
\[
t_{m}^{m}=\frac{2 n_{m}}{E_{m}} \simeq 4 \times 10^{4} \mathrm{yr}
\]
and for the crust
\[
t_{m}^{c}=\frac{2 n_{c}}{E_{c}} \simeq 7 \times 10^{6} \mathrm{yr}
\]
so that 10 Myr is significantly greater than \(t_{m}^{m}\) but of the same order as \(t_{m}^{c}\). Thus the stresses in Fig. 4.13 are as expected, the only remaining
```

LAYER*500*2E4 YRS.


Fig. 4.13: The model of Fig. 4.1 (uniform layers), initialized viscoelastically for 10 Myr , as described in the text.
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Fig. 4.14: The model of Fig. 4.3, initialized visco-elastically for 10 Myr .
deviatoric stresses being in the crust.
A comparison of Fig. 4.13 with 4.14 shows clearly the effect of a lateral density contrast in one layer. The viscous spreading of the portion of mantle above 40 km depth, under its weight, has pushed the stiffer, lighter crust to the right, increasing the horizontal compression in the crust to the right of the step in the Moho, and therefore reducing the near-horizontal deviatoric tensions (seen in Fig. 4.13) in the thicker crustal section. At the same time, the deviatoric tensions in the thinner crust to the left of the step are increased. There are no deviatoric stresses remaining in the mantle, as before, but the lateral change in viscosity and density has caused some variation from the lithostatic distribution.

The stress pattern shown in Fig. 4.14 is very different from those given by elastic analysis using density stripping (see Figs. 4.6 to 4.9) and is taken to be more realistic (if such a model existed) since a visco-elastic model is closer to the rheologies postulated for the lithosphere than an elastic one.

### 4.5 Body Forces at Passive Margins

### 4.5.1 Elastic Models

Several of the points discussed in this chapter are illustrated by analysis of an Atlantic-type, or passive, continental margin. Bott and Dean (1972; Dean, 1973) have made a study of this type of margin using an elastic finite element model, with an oceanic density distribution subtracted (density stripping as described in Sections 4.2.4 and 4.3.1), and a simplified copy of their model is shown in Figs. 4.15 and 4.16. The elastic properties used here are as before (Section 4.3.1, Table 4.1)


Fig. 4.15: Finite element grid for a passive margin model.
PASSIVE MARGIN MODEL


Fig. 4.16: Density distribution in the model of Fig. 4.15.

$$
\begin{aligned}
& v_{c}=0.266 \\
& v_{m}=0.260 \\
& E_{c}=9.0 \times 10^{10} \mathrm{~Pa} \\
& E_{m}=1.7 \times 1011 \mathrm{~Pa}
\end{aligned}
$$

where the subscripts $c$ and $m$ refer to crust and mantle respectively. The densities are chosen so that, for the model dimensions shown, the margin is in isostatic equilibrium, i.e. the lithostatic pressure at 35 km depth, the base of the continental crust, would be the same on either side of the margin. This gives

$$
\begin{aligned}
\rho_{c} & =2922 \mathrm{~kg} \mathrm{~m}^{-3} \\
\text { if } \quad \rho_{m} & =3300 \mathrm{~kg} \mathrm{~m}^{-3}
\end{aligned}
$$

Fig. 4.17 shows the result of an elastic analysis of the model with stripped densities (see Fig. 4.16) of

$$
\begin{aligned}
& \rho_{1}=1892 \mathrm{~kg} \mathrm{~m}^{-3} \\
& \rho_{3}=-378 \mathrm{~kg} \mathrm{~m}^{-3} \\
& \rho_{2}=\rho_{4}=0,
\end{aligned}
$$

(the density of sea water, $\rho_{W}=1030 \mathrm{~kg} \mathrm{~m}^{-3}$, having been subtracted from $\rho_{1}$ ), and with both ends fixed in the $x$-direction. This model corresponds to that used by Bott and Dean (1972) and gives similar results both qualitatively and quantitatively, any difference being due to the different crustal densities used. The resulting stress distribution is the elastic response to the variation in density load across the continental margin.

An alternative elastic solution is shown in Fig. 4.18, with only the right (continental) end of the model held, which gives a better approximation to the boundary conditions on the oceanic side of the margin, transmitted through the lithosphere from a spreading centre. This boundary condition releases the restriction on the horizontal


Fig. 4.17: The elastic principal stresses in the passive margin model (Fig. 4.15), with stripped densities and both ends held horizontally.
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Fig. 4.18: As above, but with the left-hand (oceanic) boundary free to move.
stresses which forced them to be approximately $v /(1-v)$ times the vertical stresses, according to Section 4.2 .1 (although there were some horizontal displacements in Fig. 4.17 so that the rule was not obeyed exactly, particularly beneath the oceanic crust). Thus in Fig. 4.18 all the horizontal stresses are more tensional, but the stress pattern is not significantly altered otherwise.

The greatest values of the maximum shear stress, shown plotted against depth in Fig. 4.19,

$$
\tau_{m}=\frac{\left(\sigma_{1}-\sigma_{3}\right)}{2}
$$

(see Chapter 2, Section 2.3), which occur at a depth of about 10 km in each case, are
${ }^{\tau} \mathrm{m}=34 \mathrm{MPa}$ in Fig. 4.17 (both ends fixed)
$\tau_{m}=38 \mathrm{MPa}$ in Fig. 4.18 (oceanic end free)
and $\tau_{m}=37 \mathrm{MPa}$ in fig. 2 of Bott and Dean's paper.
In all these models it was assumed that the stress patterns are to be superimposed on a lithostatic stress distribution, which, al though not a solution to the elastic stress equations as discussed earlier (Section 4.2 .2 ), may be assumed to be the standard state in the oceanic lithosphere.

However, these models make several approximations. They do not account for any change in the stresses due to contrasts in elastic properties (other than density) between oceanic mantle and lower continental crust, and secondly, they make the implicit assumption that the load due to the density differences between oceanic and continental lithosphere is applied instantaneously to the standard state. Neither of these approximations can be avoided in an elastic model because alterations to the standard state due to variations in material properties


Fig. 4.19: Graphs of maximum shear stress, $\tau_{m}$, vs. depth, $y$, for the stress distributions of Figs. 4.17 and 4.18.
and persistence of load cannot be calculated elastically.
A third approximation made in the models of Figs. 4.17 and 4.18 is the treatment of the water as a load to be removed by subtracting $\rho_{w}$ from the density of the upper part of the continental crust. However, if water can penetrate into the pore spaces in the crust, it does not act as a load, but merely reduces the effective stresses within the rock (Hubbert and Rubey, 1959). The maximum shear stress, ${ }^{T} m$, is unchanged by this since both $\sigma_{1}$ and $\sigma_{3}$ are reduced by the pore pressure, p, in Equation 4.10, but the mean stress

$$
\sigma_{m}=\left(\frac{\sigma_{1}+\sigma_{3}}{2}\right)
$$

is replaced by $\left(\sigma_{m}+p\right)$, so that brittle failure is more likely (see Chapter 2, Section 2.3). Rubey and Hubbert (1959) report significant pore pressures down to several kilometres depth in continental crust, often exceeding that due to the head of water, while Drury (1979) estimates that porosity drops to $1 \%$ or less at 2 km depth in a 7 km thick oceanic crust. On the basis of these figures, and making broad simplifications because of the model used (Fig. 4.15), the pressure due to the column of water at the centroid is subtracted from the stresses in each element of the upper continental crust only (the region marked $\rho_{1}$ in Fig. 4.16).

### 4.5.2 Visco-elastic models

Taking all the factors discussed in Section 4.5.1 into consideration, the visco-elastic method described in Section 4.4 was applied to the model, and Fig. 4.20 shows the stresses after 10 Myr of visco-elastic relaxation, the whole crust having a viscosity of

$$
\eta_{c}=10^{25} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
$$



Fig. 4.20: The principal stresses in the passive margin model after 10 Myr of visco-elastic relaxation, with both ends fixed horizontally.
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Fig. 4.21: The principal stresses in the passive margin model after 10 Myr with a reduced viscosity in the lower crust ( $\mathrm{n}_{1 \mathrm{c}}=10^{24} \mathrm{Ns} \mathrm{m}^{-2}$ ) and both ends fixed horizontally.
and the mantle of
$n_{m}=10^{23} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
(see Ch. 2, Section 2.2), with both ends of the model fixed in the $x$-direction.

As in Section 4.4.3, all the stresses in the mantle have relaxed to a hydrostatic state, leaving residual deviatoric stresses in the deviatoric crust. These stresses are, as before, in the form of horizontal/tensions, but instead of rising to a maximum at about 10 km and then approaching zero with depth, the maximum shear increases from about 10 MPa near the surface to 100 MPa ( 1 kbar ) at the base of the continental crust. In addition there is a concentration of stress reaching $\tau_{m} \simeq 100 \mathrm{MPa}$ in the oceanic crust at the base of the continental slope where tensional failure is predicted by the finite element program, according to the criteria of Ch. 2, Section 2.3.

This stress system is at variance with the features usually observed at passive margins, and one important reason for this is the uniform crustal viscosity chosen. Bott (1971b) proposed that creep should occur in the lower crust, resulting in strain rates of the order of $10^{-16} \mathrm{~s}^{-1}$ in response to stresses of about 50 MPa , which implies an effective viscosity for the lower crust of
${ }^{\eta} 1 \mathrm{c}=10^{24} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$.
Using this value for the viscosity of the crust below 10 km depth (i.e. the region marked $\rho_{3}$ in Fig. 4.16), and leaving the viscosity of the upper crust at

$$
n_{u c}=10^{25} \mathrm{Ns} \mathrm{~m}^{-2}
$$

the stresis system shown in Fig. 4.21 was obtained, again after 10 Myr relaxation with both ends fixed in the $x$-direction. The result of the viscosity contrast has been to concentrate the deviatoric stresses in
the upper, higher viscosity crust, an effect described by Kusznir and Bott (1977). The maximum shear in the continent rises, more rapidly than in Fig. 4.20 , to 130 MPa at the base of the upper crust and then drops abruptly to about 50 MPa in the lower crust. High angle tensile failure is predicted in the upper continental crust in agreement with Bott (1971b).

However, this model does not yet correspond with observation in that there are large horizontal deviatoric compressions in the oceanic crust, giving a maximum shear of up to 100 MPa . These compressions are reduced, by a factor of 10 , by altering the boundary conditions on the oceanic lithosphere, and Fig. 4.22 shows the stress distribution obtained by applying lithostatic stresses, rather than fixed displacements, to the left end of the model.

The final model gives a qualitatively similar deviatoric stress distribution to the elastic models (Bott and Dean, 1972; and Figs. 4.17 and 4.18), in that the only significant deviatoric stresses are in the continental crust, and are horizontal tensions. In addition they increase with depth in the upper crust, down to about 10 km , and then decrease with depth to the base. The depth distribution of maximum shear has, however, a different shape (compare Figs. 4.19 and 4.23) and the greatest value in the visco-elastic model is about 170 MPa , about 5 times as large as in the elastic models.

Artyushkov (1973) has calculated the effect of changes in thickness of a viscous layer supported by an inviscid substratum. In this case he shows that, if the layer remains in isostatic equilibrium, then the change in the average horizontal stress due to an increase in height $\zeta$ of the top layer, density $p$, is

$$
\Delta \sigma=\rho g \zeta
$$
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Fig. 4.22: The principal stresses in the passive margin model with ${ }^{n} 1 \mathrm{c}$ < ${ }_{\mathrm{n}}^{\mathrm{uc}} \mathrm{C}$, after 10 Myr (Fig. 4.21), but with lithostatic stresses applied to the left-hand side.


Fig. 4.23: Graphs of maximum shear stress, $\tau \mathrm{m}$, vs. depth, y , for the stress distributions of Figs. 4.20, 4.21, and 4.22.

Substituting in the values for the passive margin model (Fig. 4.16) an average maximum shear stress is obtained,

$$
\bar{\tau}_{\mathrm{m}}=\frac{1}{2} \Delta \sigma=72 \mathrm{MPa} .
$$

The mean value calculated from the graph of $\tau_{m}$ against depth for the final model (Fig. 4.23) is
$\bar{\tau}_{\mathrm{m}} \simeq 60 \mathrm{MPa}$.
The visco-elastic finite element model therefore produces a similar result to Artyushkov's analytical solution.

It must be noted, however, that two of the assumptions on which Equation 4.12 is based, do not hold for this model. Firstly the change in thickness of the crust across the margin is comparable with its average thickness, and secondly the upper mantle has a finite viscosity. The former of these tends to reduce $\Delta \sigma$, by a factor of about $60 \%$ (if the model crustal thicknesses are used in Artyushkov's equations), while the latter, by introducing significant coupling between the crust and mantle (even though $\eta_{1 c}=10 n_{m}$ ), increases it. Nevertheless the agreement between the values of $\bar{\tau}_{m}$, even if only to within a factor of 2, is significant because the two methods are completely independent.

One further interesting feature of the stress distribution in Fig. 4.22 is the persistence of the horizontal deviatoric tension into the continental crust, an effect also discussed by Bott and Dean (1972). A version of the final visco-elastic model extending a further 110 km into the continent showed that the tensions only decreased by a few percent (less than $5 \%$ ) 160 km from the margin, again in agreement with Artyushkov (1973).

The stress system of Fig. 4.22 will be considerably modified in reality by faulting, which will relax some of the deviatoric tensions, especially near the margin; by any stresses applied to the whole
lithospheric plate, for instance due to density contrasts at mid-ocean ridges; and by any other tectonic influences, particularly from outside the plane of the model.

## CHAPTER 5

THE BALANCE BETWEEN WEIGHT AND BASAL SHEAR IN AN ACCRETIONARY PRISM

### 5.1 Introduction

If a wedge of sediments with a sloping top, such as an accretionary prism, were to exist without any shear along its base, then it would spread under its own weight, assuming that its rheology had some viscous or other time-dependent component, until its surface was horizontal. The only conditions that could allow such a structure to be stable are, either that it should have a perfectly elastic rheology, with a great enough strength to support the deviatoric stresses set up by the asymmetric density distribution in the wedge, or that it should be supported by stresses applied to its boundaries. ${ }^{1}$

In this chapter it will be assumed that the accretionary prism in a subduction zone is supported by a shearing stress imparted to its base by the oceanic plate being subducted.

Two mechanisms are considered for the transmission of this basal stress; firstly through a weak shear zone between the overlying sediment pile and the underlying oceanic crust, and secondly by a direct frictional contact between them. The chief difference between these two types of contact, apart from their structural implications, is that in the first the shear stress is uniform along the whole base, while in the second it increases with depth, due to the dependence of the shear on the normal stress across the shear plane.

The geological consequences of these two mechanisms will be discussed and the stress needed to support the wedge found in both cases, and additionally the effect on the deformation of varying some
of the other model parameters will be examined, in particular the gradients of the upper and lower surfaces of the wedge.

### 5.2 Description of the Mode1

### 5.2.1 Shape and properties

The model used for the investigations in this chapter is based on the seismic reflection line across the Middle American Trench shown in Fig. 1.3 (Moore et al., 1979b), and consists of the material beneath the inner trench slope, for 20 km from the trench axis, approximating both the top surface and the base by straight lines. The resulting model, divided into elements, is shown in Fig. 5.1.

Tha parameters used for the model, using the guidelines given in Chapter 2, are listed in Table 5.1.

| Property | Symbol | Value |
| :--- | :--- | :--- |
| Young's Modulus | $E$ | 10 GPa |
| Poisson's Ratio | $v$ | 0.27 |
| Density | $\rho$ | $2500 \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Viscosity | $n$ | $10^{22} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$ |

Table 5.1: Material properties used in the wedge model.

These values are taken to be constant throughout the wedge, in order to separate the observed effects from those due to contrasts in material properties, which will be considered in Chapter 6.

A further implicit assumption is that the parameters are isotropic.


Fig. 5.1: Finite element grid for the first model of an accretionary wedge.

If there is a series of imbricate thrust faults in the accretionary prism, as discussed in Chapter 1, then there will definitely be some anisotropy, particularly in Young's modulus and viscosity. Once thrust faults have been formed it is easier to deform the material parallel, rather than perpendicular, to the faults, both through creep along the faults and elastically. A more sophisticated model might attempt to evaluate the effect of a set of such thrusts, but, although finite elements have been used to model faults (Goodman et al., 1968; Bischke, 1974; Goodman, 1976), little is known of the properties and distribution of such faults in an accretionary prism, and it is considered that such investigations are beyond the scope of this thesis.

### 5.2.2 Boundary conditions

The boundary conditions on the four faces of the model (Fig. 5.1) are as follows:
a) the left-hand (landward) end of the wedge is held fixed in the $x$-direction, but allowed to move in $y$ (see Ch. 3, Section 3.5.2);
b) the base is fixed similarly, but in a rotated co-ordinate system, so that it cannot move perpendicular to the boundary, but is allowed to move parallel to its slope, so that a basal shear (described further in the following sections of this chapter) may be applied;
c) the right-hand end is bounded by trench sediments, and lithostatic stresses due to these, taking a density of $1700 \mathrm{~kg} \mathrm{~m}^{-3}$ (see Ch. 2, Section 2.1.3) is applied using the method of Ch. 3, Section 3.5.1, the underlying assumption here being that the trench sediments are unconsolidated and may be regarded as fluid in this respect;
d) the upper surface is left free, since the water does not exert a force on the surface (as discussed in Ch. 4, Section 4.4.1), if it is assumed that there are sufficient pores in the wedge to allow the water to permeate through it.

### 5.3 Uniform Basal Shear

### 5.3.1 Description of the boundary conditions

It has been suggested (e.g. Seely, 1977) that an accretionary wedge may be underlain by a basal shear zone of pelagic and hemipelagic sediments that have been carried down by the oceanic plate. These sediments have a high water content, and if the pore pressure were increased, on subduction, to a value close to the mean stress, they would become so weak as to behave like a low-viscosity fluid (this situation corresponds to an effective mean stress $\left(\sigma_{m}\right)_{e f f} \approx 0$, in Fig. 2.5 of Ch. 2, combined with a small value of $T$, the tensile strength).

If this is the case, then stresses are transmitted from the plate being subducted to the overriding accretionary prism through flow in a viscous boundary layer. If the thickness and viscosity of the shear zone are $d$ and $n_{s . z .}$, respectively, and the velocity down-dip of the subducted oceanic crust is $v$, with respect to the accreted sediments, then the shear stress, $\tau$, on the base of the wedge is given by:

$$
\tau=\frac{v}{d} \cdot n_{s . z}
$$

Equation 5.1 is independent of depth, so that the shear stress applied to the accretionary prism is constant along its base.

To fulfil this boundary condition, forces (calculated according
to Ch. 3, Section 3.5.1) are applied at the basal nodes, Darallel to the dip of the base, while all other boundary conditions are as described above in Section 5.2.2.

### 5.3.2 Elastic models

The instantaneous deformation of the model under a combination of its weight and basal shear stress is illustrated by Figs. 5.2 and 5.3, where the surface deformation is shown both with and without exaggeration.

If the basal stress is small, then the weight of the model causes the thick end of the wedge to subside more than the thin end. This subsidence, being transmitted horizontally due to the Poisson's ratio of the material, tends to push up the front of the wedge, but the effect is offset by the pressure of the trench sediments and gravitational sliding down the basal slope.

In all elastic models with basal stresses between 0 and 100 MPa the surface remains approximately a straight line, but it is rotated according to the stress applied between the angles shown in Fig. 5.2 (with no shear giving a rotation of c. $0.1^{\circ}$ anti-clockwise) and Fig. 5.3 (with 100 MPa shear, giving a rotation of c. $0.4^{\circ}$ clockwise), the whole variation only being $\mathrm{c} .0 .5^{\circ}$.

The deformed surface is parallel to the original for a basal shear between 10 MPa (Fig. 5.4) and 20 MPa (Fig. 5.5), and so the stress to support the wedge is in this interval, but it can be narrowed down further using a visco-elastic method (see next section).

The effect of a basal shear of 10 MPa on the principal stresses is illustrated in Figs. 5.6 and 5.7. When no basal shear is applied (Fig. 5.6), the stresses in the deeper parts of the model are aligned so that the minimum principal stress (i.e. the greatest compression) is


Fig. 5.2: Deformation of the wedge surface as an elastic response to weight alone. Squares show nodal points on the original surface, circles their deformed positions, and triangles the same exaggerated by multiplying all displacements by a factor of 5 .


Fig. 5.3: Elastic deformation of the wedge surface in response to weight and a basal shear of 100 MPa .


Fig. 5.4: Elastic deformation of the wedge surface in response to a basal shear of 10 MPa .


Fig. 5.5: As above, for a basal shear of 20 MPa .


Fig. 5.6: Elastic principal stresses in the wedge in response to weight alone. The stresses do not appear to be at right-angles due to vertical exaggeration, but their magnitudes are scaled equally in all directions (see text).


Fig. 5.7: Elastic principal stresses in the wedge in response to weight and a basal shear of 10 MPa .
perpendicular to the base and the maximum stress is parallel to it. Although the upper surface has moved down and to the left overall, there are deviatoric compressions in the upper part, roughly parallel to the slope, corresponding to a tendency to slump down-slope.

In Fig. 5.7, where there is a basal shear of 10 MPa , these compressions in the shallower parts are intensified, and the deeper stresses are rotated in response to the component of horizontal compression introduced by the boundary stress.

Note that in Figs. 5.6 and 5.7 , as in all other stress vector diagrams from this chapter onwards, the stress vectors are plotted so that their angles may be compared directly with the (vertically exaggerated) model, which means that the principal stresses do not appear to be at right-angles. The magnitudes of the stresses are, however, scaled equally in all directions so that comparison between them is straightforward.

### 5.3.3 Visco-elastic models

The visco-elastic models in this chapter were all run starting from a model initialized elastically as described in Ch.4, Section 4.3.

If the wedge is allowed to subside visco-elastically without any restraining stresses it behaves as might be expected, in that it flows in such a way as to flatten out the surface, subsiding at the landward end (by c. 200 m ) and pushing forwards and up the slope at the oceanward end (by c. 400 m ; see Fig. 5.8).

Conversely, if a shear stress of 20 MPa is applied to the base, then the landward end is pushed up (by c. 80 m ) and the oceanward end is bent down (by c. 400 m ; see Fig. 5.9).

This effect increases with the basal shear, and if a stress of

Fig. 5.8: Surface displacements of the wedge after 1 Myr of visco-elastic deformation, with no basal shear stress applied.


Fig. 5.9: As above, but with a basal shear of 20 MPa .

100 MPa is applied, the uplift of the left-hand end is about 1 km , while the depression at the right-hand end is about 4 km .

Starting with the bounds found in the previous section (10-20 MPa), several visco-elastic models were run to find the shear stress needed to support the model's weight, two of which (for basal shears of 10 MPa and 15 MPa respectively) are shown in Figs. 5.10 and 5.11 to illustrate the sensitivity of the surface deformation to the applied shear. Clearly the value needed to keep the surface still is between these two, and using Figs. 5.12 and 5.13 it appears that 12 MPa is the best approximation (to 2 significant figures), although there are still displacements of about 50 m .

This balance is reflected in the principal stress system (see Figs. 5.14 and 5.15). After 1 Myr, if there is no basal stress, there are significant remaining deviatoric stresses throughout the model, varying approximately from 10 MPa to 25 MPa (Fig. 5.14), and in particular, there are deviatoric tensions of 10-15 MPa near, and approximately parallel, to the surface of the model due to the forward movement of the wedge.

In the model with a basal shear of 12 MPa (Fig. 5.15) these deviatoric stresses are almost entirely nullified in the left-hand part of the wedge and near the upper surface, and the stress system is very nearly hydrostatic. The deviatoric stress levels are between about 3 MPa and 8 MPa for the whole of the landward part (i.e. for $x<15 \mathrm{~km}$ ) and are less than 5 MPa along the entire upper surface. However, along the base where the sole thrust becomes shallower ( $x>15 \mathrm{~km}$ ), the deviatoric stresses are increased relative to the model without basal shear, because the effect of weight in this region is smaller than that due to the applied shear, and here the maximum


Fig. 5.10: Surface displacements of the wedge after 1 Myr, with a basal stress of 10 Mpa .


Fig. 5.11: As above, but with a basal shear stress of 15 MPa .


Fig. 5.12: Surface displacements of the wedge after 1 Myr, with a basal shear stress of 12 MPa .


Fig. 5.13: As above, but with a basal stress of 13 MPa .


Fig. 5.14: Principal stresses in the wedge after 1 Myr with no basal shear.


Fig. 5.15: As above, with a basal shear stress of 12 MPa .
shear stress is c. 10 MPa , parallel to the base.

### 5.3.4 Implications of the value of the basal shear stress

As discussed in the previous section, it is found that a shear stress of
$\tau=12 \mathrm{MPa}$
is needed to support the wedge of accreted sediments represented by Fig. 5.1, which agrees with the estimate (to an order of magnitude) made by McKenzie (1977; Richter and McKenzie, 1978) based on the stress drops calculated from measurements of earthquakes at subduction zones.

Given the magnitude of the basal stress it is possible to make some deductions about the nature of the shear zone referred to in Section 5.3.1. The convergence rate at this section of the Middle American trench is given by Karig et al. (1978) as

$$
\mathrm{v}=70 \mathrm{~mm} \mathrm{yr}^{-1}
$$

so using this and the shear stress obtained, the ratio of viscosity to thickness of the shear zone is found through Equation 5.1 to be

$$
\frac{n_{s . z .}}{d}=\frac{\tau}{v} \simeq 5 \times 10^{15} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-3} .
$$

The thickness of hemipelagic muds and clays just seaward of the trench is 100 to 200 m according to the results of D.S.D.P. Leg 66 (Moore et a1., 1979a; Shipley et al., 1980), so assuming this represents the thickness, $d$, of the shear zone, its viscosity is

$$
n_{\text {s.z. }}=10^{18} \mathrm{Ns} \mathrm{~m}^{-2}
$$

Clearly, if the shear zone is narrower the estimated viscosity will be lower, but a lower limit may still be found to the possible
viscosity of the wedge, since it must be appreciably larger than the shear zone viscosity in order to define the shear zone as such. So

$$
n \gg n_{s . z} .
$$

or $n \gg 10^{18} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$
if the shear zone is about 100 m thick. This is consistent with most of the viscosities given in Ch. 2 (Section 2.2), but is much larger than that of Cowan and Silling (1978; namely, $n=10^{14} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$ ). The effective viscosity of the wedge is taken to be $10^{22} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}$ in this chapter (see Sections 5.2 and 5.6.1).

### 5.4 Basal Friction

### 5.4.1 Description of the boundary conditions

The second mechanism for the transmission of shear stress to the base of the accretionary prism is a frictional one. If the sediment wedge and the underlying oceanic crust can be considered as two distinct tectonic units sliding past each other, then the stress on each is

$$
\tau=-\mu \sigma_{n}
$$

where $\sigma_{n}$ is the normal stress across the boundary between them and $\mu$ is the coefficient of sliding friction between the two surfaces.

In reality, sediments from the trench are carried down by the oceanic plate being subducted and are probably accreted in thrust slices onto the accretionary prism, which means that there are several units in the system, variously interrelated, and in addition to this the oceanic crust carries sedimentary layers over the main basaltic section. This method therefore assumes that all the accreted sediments above the basal thrust act as a single unit, resting on top of another single
unit, the oceanic crust.
A second assumption is that the coefficient of friction is constant under the whole accretionary wedge. This assumption is quite a good one, since Byerlee (1978) concludes that for the normal stresses encountered at depth in the crust, rock types and confining pressures have little or no effect on friction coefficients. However he states that the effect of a fault gouge on $\mu$ may be dependent on its composition, so that in the finite element models of this section $\mu$ must be regarded as an average for the whole thrust plane.

Finally an assumption must be made to estimate the normal stress across the base. As stated in Section 5.2.2, the base is fixed so that it cannot move in a direction normal to itself, so to be consistent with this on should be set at the value of the normal stress needed to support the weight of the wedge. As an approximation to this, the vertical stress is used, namely

$$
\begin{equation*}
\sigma_{n}=-h \rho g \tag{5.}
\end{equation*}
$$

where $h$ is the thickness of the wedge above the relevant point on the base. The applied nodal forces are then calculated using Ch. 3, Section 3.5.1.

If there are superimposed horizontal (or nearly horizontal) stresses, either tensional or compressional, transmitted by the oceanic plate, then these will not only change $\sigma_{n}$ but also the other boundary conditions at the base of the wedge (see Section 5.2). For simplicity it is assumed that the only stresses on the wedge are the basal shear and those due to the other boundary conditions as before.

### 5.4.2 Elastic models

To find the coefficient of friction that produces sufficient basal shear to support the wedge, a similar procedure to that used in the previous section (5.3) is followed.

Elastic analyses are used to narrow down the value for the friction coefficient, and as before the resulting surfaces are roughly straight lines whose orientation depends on the applied shear. Examples are shown in Figs. 5.16 and 5.17, with friction coefficients of 0.05 and 0.20 respectively. In these two cases the rotations are c. $0.1^{\circ}$ anticlockwise and c. $0.2^{\circ}$ clockwise.

The displaced surface is roughly parallel to the initial when the friction coefficient is about 0.1.

### 5.4.3 Visco-elastic models

Figs. 5.18 and 5.19 show the effect of allowing the model to creep visco-elastically for 1 Myr with the same applied shear stresses as in the elastic models of Figs. 5.16 and 5.17 (corresponding to friction coefficients of 0.05 and 0.20 respectively). It is readily seen that a low value allows the wedge to subside at the landward end and move up the basal slope, while a large frictional force drags the seaward end down the slope and lifts up the landward end. The deformation in these two cases is very similar in shape to Figs. 5.8 and 5.9 , where the basal shear applied was uniform.

It is impossible to hold the whole surface to zero displacement in this way, but Figs. 5.20 and 5.21 show deformations where parts of the slope do not move (with values of $\mu, 0.08$ and 0.10 respectively).

The best approximation is a friction coefficient of 0.09 (Fig. 5.22) which holds the surface deformation to about 30 m and the resulting


Fig. 5.16: Elastic displacements of the wedge surface in response to a frictional basal shear stress, coefficient of friction, $\mu=0.05$.


Fig. 5.17: As above, but $\mu=0.20$.


Fig. 5.18: Surface deformation after 1 Myr , in response to a frictional basal shear; $\mu=0.05$.


Fig. 5.19: As above, but $\mu=0.20$.


Fig. 5.20: Surface displacements after 1 Myr, with friction at the base of the wedge; $\mu=0.08$.


Fig. 5.21: As above, but $\mu=0.10$.
principal stresses are displayed in Fig. 5.23.
As with the model with a uniform basal shear of 12 MPa (Fig. 5.15), most of the deviatoric stresses present after 1 Myr without any applied stress (Fig. 5.14) are removed by the application of the supporting stress, and there are only small differences between the two resulting stress systems. These differences occur near the base of the model where, because of the increase in frictional stress with depth (Equations 5.3 and 5.4), there is an increase in the deviatoric stresses to the left of the wedge and a decrease to the right, compared with the uniform shear model. However these are small everywhere, rising to 3 MPa at the base of the wedge near to the trench.

### 5.4.4 Implications of the friction coefficient

The coefficient of friction, obtained as described, namely $\mu=0.09$
is significantly smaller than the values given by Byerlee (1978) of

$$
\begin{array}{lrl}
\tau & =-0.85 \sigma_{n} & \left|\sigma_{n}\right|<0.2 \mathrm{GPa} \\
\tau & =-0.6 \sigma_{n}-0.05 \mathrm{GPa} ; & 0.2 \mathrm{GPa}<\left|\sigma_{n}\right|<2 \mathrm{GPa}
\end{array}
$$

and the values of Jaeger and Cook (1976) which have an average of $\mu=0.62$
both sources including examples of many different rock types. However these coefficients have been found for rock samples without any included gouge, which, Byerlee observes, reduces the friction considerably. Wang and Mao (1979) have performed experiments on small cylindrical granite samples ( 25.4 mm in diameter, 50.8 mm in length) in which a saw cut is made (at $30^{\circ}$ to the axis) and filled with saturated clay, to measure the values of $\mu$ for different clays under confining pressures of up to 300 MPa . Their results are quoted in Table 5.2.


Fig. 5.22: Surface deformation after 1 Myr, with a frictional basal shear, $\mu=0.09$.
TOE (3) \& $T=I M Y R, M U=0.09$
MAXIMUM STRESS = 226.4 MPA.


Fig. 5.23: Principal stresses in the same model as above (Fig. 5.22).

| Clay | Coefficient of friction, $\mu$ |
| :--- | :---: |
| Montmorillonite | $0.08 \pm 0.01$ |
| Chlorite | $0.12 \pm 0.01$ |
| Kaolinite | $0.15 \pm 0.01$ |
| Illite | $0.22 \pm 0.02$ |

Table 5.2: Friction coefficients for joints in granite filled with various saturated clays. (Wang and Mao, 1979)

Wang and Mao's experiment was arranged in such a way that the pore pressure of water in the joint, $p$, could be measured independently from the confining pressure, and their results for $\mu$ are based on the effective normal stress across the crack

$$
\sigma_{n_{e f f}}=\sigma_{n}+p
$$

If there is significant pore pressure along the basal thrust of the wedge model, in other words if the sediments there are not dewatered, then the coefficient of friction derved from to the applied shear in He madel is larger.

To estimate this increase it is necessary to make some assumptions about the pore pressure on the thrust plane. If pore water is present, the least effect it can have is when all the pores are connected. In this case the pore pressure would be

$$
p=h \rho_{w} g
$$

where $h$ is the depth to the thrust plane and $\rho_{w}$ is the density of the water. The estimated friction coefficient would then be increased by a factor of

$$
\frac{\rho}{\left(\rho-\rho_{w}\right)}=1.7
$$

where $\rho$ is the density of the accreted sediments (as before), giving $\mu=0.15$.

However if the pores are not interconnected and the pore water is overpressured, then following Hubbert and Rubey (1959)

$$
p=f h \rho g ; \quad 0 \leqslant f \leqslant 1
$$

where $f$ indicates the degree of overpressuring. Under these conditions the estimated coefficient of friction (from the finite element model) is increased by a factor of $(1-f)^{-1}$, a few possible values of which are shown in Table 5.3.

Rubey and Hubbert (1959) report a range of values for $f$ up to 0.9 , and it is difficult to put bounds on its value under the conditions of the model. If f is c . 0.9 the estimate for $\mu$ is comparable with the results of Byerlee (1978; see above), but if $f \leqslant 0.6$ the estimate is consistent with Wang and Mao's (1979; see Table 5.2, above) values, implying that there is a layer of fault gouge along the thrust plane, as might be expected from observation of faults exposed at the Earth's surface.

| $f$ | $(1-f)^{-1}$ | $\mu$ |
| :---: | :---: | :---: |
| 0.5 | 2.0 | 0.18 |
| 0.6 | 2.5 | 0.23 |
| 0.7 | 3.3 | 0.30 |
| 0.8 | 5.0 | 0.45 |
| 0.9 | 10.0 | 0.90 |

Table 5.3: Some values for the overpressure factor, $f$, and the corresponding estimates of $\mu$, the coefficient of friction on the basal thrust.

### 5.5 The Effect of Surface and Basal Gradients

### 5.5.1 Variations in slope of the model boundaries

To investigate the effects of the gradients of the upper and lower surface boundaries on the basal shear stress, a series of models was run in which all the x co-ordinates were doubled but which were otherwise identical to the uniform shear models of Section 5.3 (Fig. 5.24; cf. Fig. 5.1). An elastic model with a basal shear of 12 MPa (Fig. 5.25) suggests that the same stress is needed to support the new, less steep slope, but in a visco-elastic analysis this does not hold (Fig. 5.26). By trial and error a basal shear of 6 MPa is found to hold the surface best, the displacements being about 50 m on average (Fig. 5.27).

Thus doubling the x co-ordinates of the wedge has the effect of halving (approximately) the basal shear. This effect must be due to some combination of the slopes on the upper and lower surfaces, so to separate their contributions a second model was run with the base returned to its original (steeper) position (Fig. 5.28), but otherwise the same as the previous model.

Again elastic analysis indicates that 12 MPa is the required basal shear (Fig. 5.29), but a visco-elastic model (run for 1 Myr; Fig. 5.30) shows this to be too large, and further investigation leads to the estimate of 8 MPa (Fig. 5.31).

Therefore reductions both in the basal slope and in the surface slope reduce the basal shear necessary to support the model, both effects being of the same order of magnitude (namely c. 5 MPa ).


Fig. 5.24: Grid for the extended wedge model, as in Fig. 5.1, but with all x co-ordinates doubled.


Fig. 5.25: Elastic deformation of the surface of the above model, in response to a uniform basal shear of 12 MPa .


Fig. 5.26: Surface displacements of the extended wedge (Fig. 5.24) after 1 Myr of visco-elastic deformation, in response to a uniform basal shear of 12 MPa .


Fig. 5.27: As above, but with a basal shear stress of 6 MPa .


Fig. 5.28: Grid for the extended wedge model (Fig. 5.24), but with the basal gradient restored to that of the original (Fig. 5.1).


Fig. 5.29: Elastic deformation of the surface of the above model, in response to a uniform basal shear of 12 MPa .


Fig. 5.30: Surface displacements of the wedge of Fig. 5.28 after 1 Myr, in response to a uniform basal stress of 12 MPa .


Fig. 5.31: As above for a basal shear stress of 8 MPa .

### 5.5.2 Comparison with an earlier, analytical model

The result obtained in the previous section is opposed to the conclusions of Elliott (1976) who deduces that,
"It is the surface slope which determines the magnitude and sense of the shearing stress at the base, and not the dip of the base", but is supported by Seely (1977) who draws a similar conclusion from the presence of seaward-dipping thrust faults (seen on seismic reflection sections) in the sedimentary wedge of the Aleutian trench, where the upper surface is also seaward-dipping, indicating that the sease of shear on the base does not depend an the surface slope.

Elliott finds, analytically, an expression for the shear stress on the base of a thrust wedge, thickness $H$, surface dip $\alpha$, given by

$$
\tau \simeq \rho g H \alpha
$$

where $\tau$ is the average basal shear over a length greater than any fluctuations of either surface.

The first derivation given for Equation 5.8 is based on the assumption that longitudinal stress gradients may be neglected. However, this assumption is questionable, since in the finite element solution shown in Fig. 5.15 (where there is a uniform basal shear of 12 MPa ) there is a gradient of deviatoric stress, $\sigma_{x}^{\prime}$, of

$$
\frac{\partial \sigma_{x}^{\prime}}{\partial x} \simeq 1 \mathrm{MPa} \mathrm{~km}^{-1}
$$

throughout the wedge, which integrated over its thickness $H$ gives

$$
\int_{H} \frac{\partial \sigma_{x}^{\prime}}{\partial x} d y \simeq \frac{\partial \sigma_{\dot{x}}^{\prime}}{\partial x} \cdot H \simeq 5 \mathrm{MPa}
$$

which is significant with respect to the basal shear of 12 MPa .
Elliott also derives Equation 5.8 by a second method, in which longitudinal stress gradients are accounted for, drawing on the work of

Budd (1970, 1971). There are however two inconsistencies here. Firstly one of the results of Budd (1971) quoted by Elliott is

$$
G \simeq \tau \simeq \rho g H \alpha
$$

(assuming small variations in the upper surface and smooth variations on the base), but according to Budd (1971, section 1.2(i)) $G$ is the net longitudinal stress gradient

$$
G=\frac{\partial \sigma_{x}{ }^{\prime} H}{\partial x} H
$$

so that Equation 5.9 contradicts the fundamental assumption of Elliott's first derivation, namely that the longitudinal stress gradient may be neglected.

The second inconsistency arises because Budd's work is concerned with uniform flow (of ice) between two boundaries, the upper surface and the base, whose positions remain fixed with time, whereas an overthrust can move as a single unit. This false assumption has important consequences in the derivation of the change in potential energy of a thrust sheet. To calculate this, following Elliott (1976), a column within the thrust sheet is analysed, as shown in Fig. 5.3 2. Changes in the gravitational potential energy of the column arise because of changes in the height, $h$, of the centre of mass of the column, which is at a height ( $H / 2$ ) above the base of the thrust sheet.

The height of the centre of mass is a function of several variables, $h\left(B, \varepsilon_{y}, x\right)$, where $B$ is the thickness of material deposited on, or eroded from the surface (measured as negative for erosion), and $\varepsilon_{y}$ is the finite strain of the column vertically (e.g. due to compaction). Thus the rate of change of $h$ with time may be expressed in terms of partial derivatives as

$$
\frac{d h}{d t}=\frac{\partial h}{\partial B} \cdot \frac{\partial B}{\partial t}+\frac{\partial H}{\partial \varepsilon} \cdot \frac{\partial \varepsilon}{\partial t} y+v \frac{\partial h}{\partial x}
$$



Fig. 5.32: Variables describing the motion of a thrust sheet
where $v$ is the horizontal component of the thrust sheet's velocity (see any fluid dynamics or advanced calculus text, e.g. Rutherford, 1959; Kaplan, 1962). Now,

$$
\begin{align*}
& \frac{\partial h}{\partial B}=\frac{1}{2} \frac{\partial H}{\partial B}=\frac{1}{2} \\
& \frac{\partial h}{\partial \varepsilon_{y}}=\frac{1}{2} \frac{\partial H}{\partial \varepsilon_{y}}=\frac{H}{2}
\end{align*}
$$

(see Elliott, 1976), but the partial derivative of $h$ with respect to $x$ depends only on the gradient of the base

$$
\frac{\partial h}{\partial x}=\tan \beta
$$

and not on the surface gradient, $\alpha$, since the whole overthrust is free to move as shown, and not confined between the base and a fixed surface, as mentioned earlier. Thus

$$
\frac{d h}{d t}=\frac{\dot{B}}{2}+\frac{H}{2} \dot{\varepsilon}_{y}+v \tan \beta,
$$

which differs from Elliott's expression for $\mathrm{dh} / \mathrm{dt}$ in being independent of $\alpha$.

If sliding on this slope is to be energetically possible, when the only externally applied force is gravitational, then

$$
\frac{d h}{d t}<0 .
$$

However, the first two terms in Equation 5.14 are independent of $x$, so that the direction of motion of the overthrust is determined by the last term, namely $v$ tans. The most energetically favourable direction of motion is thus down the basal slope (i.e. $v \tan \beta<0$ ), and the energy

balance (Equations 5.14 and 5.15 ) is independent of the surface slope.
An overthrust will only move up the basal slope if a sufficient stress (at least equal to the lithostatic stress) is applied to the down-slope (left-hand in Fig. 5.32) end of the thrust wedge, and cannot be driven up-slope by gravity alone. The surface slope may effect the magnitude of the basal shear, but cannot provide the driving stress for the thrust.

A second analytical model is presented by Chapple (1978). He analyses a wedge of sediments above a weaker basal zone, both of which are plastic and in steady-state flow (above their yield stresses). He derives a set of equations (given in Appendix 1) in terms of the upper and lower surface slopes, the thickness, the density and the yield stress, K, of the wedge, which can be used to find the basal shear stress. From these, and using Chapple's value of

$$
K=100 \mathrm{MPa}
$$

together with the relevant parameters for the wedge of Section 5.3 (upper and lower surface dips $\tan ^{-1}(0.15)$ and $\tan ^{-1}(0.2)$, respectively) the basal shear is calculated as

$$
\tau=50 \mathrm{MPa} .
$$

This is considerably larger than the 12 MPa obtained in Section 5.3 by finite element analysis. However, Chapple's value for $K$ is very large compared with the values for tensile strength shown in Ch. 2, Section 2.3.4, and if a value is chosen of

$$
K=12 \mathrm{MPa},
$$

good agreement is reached with the finite element results of Sections 5.3 and 5.5.1, as shown in Table 5.4, despite the difference in rheology between Chapple's plastic model and the visco-elastic behaviour assumed in this thesis. The most obvious qualitative agreement is that the basal shear increases with the basal slope.

| $\tan \alpha$ | $\tan \beta$ | $\tau($ analytic $) / \mathrm{MPa}$ | $\tau($ finite element $) / \mathrm{MPa}$ |
| :--- | :---: | :---: | :---: |
| 0.15 | 0.2 | 12 | 12 |
| 0.075 | 0.2 | 9 | 8 |
| 0.075 | 0.1 | 7 | 6 |

Table 5.4: Comparison of basal stress for various surface and basal slopes, derived using the finite element method and analytically.
(Chapple, 1978)

### 5.6 The Effects of Variation in Material Properties

The effects of contrasts in the visco-elastic parameters of different parts of an accretionary wedge will be discussed in Ch. 6, but this section (5.6) will describe the effects on the uniform model in this chapter, of variations in material properties.

### 5.6.1 Viscosity

The viscosity of the material only enters into the finite element calculation in Equations 3.38 (Ch. 3) which show the relationship between creep rate and deviatoric stress in an element.

The whole finite element formulation is linear, for linear creep, so that the value of any component of any relevant variable at time $t$, $q(t)$ (where $q$ may be a component of displacement, strain or stress), in a body with uniform viscosity, $n$, may be written as

$$
q(t)=q_{0}+q_{1}\left(\frac{t}{n}\right),
$$

where $q_{0}$ is the value of $q$ obtained in elastic analysis, $q_{1}$ is a function of $(t / 1)$, and both $q_{0}$ and $q_{1}$ depend on the finite element grid, the material properties and the boundary conditions for the model.

Note that this equation depends only on $t$, and not $\Delta t$, the length of the time increment used. To verify this, several models were run with different increments, but for the same total time in each model. In all cases the results agreed to better than $1 \%$ for all variables (these differences being caused by the finite convergence criterion in the solution iterations; see Ch. 3 Section 3.4).

Thus $n$ only alters the time-scale of the model. This is readily tested by running the same model with different values of $\eta$, but keeping the ratio $(\Delta t / n)$ constant, and when this was done the results were identical.

### 5.6.2 Young's modulus

Figs. 5.33 and 5.34 show the effect of altering the Young's modulus of the wedge material from 10 GPa (Fig. 5.12 and Table 5.1) to 100 GPa and 1 GPa , respectively.

The compressibility of a material, $k$, is inversely proportional to E,

$$
\kappa=\frac{3(1-2 v)}{E}
$$

(Jaeger and Cook, 1976), where E and $v$ are the Young's modulus and Poisson's ratio for the material as before, and the change in this is the chief cause of the difference between Figs. 5.33 and 5.34.

The nodal forces are all of the order of 10 GN , both those due to basal shear and those due to weight, and so, in the original model, they were of the same order of magnitude as $E(10 \mathrm{GPa})$. Increasing $E$ to 100 GPa reduces the displacements in the whole wedge by a factor of at least 2, except near the surface at the landward end (Fig. 5.33) where there seem to be some undulations in the displaced surface (see Section 5.7, below).


Fig. 5.33: Surface displacements of a wedge (Fig. 5.1) with Young's modulus, $\mathrm{E}=100 \mathrm{GPa}$, after 1 Myr of visco-elastic deformation, with a basal shear of 12 Mpa .


Fig. 5.34: As above, with $E=1 \mathrm{GPa}$.

Conversely, reducing E by a factor of 10 (Fig. 5.34) increases the displacements in the wedge, particularly at the seaward end, since the landward end is supported somewhat by the boundary condition on the left of the model, namely that there should be no x-displacements (Section 5.2.2). Apart from the nodes near this end, all nodal xdisplacements are at least 100 m to the left, reaching over 500 m at the toe of the wedge. Thus with a Young's modulus of 1 GPa , it is impossible to keep the surface displacements as small as in the previous models, but the basal stress required to maintain the average surface slope is still approximately 12 MPa , and is therefore not significantly dependent on E .

### 5.6.3 Poisson's ratio

Equation 5.17 shows that the compressibility depends not only on Young's modulus but also on Poisson's ratio,v. However, variations in $k$ are restricted more because the range of possible values of $v$ is much smaller than of $E$.

Figs 5.35 and 5.36 show the visco-elastic deformation after 1 Myr, with a uniform basal shear of 12 MPa , when the Poisson's ratio is 0.4 and 0.15 , respectively compared to the previous value, 0.27 (Table 5.1). The similarity between Figs. 5.35 and 5.33 is very marked, indicating that they might be caused through a change in the same parameter (namely k), though $k$ is only decreased by a factor of 2.3 in this case, as opposed to 10 in Fig. 5.33.

In both Figs. 5.35 and $5.36,12 \mathrm{MPa}$ seems to be the best basal shear to hold the model steady, though when $v=0.15$ there are rather larger displacements than before at each end of the wedge. This is probably because, for a lower Poisson's ratio, there is less coupling


Fig. 5.35: Surface deformation after 1 Myr in a wedge with Poisson's ratio, $v=0.4$, and a basal stress of 12 MPa .


Fig. 5.36: As above, but $v=0.15$.
between vertical and horizontal displacements.
The deviatoric stress system in the wedge does not vary significantly with changes in $v$, the deviatoric stresses being overall slightly larger for $v=0.15$ and slightly smaller for $v=0.4$ than for $v=0.27$, but the changes are less than 2 MPa everywhere.

### 5.6.4 Density

The effects of varying the wedge's density on the results of the model are very straightforward. An increase in density increases the vertical stresses due to the body's weight and so a larger basal shear stress is needed to support it.

A comparison of Fig. 5.37 , where the density is $2700 \mathrm{~kg} \mathrm{~m}^{-3}$ and Fig. 5.38 , with $\rho=2300 \mathrm{~kg} \mathrm{~m}^{-3}$, with the original model ( $\rho=2500 \mathrm{~kg} \mathrm{~m}^{-3}$ ) supported by different basal shears as shown in Figs. 5.10 to 5.13, indicates that increasing (or decreasing) the density by $200 \mathrm{~kg} \mathrm{~m}^{-3}$ increases (or decreases) the supporting stress by about 1 MPa .

### 5.7 A Long-Term Model Instability

If the original model, with properties as listed in Table 5.l, is run for 10 Myr , the solution becomes unstable, as shown in Figs. 5. 39 and 5.40. This manifests itself as an undulation in the upper surface (shown together with an exaggerated version in Fig. 5.39), and in the introduction of tensile stresses and unrealistically small compressional stresses into the model (Fig. 5.40).

A similar effect to this is seen if a visco-elastic model is run without the provision of sufficient constraints, for example if one end of a rectangular model is inadvertently left free, although of course when this is done the instability is very much more pronounced.


Fig. 5.37: Surface displacements after 1 Myr in a wedge of density, $\rho=2700 \mathrm{~kg} \mathrm{~m}^{-3}$, and a uniform basal shear of 12 MPa .
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Fig. 5.39: Surface deformation of the wedge after 10 Myr, with a basal stress of 12 MPa .

```
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Fig. 5.40: Principal stresses in the same model as above, showing longterm instability in the model.

To find the reason why such a model should become unstable, several test models were run, the first of which was to let the visco-elastic cylinder, used as a test model in Ch. 3 (Section 3.6), relax for 200 time units (compared with the previous maximum of 10 units). This had no significant effect on the stress distribution, which was hydrostatic at the value of the internal pressure, throughout the viscoelastic material.

A second possibility was that the length of the time increments used was too great, but running the same model with the steps reduced by a factor of 10 had no effect above the \(1 \%\) level.

Finally the importance of the deformation of the grid was considered. The same stiffness matrix (as derived in Section 3.3 of Ch. 3) is used throughout the time over which the model is run, on the assumption that the size and shape of each element does not vary significantly. In the case of the 10 Myr model, the displacements are up to \(40 \%\) of the dimensions of the element in some places, and so might be significant.

It was more complicated to test this possibility than the previous two, in that the main visco-elastic subroutine had to be restructured to allow a re-definition of the finite element grid at given intervals. However, when this was done it did not provide a solution to the problem. As an example, Fig. 5.41 shows the results of re-running the model of Fig. 5.39, but re-gridding every 1 Myr. The resulting surface is slightly different, but the instability is still present and the stress system shows the same features as before.

Therefore it appears that this instability is due to a combination of the finite element method used (Ch. 3, Section 3.4), the grid used, where the free surface is not horizontal and is not constrained in the \(x\)-direction, and the length of time over which the model was run.


Fig. 5.41: Surface displacements of the wedge model after 10 Myr, with a uniform basal shear of 12 MPa , re-compiling the finite element mesh every 1 Myr.


Fig. 5.42: Surface deformation of the wedge after 10 Myr , with a basal stress of 12 MPa , but with a Young's modulus, \(\mathrm{E}=1 \mathrm{GPa}\).

The Maxwell time for this model is
\[
\begin{aligned}
t_{m} & =\frac{2 \eta}{E} \\
& =0.1 \mathrm{Myr},
\end{aligned}
\]
so that even after 1 Myr , a rectangular, symmetric model would only have small remaining deviatoric stresses.

In the case where \(t_{m}\) is reduced by a factor of 10 (Fig. 5.33) by increasing \(E\) to 100 GPa , the instability can be seen on the upper part of the surface slope, though its effect is smaller because the model is less compressible. Conversely, if \(t_{m}\) is increased by a factor of 10 , by decreasing \(E\) to 1 GPa , the model is still stable after 10 Myr (see Fig. 5.42; the exaggerated curve is omitted since the displacements are large).

The deviatoric stresses in the model of Fig. 5.12 (run for 1 Myr with a basal stress of 12 MPa ) were all below 8 MPa , as mentioned earlier, so that even in this asymmetric model the stresses are nearly hydrostatic. This model was then left to relax for a further 9 Myr (or \(90 \mathrm{t}_{\mathrm{m}}\) ) to give Fig. 5.39. During this time, because the material has a Maxwell rheology (Ch. 3, Section 3.4), deviatoric stresses in any element tend to relax. However all the elements are interrelated so that the deviatoric stresses in one may only relax at the expense of those in adjacent elements. If some imbalance were set up, perhaps due to the extra degree of freedom of the surface nodes, then it might be accentuated over long periods.

In the first model run for 10 Myr (Figs. 5.39 and 5.40 ) the deviatoric stresses are at worst the same as after 1 Myr (and mostly reduced by c .1 MPa ), but the creep in each element has resulted in large changes in the hydrostatic stresses. These changes can only occur
in a Maxwell substance because of the restriction to plane strain, which is equivalent to varying stresses perpendicular to the plane of the model.

\subsection*{5.8 Discussion}

In this chapter some of the features of deformation beneath trench inner slopes have been isolated by studying simple models. The importance of using visco-elastic, rather than elastic models (Ch. 4) is emphasized by Section 5.5.1, where elastic models could not detect differences between basal shear stresses of 12 MPa and of 6 MPa from the surface displacements, while visco-elastic models could.

When the uniform stress (Section 5.3) and frictional (Section 5.4) boundary conditions are compared, it is apparent that this model cannot distinguish between them. The final surface displacements and principal stress distributions for a shear of 12 MPa and a friction coefficient of 0.09 are very similar. However, both models predict the existence of weaker material in a shear zone along the base of the wedge, and emphasize its importance, in agreement with Seely (1977).

An important difference between the uniform shear and frictional models is their relation to convergence rates. The basal stress applied depends on the relative velocity, \(v\), in the uniform shear model (Equation 5.1), but not according to the frictional model (Equations 5.3 and 5.4) unless there is a dependence of the normal compression, \(\sigma_{n}\), across the basal thrust on \(v\). Any such dependence would be reduced because of the shallow dip (c. \(11^{\circ}\) ) of the contact. The former model therefore predicts a correlation between the surface slopes of accretionary prisms and the respective convergence rates (the greater the rate, the steeper the slope), while the latter predicts that rate and slope should be
independent.
However, as Karig and Sharman (1975) point out, the size and consequent shape of the accretionary prism depend more strongly on the rates of sediment input to the subduction zone than on the convergence rate, so it is difficult to distinguish between the two types of model on this basis.

The results of D.S.D.P. Leg 66 (Moore et al., 1979b) show that the whole trench slope has been lifted up (during the Quaternary) at rates varying from \(400 \mathrm{~m} \mathrm{Myr}^{-1}\) at the toe to less than \(200 \mathrm{~m} \mathrm{Myr}^{-1}\) at the landward end of the portion taken for the model. However, none of the models in this chapter shows uplift for the whole of the upper surface, so there must be some important effect other than the shear on the base of the wedge. Watkins et al. (in press) suggest that \(50 \%\) of the sediment input to the Middle American Trench is subducted, 25\% is accreted onto the toe of the slope and \(25 \%\) is carried down beneath the accretionary prism and then "underplated" onto it. If this were the case, then the effects of accreting more sediments to the toe and of underplating would be superimposed on the effects of the basal shear, and in particular the process of underplating would account for the overall raising of the wedge. A possible mechanism for any underplating is that the basal shear stress may increase with depth beneath the complex, either due to a thinning of the shear zone in the first model (a reduction of \(d\) in Equation 5.1), or to an increase in friction coefficient, \(\mu\), due to dewatering of the fault gouge (Wang, 1980) in the second. In either case, the effect would be the result of the increase in lithostatic pressure with depth.

The relative vertical movement of the toe and rear of the wedge measured is \(\mathrm{c} .200 \mathrm{~m} \mathrm{Myr}^{-1}\), which depends on the effect of any underplating
as well as the basal shear on it. In the simple models of this chapter the relative vertical displacement after 1 Myr is 25 m for a uniform shear of \(12 \mathrm{MPa}, 18 \mathrm{~m}\) for a friction coefficient of 0.09 , and about 100 m for a uniform shear of 1 MPa . Thus, if all the relative movement is due to the interaction between weight and basal shear, then the time scale used is rather too large, i.e. the viscosity used, \(n\left(10^{22} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}\right)\) is too great (see Section 5.6.1). It was found in the models that the displacement in the interval 0.1 Myr to 1 Myr was approximately linear, so that the likely value of \(n\) lies in the region
\[
10^{21} \leqslant n \leqslant 10^{22} \mathrm{~N} \mathrm{~s} \mathrm{~m}^{-2}
\]
(decreasing \(n\) by a factor of 10 will increase the displacements in 1 Myr by about a factor of 10 , also). Underplating may alter the relative movements considerably, but it is considered that \(n\) for the sedimentary wedge is still within these approximate limits, which are consistent with the results of Section 5.3.4.

The strains predicted by the finite element model are also of interest. Fig. 5.43 shows the distribution of principal strains in the model of Section 5.3 (with a uniform basal shear of 12 MPa ), which occur in 1 Myr. The greatest strains are concentrated at the thrust plane and near the toe of the wedge, and the strains at the surface on the left of the model are very small (less than \(1 \%\) ).

The magnitudes of the strains are low, all being less than \(4 \%\), which would not be sufficient to produce the deformation observed in cores taken from the inner trench slope on D.S.D.P. Leg 66 (Moore et al., 1979a and b; Moore and Watkins, 1979). However, Moore and Watkins, in their description of drill site 491, note that deformation only occurs in sediments accumulated in, or near, the trench and in association with rapid uplift, and that this is followed by an interval of negligible


Fig. 5.43: Principal strains after 1 Myr in the equilibrium model with a basal shear of 12 MPa (Fig. 5.15).


Fig. 5.44: As above for the equilibrium model with a frictional shear at the base and \(\mu=0.09\) (Fig. 5.23).
deformation (decreasing still more up-slope) and slow uplift. If this were the case, then the greatest strain would occur as the sediments were accreted to the toe of the wedge, and therefore the strains would be much smaller as predicted by the finite element model.

A comparison of Figs. 5.43 and 5.44 (which shows the strains after 1 Myr in the model of Section 5.4 with \(\mu=0.09\) ) shows that the strain distributions for both types of model are very similar, though the maximum strain for the frictional model is \(5 \%\) rather than \(4 \%\). Thus strain analysis cannot distinguish between the two basal thrust mechanisms presented in this chapter.

A further complicating factor affecting the deformation is the effect of variations in lithology within the wedge, especially the shape of material boundaries such as that between igneous crust and accreted sediments. These variations will be discussed in the next chapter.

\section*{CHAPTER 6}

THE IMPORTANCE OF THE CONTRAST BETWEEN CRYSTALLINE BASEMENT AND ACCRETED SEDIMENTS

\subsection*{6.1 Introduction}

In the previous chapter, the wedge of accreted sediments forming the inner wall of the Middle America trench was modelled, assuming that its landward end remained fixed horizontally, in other words taking the crust behind it as a fixed frame of reference. In reality, however, the thicker end of the wedge is supported by more accreted sediments and, further back, by the crystalline basement rocks of the overriding plate (continental crust in the case of the Middle America subduction zone, but igneous oceanic or island arc crust in the case of an ocean-ocean plate boundary; see Fig. 1.2).

As mentioned in Chapter 1 (Section 1.4), the nosition and shape of the lithological boundary between accreted sediments and igneous crust have not been clearly defined by observations. In this chapter, results are presented of the analysis of models of two subduction zones where the shape and extent of the crystalline basement differ appreciably, to ascertain the effect of these different structures on the stresses within the accretionary prism and upper slope basin, and on the shape of their upper surfaces.

The boundary conditions used for these models were the same as those for the models of Chapter 5 (see Section 5.2.2), except that by holding the landward end against horizontal displacement, a nosition further back in the overriding plate was implicitly taken as a fixed frame of reference.

\subsection*{6.2 A Model of the Middle America Subduction Zone}

\subsection*{6.2.1 Description of the model and a first solution}

This model was based on the same set of data as the wedge in the previous chapter, namely the D.S.D.P. transect of the Middle America trench (Fig. 1.3, Ch. 1; Moore et al., 1979) and the finite element grid used is shown in Fig. 6.1. The latter also shows the position of the lithological boundary based on Fig. 1.3 (the material type of each element is indicated in Fig. 6.1 by: 1 for crystalline basement, 2 for tectonized sediments), rocks on either side being assigned appropriate properties which are listed in Table 6.1 (see Ch. 2, for the justification of these figures and definition of symbols).
\begin{tabular}{|ll|l|l|l|l|}
\hline Lithological type & E/GPa & \(v\) & \(\rho / \mathrm{kgm}^{-3}\) & \(1 / \mathrm{Ns} \mathrm{m}^{-2}\) \\
\hline Continental basement, & 1 & 90 & 0.27 & 2850 & \(10^{25}\) \\
Accreted sediments, & 2 & 10 & 0.27 & 2500 & \(10^{22}\) \\
\hline
\end{tabular}

Table 6.1: Properties assumed in modelling the Middle America subduction zone.

Figures 6.2 and 6.3 show the surface displacement and principal stress distribution, respectively, obtained by applying a uniform basal shear of 12 MPa to the body and allowing visco-elastic deformation for 1 Myr. This value of basal stress was chosen because it was the equilibrium value for the model in Section 5.3 (Ch. 5) which represents the toe of this model (from \(x=22 \mathrm{~km}\), onwards).

Although the boundary conditions on the toe are now different, in


Fig. 6.1: The grid used in Section 6.2.1 for modelling the Middle America subduction zone. The material type of each element is indicated at its centroid: 1. Crystalline basement
2. Accreted sediments.


Fig. 6.2: Surface displacements of the model of Fig. 6.1 after 1 Myr, with a basal shear of 12 MPa .
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Fig. 6.3: Principal stresses in the same model as above.
that the boundary of the simpler model (represented by the nodes at \(x=22 \mathrm{~km}\) ) was fixed, but is now free to move both vertically and horizontally, the applied stress was still found to keep the slope of the toe nearest to equilibrium. The average displacement of the surface is maintained at c. 20 m , although now there are somewhat larger vertical displacements in places. The displacements near the trench are similar to the simple toe model, but further back they become greater (downwards), being about 70 m near the trench slope break (at \(\mathrm{x}=22 \mathrm{~km}\) ) which is a factor of 2 larger than in the previous wedge model.

The most striking feature of the surface deformation (Fig. 6.2) is the draping of the sediments at the front of the continental section. The nodes on the continental part of the model show very small displacements, of up to 10 m upwards and 5 m to the left, while the surface nodes on the accreted section show increasing subsidence to a maximum of 80 m , just behind the trench slope break (as defined by the change in surface slope in Fig. 6.1). The displacements then become smaller again over the toe, as described above.

The stress system in the accretionary prism is close to hydrostatic, with deviatoric stresses of less than 12 MPa everywhere. The deviatoric stresses are largest at the base (where the shear stress is applied) and drop to less than 5 MPa along the surface, except in the two elements closest to the continental block where there are (near-horizontal) deviatoric tensions of c. 7 MPa . Typical deviatoric stresses in the accreted sediments are c. 6 MPa , indicating that they are close to equilibrium as expected after 1 Myr (the Maxwel1 time for these sediments is \(\left.t_{m} \simeq 0.06 \mathrm{Myr}\right)\).

In the continental crust, however, there are deviatoric stresses of up to 50 MPa . The distribution of these stresses suggests that they are
caused by rotation of the continental crust away from the fixed (landward) boundary, due to the movement exerted by the weight of the undercut part of the basement and by the basal shear stress.

Near the surface, the mean stresses are in the tensional region, as defined by the failure criteria of Section 2.3, Ch. 2, and vary, through the open crack and intermediate regions, to compressional at the base. However, the program does not predict any failure when the tensile strength of the basement rocks is taken to be \(T=50 \mathrm{MPa}\), the closest to fracture being a value for the degree of failure (see Section 2.3) of \(C \simeq 0.3\). On the other hand, if \(T=10 \mathrm{MPa}\) for this section, a value which is still consistent with those given in Section 2.3.5, then tensional failure is predicted at the top of the continental crust, the angle of failure being taken between \(75^{\circ}\) and \(80^{\circ}\), corresponding to high-angle normal faulting. There is still no failure at the base of the continental crust, the element closest to failure having \(C \simeq 0.7\), where the dip of the plane where failure would be most favoured is c. \(40^{\circ}\) landwards.

Failure predictions in the sedimentary wedge are complicated by the presence of pore water, and this will be discussed in Section 7.1 of the next chapter.

As with the models of the toe of the accretionary prism in Ch. 5 (see Section 5.8), the strains in this equilibrium model are all small, being less than \(0.3 \%\) in the continental basement and rising to a maximum of \(5 \%\) along the base of the accreted wedge. Strains on the lower slope are between \(1 \%\) and \(2 \%\), the larger values being nearer the toe. This supports the suggestion that most of the strain observed in the accreted sediments occurs as they are being scraped onto the toe of the wedge.

\subsection*{6.2.2 The extent of the continental basement}

To find the effect of the edge of the continental crust on the wedge deformation, several models were run in which its position was varied.

Figure 6.4 shows the first of these models, and Fig. 6.5 the surface deformation after 1 Myr, for comparison with the original model of Figs. 6.1 to 6.3. The front of the continental crust has the same shape as before, but has been moved backwards by 3 km at depth, leaving the position where it reaches the surface unchanged (consistent with the D.S.D.P. Leg 66 results; see Fig. 1.3). This change has removed some of the supporting basement from beneath the upper slope, and at the same time allowed more of the accreted sediments to be forced under the overhanging part of the continental crust, with the result that the upper slope has subsided more in front of the continental edge, but that the latter has been lifted up more than in Fig. 6.2. The maximum uplift has been increased from 10 m to 20 m , while the subsidence just behind the trench slope break has increased from 80 m to 90 m , the greatest increase in subsidence being from 50 m to 75 m near the contact with the crystalline basement.

The region of subsidence in model 1 of this section (Fig. 6.4) has therefore deepened and broadened, while the transition from uplift to subsidence at the trailing edge of the upper slope has become sharper. Displacements on the lower slope have all been increased by about 5 m (downwards).

The resulting stress distribution (not shown) is very similar to the original model (Fig. 6.3), the only difference being that the stresses in the continental crust are reduced. This is interpreted as being a result of the reduced weight of the crystalline basement. Tensional failure (normal faulting) is more strongly favoured in the upper crust, because the turning moment (as described in Section 6.2.1) has been


Fig. 6.4: Model 1 of Section 6.2.2, with the edge of the continental basement moved 34 km landward, at depth, from that of Fig. 6.1.


Fig. 6.5: Surface displacements in the above model for 1 Myr, basal shear 12 MPa .
increased by cutting back the lower part of the continental basement, but, because of the reduced weight of crystalline basement present, compressional failure is less likely (i.e. the degree of failure is larger, \(C \simeq 0.8\) ) at the base.

Model 2 of this section is shown in Fig. 6.6 and the resulting surface displacements, under the same conditions as before, in Fig. 6.7. In this case the leading edge of the continental basement has been moved forward 3 km from the initial position of Fig. 6.l, rather than back, and the effects on the surface deformation are as predicted by the previous two models. In other words, the uplift at the top of the continental crust has been reduced, to less than 5 m , the subsidence behind the trench slope break (again as defined by the slope of the model surface) has been reduced, to about 60 m (cf. 80 m in the original model), the draping over the edge of the continental basement has become less steep, and the downward displacements of the lower slope are reduced by c. 5 m (although the latter has kept the same shape).

The principal stress vectors for this model are shown in Fig. 6.8. It can be seen that again they are of the same type as in Fig. 6.3, but with the stress levels (both total and deviatoric) reduced in the crystalline basement, the deviatoric stresses being less than 20 MPa everywhere, except at the contact with the accreted sediments where they rise to 35 MPa .

The tensional failure in the upper part of the model is no longer predicted (the lowest value for \(C\) is +0.6 ), because the rotation of the basement is counteracted more by the thicker section of igneous rocks. Compressional faulting at the base, on a plane dipping at \(30^{\circ}\) to \(40^{\circ}\) landward, is more favourable than before, although the degree of failure is still \(C \simeq 0.6\).
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Fig. 6.6: Model 2 of Section 6.2.2, with the edge of the continental basement moved seaward by 3 km from that of Fig. 6.1.


Fig. 6.7: Surface deformation of the above model after 1 Myr, with a basal stress of 12 MPa .

STMSS VECTUR



Fig. 6.8: The principal stresses in the second model of Section 6.2.2 (Figs. 6.6 and 6.7).

Figure 6.10 shows the effect of continuing the crystalline basement down to the basal thrust plane, without any overhang (model 3 of this section; Fig. 6.9). The displacement of the upper surface is similar in shape to that of the initial model of Section 6.2.1 (Fig. 6.2), but all displacements are reduced, the maximum subsidence, just behind the model's trench slope break, being c. 60 m .

This effect is increased in model 4 (Figs. 6.11 and 6.12 ), where the igneous basement has been continued beneath the whole upper slope to the trench slope break, and here the surface is held almost stationary for its whole length. The maximum vertical displacement is \(c .30 \mathrm{~m}\) over the end of the tongue of continental rocks.

Both the last two models (3 and 4) have significantly different stress distributions from those of the other models in this chapter (see Figs. 6.13 and 6.14), in that the near-horizontal principal stresses at the top of the continental section are compressional, not tensional. The turning moment exerted by the weight of the igneous crust has been nullified by continuing it down to the basal thrust. Thus, in these two models, the basal shear stress is transmitted through the igneous basement as a compression which is approximately parallel to the boundary with the accreted sediments. No fracturing is predicted anywhere within the continental crust in either model.

The strains in all the models of this section are similar to those in the equilibrium model. By bringing the continental basement forward all the strains in the model are reduced, but only by \(1 \%\) at the most. The greatest strain in the accreted sediments for the model of Fig. 6.11 is \(4 \%\) (corresponding to shear along the base) rather than \(5 \%\) in the original model. The strains in the continental basement are reduced to \(0.1 \%\) and those along the upper part of the inner slope to \(0.8 \%\) (cf. \(0.3 \%\) and \(1 \%\)
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Fig. 6.9: Mode1 3 of Section 6.2.2, where the continental basement is in contact with the basal thrust for 10.5 km further than in Fig. 6.1.


Fig. 6.10: The surface displacements of the above model with a basal shear of 12 MPa , after 1 Myr .
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Fig. 6.11: Model 4 of Section 6.2.2, in which continental basement underlies the whole upper slope.


Fig. 6.12: The surface displacements of model 4 (above) after 1 Myr, with a basal stress of 12 MPa .
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Fig. 6.13: Principal stresses in model 3 (Figs. 6.9 and 6.10).
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Fig. 6.14: Principal stresses in model 4 (Figs. 6.11 and 6.12)
respectively, in Section 6.2.1).
6.2.3 The effect of variations in basal stress on the surface flexure

Figures 6.15 and 6.16 show the surface displacements for the original model of Section 6.2.1, with basal shear stresses of 0 and 20 MPa respectively.

In the case where there is no basal shear, the displacements on the upper surface follow a similar pattern to the equilibrium model (with \(\tau=12 \mathrm{MPa}\); Fig. 6.2), except that now the upper slope subsides more, by a factor of 3, c. 250 m , and has forced the toe of the prism to slide up the basal thrust (by c. 110 m vertically, 550 m horizontally).

When there is a large basal shear, 20 MPa , Fig. 6.16 shows that the surface displacements change radically. There is uplift (of up to \(65 \mathrm{~m})\) of the upper slope, and the lower slope is pushed backwards by c. 550 m and steepened (from \(8.5^{\circ}\) to \(9^{\circ}\) ). In the light of the observations discussed in Sections 1.3 and 1.4 of Ch. 1, namely that there should be uplift of the lower slope and subsidence of the upper slope, this basal stress is considered to be too large. Even if material were being added to the toe of the prism, which would reduce the angle of the lower slope, the upper slope would still be pushed upwards. From the stress needed to hold the upper slope close to its original position, it may be deduced that the basal shear stress under the accretionary prism of the Middle America trench,
\(\tau \approx 15 \mathrm{MPa}\).
The principal stress distributions in the first two models of this section are also significantly different from each other. In the first (Fig. 6.17) where there is no basal shear stress, the clockwise rotation of the continental basement is greater than in the original model


Fig. 6.15: Surface deformation of the original model (Section 6.2.1, Fig. 6.1), after 1 Myr with zero basal shear stress.


Fig. 6.16: As above with a shear stress of 20 MPa on the basal thrust.
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Fig. 6.17: Principal stresses in the model of Fig. 6.15.
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Fig. 6.18: Principal stresses in the model of Fig. 6.16.
(Section 6.2.1), increasing the total compression at the base and the tension near the surface, so that widespread tensional failure is predicted at the top, and the toe of the basement is \(20 \%\) closer to compressional failure \((C \simeq 0.4)\) also. The accreted sediments are not in equilibrium in this model, having deviatoric stresses which are typically 15 MPa and which range up to 25 MPa .

In the second of these models, which has a basal shear of 20 MPa , the rotation of the continental basement is completely counteracted by the effect of pushing accreted sediments down the basal slope, and there is even a tendency to anti-clockwise rotation. This is shown by the principal stresses (Fig. 6.18) which, near the igneous/sedimentary boundary are rotated so that the maximum principal stress (tension positive) is more nearly parallel to the boundary than in the case of zero basal shear (Fig. 6.17), where the minimum principal stress was aligned.

Models may also be run, increasing the basal stress with depth (as suggested by Wang, 1980). However, the same general principles apply as for a uniform basal stress, namely, if the stress is large uplift occurs on the upper slope and the continental basement rotates anticlockwise, and vice versa for a small basal shear. The results of one of these models, where the average basal stress under the toe of the prism is c. 12 MPa , are shown in Figs. 6.19 and 6.20, and are very similar to those for a uniform basal shear of 20 MPa (Figs. 6.16 and 6.18), the chief difference being that the lower slope remains more nearly parallel to the undeformed position, being rotated by only \(0.1^{\circ}\). The form of the basal shear stress as a function of depth is poorly constrained, and the effects of varying that function are not investigated in this thesis.


Fig. 6.19: Surface displacements in the original model (Section 6.2.1, Fig. 6.1), after 1 Myr , with a basal shear increasing linearly with depth, \((A-B x) \mathrm{Mpa}\), where \(A=48.5 \mathrm{MPa}, \mathrm{B}=1 \mathrm{MPa} \mathrm{km}\)
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Fig. 6.20: The principal stress distribution for the same model as above.

Finally, the strains in all the models of this section (6.2.3) are still much smaller than those observed in accreted sediments (as were those in the previous two sections and Section 5.8 of Ch. 5) irrespective of the basal shear stress applied. The largest strains (found in each case at the base of the sediment wedge, aligned with the direction of maximum shear approximately parallel to the basal thrust) are \(5 \%, 6 \%\) and \(7 \%\) in the models with zero basal shear, a shear of 20 MPa and a linearly increasing shear, respectively.

\subsection*{6.2.4 Material property contrasts}

The effects of changing material properties throughout a finite element model of the wedge type have been examined in Section 5.6, Ch. 5, and so it is only necessary to investigate the effects of changing the contrasts in those properties, in this section. In addition, it was shown that changes in Poisson's ratio \(v\) were only significant in that they altered the compressibility,
\[
k=\frac{3(1-2 v)}{E}
\]
(Equation 5.17).

Increasing v by a given percentage reduces k by approximately the same percentage (this relation is exact for changes from \(v=0.25\) ), so that increasing \(v\) by \(100 \%\) (the greatest possible amount if \(v=0.25\) ) only increases k by a factor of 2 , and the largest feasible decrease in \(v\) (by, say, \(50 \%\) to \(v=0.125\) ) decreases k by the same factor. k is inversely proportional to \(E_{1}\) which can take a wider range of values than \(v\), and so variations in Young's moduli are modelled here, rather than in Poisson's ratios.

Figure 6.21 shows the effect on the surface deformation of increasing the Young's modulus (and hence decreasing the compressibility) of the


Fig. 6.21: Surface deformation of the original model (Figs. 6.1 to 6.3) with the Young's modulus of the accreted sediments increased to \(E_{2}=90 \mathrm{GPa}\).
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Fig. 6.22: The principal stresses in the above model.
accreted sediments, \(E_{2}\), by a factor of 9 , so that now \(E_{2}=E_{1}\), the Young's modulus of the crystalline basement. The maximum subsidence is reduced by this change to c. 60 m after 1 Myr (cf. 80 m in the equilibrium model of Fig. 6.2) and the lower slope moves up by c. 20 m . Both these effects occur because of the reduced compressibility of the thicker part of the accreted sediments. This also has the effect of nullifying the boundaryparallel compressional stresses that were previously within the crystalline basement and reducing the tensions at its upper surface (Fig. 6.22; cf. Fig. 6.3).

It should also be noted that, in Fig. 6.22, there are signs of the instability discussed in Section 5.7, Ch. 5, in that near the toe of the model some elements have anomalously low hydrostatic stresses.

All the trends in surface displacements and principal stresses are reversed if the Young's modulus for the accreted sediments, \(E_{2}\), is reduced to 1 GPa (Figs. 6.23 and 6.24 ), except that here the changes are more marked. The upper slope is lifted up by up to 55 m (after 1 Myr), and the lower slope is depressed by c. 200 m , while the greatest stresses in the crystalline basement are concentrated along its boundary. The surface deformation is inconsistent with all observations of accretionary prisms, and bearing in mind that the angle of the lower slope in Fig. 6.23 is changed very little so that the basal stress is still close to the required equilibrium value, it is concluded that the Young's modulus for accreted sediments must be significantly greater than 1 GPa .

The effects of varying the viscosity of the accreted sediments, \(n_{2}\), with respect to that of the igneous crust, is to change the amount of viscous deformation in that part of the model. If \(n_{2}\) is increased to \(10^{23} \mathrm{Ns} \mathrm{m}^{-2}\) (from \(10^{22} \mathrm{Ns} \mathrm{m}^{-2}\) ), the surface displacements of the model are reduced to less than 20 m everywhere, and there are larger deviatoric


Fig. 6.23: The same model as in Fig. 6.21, but with \(E=1 \mathrm{GPa}\).
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Fig. 6.24: Principal stresses in the same model (above).
stresses (by a factor of 2) remaining in the accretionary prism. If \(n_{2}\) is reduced to \(10^{21} \mathrm{Ns} \mathrm{m}^{-2}\), then the displacements of the original model are amplified, giving a subsidence of c. 600 m in the upper slope and uplift of c. 200 m on the lower slope, after 1 Myr.

Figure 6.25 shows the effect of increasing \(n_{2}\) and reducing \(E_{2}\) together. Comparison with Fig. 6.23 shows that the reduction in \(E_{2}\) has had the same type of effect as before, though the reduction in viscous creep has modified the displacements somewhat. In contrast, Fig. 6.26 shows the effect of decreasing both \(E_{2}\) and \(n_{2}\) together. The subsidence of the upper slope is now 1100 m , even larger than obtained by reducing \(n_{2}\) alone ( 600 m ; see last paragraph), supporting the conclusion reached earlier that \(E_{2}>1 \mathrm{GPa}\).

The reduction of \(n_{2}\) to \(10^{21}\). \(\mathrm{Nsm}^{-2}\) reduces the Maxwell time, \(t_{m}\), for the sediments to an extent where instabilities are noticeable in the stress distribution (Section 5.7, Ch. 5), and increasing \(E_{2}\) at the same time decreases \(t_{m}\) still further making a solution of this type unstable and so impossible to model over 1 Myr. However, the results of the last two paragraphs indicate that the effective viscosity of the accretionary prism, \(n_{2}\), must be within the limits
\[
10^{21}<n_{2}<10^{23} \mathrm{Ns} \mathrm{~m}^{-2}
\]
whatever the value of the Young's modulus, \(E_{2}\). This result is consistent with that of Section 5.8 , Ch. 5 .

The final parameter whose variation is to be studied is the density of the accreted sediments, \(\rho_{2}\). Figs. 6.27 and 6.28 show the surface displacements when \(\rho_{2}=2300 \mathrm{~kg} \mathrm{~m}^{-3}\) and \(\rho_{2}=2700 \mathrm{~kg} \mathrm{~m}^{-3}\), respectively (originally \(\rho_{2}=2500 \mathrm{~kg} \mathrm{~m}^{-3}\) ). The upper slope subsides more for a higher density and prevents the toe from being pushed so far down the basal slope, and vice versa for a lower density (the displacements of the upper slope are 57 m and 100 m , and of the toe are 32 m and 14 m respectively for \(\rho_{2}=2300\)


Fig. 6.25: Surface displacements in the model of Figs. 6.1 to 6.3 , with \(E_{2}=1 \mathrm{GPa}\) and \(n_{2}=10^{23} \mathrm{Nsm}^{-2}\).


Fig. 6.26: As above, with \(E_{2}=1 \mathrm{GPa}\) and \(n_{2}=10^{21} \mathrm{Ns} \mathrm{m}^{-2}\).


Fig. 6.27: Surface displacements in the original model (Figs. 6.1 to 6.3) with \(\rho_{2}=2300 \mathrm{~kg} \mathrm{~m}^{-3}\).


Fig. 6.28: As above, with \(\rho_{2}=2700 \mathrm{~kg} \mathrm{~m}^{-3}\).
and \(2700 \mathrm{~kg} \mathrm{~m}^{-3}\) ). The stress systems in the two models are almost identical to the original model (Fig. 6.3), except that the greatest compressions are \(395 \mathrm{MPa}\left(\rho_{2}=2300 \mathrm{~kg} \mathrm{~m}^{-3}\right)\) and \(390 \mathrm{MPa}\left(\rho_{2}=2700 \mathrm{~kg} \mathrm{~m}^{-3}\right)\) as opposed to \(392 \mathrm{MPa}\left(\rho_{2}=2500 \mathrm{~kg} \mathrm{~m}^{-3}\right)\). This stress is within the continental basement and is therefore decreased when the accretionary prism supports it more, which is the case for an increase in \(\rho_{2}\), although this effect is small.

\subsection*{6.3 A Model of the Inner Wall of the Central Aleutians Trench}

\subsection*{6.3.1 The initial model}

Figure 6.29 shows the finite element grid and the material properties in each element for a model based on the cross-sections of the central Aleutian Islands subduction zone shown in Fig. 1.8 (Grow, 1973a). The model has been divided into 4 lithological sections, as shown in Table 6.2, although material types 2 and 4 are given the same properties in this initial model.
\begin{tabular}{|ll|c|c|l|l|}
\hline Lithological type & & E/GPa & \(v\) & \(\rho / \mathrm{kg} \mathrm{m}^{-3}\) & \(\mathrm{n} / \mathrm{Ns} \mathrm{m}^{-2}\) \\
\hline Terrace sediments & 1 & 0.22 & 0.38 & 1900 & \(10^{20}\) \\
\begin{tabular}{l} 
OIder terrace and \\
accreted sediments
\end{tabular} & 2 & 10 & 0.27 & 2500 & 1022 \\
\begin{tabular}{l} 
Igneous oceanic crust
\end{tabular} & 3 & 35 & 0.25 & 2800 & \(10^{23}\) \\
\begin{tabular}{l} 
More recently accreted \\
sediments
\end{tabular} & 4 & 10 & 0.27 & 2500 & \(10^{22}\) \\
\hline
\end{tabular}

Table 6.2: Material properties used in modelling the central Aleutians subduction zone

CAL. 1


Fig. 6.29: The grid used in Section 6.3 .1 for modelling the central Aleutians subduction zone. The material type of each element is indicated at its centroid: 1. terrace sediments; 2. older terrace and accreted sediments; 3. igneous oceanic crust; 4. recently accreted sediments.

The boundary conditions on this model are similar to those on the previous accretionary models, namely; the upper surface is free, the landward end is fixed horizontally, the seaward end has a lithostatic load due to sediments in the trench (of density, \(1700 \mathrm{~kg} \mathrm{~m}^{-3}\) ), and a shear stress is applied to the base. The base of this model is divided into three straight segments to approximate the curvature of the subducted plate, which is assumed to come into contact with the mantle at 15 km depth. The mantle is assumed to have a low viscosity so that the shear transmitted to the overlying crust from the contact between the subducted plate and the mantle is negligible, and thus only the shear applied directly to the overriding crust need be considered, as indicated in Fig. 6.29. The base of the igneous, oceanic or island arc, crust is supported by the underlying mantle, and since it is impossible to model this support by applied forces (see Section 4.2.2, Ch. 4), those nodes along that part of the base are held in a direction perpendicular to the base, as are the nodes on the thrust plane, but have no applied forces.

The equilibrium basal shear stress is again found by trial and error. Figs. 6.30 and 6.31 show the surface displacements after 1 Myr, when there are no basal stresses and a basal shear of 10 MPa , respectively. These models show very similar features to those of Section 6.2 (especially the subsidence of the upper slope immediately seaward of the edge of the igneous crust, when there is no basal shear), the most obvious difference being the increased subsidence in the terrace region, due to the weak terrace sediments.

The closest model to equilibrium is given by a basal shear of 5 MPa , and the resulting surface deformation (Fig. 6.32) shows several interesting features. There is subsidence of the terrace by up to 25 m forming a depression behind a ridge of accreted sediments which forms the terrace


Fig. 6.30: Surface displacements in tine initial central Aleutians model (Fig. 6.29), with no basal shear, after 1 Myr.


Fig. 6.31: As above with a uniform basal shear of 10 MPa .


Fig. 6.32: Surface displacements after 1 Myr for the central Aleutians model with the equilibrium basal shear, 5 MPa .



Fig. 6.33: Principal stress vectors in the equilibrium model, above.
edge. Immediately seaward of the terrace edge there is subsidence of c. 20 m which decreases to 15 m and then remains uniform as far as the break in the lower trench slope. The subsidence of the toe varies from 20 m at the break in slope to 40 m at the base, thereby increasing the slope of the lower part and emphasizing the break in slope (at \(x=85 \mathrm{~km}\), i.e. 15 km from the trench).

The stresses in the model (Fig. 6.33) are all close to hydrostatic, and no failure is predicted anywhere. Deviatoric stresses in the tectonized sediments are less than 1 MPa , except close to the noint of subduction (where the subducted plate comes into contact with the overriding igneous crust) where they reach 5 MPa . They are higher in the igneous crust, in response to the compression exerted by the accretionary wedge, at 7 MPa near the surface and up to 12 MPa near the point of subduction. These low deviatoric stress levels confirm that the model is close to equilibrium.

The strains in this model are small (as were those in Section 6.2, and Section 5.8 of Ch .5 ), the greatest value being \(3 \%\) at the base of the accretionary wedge, representing shear along the basal thrust. This strain does not depend significantly on the shear stress applied, and is \(4 \%\) for the case of zero basal shear, and \(4.5 \%\) when there is a shear of 10 MPa . The strains in the terrace sediments are vertical compactions of between \(1 \%\) and \(2 \%\) in all cases, with horizontal strains of less than \(0.3 \%\) (tensional for zero basal shear, compressional in the equilibrium model), consistent with the observation that sediments in upper slope and terrace basins are not significantly deformed.

\subsection*{6.3.2 Variation in the extent of the overriding igneous crust}

Grow (1973a) showed that two models for the position of the igneous crust were consistent with the geophysical data (as shown in Fig. 1.8), so several models were run to find the effect that this has on the surface deformation of the accretionary prism. The most significant result of this modelling is illustrated by Figs. 6.34 to 6.37 . These show two models with their resulting surface displacements, one (Figs. 6.34 and 6.35) in which the igneous crust has been moved back 20 km from its original position (Fig. 6.29) and the other forward 20 km (Figs. 6.36 and 6.37).

In both cases, there is uplift of the accreted sediments above, and slightly seaward of the point of lithospheric subduction. This is very clear in Fig. 6.35, where the sediments in that position have been lifted up by 18 m , while the terrace edge of the initial model has subsided oy 28 m , giving a relative movement of 46 m (compared with 19 m in the opposite sense found in the original; Fig. 6.32).

The effect is less marked in Fig. 6.37. Here the subsidence of the terrace relative to its leading edge is reduced (to 10 m ) because the latter is not held up as effectively as in the original model, and the accreted sediments above the point of subduction have subsided less ( \(5 \mathrm{~m}, \mathrm{cf} .19 \mathrm{~m}\) in Fig. 6.32): In addition, the slope landward of this point has subsided more than in the original model, emphasizing the uplift (reduced subsidence).

The stress systems for these two models are similar, save for elements which change from one lithology to the other, and for the change in position of the edge effects at the point of subduction. The deviatoric stresses are higher in the igneous basement than in the accreted sediments, and there is a stress concentration on both sides of the boundary between the two.
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Fig. 6.34: A model of the central Aleutians subduction zone in which the igneous crust has been moved back 20 km from its original position (see Fig. 6.29, which also defines material types).


Fig. 6.35: The surface deformation of the above model after 1 Myr, with a basal shear of 5 MPa .


Fig. 6.36: A model of the central Aleutians subduction zone in which the igneous crust has been moved forward 20 km from its original position (see Fig. 6.29).


Fig. 6.37: The surface displacements after 1 Myr of the above model with a basal shear of 5 MPa .

Finally, Fig. 6.38 shows a model where the igneous crust has been thickened beneath the terrace by 2 km , and Fig. 6.39 the resulting surface deformation. The displacements are reduced along the upper slope so that it becomes steeper, and subsidence in the terrace is increased. Both these effects result from the lack of more compressible material above the igneous crust, which would allow greater displacement on the upper slope and which would, by being forced landward, also be pushed up, supporting the terrace sediments from beneath. However, this change in displacement pattern is not great enough to distinguish between this and the original model (Fig. 6.32), showing that the finite element model is more sensitive to the lateral extent of the igneous crust than to its thickness.

\subsection*{6.3.3 Variation in material properties of the toe}

The model of the central Aleutians subduction zone (Fig. 6.29) was shown with 4 different lithological types, only 3 of which were distinguished in Table 6.1. For this section, models were run in which the accreted sediments at the toe of the wedge were given a lower Young's modulus, \(E_{4}=1 \mathrm{GPa}\) and a lower viscosity, \(n_{4}=10^{21} \mathrm{Ns} \mathrm{m}^{-2}\). These reductions are intended to represent the fact that the accreted sediments become more lithified further back from the trench, thereby increasing both these parameters, \(E\) and \(n\). The effects of decreasing \(E_{4}\) and \(n_{4}\) in the toe are very similar, and the surface displacements are only shown for the reduced value of \(E_{4}\) (Fig. 6.40). The only significant effect on the model is to steepen the lower slope as shown, but otherwise the deformation of the whole model is unchanged. Fig. 6.41 shows the result of reducing \(E_{4}\) and \(n_{4}\) together, which magnifies the effect and shows clearly that, if there is an increase in the rigidity of the accreted sediments with


Fig. 6.38: A model of the central Aleutians subduction zone, as Fig. 6.29 but with an additional 2 km thickness of igneous crust.


Fig. 6.39: Surface displacements of the above model after 1 Myr, in response to a basal shear of 5 MPa .


Fig. 6.40: Surface displacements for the original central Aleutians model (Fig. 6.29), with a reduced Young's modulus in the toe, \(E_{4}=1 \mathrm{GPa}\). Run for 1 Myr with a basal stress of 5 MPa .


Fig. 6.41: As above, with the viscosity of the toe reduced also, \(E_{4}=1 \mathrm{GPa}, n_{4}=10^{21} \mathrm{Ns} \mathrm{m}^{-2}\).
distance from the trench, then there will be a corresponding change in the trench inner slope. If this lithification occurs over a comparatively short distance, then a break in the trench slope might appear as a distinct feature, as in Fig. 6.41.

\subsection*{6.4 Discussion}

The most important result of this chapter is the contrast between the two plate margins discussed. In the first, the Middle America trench, the stress patterns varied significantly with the shape of the leading edge of the continent, in particular because of the postulated landwarddipping contact between continental crust and accreted sediments, which forms an overhang and can give rise to normal faulting near the surface and the possibility of high angle-compressional failure at the point of lithospheric subduction. These might both be aspects of the type of tectonic erosion postulated by Hussong et al. (1976) and Curray et al. (1977), as described in Section 1.4, Ch. 1 (see Fig. 1.7). This behaviour was not observed at all in the central Aleutian model.

A further difference between the two, is the equilibrium basal shear stress; 12 MPa for the Middle America model, but only 5 MPa for the central Aleutians model. The convergence rate for the first margin is \(60 \mathrm{~mm}_{\mathrm{yr}}{ }^{-1}\) (Karig et al., 1978) and for the second \(70 \mathrm{~mm}_{\mathrm{mr}}{ }^{-1}\). The latter value is derived from a calculation using the plate motions given by Minster and Jordan (1978), which gives \(84 \mathrm{~mm} \mathrm{yr}^{-1}\) for the rate at an angle of \(60^{\circ}\) or \(50^{\circ}\) to the trench axis, or normal convergence of 73 or 64 mm yr . So the central Aleutians have a normal convergence rate at least as big, if not greater than that of the Middle America trench, and yet show less than half the basal shear stress.

Using the results of Ch. 5, there are two possibilities, one arising
if a shear zone model is considered, the other for a frictional model of the basal shear. In the first case, there may be a difference in the material available to form the shear zone, so that either its viscosity, \(n_{s . z ., ~}^{\text {, }}\) is lower or its thickness, \(d\), is greater in the Aleutian model (see Equation 5.1). In the second the gouge along the basal thrust may be of a different composition, reducing the coefficient of friction, \(\mu\) (Equation 5.3; the thickness of the two sedimentary complexes are similar so that changes in \(\sigma_{n}\) are unlikely to cause the difference in basal shear).

Whatever the mechanism for the difference in basal shear, the latter is larger for the accretionary prism with the higher angles of dip on the surface and base, as predicted by Section 5.5 , Ch. 5 (the surface and basal dips for the Middle America prism are \(8.5^{\circ}\) and \(11^{\circ}\), and for the central Aleutian accretionary prism \(4^{\circ}\) and \(6^{\circ}\), respectively).

A similarity between the two models is the importance of the position of the overriding basement. In the first set of models it was shown to dictate the position of the region of subsidence in the upper slope, which might eventually give rise to an upper slope basin. The draping of the accreted sediments from the continental basement would then represent the upper slope discontinuity, although the normal faulting predicted behind this position might represent this feature instead (see Section 1.4, Ch. 1).

In the second set of models (of the central Aleutian trench inner slope), the position of the point of subduction was marked on the surface by a region of uplift (or reduced subsidence). The model therefore indicates that the point of subduction defines the seaward edge of the terrace or upper slope basin, so that in Grow's (1973a) model (Fig. 1.8), the overriding igneous crust would extend beneath the terrace to its edge, and meet the subducted oceanic crust beneath that point.

In Fig. 6.32 it was noted that the break in the lower slope of the model was accentuated by the surface displacement, and even more so if there is an increase in \(E\) and \(n\) of the accreted sediments as they become more lithified further from the trench (Figs. 6.40 and 6.41 ; the same type of effect is also shown by several of the models of the Middle America trench in Section 6.2, e.g. Fig. 6.2). This feature might represent the trench slope break, nearer to the trench, where the accreted sediments have been built up to the surface slope dictated by the basal shear stress (as described in Ch. 5). This interpretation predicts that, in an accretionary complex where the point of lithospheric subduction is a long distance from the toe (e.g. over 200 km in the Lesser Antilles), there would be two distinct features; a trench slope break comparatively close to the toe (at \(15-20 \mathrm{~km}\) ), and a second region of uplift above the ooint of subduction. This is the suggestion made by Westbrook (1975) for the origin of Barbados, as described in Section 1.4.1, Ch. 1.

Finally, the strains in all the models in this chapter are small. The maximum value in each case is at most \(7 \%\), and corresponds to shearing along the basal thrust, while the strains along the inner slope are \(1-2 \%\). This confirms that most of the deformation observed in accreted sediments occurs while they are being accreted at the toe of the prism, as suggested in Section 5.8, Ch. 5.

\section*{CHAPTER 7}

FAILURE WITHIN THE UPPER PART OF A SUBDUCTION ZONE, AND DECOUPLING ON THE BASAL THRUST PLANE

\subsection*{7.1 Pore Pressure and its Effect on Rock Fracture}

Hubbert and Rubey (1959) showed that the effective stress within sediments containing pore water is
\[
\sigma_{e f f}=\sigma+p
\]
(see Ch. 5, Section 5.4.4, Equation 5.5), where p is the pore pressure and \(\sigma\) is compressive (and therefore negative) at depth. The effective stress, \(\sigma_{\text {eff }}\), must then be used in the failure criteria of Ch. 2, Section 2.3.

The pore pressure may, in general, take any value between the hydrostatic value caused by the head of water, \(h \rho_{w} g\) (Equation 5.6), and the lithostatic pressure \(h \rho g\) (Equation 5.7), where \(\rho_{w}\) is the density of water and \(\rho\) the density of rock. The amount of overpressuring (rebresented by the factor \(f\) in Equation 5.7) depends on the permeability of the rock; if the permeability is low then the pore pressure will approach the mean stress at a given point, but if it is high the pore pressure will be close to \(h \rho_{w} g\).

If this value is assumed to be correct for the accreted sediments in the models of Section 6.2, in particular for the original equinibrium model of Figs. 6.1 to 6.3 , modelling difficulties arise. The assumption of \(p=h \rho_{w} g\) implies that the water is self-supporting, that is, that it permeates the entire sedimentary wedge, and its weight is carried by the first impermeable layer, taken in this case to be the basal thrust plane. Therefore no forces are applied to the surface of the model, as mentioned in Section 4.5, Ch. 4.

However, if sediments are under c. 4 km of water, then at a givent point, \(P\), at a depth of less than \(c .2 \mathrm{~km}\),
\[
p=h_{W} \rho_{W} g>h \rho g
\]
(where \(h_{w}\) is the depth from sea level to \(P\), and \(h\) is the depth from the sea het io P; see Fig. 7.1).


Fig. 7.1: Illustration of parameters used in Section 7.1.

The implication of Equation 7.2 is that when the pore pressure is added to the mean stress \(\left(\sigma_{m} \simeq-h \rho g\right.\), because the weight of the water is supported by an impermeable layer at greater depth than \(p\) ), it becomes tensional, so that the upper 2 km of the sediments can support little or no shear stress (they fail in the tensional region with \(\sigma_{m}>0\); see Section 2.3, Ch. 2). This result cannot apply to the sediments in an accretionary prism, because it implieg that a sedimentary structure with surface topography, containing pore water, cannot exist beneath several kilometres of water. It does, however, apply to sediments which are not lithified, and is the physical reason why unconsolidated marine sediments are flat lying (except where there are effects due to currents) and do not accumulzte on sloping surfaces.

On the other hand, if sediments under water are well lithified, then the effect of the overlying water is rather different, because now zhow thom. Using the smin notation as hown in fig. 7.1, the stress at point \(P\) must support a depth \(\left(h_{w}-h\right)\) of water and a thickness \(h\) of sediments, so that if the stresses are lithostatic,
\(\sigma=-\left(h_{w}-h\right) \rho_{w} g-h \rho g \div-h(\rho-\rho \omega) g-h_{\omega} \rho \omega g\).
Now, the sediments, even if impermeable, may still have significant porosity, so that the pore pressure, which will in general be greater than \(h_{w} \rho_{w} g\), must be added to the stresses to find the effective stresses \(\sigma_{e f f}=\sigma+p\) (Equation 7.1)
with \(p=-f \sigma\)
where \(f\) is the overpressuring factor, following Hubbert and Rubey (1959). Note that compressional stresses are negative, while pressure, and in particular pore pressure, is conventionally a positive quantity.

When sediments are laid down under several kilometres of water they are at first unconsolidated, and the pore pressure due to the head of (see Equations 7.1 and 7.3 , with \(p=h w e w g\) ).
water opposes compaction (Fnuation T. \(\overline{\text { ( })}\). However, as the sediments become lithified and the pores become isolated, reducing permeability, pore water is excluded and the water above begins to exert a force on them which tends to enhance lithification, until finally, at some depth beneath the sea bed, the entire weight of the water is supported and Equations 7.3 and 7.4 apply.

These factors make a calculation of the effective stresses within the accretionary wedge very difficult. Clearly the accreted sediments are sufficiently lithified to support the surface topography (in Ch. 6 it was concluded that they must have a Young's modulus of at least 1 GPa ), but this is not the case for at least the upper 500 m . Lee (1973) presents data for vane shear strengths and water content of the sediments cored on D.S.D.P. Leg 19 (near the Aleutian trench), as do Bouma and Moore (1975)
for Leg 31 (in the Phillipine and Japan Seas), which show that the sediments have a very high water content and are very weak. Leg 19 results show that the shear strength of the sediments is less than 0.4 MPa down to at least 600 m , the limit of the data, and Leg 31 results similarly show that the unconfined shear strength of the sediments is less than 0.1 MPa down to at least 300 m , this last figure being from hole 298 in accreted sediments on the inner trench wall of the Nankai Trough.

It is impossible to say, either at what depth in the accretionary wedge the sediments are sufficiently lithified so that the load of the water should be applied, or what pore pressure should be used to find the effective stresses for failure prediction. In addition it is not clear whether the load of the water should be applied as a set of forces on the body, thereby creating a deviatoric stress system superimposed (non-linearly since the sediments have a visco-elastic rheology) on the tectonic stresses, or as a simple addition of a hydrostatic stress, \(-h_{w} \rho_{w} g\), at all points in the accretionary prism.

This thesis does not provide a solution to the above problems, and the accretionary wedge was modelled in all cases without any loads due to the water, and the failure criteria of Section 2.3, Ch. 2, could not be applied to the tectonized sediments in the model, because the effective stresses could not be calculated.

However, these problems do not apply to the overriding basement rocks, which are assumed to contain no pore water, and the failure criteria of Section 2.3 are applied to this region both in this chapter and in Ch. 6.

\subsection*{7.2 A New Basal Boundary Condition}

All the wedge models analysed so far (Ch. 5, Ch. 6) have had shear stresses applied to their base. This implies that the subducted plate is decoupled from the wedge by the basal thrust plane, with the transmission of stress being either through a weak shear zone, or by frictional contact, and that the basal thrust is in equilibrium with the subducted plate sliding past beneath at a uniform rate.

This type of model is likely to be realistic over a length of time of 1 Myr, but on a shorter time scale it is not such a good approximation. Major earthquakes occur along subduction zones, and Sykes (1971) has shown that these take place in such a way that, although displacement of the subducted plate may vary along the length of the subduction zone at any one time, the gaps between the aftershock regions of major earthquakes are gradually filled in by others, so that the average displacement rate of the whole plate is preserved.

In order to investigate this type of behaviour, the model of the Middle America trench used in Section 6.2, Ch. 6, was modified to obtain more detail at the base of the overriding basement as shown in Fig. 7.2 (cf. Fig. 6.1), but the material properties and boundary conditions, other than those on the base, were the same as those used in Section 6.2 (Table 6.1).

The model was initialized visco-elastically, as described in Section 4.4, Ch. 4, for 1 Myr with a basal shear of 12 MPa , and was then deformed from this equilibrium position by applying a displacement to the nodes along the thrust plane of \(60 \mathrm{~mm} \mathrm{yr}^{-1}\) (the convergence rate at the Middle America trench, according to Karig et al., 1978) down the basal slope. This displacement boundary condition represents a "locking" of the basal thrust plane, which is then released by failure along or near the


Fig. 7.2: The Middle America trench model of Ch. 6 (Fig. 6.1) with extra elements inserted at the base of the continental crust to increase detail. The material type of each element is indicated at its centroid: 1. Crystalline basement
2. Accreted sediments.
thrust.
Figure 7.3 shows the stresses in the model after 500 yr . It can be seen that the greatest stresses are concentrated at the base of the continental crust, the greatest compression being very large (2 GPa), while the stresses in the sedimentary wedge are much smaller. Compressional failure is predicted very strongly at the base with a degree of failure, \(C=-3.1\) (as defined in Section 2.3, Ch. 2), as is normal faulting along the surface of the continental section, corresponding once more to a clockwise rotation (cf. Section 6.2, Ch. 6).

Several other models were now run to find out at what stage failure is first predicted at the base of the model. The time taken to fail depends on the tensile strength, \(T\), of the crystalline basement rocks, as shown in Table 7.1, but is approximately 250 yr for \(T\) between 10 and 50 MPa . Thus, assuming that the basal stresses are completely relaxed by
\begin{tabular}{|c|c|c|l|}
\hline \begin{tabular}{l} 
Length of time for \\
which model was run/yr
\end{tabular} & \begin{tabular}{c} 
Tensile strength of \\
continental basement \\
T/MPa
\end{tabular} & \begin{tabular}{c} 
Degree of \\
failure \\
C
\end{tabular} & \begin{tabular}{c} 
Type of failure \\
(if any)
\end{tabular} \\
\hline 200 & 50 & +0.27 & Open crack \\
250 & 50 & +0.07 & Open crack \\
300 & 50 & -0.16 & Open crack \\
200 & 10 & +0.11 & Closed crack \\
250 & 10 & -0.20 & Closed crack \\
300 & 10 & -0.56 & Closed crack \\
\hline
\end{tabular}

Table 7.1: Variation in degree and type of failure for some models with displacement boundary conditions. The degree of failure, \(C\), is negative if failure is predicted.

MAM。 4 : \(T=500 Y R_{8} \quad V=60 \mathrm{MM} / \mathrm{YR}\)

- 880 RPA

Fig. 7.3: The principal stress distribution in the model of Fig. 7.2, in response to a displacement boundary condition at the base of \(60 \mathrm{~mm} \mathrm{yr}^{-1}\) down slope, after 500 yr .
each event, the model predicts a repeat time for earthquakes in the upper part of the subduction zone (at the point of subduction) of c. 250 yr . A shorter repeat time would result if the stresses built up on the thrust plane are only partially relaxed by the movement during each event.

However, this does not necessarily represent the repeat time for all major earthquakes at the subduction zone, since the majority of these, for most subduction zones, have much deeper hypocentres than the point of subduction, so that the repeat time must depend more on the interaction between subducted crust and overriding mantle.

The displacements of the surface after 250 yr (which are not shown since they are so small) correspond to the rotation of the continental crust, together with subsidence, of up to 4 m , in the upper slope, and a general movement of the lower slope parallel to the basal thrust of c. \(60 \mathrm{~mm} \mathrm{yr}^{-1}\). However these displacements, which would be large if continued for 1 Myr, are almost purely elastic (since the Maxwell time for the sediments \(t_{m} \simeq 6 \times 10^{4} \mathrm{yr} \gg 250 \mathrm{yr}\), the length of time for which the model was run) and must be released, at least in part, when the basal thrust "unlocks", that is when there is an earthquake. These displacements appear to be rather large when compared, for example, with the vertical displacements recorded in the Japan arc associated with earthquakes (Kato, 1979, gives displacement values of less than 0.4 m for the period 1900-1974).

Another prediction of this model is that there should be widespread normal faulting in the upper part of the continental basement (in this part, \(C \simeq-2.7\) after only 50 yr ). This prediction casts some doubt on the method of modelling the basal thrust with displacement boundary conditions, since extensive normal faulting of this type is not shown on the seismic reflection profiles published with the D.S.D.P. Leg 66 results (Moore et al.,

1979; Moore and Watkins, 1979; Shipley et al., 1980).
However, if this locking and unlocking of the basal thrust is a valid mechanism for earthquake generation, its time scale is geologically very short. It is proposed that the shape of the accretionary prism is determined by the type of equilibrium shown in Ch .5 and Ch .6 , and that this type of modelling represents an average of the discontinuous type of basal movement modelled in this section, over times much longer than 500 yr .

\section*{CHAPTER 8}

The finite element method has been used to model the stresses and deformation within the prism of accreted sediments in a subduction zone.

The application of numerical techniques to model regions, in which physical quantities (e.g. material properties and stress distributions) are so poorly constrained by direct observations, poses many problems, the first of which is to choose a rheology and the associated parameters to represent the behaviour of rocks realistically. A visco-elastic rheology was chosen, and was considered to be more realistic than an elastic one (there were found to be significant differences in the results obtained), but an extension to non-linear viscosities was not thought to be justified, because previous work has shown the consequent changes to be small (Bischke, 1974; Cathles, 1975; Melosh and Raefsky, 1980). A plastic, or elasto-plastic, rheology might also be modelled with finite elements (Zienkiewicz, 1971), but yield stresses and the plastic flow law would be difficult to nredict at deoth in the crust.

The next difficulty to be faced was how to model correctly the effect of the weight distribution in the lithosphere. Previous finite element models of the lithosphere have not dealt with this problem satisfactorily, and it is particularly important in accretionary prisms where one of the main causes of deformation is the weight of the wedge. A new method for taking these body forces into account was developed, which involves finding, by iteration, a hypothetical starting model which deforms, either elastically or visco-elastically for a prescribed length of time, to give an initial model with the dimensions required. The visco-elastic deformation, resulting
from the application of external tectonic stresses or fixed displacements to this initial model, then gives displacements which are free of deformation occurring before the application of tectonic stresses, such as that due to compaction, but also gives stresses which include the effects of density contrasts within the model.

To illustrate the effects of this initialization, models were run of an Atlantic-type passive margin, where an average shear stress of 60 MPa was found to be set up in the crust due to lateral density variations across the margin.

An analysis was made of a simple model of the toe of the Middle America accretionary prism to investigate the interaction between shear stress along the thrust plane between the wedge and the subducted oceanic crust, and the visco-elastic subsidence of the wedge in response to its weight. Two types of basal stress were modelled, one corresponding to transmission of stress to the base of the wedge through a weak viscous shear zone, the other to frictional shearing on the thrust plane..It was found that these models could not be distinguished by the model used, but that both gave realistic results.

An equilibrium stress was found in each case which supported the wedge sufficiently to hold its surface still. The average basal shear under these conditions was 12 MPa in both models, the viscosity of the shear zone was estimated to be \(10^{18} \mathrm{Ns} \mathrm{m}^{-2}\), which is consistent with the values obtained from stress-strain curves for sediments, and the coefficient of friction on the thrust was inferred to be c. 0.25 (assuming the fault to contain gouge with a pore pressure of \(60 \%\) of lithostatic), which is typical for residual shear strengths in clays.

It is considered that this equilibrium position represents the steady state for an accretionary prism, and that a larger basal stress leads to
the building of a larger wedge. If the basal shear is smaller than the equilibrium value, then the wedge tends to subside and flatten out up the basal slope (an example of gravity spreading).

The strains in the equilibrium model are all small (less than \(5 \%\) ), which indicates that most of the strain observed in accreted sediments occurs as they are scraped off onto the toe of the prism, and that thereafter the strain rate drops considerably while they migrate up the trench slope.

It was found that the equilibrium basal shear depends on the slope of both the upper surface and the base, in disagreement with Elliott's (1976) work, and analysis of the potential energy of the wedge (considering it now to represent a thrust sheet) led to the conclusion that, if there is to be motion on a thrust plane up the basal slope, then supporting stresses are needed at the end of the thrust sheet lower down the basal slope. These stresses must be at least equal to lithostatic, in which case gravity spreading of the thrust sheet may occur up the basal slope, but if the thrust sheet is to move as a whole in this direction, then larger, tectonic, driving stresses are required, and such motion cannot be driven by gravity alone.

An instability was discovered in these models when attempting to find the behaviour of sediments with low viscosity. It was found that if a wedge model was run for a time which was much longer than the Maxwell time, \(t_{m}\), for the sediments, then the stress distribution and surface displacement became unstable (the model was still stable after times of \(10 t_{m}\), but \(100 t_{m}\) was too large). This instability was interpreted as arising from the presence of the free, sloping upper surface of the wedge, combined with the plane strain analysis using a Maxwell rheology, and could not be avoided by any of several methods used.

The model of the Middle America accretionary wedge was extended to
include part of the overriding continental crust, and the basal shear needed to support the toe of the wedge in equilibrium in this model was found to remain unaltered at 12 MPa . By observing the patterns of surface deformation in models of this type where the material properties of the wedge were varied, keeping the better-determined properties of the continental basement constant, it was concluded that the effective viscosity of the sediments is \(c .10^{22} \mathrm{Nsm}^{-2}\), and that their Young's modulus is c. 10 GPa .

A comparison was made of this model with one of the accretionary complex in front of the central Aleutian Island arc, where the equilibrium basal stress was found to be only 5 MPa , due to the shallower angle of the basal slope arising from the greater width of the complex. It was deduced in both cases that one of the most significant factors in determining the deformation of the accretionary prism is the shape and extent of the overriding basement, and that this was the cause of marked differences between the two models.

In the Middle America model the basement is undercut and supported in part by the accreted sediments forced underneath it, the degree of support depending on the density and rigidity of the sediments, and on the basal stress. In the Aleutian model, on the other hand, the igneous arc crust underlies the sediments, and it was shown that the latter are pushed upwards immediately above the point of subduction, where subducted crust comes into contact with the leading edge of the overriding basement. It was deduced that this uplift represents the edge of the terrace basins in the central Aleutians, and that the arc crust extends beneath the entire terrace, the point of subduction being immediately below the terrace edge. This feature is thought to be distinct from the trench slope break, which represents the height to which sediments are lifted in response to the basal
shear on the wedge.
Behind this region of uplift, there is subsidence of the terrace sediments, which was also found in the upper slope of the Middle America model, just seaward of the continental crust. This is in agreement with observational evidence that the upper slopes or terraces of many subduction zones are subsiding.

A further difference between the two models was that faulting at the base of the continental basement, of a type thought to lead to tectonic erosion, was only possible in the case where it was undercut. The shape of the underlying crust in the Aleutian model could not give rise to the stresses necessary for this type of compressional faulting.

An attempt was made to investigate the faulting in the accretionary prism and leading edge of the continent by using displacement boundary conditions at the base, instead of shear stresses, with the aim of finding out how much decoupling there is along the basal thrust, and what length of time is needed to cause faulting. However, the water pressure in sediments, at several kilometres depth in the sea, has a complicated effect on the stresses in the sediments, which proved too difficult to model accurately, as far as calculating the degree of failure in them was concerned.

Therefore only the fracture of the continental basement could be investigated, and 250 yr was found to be the time necessary to build stresses up to the point where failure occurs at the base. However, this model also made predictions of the displacements of the surface of the continental crust, and of the degree of failure there, which seem to be unrealistic, and it is thought that the only way to make a realistic model of this type is to include both mantle material in the overriding plate, and at least part of the crust below the basal thrust.

However, despite these difficulties, the visco-elastic finite element
method has produced some interesting results from the models analysed, and there is scope for further work of this kind.

If the problem of pore pressure and effective stresses could be resolved, then modelling might reveal how much of the basal thrust is ever locked together, and over what length motion might occur in earthquakes. The intervals between major earthquakes and their magnitudes might then be modelled as an aid to prediction of seismic risk near subduction zones. The surface displacements predicted might indicate whether tsunamis were likely.

The inclusion of faults in the model would increase its realism, and remove the simplifying assumption of material property isotropy made in the models in this thesis (some work has already been done on the modelling of faults using finite element analysis; see, e.g., Bischke, 1974). It might then be possible, again if effective stresses could be calculated, to predict how the imbricate thrust faults in the sediments at the toe of the wedge propagate, and perhaps to model the shearing of slices of sediment from the subducted plate at depth to discover how underplating occurs.

There are therefore many more results, essential to the understanding of tectonic processes at subduction zones, that might be obtained from the application of finite-element methods to more sophisticated models of such regions.

\section*{APPENDIX 1}

ANALYTICAL MODELLING OF A PLASTIC THRUST SHEET

This appendix contains a summary of the equations derived by Chapple (1978) which were referred to in Chapter 5, Section 5.5.2.

A1. 1 The Model and Boundary Conditions
Chapple (1978) made an analytical investigation of a model of a thrust sheet, assuming that it consisted of a perfectly plastic material yielding in compressive flow, underlain by a weaker shear zone of the same rheological type.

The plane polar co-ordinate system used \((r, \theta)\) is defined by Fig. Al.l, but otherwise notation is as used in Ch. 5.


Fig. A1.1: Definition of polar co-ordinates used in modelling a thrust sheet analytically.
(Chapple, 1978)

The boundary conditions used are:
a) the top surface is stress free
\[
\sigma_{\theta}=\tau_{r \theta}=0 \text { at } \theta=-a
\]
b) the basal shear is constant, and equal to the yield stress of the weaker shear zone underlying the wedge
\[
\begin{equation*}
\tau_{r \theta}=\tau_{0}=\text { constant at } \theta=\beta \tag{Al. 2}
\end{equation*}
\]

Chapple found that the restraint of maintaining the surface slope fixed, while specifying that the material beneath it was yielding, over-constrained the model. To avoid this, he modelled the wedge in two parts, divided by a horizontal surface which he prescribed to be free of shear stress,
\[
{ }^{\tau} r \theta=0 \quad \text { at } \theta=0
\]

The lower part was then analysed as supporting plastic flow, and the angle of the surface ( \(\alpha\) ) was found by assuming that the upper part gave rise to the stress distribution derived normal to the dividing boundary, \(\theta=0\).

The condition that the wedge is yielding olastically, implies that
\[
\left|\tau_{m}\right|=K
\]
everywhere, where \(K\) is the vield stress of the wedge material and \(\tau_{m}\) is the maximum shear stress (see Ch, 2, Section 2.3).

By using similar equations to those in Ch. 2, Section 2.3, Equation Al. 4 may be rewritten as
\[
\begin{equation*}
\left(\sigma_{r}-\sigma_{\theta}\right)^{2}+4 \tau_{r \theta}^{2}=4 K^{2} \tag{A1. 5}
\end{equation*}
\]
which gives
\[
\begin{array}{ll}
{ }^{\top} r_{0}=K \sin 2 \psi & \text { Al.6a } \\
\left(o_{r}-\sigma_{0}\right)=-2 K \cos 2 \psi & \text { Al.6b }
\end{array}
\]
for the point \(P\) at \((r, \theta)\), where \(\psi=\psi(\theta)\) is the angle between \(\varepsilon_{z}\) (the minimum principal stress) and \(r\) at \(P\).

\section*{A1. 2 Summary of the Analysis and Results}

Through application of the boundary conditions (Section Al.l, above) to the equilibrium equations for the wedge,
\[
\begin{align*}
& r \frac{\partial \sigma_{r}}{\partial r}+\frac{\partial \tau}{\partial \theta}+\left(\sigma_{r}-\sigma_{\theta}\right)+\sigma g r \sin \theta=0 \\
& r \frac{\partial \tau}{\partial r} r \theta \\
& \frac{\partial \sigma_{\theta}}{\partial \theta}+2 \tau_{r \theta}+\rho g r \cos \theta=0
\end{align*}
\]

Chapple obtains relations between \(\psi\) and \(\theta\) dependent on a model parameter, \(C\) for \(C>1\);
\[
\theta=\psi-\frac{C}{\sqrt{C^{2}-1}} \tan ^{-1}\left[\sqrt{\frac{C-1}{C+1}} \tan \psi\right]
\]
```

for -1 < C < 1;

```
\[
\begin{align*}
& \theta=\psi-\frac{C}{\sqrt{1-C^{2}}} \tanh ^{-1}\left[\sqrt{\frac{1-C}{1+C}} \tan _{\psi}\right] \\
& C=\frac{h_{0} g g \tan \alpha}{2 K \tan \beta} \tag{A1. 9}
\end{align*}
\]
where \(h_{0}\) is the depth to the base of the wedge from the boundary at \(\theta=0\) (Fig. Al.1).

The basal shear is taken to be
\[
\begin{equation*}
\tau_{0}=x K \tag{A1. 10}
\end{equation*}
\]
where \(x\) is the ratio of the yield stress of the basal shear zone to that of the wedge, and using Equations A1. 10 and A1.6a applied to the base of the wedge (where \(\left.\psi(\theta)=\psi(\beta)=\psi_{0}\right)\)
\[
\begin{equation*}
\psi_{0}=\frac{1}{2} \sin ^{-1} x \tag{A1. 11}
\end{equation*}
\]

Using Equations Al. 8 to Al. 11 , assuming a set of model parameters.
the basal shear stress \(\tau_{0}\) may be found for different values of \(\alpha\) and \(\beta\).
In order to achieve agreement with the finite element results (Ch. 5, Section 5.5), the best value of the yield stress \(K\) was found to be 12 MPa , which is consistent with the discussion in Ch. 2, Section 2.3.4. The depth to the base of the wedge \(\left(h_{0}\right)\) was taken to be 5 km , and its density was taken to be the reduced value, \(\rho=1500 \mathrm{~kg} \mathrm{~m}^{-3}\) (being the total density, \(2500 \mathrm{~kg} \mathrm{~m}^{-3}\), less the density of water, following the rheological assumptions made by Chapple).

An apparent inconsistency arose in using these values, because the yield stress calculated for Chapple's shear zone is close to that for the whole wedge, i.e. \(x \simeq 1\), so that the shear zone is no longer a well-defined region, distinct from the rest of the wedge. However the analysis is nonetheless valid and the results are presented (to the nearest 1 MPa ) in Ch. 5, Section 5.5.2, Table 5.4.

It should be emphasized that the agreement between Chapple's results and those using the finite element method can only be regarded as qualitative, because of the difference in rheology between the two models (the finite element analysis was visco-elastic; see Ch. 3).

\section*{APPENDIX 2}

\section*{COMPUTER PROGRAMS}

\section*{A2.1 Introduction}

The finite element program develoned for this research uses the methods described in Chapter 3. It was written (in IBM FORTRAN IV) in modular form, with a main calling program (filename FEVER) and a subroutine library (PRIMA). The advantage of this system is that the sequence of subroutines called may be changed easily, by using comment characters ( \(C\) in column 1 of the relevant line in FEVER), and only the main program need be recompiled.

The external subroutines required are \(\operatorname{MAD} 9 \mathrm{BD}\) (in the Harwell subroutine library; Hopper, 1973), an inversion routine for banded matrices, and the graphical subroutines in the GHOST library. In addition, contour plots require the CALCOMP General Purpose Contouring Package (GPCP). These are commonly available at computing centres.

It has been assumed that S.I. units will be used for all input, but any consistent set of units may be used (bearing in mind the default values of certain variables, e.g. the gravitational field strength, and that the nodal coordinates ( \(X, Y\) ) are multiplied by \(10^{3}\) on input to convert from km to m ).

A2.2 Input
The program reads data from 4 device numbers:
1. Initial stresses, \(\sigma_{0}\) (see Ch. 3), generated by a previous program run (unformatted).
3. Unformatted input of all variables necessary to perform further
time increments on a model. This file must be generated by a previous run of FEVER or by the initialization program, SETUP (see Section A2.6).
4. All input data describing the model and its boundary conditions.
5. Interactive input for controlling each job, e.g. the title and the number and length of time increments.

The input on Devices 4 and 5 is shown below, in detail. All integers are read in under Format (I4), all real numbers under (E10.3).

Device 4
NNOD, NEL, MOHO, G: number of nodes, number of elements, flag for Moho, gravitational field strength. MOHO determines whether the Moho will be drawn on plots of rectangular models, and must be the number of the node on the Moho at the left-hand side of the model. Its default value is 0 , in which case the Moho is not drawn. G defines the direction of the \(y\)-axis (if \(G\) is positive, \(y\) is measured downwards), and defaults to +9.81 .

IMESH, NNODB, NELB, WIDB, NSID, NNODA, NELA: Information for the regular rectangular mesh generating subroutine, MESH. If IMESH is positive then MESH is called. NNODB, NELB are the numbers of nodes and elements whose properties are to be read in, WIDB is the width of the block to be repeated, NSID is the number of nodes down each end of the model (if different from the main part of it), and NNODA, NELA are the repeat numbers for nodes and elements, respectively (see comment cards in the listing of subroutine MESH). If IMESH is set to zero, the mesh generating subroutine is not called, and the rest of the card may be left blank.

JNOD, X(JNOD), Y(JNOD): The number of each node, together with its \(x\) and \(y\) coordinates in \(k m\).

NMAT: The number of different material types in the model.

EM(IMAT), PM(IMAT), RHOM(IMAT), ETAM(IMAT), TS(IMAT), IPORE(IMAT): The Young's modulus, Poisson's ratio, density, viscosity, tensile strength and pore pressure marker for each material type. If ETAM is zero, the material is elastic. The default value for \(T S\) is \(5 \times 10^{7}\) (corresponding to \(T=50 \mathrm{MPa}\) ). If IPORE \(=1\), then pore pressure, due to the head of water above the centroid of the element, is added, using Subroutine PORE, to all the stresses (reducing compressional stresses) before application of failure criteria.

JEL, (NODEL (KEL, JEL), KEL = 1,3), ITYP(JEL): The number of each element, the numbers of the three nodes at its corners, and the material type.

NLOAD: The number of nodes at which external forces are applied.
LOAD(ILD), FLOAD(2*ILD - 1), FLOAD(2*ILD): The number of each node at which a force is applied, and the \(x\) and \(y\) components of that force.

NFIX: The number of nodes at which displacements are to be fixed.
NOFIX(IFIX), (IFLAG(JFIX, IFIX), DFIX(JFIX, IFIX), JFIX = 1,2), ANGLE(IFIX): The number of each node whose displacement is to be fixed, the marker and value of the fixed displacement for each component, and the angle of the coordinates in which the displacements are given. If, for a particular component, IFLAG is
\(\emptyset\) that component is not fixed;
1 it is a fixed displacement in global coordinates ( \(x, y\) );
2 it has a fixed velocity of DFIX per time increment, in global coordinates;

3 it is a fixed displacement in coordinates which make an angle to \((x, y)\) given by ANGLE;

4 it has a fixed velocity, DFIX per time increment, in rotated coordinates.

If Subroutine ISOS has been called, it reads in information on the isostatic compensation to be applied at this stage, and if Subroutine HYDRA has been called, it also reads in the relevant data here (for details of these options, see subroutine listings).

NOUT(IOUT): A list of the numbers of the nodes forming the outline of the body to be drawn on the graphical output. The list must be closed by making the last number equal to the first, and must be taken anticlockwise if \(y\) is measured downwards. If \(\operatorname{NOUT}(1)=\emptyset\), then the body is assumed to be rectangular.

\section*{Device 5}

TITLE: The title of the job in Format (4AB).
NTIME, DTIME: The number of time increments and the length of each. If NTIME \(=\emptyset\) an elastic solution is given. These variables may be given in the main program before the call to Subroutine VISEL, in which case they are not read in.

ITCON: If a time increment does not converge, the program prompts (on Device 6) for the entry of the number of extra iterations.

A2. 3 Output
The program produces output on 7 device numbers:
Ø. A file for input to the contouring package, GPCP.
2. Unformatted output of stresses for input to the next run on Device 1.
3. Unformatted continuation data written out by Subroutine MORE.
6. Interactive output, prompting for input to Device 5, and giving information on the progress of the job, including error messages.
7. Written output echoing input and presenting results.
8. Information on the convergence of each time increment.
9. Plotfile containing graphical output generated.

The output on Device 7 includes verification of the input to the program and of which subroutines were called, but the main part of it consists of tables of the results calculated. The first of these is a table of the nodal displacements, and the second of the resultant stresses and failure states for each element. The two principal stresses in the plane of the model are given together with the angle that the first makes with the \(x\)-axis. Following that is the stress in the \(z\)-direction (perpendicular to the plane) \(\sigma_{z}\), and a marker, \(M Z\), which is \(-1, \emptyset\) or +1 according to whether \(\sigma_{z}\) is the minimum, intermediate or maximum principal stress. The final three columns show the failure state of the element (calculated by Subroutine FAIL according to Section 2.3, Ch. 2); CFAIL, the degree of failure, IFAIL, the type of failure, and \(\theta\), the angle of failure (stored in array FANGL).

Finally if Subroutine STRAIN has been called it writes out the principal strains in the plane of the model with their angle of orientation, for each element.

\section*{A2.4 Subroutine Calling Sequence}

The sequence of subroutine calls from the main program is shown below. Those subroutines which are optional are indented.

Solution Phase
READ \(\quad\) reads in data from Device 4.
READ2 as an alternative to READ, reads in data from a previous
run, on Device 3.


Plotting Phase
PSCALE
calculates plot scaling factors, reads in the outline array from Device 4 and initializes the plotfile.
\begin{tabular}{|c|c|c|}
\hline & SCON & writes out (on Device \(\emptyset\) ) input data for GPCP to plot contours of maximum shear stress. \\
\hline & PLON & writes out data for contours of minimum principal stress. \\
\hline & OUTLIN & draws an outline of the body prior to the plotting of vectors. \\
\hline & VECPLT & plots principal stress vectors or principal strains if STRAIN has been called previously. \\
\hline & SURF & plots the displaced surface of the body. \\
\hline & DISTRT & plots the deformed outline of the whole body. \\
\hline & GRDPLT & plots the finite element grid, with element numbers. \\
\hline & PROPS & plots the grid with material property numbers. \\
\hline GREND & & a GHOST subroutine to close the plotfile. \\
\hline
\end{tabular}

\section*{A2.5 Common Block Organisation}

Variables are passed to all the major subroutines in common blocks, as part of the modular arrangement of the program.

There are 11 common blocks, listed below with the most important arrays within them.

Common Block
Principal Contents
NOD

EL

MAT
FIX
sø
nodal coordinates ( \(X, Y\) ); the displacement vector (DISP); the force vector (FORCE). the material type of each element (ITYP); a list of the nodes on each element (NODEL). material properties. fixed displacement data. initial stresses (STR \(\emptyset\) ). This block is also used to transfer failure information from Subroutine FAIL to OUTPUT.

K
the global stiffness matrix (GLOBK); libraries containing the element areas (DELIB), B matrices (BLIB) and D matrices (DLIB). the principal stresses and their orientation (PRINC). the creep vector (CREEP); information on time increments.

WK
used to provide work space, but also to transfer applied force data from READ to ECHO2, and to store scale factors during the plotting phase of the program. initial displacements (DISPØ) and nodal coordinates \((X \emptyset, Y \varnothing)\) for continuation runs. miscellaneous arrays, including the title (TITLE) and date (IDATE) of the job.

\section*{A2.6 The Initialization Program}

The initialization program based on the theory developed in Chapter 4 is in file SETUP. This program solves for an initial model, using the Subroutines in PRIMA, and writes all the information necessary for continuation onto Device 3 by calling Subroutine MORE (the continuation run should then call ZERO, to subtract the initializing displacements, before OUTPUT, but after STRESS).

The input for this program is exactly as for the main finite element program (read in by READ), except that the number of solution iterations, NSOL, is read in from Device 5 (NSOL \(=5\) is found to be the maximum necessary for the models in this thesis). The output is also the same, with the addition of information on convergence to the initialized model.

\section*{A2.7 Program Listings}

The subroutines in the library file PRIMA are listed in the order given by the main program FEVER, and are followed by a listing of the initialization program, SETUP.

CALL TIME (0,1)

\begin{tabular}{|c|c|}
\hline CALL & PSCALE \\
\hline こALL & SCEN \\
\hline CALL & PCON \\
\hline CALL & CLTLIN \\
\hline ALL & \(V \equiv こ 口 ⿺ 𠃊 ⿴ 囗 十\) \\
\hline L & FRAME \\
\hline CALL & STRAIV \\
\hline ALL & BUTLI \\
\hline \(A L L\) & VECCL \\
\hline ALL & ＝0．4．4 \(=\) \\
\hline CALL & ミURF \\
\hline ALL & FRAME \\
\hline 4 & F RAME \\
\hline ALL & JISTRT \\
\hline \(A L L\) & CRAME \\
\hline ALL & GRDPLT \\
\hline LL & PRJPS \\
\hline all & GRENO \\
\hline
\end{tabular}
STGP
END

CALL IIME（5，OgI JATE）
READ TITLE AND WRITE ：T WITH DATE

```

$\square$
WRITE（6，197）
199 FORMAT(1HO:OPLEASEGIVETITLE (4AQ) 'ノ
REAO (5,198) TITLE
178 FGRMAT $4 A B$ )
WRITE (7,187) IJATE TITLE

```


    READ NEDE CEOPDTNATES \(\quad \therefore *: \% \%\)
    RELC(4,1ST)NNOJ,NEL, MCHE, G


197 नुRMA: (3I4, 019。3,3:4)
    NNOT2 = NNOD: 2
    IF (IMESH.EQ。D) NNODE=NNこS
    วコ 110 INOD=1, NNEJ3
    R三AD (4, 196) JNOO, X (JNOD), Y (JNON)
195 FORM』T(I4, 2F10.3)
    \(X(J N D D)=X(J N O D) * 1\) 。0E3
    \(Y(J N C D)=Y(J N J D) * 1 \circ O E 3\)
110 CJNTINUE

    2EAD (40197)NMAT
    Dj \(120^{\circ}\) IMAT = 1 , NMAT
    READ(4,195) EM(IMAT), PM(IMA*), RHCM(IMAT),FTAM(IMAT),
    1 TS(IMAT),IPERE(IMAT)
-175 F כRMaT(010.3,2F10.3,2010.3, i4)

120
    IE (TTS (IMMAT).LE.O.0) TS (IUAT) \(=0.52 E\)
    IF (IMESH.EQ.O) NELB=NEL
    DN 121 IEL=1, NEL
    READ(4, 1ヨ4)JEL, (NODEL(KEL,JEL), KEL=1, 3), ITYP(JEL)
194 FJRMAT(SI4)
121 CONTINUE
    IE (IMESH.GT.O) CALL MESH(IMESH,NNOTZ,NELZ,WIDE, NSIO,NNCDA,NELA)
\(\because: \therefore\) REA \(A P P L I E D\) FDRCES FIRST ZEROING \(=\) = RCE'
20130 IFO \(=1\) ，NNOO2 \(130 \quad F\) IRCE \((I F O)=0.0\)
    READ ( 4 174)NLDAD
    IF (NLDAD。EQOO) GO TO 132
    ワこ 131 ILD=1, NLつAN

193
\(131 \mathrm{C}=\mathrm{NT}\) TVUE
K: R: READ EIXED DISPLACEMENTS \(\quad *: \% \%: \%\)
132 READ (6.194)NFIX
    IE (NFIX。EQ。O) GO TO 142
    09141 IFIX=1,NE:

    1 JEIX=1,2) QANGLE(I=IX)

ANGLE(IFIX)=ANGLE(IFIX)*PI/180.0
1\&1 CDNTFNUE
\(\therefore \%:\) SET FLATS ANJ CTUVTERS * * *
    INST \(=0\)
    ISTR \(=0\)
    NTIME \(=0\)
    KTIME \(=0\)
    TJTIME \(=0.0\)
    ISET = 0
    INITIALIZE ARRAYS XO ANO YO
    20 143 I \(\times 0=1\), NNOO
    \(x \partial(50)=x(I X 0)\)
143 65NivUE
142 CONTINUE
    ARITE 6,190\()\)
    FПQMAT (OREADING TE DATA COYPLETEO')
    CALL PIME(I, I)
    RETURN
    ENJ

```

    SUBROUTINE READ2
    ==============
    TJ CDNTINUE WITH A PREVIワUS MCDFL ******
    ```

```

    CALL TIME(5,0,IOATE)
    *** READ IITLE AND WRITE IT WITH OATE
*;;*:*:%
199 FORMATSIHO,'PLEASE GIVE TITLE (4\DeltaO)'/

```

```

    197 W2TYE(7, 1897) IDATE,TITLE
    ```


```

    READ (3) G,NNJD,NNOJ2,TJTIYE,KTIME,ISET
    READ (3) X,YODISP
    WPITE INFORMATISN JN INITIAL 保Iこ
    ###*****
    IE (KTIME.LEOU) G2T= 133
    TTYME=TJYIME/3O1527
    ```

```

    TOTIME=TOTIME*2。1S自7
    REAS IN PYEVIOUS SREED, I= ANY 洪%:%%
    READ(3)CREEP
    133 WPITE (7, 7,195)

```

```

13\& CDNTINUE

```

```

    READ (3) EM,PM,EHJM,ETAM,TS,IDJRE,NMLT
    READ (2) ITYP,NODEL,NEL
    REAO FOPCES
    *:*******
READ (3) FERCE
IF MJDEL HAS EEEN INITIALIZEO UEING SETUP,
IF(ISET\&LT.1) GCTJ135
REAN (3) DISPO
N2ITE(7,191) ISET
191 FJRMAT (1H0, 3OX,G:%* USING SETUP, FOR',I4,' ITERATIONS')
REAS ANY SUPEPEMPDSED FDRCES =RMM DEVICE*4

```

```

135 READ(4,194)NLDAC
IF(NLTADOEGOD)GDTD 132
OJ 131 ILO=1,NLDAO
REA9(4,193) LכAJ(ILD) FLOAE(2:ILJ-*),FLJA?(2:ILO)
193 FORMATKÍq2O10%3)
JLO=2*LOAD(ILD)-1
JLD=JLD+1
131 CONTINUE
*:*: READ FIXED DISPLACEMENTS

```
```

132 READ(4,194)NFIX
194 FGRMAT(I4)
IE(NFIX.EQ.0) 5O TJ 142
TO 1'1 (4FINX=1,NFI

```

```

192FORMAT(I4,2(I4,F1003),FIO.3)
ANGLE(IFIX)=ANGLE(IFIX)*DI/130.0
141 CONTINUE

```
```

A'UN:S SET FLAGS ANO GJUNTERS
MOH5=0
IMESN=0
INST=0
NTYME=0
\#~%* INITIALIZE ARPAYS XO ANO Y O
OT 14% = X = =1, NN:=
YO(\$XD)=Y(IXXO)
143 CENTINUE
142 WRITE(6,100)
FGQMATSOOREAZINSTF OATA C(MPLETEOO)
CALLTYNE(IGi!)
R:TURN
ENU

```

```

SLJCK DATA
= = = = = = = =
TG INITIALIZE SUE=IX $\triangle R Q \dot{Y}$ G ANO DI

```

IMPLICIT FEAL*B (A-4タE-N)

ENS

```

SUラRJUTINF =CHOI
================
ECHJ MESH INPUT T? DEVICE 7
IMPLICIT REAL*E (A-H,O-W)
CTMMSN/NJO/ X(300)OY(300)\&COM1(1201)\&NNこつ,NN7つ2
CJMMJN /EL/, ITYP(500),NOZEL(?,520),NEL
CDMMON/MIS/ PI\&TITLE(4)gZO\#(4),こうムTE(3)gMJH=

```
```

WRITE(7,139)

```
```

WRITE(7,139)

```


```

WRITE(7,193)NNCD,NEL

```
```

WRITE(7,193)NNCD,NEL

```


```

    WRITE(7,185)
    ```
    WRITE(7,185)
185 FORMATC11HO,10X,IVJDAL CEORCINATES'/
185 FORMATC11HO,10X,IVJDAL CEORCINATES'/
    \frac{1}{2}
    \frac{1}{2}
    OS 150 IEEN=1,NNO2
    OS 150 IEEN=1,NNO2
150 WRITE(7,184) IECN,X(IECN),Y(EECN)
150 WRITE(7,184) IECN,X(IECN),Y(EECN)
184 FORMAT(31X,I4,2(12X,010.3))
184 FORMAT(31X,I4,2(12X,010.3))
    WRITE(7,193)
    WRITE(7,193)
183 FORMAT(IHD/1HO,10X,'ELEMENT PRJOERTIES'
183 FORMAT(IHD/1HO,10X,'ELEMENT PRJOERTIES'
    l lol
    l lol
    OO 1S1 IECEL=1,NEL
    OO 1S1 IECEL=1,NEL
161 WRITE(7,132) IECEL,(NODEL(JEEEL,IECEL),JECEL=1, 2),ITYP(IECEL)
161 WRITE(7,132) IECEL,(NODEL(JEEEL,IECEL),JECEL=1, 2),ITYP(IECEL)
1Q2 Fこ2MAT(14X,I4,4(12X,I4))
1Q2 Fこ2MAT(14X,I4,4(12X,I4))
    WマITE(6,175)
```

    WマITE(6,175)
    ```
```

97% FП2MAT(ODECHO1 SOMPLETED')
C.OIL TIME(1,1)
RETURN
ENJ

```

ニニニニニニニーニニーニニニニ
ECHJ ZコUNOARY こONJITIINS TE こEVさこ二?

```

***** WRITE JUT MATERIA! PRODERTIES

```

```

    l
    O? 1-5 JMAT=1, NMAT
    ```


165 CJNTINUE

    IF (NLOAD。GT。D) Gこ TJ 167
    NRITE (7,175)
175 FORMAT(1HO/1HO.10X.ONT EXTERNAL =EREESO)
    GOT0 168
267 WRITE (70174) NLOA)



16Э CJNTEVUE
166 CJN CNUE
    WRITE JUT FIXEO OISPLGCEMEN「Sو コF AVY
        IF (NFIX。GT.O) Gこ TJ 162
        WRITE (7,181)
181 FORMAT(IHO/1HO, 1OX, 'NO = IXES SISPLACEMEMTS')
    GD TJ 164
152 WRITE (7,130) \(N=I X\)
180 FJRMAT(1H0,1HO, 10X, =IXEJ JISELAE:MEN-S',

    DJ 163 IECFIX=1, NF: N
    \(A N G=A N G L E(I E C=I X) \div 130.0 / P:\)
    WRITE (7,179) NDFYX(EECFIX), (ELGF(JECFEX,IESETX),

163 CJNTINUE
16ム UJNTINUE
    WRITE(7,186) G
```

196 FコRMAT(1HO/1H0,10X,'G2AVITY: ',F5.2,' V 2ミ2 KJ.')
WPITE(SPIT2)
RETURN
END

```

بی
```

        SUEROUTINE KFコRM
    ================
    TJ SET UP THE GLJEAL STIE=NESS UムF*XKSL`S :***%**
    IMPLICIT REAL:%& (A-H, (-W)
    CJMMJN/NOE/ X(20)),Y(300),C-N1(1200),G,NNJO,NNOO2
    ```


```

    1
    ```

\(\therefore\) 必米
\(\therefore\) 为
Tこ CALCULATE THE BANJWSOTH, KSH, ANר THE SECこMう こTMZNSISN
\% \#5: \% : \%

: \% ; \% \% ; ;

200
    \(k 2 W=2 *(M \omega x+1)\)
    KSIZ \(=2 * K E^{2}+1\)
    NRITE (7,298) KEW
    FCRMAT(IHOQ:OXG:EANJWIOTH = 1,: 4)
    Yロ EJNSTRUC: THESTIEENESS MATシニX,K。
    \(\% \% \div \%:\)




***; FORM THE ELEMENT AREA,DELTA,AND STRAIN MATRIX,B
```

    0.7 200 . 1R=1.3
    R(1.(?*J3-1)) = E(3,(2*JB))
    2(1\circ(2*JE))=0.0
    3(2。(2:*J月-1))=0.0
    2003(2,(2*JE))=3(3:(2*JE-1))
STGRE ЗQD AND JELTA IN THE ARこAYJ ELIEg!LIE ANE G=ETE
***%**
DELTj(IKEL)=0ミLTA
2g 201 JJSTMR=103

```


```

                                    #%:%%%
    O2 202 IESTR 2=1,3
    ```


```

*;%:%%:%
09 203 IE T = = % ,
203 ET(IET,自T)=馀(JET:IET)

```


```

***: (=JR JNIT ELEME:JT T-ICKNESS)
O0204 JELK=180
204

```


```

                            *%%:%%
                                    **:**:
    SO 205 JK=ORM=1,3
    IGLO5=2*(NODEL(IKEJRM,IKEL))+KK=ここM-2
    1
        =2%CNODELCJ
        MKFCRM=2*IKFCRM4KKFORM-2
    NKFORM=2*JKFORM+LKFORM-2
    GLJSK(IGLDE,JGLOE)=FL:ZK(こGLSE,JこLここ)+ELK(4K=ORM,NKFこ2:M)
    205 CONTINUE
Z10 CENTINUE

```


```

CALL TIME (i,i)

```
CALL TIME (i,i)
RETJRN
```

RETJRN

```

```

    SUEROUTINE MATPROCA,E,C,L, Y,N)
    ```

```

TOETV: TOMATREX PRフDUCT $C(L, N)=A(L, M) * 2(M, N)$
IMPLICIT REAL $: O$ (A-H, $3-W)$
DIMENSIEN A(L,M), З(M,N), こ(L,N)
$002 J P R O O=1, N$
$C E I P R O D=1, L$
$C(I D O Q D O R O S=0.0$

```

```

2 CJNTINUE

```


2ETHRN
FNO
```

    SUEマJUT:NE INSTRS
    =================
    TJ ACCOUNT EOR AN IVITIAL STR=5S \thereforeISTRIOUTIZN
    **:%**
IMDLICIT DEAL*E (A-H,J-N)

```

```

    OE.23? TNS=1,NEL
    **** CALEULATE JNETIAL STRESS IESRCE' VECTこR A!D ACO INTO FORCE ***:*:
DO 233 JNS = 1,3
FISX=(ELYR((2*JNS-1),1,TNS):STRO(1,:NS)

```

```

    N=INS=2*NOOEL(JNS,INSS)
    233 CDNTINUE
232 CONTINUE
WRITE (7,238)
230 FORMAT(1HO,1OX,'INITIAL STEESS SYSTEM SUETFAこTEO')
RETURN
ENO

```

א＂

```

    ニニニニニニニニニニニニニニ =
    ```

```

    IMPLIEIT REAL*O ( \(1-H,=-N)\)
    ```


```

    D三LTム=DAシS(DELIE(İOこ))
    ```



```

    RETURN
    END
    ```
```

        SUBRIUTINE ISOS
        ================
    ```

```

        **:%%%
    ```

```

    1
    ```

```

    308
    REAO(L, OOQ) (IJ(Jj),JS=1,?)
    ```

```

    *:% %%:%
    *%:%%:%
    304 2FAO (4, 307) 2HE:(JSOS),YनATUM(JSO5)
    307 =ORMAT (2F10.3)
    ```

```

    Tこ =INこ !\JES ご JaTUN
                                    #:%:%%%
    KDAVUOM=0
    ```

```

    KDATU:A= KDATUM& 
    NgDGT(KJATUM)=IOATJ:*
    300
    **:*; *
***
305 RRA!(4%207) QHEF(JSOS)

```

```

    306
    **:% %
TコCALCULATE FISJS =こ2 ENO Nこのミミ
:*:%%%:%
312 FEAT}=NODAF(12
FTSTS(1)=(x(KJAT)-x(IOAT))/2.0%OH2I(JSJ「)*5
KOAT =NODAT(KJATUM-1)
KOAT=NODAT(KCATUM)

```

```

    FOR UTMER NOLES JV DATUM
    *%%%%%
    JOMAX=KJA ' UM-1
    O. 301 JこAT=2, JCMAX
    I DAT=NODAT (JOAT-i)
    KDAT=NOOAT}(JDAT+1
    301 =ISOS(JこAT)=(X(KOAT)-X(IOAT))/2.0%RH2I(JJ..S)*G
\#*:*:* MコこIFY THE APPROPRIATE ELEHENTS こF THE STI=FNFSS MGTRIX

```
```

    OO 302 JISOS=1;KOATUM
    IISOS=2*NODAT(JISCS)
    303 R4OI(JSg5)=0.0
311 CONTINUE

```


RFTIIRN
ENO

\begin{tabular}{|c|c|c|c|}
\hline － &  & & \\
\hline E＊： &  & CONEITTEVS－F－－¢ Co－RROIVATES & ＊＊＊ \\
\hline 米米： &  &  & 米；\％ \\
\hline 二\％\％\％\％ & & FFLAS＝1； & \(\because \% \%\) \％ \\
\hline 二末必\％ & &  & 中＊ \\
\hline
\end{tabular}

IF (NFIX。EQ。O) GOTこ?こム

OD 322 JOOUND \(=1,2\)
\(I=(I E L A G(J \exists G U N C, I 3 J U N E) \circ L E \circ S)\) OT T 2 2?






GLコうK (K:JUNO, KうW) =1。0012

1


322 EONTENUE
324 EINTINUE

CALL TIME(1, i)
RETURN
END
```

SUGROUTINERJTJF

```


IF (NFIX.LE.O) Gコ TC 404
\(A N J L=31.42\)
30400 IFIX=1,NFIX

```

= %:+:**:

```

```

    AS EEFORE (ANGL NAS INITIALESEE-AN UNLEKELYVALUE)
    IF (ANGLE(I=IX)。EQ。ANGL) ここ TV 623
    FORM ROTATION MATRIX, R, AN? ETS PRANSDOSS, ₹T
    \therefore%木**
    ANGL=ANGL=(:ETX)
    R(1,1)=JCOS(ANGL)
    2(2,2)=2(1,1)
    R(1,2)=OSIN(ANGL)
    2(2,1)=-R(1,2)
    00 401 IRT=102
    RT(IRT,JRT)=R(JRT,IRT)
    CONTINUE
    2コTAT= =コRCE VECTこ? T: \&F
\#:%%%%:

```

```

\#%:%%%

```
F(1)=EこマCき(2**MスCT-1)
```

F(1)=EこマCき(2**MスCT-1)
F(\Sigma)==こここ三(これMRこT)
F(\Sigma)==こここ三(これMRこT)
CALL MATPEL(2,=,R=,2,2,1)

```
CALL MATPEL(2,=,R=,2,2,1)
```



```
STYFFNESS MATREX ANO PUT EN JUE<,
VRMAX=MROT+(KマW/2-1)
NRMIN=MRCT-(KBW/E-1)
I= (NRMAX。G5.NNOR) N2:MAX=NNOZ
IF (NOMIN:LTO1) NRMIN=1
02 4IO NROT= VRMPH,NRMAX
    30411 IROT=1,2
```



```
    LQJT=2*NROT+JQDT-2-K2OT+KPN
    SUEK(IROT,JROT)=GLJ3K(KROT,LRIT)
ROTATE SUSK TO GIVE (Q)(SUEK)(ミT)
*; ;%:%;%;
```

403

$C A L L ~ M A T P R C(R \& S U E K, R S, 2,2,2)$
$C A L L ~ M A T P R J(R S, ~$
EIN: THE COMPONENTS DF ANY FNITTALZZZNG OYSDLAEEMENTS
*中: \% ; ;
*

$O(2)=$ IS $20(2 \because$ MROT $)$
D(2) $=$ MISPO(2\#MROT) $2,2,1)$
ZERD RJW OF STIFENESS MATPIX CこマRFSDONOTN: TJ



```
DJ \(412 \mathrm{JFIX}=1,2\)
IF (IFLAG(JFIX,IFIX).EQ.0) © 0 T-4 42
\(\operatorname{SUEK}(J F I X, 1)=0.0\)
SUBK(JFIX, 2 ) \(=0.0\)
```

SET THE DIAGJNAL TERM TO A LARG＝NUMSER ANO



IF (NRJT. NE.MROT) GO TJ 412
SUBK (JFIX,JFIX)=1.0012


IF MODEL HAS BEEN INITIALIZEO NTTH SETUO，
 \％；；\％：\％

```
    IF (ISET.LTO1) SO TO 412
    2=(JFIX)=2F(JFIX) + RD(JFIX) \therefore1.SE12
    412 E~NTINUE
```



```
    CALL MATPRC(RTgSUZKg?Sg2,?,2)
    CALL MATPOO(RS,R,SUSK,2g2-2)
    OT &1 3 I FER=192
    DV &12 JRER=1, 2
    MROT+IREQ-2
    LRET=2*NRST&JRER-2-KRET+KEW
    GL=SK(K2GT,L\OT)=亏UEK(IREכ゙gJPEZ)
    413 ESNTINUE
<10 EJNTINUE
    2OTATE 3ACK ANJ 2FPLACE THEF-2!EV=CTMO
    ********
    CALL MATPRO(RT,QFFF,2,2g1)
    FDRCE(2:MRJT-1)=F:1)
    FJRCE(2*MEGT) =F(2)
    40 CENTINUE
#O4 CJNTINUE
    WRITE(6,439)
```



```
    CALL TEME(1,1)
    RETURN
    ENO
```



```
SUSRJUTINE SOLVE
\(===============\)
SOLVE THE EDUATIJN KシコISP＝FOKCE
```



```
IMDLEIT \(2 E A L \because E(A-H, O-W)\)
```






```
\(1000 \quad\) CJNTINU＝
\(N \cup M=695\)
\(P T=1.0\)
```




```
WQITE（7：1709）
1909 FGRMAT（IHOgIOX OELASTIC ANALYSIS＇）
WRITE（6，1908）
1908 FORMAT（OEGUATIDN SOLVED＇）
CALL TIME（1，1）
```


## RETURN

```
END
```

```
    SUBROUTYNEVISEL
```





```
    I= (NTIME.GTOD) GJ TU &OO2
    WQITE(S,1OOQ)
    READ(5,19D8) NTFMEDDTIME
    -rMar(14oD10.3
```



```
IF (NTIME) 1001,1001,1002
CALLSSDLVE
```



```
O02
NJH=620
    NITFR=2
    VERGE=1.004
    WQITE(7,1905) YTIME&こTこME,VERG=
```



```
    DTIME= YIMME*201EOT
.905
: 涼:%;
IE (KTIME&FTOD)GE TO 1004
0=1005 JOROO=1,NEL
ODROOS ICRO=1Q4
OO5 CREEPCIC
STERE INITIAL FORCES IN =INIT #:%%:%%
0J 1005 TFIN=1,NN=O?
CO6 FINIT(IFIN)=FこRCE(IFIN)
START LOOP OVER NTEME TIME INCREMEN-S . ###%%%
DOTOLOTTIME=1,NTIME
LTIM=MTIM-10:(MTIM/10)
IE (MTIM.LT.14) LTIM=MTIM
IE (LTIM,IG1G)
FORMAT(1HD/INO,IL,A4,'TIMEINOR=MENT, ENLING AT ', J9.3,'S.'/1H)
SCK1O11 J工CO=1,NEL
TYERO＝1
    ITMAX=NITER
1014001020 ITER=ITEス O。ITMAX

COPY EQREE INTO JISP, AND SOLVE THE STIニENESS EOUATION


1000

:\% : SOLUTICN VECTUR IS IN UISコ(SOO)
\(: x: \%: \%:\)
    031021
\(F C R E E D C R O=1, N V O D 2\)
    CこNV=3。C
    START LこJ? コVER NEL ELEMEMTS \(\quad \% \% \% \% \%\)
    Dコ1030 : CREEP=19VEL
    \(\triangle S S E G N\) PROPERTIES TD CUPRENT ELEMENT

    IPY=ITYP(ICREED)
    \(E=E M(Y T Y)\)
\(D=5 M(T Y Y)\)
    \(E^{\top} A=E T A M(: T Y)\)

\(103:\)

    \(\begin{array}{lll}20 & 1022 & I S G E T=1,3 \\ 0 & 1032 & J G T=1,5\end{array}\)

1032
    52 1032 JつGET=1,3

    D(IDGETOJDGT) =2LIB(TOGET,JOG
    5 TRN(4) \(=0.000\)
    =ースM ELASTIC STRATNS AN: STEことうここ

**: * STJRE STRESSES AT START DF TINE :VOOEMENT
\(\therefore \% \%: \% \% \%\)

1035 STR GNC
1036 CINTINUE
    FEN? CREEO STRAIN FROM OEVIATC天IC STRESSES
        \(\therefore \% \%: \%\)

    STRES (2) SSTRES(2)-STHYO
STRES 4 (4) STOES (4)-STHYO
    STRES 3 ) \(=5 T\) RES \((3) * 2.000\)
    J= (ETA.EQ.O.0) TJ T0 1039
    \(0 \cdot 1036 J C R E D=194\)


    : : : : : \% : \% \%
```

    CALL MATPRD(O,STINIT,OS,j,3,1)
    O: 1 =30 J=CO=1,3
    ```






```

    CJNV=3MAXI(CONVgSTROIE(JTCST))
    1731 S2ESTYCJ
\#%%% END OF LOEP OVER ELEMENTS ***:*:*

```

```

    = (NFIX.FQ.O) GO TO 1027
    ANGL=31.4
    \21040 IVOUN=&&NFEX
    I# (ANGLE(IEDUN)。NE.0.0) Tこ TC :044
    ```


```

    EIXEJ OISPLACEMENTS
    ****:*
    1042 KROUN=2*NOFIX(I3OUN)+JSJUN-2
FGREED(KSGUN)=0.0
50 TJ 1041
=IXES VELOCITIES
******
1043 FF (IELAG(JEJUNg=gOUN)OEGO3)?こ -- !こ4=
KBOUN=2*NOFIX(ISOUN) +JJOUN二?

```

```

    CJNTTNUE
    NJDES FIXED IN RETATEE CO-ERUINATES
    %%:%:%%
    1044 IF (ANGLE(ISOUN)。EG.ANGL)GOTJ 1047
FコRM RJTATITN MATRIX, R, ANJ ITS TRONSPOS=, RT
\#*:****
ANGL=ANGLE(IEOUN)
R(1, 1)=RC=S(ANJL)
R( 2, 2)=R(1,1)
R (1,2)=DSIN(AN
R2-10\&5 I (T = 1,2
\CTIO4S JRT=1, 咅
1046 CJNTINUE
**:;%;

```

```

    #***x%
    1047 MROTF=NOFIX(I3 JUN)
F(1)=FCREED(2,NRUTF-1)
E(2)=FCREED(2*MROTF)
OU 1048 JROTF=1,?
IE (I=LAG(JRSTF,IZOUN).EQ.3) 2= (JROTF)=0.0

```

```

1048 CINTINUE
RJTATE RF BACK TO GLOBAL Eこ-JFこ% AH?, REDLAEE TN FCREEO

```
    CALL MATPPD(RT,R=,F,2,2,i)
    F=R=EO(2*MROTF-1)=こ(1)
10LO こONTINUE
TEST Fうこ SJNVERGENCE
#:%%%%:*
1027
    IC (ITEQOEQOR)GO TO 1024
    CGNV=CONV/VERGE
    I= (ITERROLO*(ITER/10)
```



```
**** WRITE こNFこRMATIEN ON CJNVERGミNG= ご, ここVICK?
#%:%%%
```




```
1025 NRITO(B026%28) ITEO,ZU=(LTCR), E!UV
1025 NRITE(8,1%28) ITEBQZJ二(LTCR),Eこ!V
```




```
1026 I= (CDNV.LT.1.0) Gこ TJ 1019
```



```
1024 JOR1023 L 3VUN=1,NNOO2
1020 GSNTIVUE
\because*:%: ENO JE ITERATIEN LJOP *%%%%
```



```
    WR:TE(0,1917)ITIME,ZUF(LTIM), CSNV
```




```
1916
    I=(ITCON:15.0) GZTJ 1015
    ITERD=ITMAX X O
    1TMAX=ITMAX+:TCON
    GJ TJ 1014
1015 WRTTE(7,1915)
```



```
    CALL TIME(ig, 1)
1019 CONTINUE
*:*:* 三NJ JF SOLUTION ITERATIONS
*
    INCIROORATE INCPEMENTAL こREED INTI TOTAL CREEP VECTER
    #%%%%
    OO 1013 JCRT=1,NEL
1013 CREEP(ICRT,JCRT)=CREEP(ICRT,J(RT)+CCREEO(ICPT,JCRT)
    SET UP FORCE VECTIRS FOR NEXT TIME INCREMENT
    ****;"*
    OJIO16 NEXTF=1NNNOD2
1016 CONTENUE
    WこITE(6,171R) ITIME,ZUF(LTIM)
```



```
    CALL TIME(1,1)
```


## 1010 CONTIVU＝

END JF TIME ITEQATIONS
$\therefore \therefore x: x: x$
つTIME＝うTIME／3．1557
RETUスN
ENJ
\％

```
    SUBRJUTINE STRESS
    =================
**** TS JOTAIN 5TRESSES =RこM ここSDLACEMEMTS
#****:
```



```
    STMAX=0.0
    M3XEL=1
    ISTQ=1
    20 512 TST=1,NEL
```



```
    ITY=ITYD(:ST)
    E=\tilde{M(TYYY)}
```



```
5 0 0
    0J 501 IETGT=1:2
```



```
    3(:シうミT&JBGミT)=FLIj(JコGミTッIFGミT,:ST)
    O\502 JOCET=1,3
502 D(IDGETOJDGET)=DLIS(IDOET, JDGET,EST)
    STRN(4)=0.0
    I=((KTIME+NTIME)。EQ。0) Gこ T2 EこS
    GORM ELASTIC STRATNS ANL STRESJこう ******
    OGROE ILAS=1%OG
    STKN(i)=STRN(1)+P:STRN(4)
    STRN(2)=STRN(2)+F*STRN(4)
    CALL MATPOD(D,STRN,STRES,Z,Z,:)
```




```
    WPETE (2) (STRES(JSO),JSO=1,4)
    ADJ ON INITIALSTマESSES, こF こNS`=1 *****
    IF (INST:NE:1) EO TO 50:
    OQEOTYSSO=1,4
SO7 EONTINUE
```



```
508 TF (STRES(2).NE.STRES(1)) GU TO 503
    THETA=PI/4.0
    TH=TA 504
    THETA=DATAN(2.0*STRES(3)/(SSTRES(1)-S
```




```
* WHETHER THE Z STRESS IS AN EXTR=आMN (FSO THIS ELEMENT)
```



```
    MZ(IST)=0
    IE (OQINC(1,IST)。E20PRINC(2,OST)) ST TE E0G
    I={JMANOQOSRINE(3,IST)) M2(IST)=1
507
    EMAX=ПASS(EMAY)
    DMIN=OAES(OMIN)
    JMAX=DMAXI(DMAX,UMIN)
    IE (STMAX.GE.OMAX) SO TO }=1
    STMAX=EMAX
    MAXEL=IST
S10 CONTINUE
```



```
    RETURN
    ENO
```



```
SUBDOUTINE HYORE
== == ==二=ニ======
TJ ADJ LITHISTATIE PRESSURE
    TEPHE =INAL STVESS SYSTEM IV A MEこEL
```



YSIGN=G/DABS(G)

READ(4,560) NRJ
569 FORMAT(I4)
JO 561 IRD=1, NRO
REAJ (4:5SS) YRD(IRJ), RU(IFQ)
568 FDRMAT (2F10.3)
551 YRO(IRO) CORT Y (IRO): $1.0 \leq 3 \% Y S I G$
DO 570 IHYO=1,NEL


PHYO $=3.0$




```
    ЭF573 JRS=1,NRC
    KRI=JRO+1
```




```
    GこTJ 574
    E72 PHYこ=OHYO&(Y२O(KRこ)-Yここ(J口E)):ニここ(JRR)
    573 CJVTINUE
    574 CINTINUE
    DHYD=DMYD:DASS(G)
    AJS -HYOOSTATIC PRESSUKE TG ALL THREE PFINSIPAL STRESSES ****:*
    OחEFT5 JHYD=1,S 3
    R=-CEMPUTS STMAX ANO MAXEL
```

```
    OMAX=DASS(PZINC(J-YO,IHYD))
    IF (STMAXOGE。JMAX) 万, TO 575
    jTMAX=OMAX
    MAXEL=I-YO
575 CNNTINUE
570 CONTINUE
```




```
    Y? E62 IH=1 OMRD (IN)=YRJ(IH)*YSISN
    WRITE(7,556) YRE(EN) Q2O(E-)
566 FुRMAT(1QX,E10.3.JX,=7.1)
5 6 2 \text { EJNTINUE}
    RETUKN
    END
```

未

```
    SUEROUTINE DJRE
```



```
                                    ***%%
                                    : %:% %%
                                    #N:%%%:%
    IMPLICIT REAL::B (A-H2C-W)
    COMMEN/NNO/ X(ECO)SY(30J),C-M1(12OG),G,NESM:(2)
    DIMENSIEN JD(10)
    ASSIGN WATER DENSETY
    2****:
    RHJW=1030.0
    O\220 IP==1,NEL
    IF (IPORE(ITYD(IPO)).NE.1) SO TO 222
FIND THE WATER PRESSURE AT THE ELEMENT CENTRE
x为:x;%
YOEN=(Y(NOOEL(1,Iכコ))+Y(Nココ=L(2,IDC))+Y(NOJEL(3,IDJ)))/3.0
PD=YCEN*RHOW*FG
```



```
    00 221 JPO=1,3
    PRINC(JPO,IDO)= DRINC(JPO,IPI)*PD
221 CONTINUE
220 CONTINUE
```



```
    D? 222 IP=1,NNAT
    IE (ISCRE(IP).NE.1) GO TO 22こ
    < D=KP+1
    J?(KP)=ID
222 CONTIVUE
    I= (KD.EQ.O) GJ TJ 223
```



```
223 WRITE(5,228)
```



```
226 CJNTINUS
    RETURN
    ENO
```

SUBRDUTINE =ATL
$=============$
TJ PR=ごCT FAILUREIN ELEMEVTS


＊）＊＊\％ $\% \%$ ：\％\％：
\％※ ：※ \％\％为为：

$F M U=1.09$
PHI＝J4TAN（1。O／FMU）：$\because 90$ 。J／PI
ここ 550 IF $=1, \mathrm{NEL}$
ASSIGN VALUES JF T ANS SC FOR ELEMENT＊：＊：\％： $T=T S(I T Y P(I F))$ $S C=-4.19: T$

SI，S3 ARE THE MAXIMUM ANO MENIMUM DEZNCTOAL STR＝SSES
： $3 x+x ;$为：

THEMODE JF EAILURE DEPENDS こNTHEMEAN STRESSOSM
：：\％w w w $\approx \%: \% \% \%$

[^0]```
    TFNSTMNAL 2ESION


```

    IGALL(SF)=-1
    GANG(IF)=0.0
    İ(SM:LTO-T) G!
    I=AIL(:LFT=1
    C=N=L(言F)=(T-S1)/(T-SM)
    5!.Tご河
    \#\#\#\#PEN SRASK CJMPRESSIGNAL OEF:TN
552 SA=SC-2.0\#T

```

```

    I=AIL(IF)=2
    CFAIL(IF)=1.0-TM/TF
    FANGL(IF)=0ARCJS(-TF/SM/2.0):90.0/2=
    GGTO 555
    \#%:% INTERMEDIATE REGIZN
\#******
553 SETA=2.O/EMU:OSQRT(1. ?-SC/T) + CE/T

```

```

    IF=(SM&LT。JR) SGTH 5E S4
    ```

```

    CFATL(IF)=1& - - TM/SSGRT(CJM-SC):O(SM-Sこ) + COTS)
    3! TJ 553
    ```

```

55* ALPHA=5SORT(1.O\&F䜣棌U)/=MU
IEATL(IC)=4
CFAFL(IFS)=1.OO-ALPHA*TM/(EETA%T-SM)
555 SONTFNUE
550 CJNTENUE
RETURV
END

```

```

    SUGROUTINE ZERO
    ```
    SUGROUTINE ZERO
    ニ二=============
    ニ二=============
&\therefore:% TI TKE JFF INETIAL DISPLALEM=NTF GALCULATES XY SETUD
&\therefore:% TI TKE JFF INETIAL DISPLALEM=NTF GALCULATES XY SETUD
# *:**:***
# *:**:***
    IMPLICIT REGLNB (听,H-N)
```

    IMPLICIT REGLNB (听,H-N)
    ```


```

    TEST WHETHER ZEQJ CAN BE USEJ
    ```
```

    TEST WHETHER ZEQJ CAN BE USEJ
    ```


```

    IFRITESET.GEo1) G2 TO 2101
    ```
    IFRITESET.GEo1) G2 TO 2101
109 FORMAT (IO%*ERROR: MJDEL WAS NET INITIALIZED USING SFTUPI/
109 FORMAT (IO%*ERROR: MJDEL WAS NET INITIALIZED USING SFTUPI/
    1 11X,'ZERDCANNJT EEUS=O:%
    1 11X,'ZERDCANNJT EEUS=O:%
    RETURN
    RETURN
2101 CONTINUE
2101 CONTINUE
    TAKE INITIAL DISPLACEMENTS =RJM O:SO
    TAKE INITIAL DISPLACEMENTS =RJM O:SO
                                    ****:*
                                    ****:*
    OO 2100 ISUB=1,NNDD2
    OO 2100 ISUB=1,NNDD2
    DISS(ISUB)=0ISP(ISUS)-EISOO(ISUQ)
    DISS(ISUB)=0ISP(ISUS)-EISOO(ISUQ)
    CONTINUE
    CONTINUE
    CORQEST GPIO TO GIVE XO;YO
    CORQEST GPIO TO GIVE XO;YO
    *****:*
```

    *****:*
    ```

กO 2001 I \(\triangle D O=1\) ，NNOO
\(X O(I A D D)=X O(I A D D)+J I S 00(2 * I A O Q-1)\)
\(Y C(I A D D)=Y O(I A D D)+0 I S P O(2 \% I \Delta E シ)\)

```

    ENO
    ```
```

    SUERこUT:ה= RUTPUT
    ================
    **:% Tコ 2UTPUT RESULTS *******
IMPLIEIT REAL*B (1-m,C-N)

```


```

WRITE(7,699) ILATE,IITLE

```



```

69% =-2MAT(21)X,I4,2(12x,510.3)
E10 conT=NJE
IF (ISTR.FQ.1)Gこ-J 612
6 9 5
NERTE(SGOGGE)
613 WPITE(7,697) STMAX,MAXEL

```

```

    l
                        MOIN ELEMENTNNC:',I4/1NS'SNC:PAL STRESSES',144X,'ANGLE',
    ```

```

        OO 611,ISTOUT=1ON=L
    ```


```

611 CONTINUE
6i2 WDITE(6,5G2)
RETURN
ENQ

```
```

    SUBROUTINE STRAIN
    =================
    T二位MINTOTAL STRAINS FROM OISこLASEMENTS
(INCLUJING ANY CREEP STRAINS)
*%:%%%
IMDLICIT REAL*SG(A-H,O-W)
1

```

```

    STMAX=0.0
    MAXEL=1
    ISTD=2
    Jつ5\^IST=1,NEL
    ASSIGN PRJOERTIES TV GUPRENT EL=タ=:゙T
    ```

```

    OJ EOD IOIS=1,3
    ```


```

    SALLN(4ATPROL(Z,UIS,STRN,3,S,1)
    STRN(4)=0.0
    ```

```

                            *%%%;*
                                    **%%**
    508 IF (STRN(2)\&NE.STRN(1))G?TE:?ミ
THETA=PI/4.0
GJT0 ミ04
503 THETA=DATAN(STRN(2)/(STRN(1)-STQ\because(2)))/2.0
I= (THETA.LEOOOCOTHETA=THETA+DY/?.O
504
\frac{1}{2}
DQINC(2,IST)=STVN(1)+ST2N(2)-ED-NE(1,OST)
PQINC(3,IST)=STRN(4)
2QINC`4.IST)=THET2*180.0/PI
TO FINO THE MAXIMUM STRAIN IN THE EOOY
CMAX=OMAXI(DRINC(1,IST),PRIVE(2,IST),DRINC(3,IST))
OMIN= DMINI(PRINC(1,IST),PRINC(2,IST),ORINC(2,YST))
DMA X=DAES(OMAX)
OMIN= SABS(DMIN)
DMAX=DMAXI(CMAX, JMIN)
I= (STMAX.GE.DMAX) GO TO j10
STMAX=OMAX
MAXEL=IST
510 CONTINUE
W2ITE(7,598) STMAX, MAXEL
593 FORMAT(IHO,IOX,YTYAL STRAINS:
l l
3

```

```

        DFES20 JST=1,NEL, RRINC(1,JST),POINC(2,JST),DRINC(4,JST)
    597 EORMAT(31X,I4,2(3x,010.3),5x,=`.3)
597 EGRMATG3
WRITE(G,599)
CALL TIME(1,1)
RETURN
END

```
```

SUBRIUTINE MORE
IMPLICIT REAL*3 (\Delta-H,I-W)
KTIME=KT:ME*NTIME
WRITE (3) 5,NNEZONNCU2,TETIME,KTE4E,ISET
WこITE (3) X\&Y,IISD
IF (KTIME.GT。D) WQITE (3) CREEP
WRETE (3) EM,PM, NWJM,ETAM,TS,IPOFE,NMAT
WRITE (3) ITY?QNOJEL,VEL
I= (ISET.GE。1) WRITE (3) こISPO
R=TUPN
END

```



```

        SUBRUUTINE DSCALE
        ニ=ニ==ニ==ニ==ニ=====
        TO CALCULATE DLET SCALES ANO DARLMEFERS
    ```

```

        IMPLICIT マEAL*3(\Delta-n,5-W)
        REGL:LC RAMAXORGMIN
        CGMMON/NED/ XCCM1(600), COM1(12כJ),G,NNIE,NNOD2
    ```

```

    GOMMIN/IN/ こJNID(6OO),X(300),Y(200),ISET
        READ NUMBERS CF EUTER NODES FQR USE IN IUTLIN %%%%%%
        REAO (4,709) NUUT(1)
        IGRMAT (INGU(1).LEOO) 50 TO 702
    DJ 703 IOUT=2,51
    READ (4,709) NJUT(IDUT)
    IF (NOUT(IOUT).NE.NOUT(1)) Eこ TS 70?
    KNUUT=IOUT
    703
709 FORMAT(O;** ERRER : QUTLINE AQROY CONTAINS MORE THAN 5O NOJES')
702 CINTINUE

```

```

CALL OADER(1)
ASSIGN MAXIMUM AND MINIMUM VALUES 2F X ANO Y * *****

```

```

XMAX=RAMAX(X,NNGO)
YMAX=RAMAX(Y,NN=O)
XMIN=RAMIN(X,NNDD)
YMIN=RAMIN(Y,VNCD)
IF (G.GT.O.O) GOTJ 713

```
\(Y M A X=Y M I N\)
\(Y M I N=Y M A\)
713 CONTINUE
\(X S C=1 \circ 0 E 5\)
IF (XMAX。LE。5.0E4) X5E=1.0E4
\(I X=Y F I X(X M A X / 2 \circ 0 / X S C)+1\)
\(X S C=F L O A Y(I X) * X S C\)
\(X M A P 1=-0.2 \therefore X S C\)
\(X M A P 2=X M A X-X M A P 1\)
\(X S P=X M A X / X S C+0.4\)
```

**:%% THE RLJT GRIENTATION こEOENCS 2N THESTGN C= G ******
:%:* (こE VARIAELE OSISN' IS +VE, Y
SIGN=1.OO?
SIGN=-0SISN(SIGN,G)
IY=AES(YNAX-YMIN)/5.0E3
IF (EYOGTO1O) IY=(IY/10):110
YSC=FLOAT(EYY):OLODES
YMAPI=SIGNOYSE
YMADI=YMAX-YMAF?
YSP=0.S
RETURN
END

```

```

FUNCTION OAMGX(X,N)

```


EGMENSIGN X(N)
RAMAX=X(1)
O〕 700 IMAX \(=2\), \(N\)
RAMAX=AMAXI(RAMAX\&X(IUAX))
00 CINTIVUE
RETURN
END
```

    FUNCTION 2AHIN(XON)
    ニニニニニニニ = = = = = = = = = =
    T{FIND THE MINTMUYU VALUE==AN AERAY
:%%%
OIMENSION X(N)
RAMIN=X(1)
OJ701 IMIN=2,N
RAMIN=AMIN1(RAMINgK(EMIN))
contivue
RETURN
ENJ

```
```

SUBRDリTINE SCON

```

```

\#\#:%%:%
\#**:% %:%

```

```

IMPLICIT REAL*% (A-H,O-N)
REAL*ム ALEVEL,OLLEV

```




```

1
COMMON/=N/ CJMIO(SOO),X(300),Y(%ON),ISE

```

```

PMAX=0.0
X 1 =x (1) /1.0E3
Y1=Y(1)/1:0E3
XM\&=XMAX/1.0E3
YMA = YMAX/1.0ES

```

```

$\therefore * *: \% \%$
THATRNOUT IS GINEN ANTI-CL2CKWES:' 4SSUM-N:
:%%%%

```
```

D2 800 IN = 1, KNOUT

```
D2 800 IN = 1, KNOUT
\(J N=K N O U T-I N+1\)
\(J N=K N O U T-I N+1\)
NN=NOUT (IV)
NN=NOUT (IV)
\(X N(J N)=X(N N) / 1 \circ=E 3\)
\(X N(J N)=X(N N) / 1 \circ=E 3\)
\(Y N(J N)=Y(N N) / 1 \circ 0.3\)
\(Y N(J N)=Y(N N) / 1 \circ 0.3\)
800 ESNTINUE
#%*% PH-SE 1
**%;%
#RITE(O,39G) TITLE
##:%:% PHASE 2 : PARAHETERS
#%;%%
XS=XSE/1.0ミん
YS=YYA/B.0
XINC=(XMAX-XMIN)/2.OE4
YINC=(YMAX-YMIN)/2OOE4
```



```
PHASE 2 : POINTS AND VALUES ?% 2E ENNTOUE=O
```



```
\(P=D A S S(P R I N C(1, I E O N)-D R I N C(2, I E T N)) / 2.0\)
SCALE STRESSES ANJ STPAINS ACCOOJINTLY
IE（ISTR．EQ．1）\(P=0 / 1.009\)
PMAX \(=\) DMAXI（DMAX，P）
DM：\(N=\) OMINI（DMIN，P）
896 WRITE（O，SGG）XCNN，YCON，D
320 CDNTINUE
\(\therefore\) ：\(\because\) PHASE 3 ：DEFINE AREA TO 3E CCNTJUR＝0
```



```
    W2ITE(0,895) KNDUT
```

```
    W2ITE(0,895) KNDUT
```




## 887 FORMAT（＇BND＇， $6=10.3$ ）

＊＊：\％PHASE 4 ：PLJT CONTJUZS
CALL LEVEL（DMAX，PMIN，ALEVEL，こALEV，NLEVS）

＊：\＃：：PHASE 5：DRAW MコこEL
$\therefore$
WRITE（0．884）（XN（ILIN－1），YN（ILIN－1），

$\therefore \approx: \%$ PHASE 5 ：DRAW EJマコEマ
\＃$\because \times \%$


$x^{\top} \frac{1}{1}=-9 \cdot 4 * x S$
XT2 $2=-0.9: \times 3$
WRITE (0, B92) XT1,XT2,YMA,YM1



IF (ISTR.EQ.2) GU TC 952




GO $10 \quad 351$

852 CCNTINUE

PMAX = PMAX/1.OD3
PMIN = PMIN/1.0D3
WQITE CO, \& 78jPMAX, PMIN



जRITE(6, 己zE)

```
888 FORMAY(OOSHEAR CONTOUR =ILE GENERATEこ')
    CAL! TIME(1,1)
RETURN
ENO
```

```
SUBROUTINE PCEN
=ニ==ニニ=========
Tコ SET UD A FILE JN OEVTCE O FCR USEWITH GDCD *****
*IME CNLEQMP SEMERAL OUNPNSE ESNTOURING OACKAGE) *****
        JEVING CJNTOURS DF MINIMUNN = ENCIPAL STRESS
```


****:

```
\(2 M A X=0.0\)
\(x 1=x(1) / 1: 0 \equiv 3\)
\(Y 1=y(1) / 1: 0 \leq \frac{1}{3}\)
\(X M A=X M X 11.0 E 3\)
\(Y M A=Y: 1 A X / 1: j E 3\)
```


＊\％$\%$ 米 $\%$

＊＊：※＊ ＊＊＊＊＊

OD 802 IN＝1，KNOUT
$J V=K N \sqsupset U T=I N+1$
NN＝NOUT（EN）
$X N(J J)=X(N N) / 1.0 E 3$
$Y N(J N)=Y(N N) / 1 \cdot 0$ O 3
300 CONTINUE

```
PHASE 1
```



WRITE（O，G99）TITLE


```
PHASE 2 ：PARAMETERS
```

XS＝XSC／1．0E4
$Y 5=Y M A / 8.0$
$X$ INC $=(X M A X-X M I N) / 2 . O E G$
YINC＝（YMAX－YMIN）／2：0EL



$Y C E N=(Y(N D O E L(1, E O N))+Y(M O N E L(2, C-N))+Y(N O D E L(3, I C O N))) / 3.0 E 3$
$P=D M I V I(D R I N C(1, \bar{I} C D N), D R I N C(2, I(S M))$
：$\because: 4$ SCALE STRESSES ANS STRAINS ASCZRJINTLY
IF（ISTR．EQ．1）$P=2 / 1.008$

PMAX $=$ OMAX $1($ PMAX，P）

```
    OMTN=DMIN1(PMIN,P)
    WRTTE(O,8GS) XCON,YCON,E
    PHASE 3 : DEFINE AREA TE SE CRNTOURE0 *****
    WRITE(0,& QS),KNSUT 
    837 = ORMAT (BEND (, S=10.3)
        PHASE G : PLOT CONTJURS #%%%%
        CALL LEVEL(PMAXgPMIN,ALEVELgこAL=V,NLEVS)
        NRITE(0,8Q4) ALEVEL,ALEVEL,OALEV,DALEV,VLEVS
```



```
##:% PHASE j : DRAW MJDEL
    *******
```





```
**** PHASE 5 : ANNJTATE 2LこT
        XT1=-0.4*XS
    XT2=-7.9*x5
    N2ITE(0,B92) XT1,XT2,YMA,YMA
```



```
    I= (Y1.NE.0.0) 'WRITE(0, Q51) X-2,0,0.1 
    881 FORMAY ('SYME',5X,1',2F5.1.1 0.000.15 5.0',15X,F5.1)
```



```
    I= (ISTR.EQ.2) SO TO הう2
***: HEACINGS =SR STRESS GONTOURS
***:%%
```



```
    W2ITE(0,885)PMAX,DMIN
```



```
        GOTO 851
***:* HEADINGS FOR STRAIN CONTOURS
*%:%%%
852 CONTIVUE
```



``` PMAX＝OMAX／1．003
PMIN＝DMIN／1．003
WRITE（0，878）PMAX，PMIN
378
```



```
MINIMUM \(\frac{1}{3}\)－RAIN \(=1, \underline{E}\) IO．；j
```

```
851 CONTINUE
593 WRITE(O:883), 
    WRTTE(0,830)
890 FORMAT(BSTOP1)
89% FRRME(TG889)
```



```
    CALL TIME(1;1)
    RETURN
    ENJ
```


SUSRコUTINE LEVEL (つMAX, DMIN,ALEVELوDALEV,NLEVS)
= = = = = = = = = = = = = =


```
    SUERJUTINE EUTLEN
```



```
    TG ORAN THE UUTLINE OF A RORY こ= TROEGULAQ SHADF *****
```



```
    IMPLIEIT ?5AL*2 (A-H, O-N)
    COMMON/NK/ XMAX,X:AIN,YMAX,Y\becauseIN,XSE,YSC,XSO,YS?:
```



```
    こJMMJN/LN/ こJMIO(6CD),X(30E),Y(2JD),IEET
    CGLL OSDACE(C.0,XS2,0.0,YSO)
    EALL MAP(XXAPI,XMAD2,YMAPI,YMAP2)
```





```
    74 EONT NU%
7O5 CONTYNUE
    R=TURN
    ENL
```



```
    SUBRコUTINE VECPLT
```



```
    IMPLICIT #EAL*B (A-H,O-W)
```





```
    IF (STMAX.N二。O.O) g= TJ T15
    797 FERUAYKOC**: ERRNR: STMAX=0.J - NE VECTSZ PLJT ORODUCESV)
```

    715 CALL CSDACE(1.0. \(7.05 ?, 0.0,1.0)\)
    \begin{tabular}{l}
    $C A L L$ <br>
$C A L L$ <br>
$C A O C O E(0,0, X S O, 0.0,1$ <br>
\hline
\end{tabular}

    CALL BORDER
    CALL PSDACE (0.0,XSP, O.O,YSD)
    CALL MAD(XMAPI,XMAP2,YMAPI,YMADZ)
    米: OR ORA A BOX ROUND TME MODEL
CALL BOX (O.O,XMAX, O. O, YYAX)
二听: JマAW THE MOHO, UNLESS MCH?=?

*     * 

$I=(M O H C \cdot L E . O) \quad G O T O 712$
CALL PCSITN（X（1），Y（MOHE））
CALL JOIN（XMAX，Y（MJHI））
12 CMNTINUF
STALE VECTGRSEMUALLY IN X ANの Y OITECTIE：V

$X V E C 5=A B S(X M A P 2-X M A D 1) / 10.0 / X S F$
YVECS＝ABS（YMAPZ－YMAPI）／10．0／YSP

```
#x%%% PLOT VECTIRS :%%:%:%:%
    O2 710 IPLT=1,NFL
    XCEN=(X(NOCEL(I,IPLT))+X(NODEL(2,FPLT))+XNNOOZL(3,IO!T)))/3.0
```






```
    CTMETA=10MAKSNRT(1100
    713 CTHETA=0.0
714
    XDLT=XCEN+(PRINC(1,IFLT)*CTMETA/STHAX:*XVECS)
    YPLT=YCEN+(PRINC(1,IPLT)*STHETA/STMAX:YYVESS)
    711
**:***
    I= THE STRESS :S TENSIONAL THE VEST-R IS A BRIKEN LINE
    ****:%
    I=(PRINE(KPLT,OPLT)OGT.O.U) EAL_ EOこKENK5,5,5,E)
    CALL =ULLLESOZ) %O !OT13
**** &「JUST ANGLミ EZ PDINE(2)
```




```
    STRETA=TTHETA:KTन=TA
718 XPLT= \OEN-(ERINE(2,I2LT)*RTHETA/STMAX:OXVECS)
    YOLT=Y(ENO(DRINC(2,TPLT)*RTHETA/STMAX*XVECS)
    KD!T=KPLT+!
    Gコ Tこ 7:1
710.CDNTINUE
ANNOTATE DLET *%:%:%
    CALL (TRMAG(15) 
ST=STMAX/1.ODEG,1)
CALL TYPECS(1 MDA.',5)
XLAQEL=XM\DeltaX - XVECS*3.0
Y-AうこL=YMAX - Y:NAO2*O.7
XLASEL=XLAGEL + 2.OEE/STMAX:OXVE:S
CALL JJIN(XLASEL,YLABEL)
CALL OLSTCS(XLAEEL,YLASFL,' IGר UFA',9)
G0TJ717
***:* HEAOINGS =こ口 STRATN VECこここS
```

```
716 (ALL PYPESS ('STRAIN VECTこRS1, i 4)
GALL OLACE (T, 5 )
GALL TYOECS (MAXINUMS SAIN=1,17)
GLL TYOENE (STMAX, 3 )
XLA3EL=XYAX - XVEES \(\% 4.0\)
YLAEEL=YMAX - Y4AD2: \(\because 0.7\)
CALL PESITN(XLAZEL,YLASEL)
```



```
EALL JJIN(XLAEEL,YLABEL)
```



717 ここNTINUE
**: W2ITE TITLE AND LASEL AXES
call label


CALL TIME(1,1)
RETURN
ENJ
，

```
    SUERJUTINE LABEL
```

    =ニニ= = = = = = = = = = =
    TE WRITE PITLE ANJ LAEEL AXES GN JLETS
                                    \(\% \% \% \% \%\)
    IMPLICIT REAL* 3 ( \(A-H, D-W\) )
    CEMMON/WK/ XMAX,XMIN,YMAX,YMEV,XSC,YSC,XSP,YSD,
    



W⿵ITE DUT TITLE


CALL CTRMAG(15)
XLABEL $=-0.04 \div$ : $\times 50$
YLABEI=(YMAY+YMTN): 0.6
CALL CTRJRI (LOJ)
GALE CTRORI(O.O
I $Y=Y M I N / 1.0 E 3$
XLABEL $=-0.03 \div \times 50$
YLABEL=YY*1.0ミ3
IF (EY.NE.O) CALL PLOTNI (XLASEL,YLA?EL,IY)
CALL PLOTNI (XLAEEL,O.O.E)
$I Y=Y M A X / 1 \cdot O E 3$
YLAREL=IY: 1. OE
CALL PLJYNI (XLABEL,YLAEEL,IY)
IF (MOHO.LE.O) GUTO 714
XLAEEL $=-0.14 \% \times S C$
CALL PLOTCS(XLAEEL,Y(MDHO), 1MOH2', 4)
714 CONTINUE

YLASEL=SIGN:O.15*VSC
XLABEL $=X M A X * 0.4$
CALL PLETES (XLAEEL,YLAJEL, 'X / KILDMETスES',iヶ)

```
XLABEL=0.02*XSC
CALL DLOTNI(XLAEEL,YLAEEL,0)
IX=XMAX/1.0 E3
XLム3EL=IX*1。OE3+XLABEL
CALL DLOTVI(XLASEL,YEAEEL,EX)
RETURN
EvJ
```

```
    SUERUUTINミSURF
    ニ==============
TC DLJT THE SUR=ACE DEFLECTIIN LF A MODEL **年家
    IMPLICIT REAL*G (A-H,J-W)
    COMMCN/WK/ 
```

****

*     * \%
$T C$ FIND THE NDOES JN THE UFPER SURFACE,
ASSUMING THAT MNUTM HAS SEA EIVENGO LERT-HAND TORNER

 $\therefore \% \% \% \%$

THE EIRST NSOE

NT＝NOUT（KNOUT）
NOこTOD（1）＝NT
$x$ Yó（1）＝x（NT）／1。Jこ3
$Y T こ P(1)=Y(N T)$
$x-j(1)=x T=2(1)+0: S P(2 * N T-1) / 1.053$


$X=M \Delta X=A M A X i(X T J P(i), X=(i))$
$Y=M \Delta X=A M A X 1(Y T O D(1), Y J(1))$
YOMIN＝AMEN1（YTコO（1），YJ（1））
KTコつ＝1
MULT：$=0$
THE REMAINING SURFACE NGD＝S
$\therefore \% \% \% \%$

$X T O P(I T O P)=X(N T) / 1 \circ 0=3$

NョJTJP（ITGP）＝NT
YTOP（ITПF）＝Y（NT）
$X J 0(I T O P)=X T \cong O(T T \cap D)+D I S P(2 \div N T-1) / 1.0 \equiv 3$



XOMAX $=A M A X 1(X D M A X, X T O Z(T T E P), X E(I T E F))$
YDMAX $=A M A X I(Y J M A X, Y T E P(I T C P), Y J(T T U D))$
$Y O M I N=A M I N I(Y O M I N, Y T J D(Y T O D), Y O(I T E D))$
TEST IF THE JEFこマYミつ SUREACE IS YULTE－VALUEこ ．＊＊＊＊＊
IF（XD（ITJP）．LE。XO（ITOP－：））MUL：＝1
$K T E P=I T O_{0}$
730 CINTENUE
731 IF（KTEP．GT．2）50 TO 732


```
    2qETURN 11X,'NE DLJT こF SURFA(E JこAWH')
    7 3 2 ~ C J N T I N U E ~
**** SET UP OLCT LIMITS *****
    XS=XDNAX:1, ?E P/XS5+0.4
    CALL ESOACE(0.0,XS,0.0,9,0.0)
    CALL MAO(0.0,1:D,D,0,1:0)
    CALL 3CPOER
    CALL DSDACE(O.1,X5,D.1,0.7)
```



```
*:%%%:%
```



```
    I= (SIGN.LT。O.0) 50 i2 733
    Y=M=YこHAX
    YMAX=YDMIN
    YOMIN=YOM
    733 XM1 =XMAD1/1.OEE
    XM2 = XOMAX-XM1
    CALL MAF(XM1,XM2,YDMAX,YDMIN)
    ZRAW AXES
    CALL CTPMAG(10)
    CALL AXES
**:%: LASEL X-AXIS
    *:*:**:%
    EALL ETRMA亏(15)
    IPLACE=X5:35.0
```



```
    jOLACE=36.0%YIMIN/(YSMIN-YOMAX)
    うつ, TJ.737
    736 JPLACE=4シ
    737 CALL כLOCE(IPLACE,JPLACE)
```



```
    LABEL Y-AXIS
```



```
    CALL OLACE(12,25)
    CALL CTRORI(1.0), HETRES',10)
    CALL CTRERT(0.0)
    oraw initial surface
                                    *%:%***
    CALL PTPLET(XTコO,YTOP,1,KTここ,-ミ)
    CALL CTRSET(2)
    CAL! SYDLZY(XTJD,YTOP,1,KTここ,62)
    DRAW DEFORMED SUREACE (XD),YこO), *****
***: DRAW DEEORMED SUREACE (XD),YE,O),
    AND EXAGGERATEQ DEFGRMATIGN (XG,YZ)
    GALL OTPLOT(XDO,YDO,1,KTOE,?E)
    CALL OTOLNT(XO,YO,1,K+00,515
    IF (MULTIOEQE1),YOTO 734
    CALN NSCJRV(XO,YU,I'KYTOP)
    GOTJ735
    734 CALL NMCUZV(XOO,YOO,1,KFFF)
    735 CONTIVU三
    ANNOTATE DLOT
    #%准:*:
    CALL GTRSET(1)
    CALL GTOMAG(30)
    CALL ITALIC(1)
```

rall TYロECS（TITLE，32）
CALL ITALIC（0）
CALL CTRMAG（15）
CDLACE＝（XS＊T7OO）－25
CALL PLACE（IPLACE，4）＝LEXURE1， 15 ）
$C A L L$
$C A L E N E F O(3)$
$C A L L$
CTASEC（15）
CALL IYOENC（62）
CALL TYPECS（1 INITIAL SURF2：シ1，：7）
CALL LINEFD（2）
GALL TYPENC（2，
ALL TYPECS（ OE＝JRMEO SURFiCE＇，IE）
GALL LINE＝D（2）
CALL SPACE $(-1 G)$
CALL TYPENC（G1）
CALL TYPECS（O
CALL TYPECS EXAGGERATEO OEFOVMAT：ON＇，25）
GALL SPACF（－2
CALL TYコECS（1（ここSDLACEMENTS X5）1，18）
CALL CTRSET（i）


RETURN
ENO
—＂

SUERUUTINF DISTRT
＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝
SHJW THE DISTEOTICN DF THE E？こY



CDMMJV／WK／XMAX，XMIN，YMAX，YAIN，XSC，YSC，XSD，YSD，XMAPI，
1 COMMON MN／CMAP2，YMAF1，YMAP？，SIGN，NJUT（EI），KMOUT，SOMG（5256）
CQMMEN／IN／CこVIO（500），X（300），Y（300），ISET
$C A L L$
$C A L S P A C E(0.0, X S P, 0.0,1.0)$
$O S P A C E(0.0, X S P, 0.0,1.0)$
CALL MAP（O．0．1．0．0．0．1．0）
CALL 3ORUER
EALL SSPACE（O．D，XSP，O．O，YSP）
CALL MAD（XMAP1，XMAP2，YMAP1，YM2P2）
DRAW A BOX ROUND THE MEこEL
＊＊；＊＊
CALL 3LUPEN
GALL BOX OUTO，XMAX，0．0，YMAX）
CALCULATE AND DRAW OISTORTEこ SHGPE
＊：\％：\％：\％：
こJ 729 JOIS＝2，KNOUT
$X(N O U T(J O T S))=X(\operatorname{NOUT}(J E I S))+=Y S(2 \because N C U T(J Q I S)-1)$
Y（NOJT（JJIS））$=Y(N J U T(J D I S))+D I S コ(2 * N U U T(J J I S))$

## 720

CONL REDPEN
CALL BLKPEN
**** ANNOTATE =LOT ..... 

IDLACE=(XSP: $\because 7.0)-20$
GALL DLACE (IPLAこE, $\rightarrow$ )
GALL BEUPEN
CALL YDECS(0ISFLACEMENTS',13)
米: WRITE TITLE ANJ LAEEL AXES ..... $* * *: \%$ :
CALL LABEL
RETURV
END

SUBRJUTINE EROPLT
 : : : : : : $: ~=$
 
CEM:AZN/WK/ YMAX,XMEN,YMAX,YMEY, XSRYYS, XSO,YSO,


$C A L L$
$C A L L$
$S S D A C E(0.0, X S P, 0.0,1.2)$
CALL SSOACE (0.OQXEP,O.O,
GALL 3JRDER
CALL OSPEEE (0.0, XSP,0.0,YSO)
CALL MADCXMAP1, XMAD2,YMAP1,YMAO?)


JRAW ELEMENTS
*: \% : : * :
IV (50 IGREO=1, NEL


CALL JJI
WRITE ELEMENT NUMQERS

CALL CTPMAG(B)
OO 760 INUM $=1, N E L$

1 (3. 1 ) + (XSC/100.0)
YCEN $=(Y(N O D E L(1, I N U M))+Y(N O O \equiv L(2, I N U M))+Y(N Q J E L(3, I N U M))) / 3.0$
CALL PLCTNI (XCEN,YCEN, INUM)
TGO CONTINUE

CALI LABEL

```
    W2ITE(7.795)
7ヨ5 FПRMAT(iHS,iOX,'PLJT OF G?ここ DRごUにミこ')
NRITG(ÉTZA)
CuLLTIME(\overline{1},1)
RETURN
ENJ
```

```
    SUERこUTINF ORCPS
    ===ミ==========
"****
    IMPLIEIT REAL:OE(A-H,J-W)
```






```
    CALL ESDACE(0.O,XSO,D.C,1.0)
    CALL SSOMCE(0.O,XSPOD,O,1
    GALL 3FFJFR
    C 1LL PSPASE(0.O,XSP,O.0,YSF)
    CALL MAF(XMAP1,XMAP2,VMAP1,YMAP2)
    CALL BOX(0.0,XMAX,O.0,YMAX)
**:*:
    O२AW ELEMENTj
```


WQITE MATシスEAL NUMSERS *****
CALL CTRMAG(10)
DJ 760 INUM $=1, N E L$
CEN=( (X (NCDEL(1, INUM) $)+X($ NOOEL $(2, I$ NUM $))+X(N E \cap E L(3, I N U M)))$
1 (3.0) + (XS $1 / 100.0)$

CALL PLETNI (XCEN,YEEN,ITYOCINUM:
750 CINTINUE
anNotate plot
*: \% : \% \%
CALLCTRMAG(15)

GALL TYOECS(1, LE Y Y VT $M E S H 1,12)$
CALL SPACE(-17)
CALL TYDECS(i (with material NUmaEes)', 2?)
***: WRITE TITLE AND LA3EL AXES

CALL LABEL



```
z=T|RN
FNS
```

```
    SU3RJUTINE MESM(IMESH,NMJOE,NGLJ,NIGE,NSIF,NッMJA, VELA)
```




```
                                    O'员:******
    IMPLIEIT REAL:#B (A-H,O-W)
    1-MGN/NGJ/ X(320),Y(300),LE-T:E),LKIGHTSS)
```






办我; 办


=IND LENGTH GEMJこEL

NELOCK=NNOD/NNOJA
BLSCKS=NSLJCK
X

-


29.110 IMAOO=IMNUOO, NNOS
$X(5 M \vee \Omega D)=X(I M N G \cap-N N O J A)+W I D=$

IENJ=IMNJこ
GOTJ 112
$111 \quad Y(I M N O)=Y(I M N O C-N N O O A)$
110 C与NTENUE

STCD



$\begin{aligned} & 112 \text { OY } 112 \text { IENDN=IENO,NNOC } \\ & X(I E N O N S=X E N D \\ & Y(I E N J N S E Y(I E N D N-I E N O+1) ~ \\ & N O S E T=Y E N O N E T E N O S I ~\end{aligned}$
113 CONTINUS
KENJ=IENO
$K D I F=1$
$114 K E N D=K E N D-1$
IE (X KKENחS ONE OX(KEND-1)) Gこ T=115
Kごミニ $=$ 人 OIF+1
Gう, Tコ114
$115 K_{1} \mathrm{~F}=\mathrm{K} J I F$
110 NOOECT=VODECT+1
$I=\left((X E N D-X(K E N G)) \cdot G E . W I G^{2}\right) \quad G=-J 1: 7$
NODENO(NODECT)=KENO
KEND=KEND+1
$K E T=K C T-1$
$K E T=K E T-1$
$I E(K E T O G T O)$
$K E N E K E N D-K D I=$
$K D I E=1$
KDIE=1
OTO 114

```
    117 KEEUNT=0
```



```
    *%***
    Mп 11? こLEFT=1,KL==T
    OO 119 JLEFT=1, 三
    IE(NOTEL(JLEET,NLEET):LE.NSIE) \becauseAFK=4ARK+1
    KCJUNT=KCOUNT+1
    LEFT(KCDUNT)=ILFFT
    119 CONTINUE
    KCOUNT=KCOUNT+1
    LEFT(ILO)=0}=
    125 LEFT(ILLO)=0
    MELO=NEL
    KCJUNT=0
    NEDGE=0
    KEOGE= 
```



```
#:%:x:x %
    Eこ12% IMEL=IMELOQVEL
    gz((TMELEKELA)。GT.NELE) GJ TC 121
    =((IME--KELA)。NE。LEFT(KMEL)) ここ ?? !2品
    KELA=KELA-1
    CJNTENU?
    120 CONTIN
    NEN 122 JMEL=1, % MMEL-KELA))
    IF (NOLTONSID) GO TJ 12L
    NOOEL(JMEL,IMEL)=V+NMSOA
    I= (NJOEL(JMELGMEL)
    I= IMESH=1, ALL HJRIEONTAL LIMES CJNTINUETJ EJOE
    *%%*%
    I= (IMESH.EQ.1) GJ Tこ 128
```



```
    =La=K=LA-1
127 CINTIMUE
128 DO I30 LMEL=1,JMEL
```



```
    NEDGE=NOOSLCL
130 CONTINUE
    OUT RIGHT END ELEYENTS INTC L2I;H+
129 KEOUNT=KCOUNT+i
    LPIGHT(KCOUNT)=IMEL
    G% TE 124
122 CONTINUE
    ITYP(IMEL)=ITYD(IMEL-KELA)
```



```
    Y= 131 MMEL=1,3
```



```
131 CONTINUE
    IF (KCOUNT.EQ.O) 30 TO 126
    ASSIGN TOPOLOGIES AND PROPERTEES TJ RIGHT END ELEMENTS
    ***:*:%*
    OE 123 IRENE=1,KCJUNT
132 NODSL(JREND,LQIGHT(IRENO))=VこOENJ(NOJEL(JOEND,LE=T(IRENE)))
```

```
123 EOMTYGUE
    RETUZN
125 AROTE(5,呂)
    `うなっ
```




```
103 IMELO=NELB+1
```



```
    20100 JM= =1,3
```



```
        IMNODC=NNココロ+1
```



```
    OO
    x(IMN二O) =x (INNCO-NNOOA)+WICZ
    102CONTINNDE Y(IMNOD-VNOOA)
    RETURN
    ミNO
```



```
:2:%%
```



```
    UIMENSIこNFう(こうこ)
    CALL TIME(O,1)
```



```
*%:%%
NRITE(S&2CGO)
zE4G
ミシュ0 ANJ ECr= iNOUT こAT:
******
GALL
NTFMシ=500
JT:゙シ=2.004
ここここ20k59L=1,Y5S!
```



```
CALL K＝0EM
```




```
    :F (KSこL.{氵.1) こ= 「こ こ022
```

    :F (KSこL.{氵.1) こ= 「こ こ022
    CALL FQGOY
    0j2021 j50=1,NNここ?
    FO(JC0)=FこR゚に=(JFO)
    021 CENTMNuE
NLこまう=NNここ
022 covir躬=
APPLY EEUNDARY EJVJITIこVS

```
```

    gALL GOUNOS
    ```
```

\#%%%SULVESTIEFVESS 三こJATISN
こa\&-5こLVE
CALL VISE!

```

```

\#:%%%%

```



```

2094 EEマMAT

```

    E=(KSこL.Eこ。VSCL) シこ T こ!:!
```



```
    Jワx=2*=2x-1
        \=EGE(j0x)=FO(JEx)
    Y(IEX)=y0(50x)-5%SO(J.x)
```



```
    L2A=(ITX)=Irx
    :T:リシ=?.0
    EALLGごNE(:。1)
202C こNNTHNUE
CU1: C7ATEHUE
**
```


，
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[^0]:    $S M=(51+53) / 2 \cdot 0$
    $T M=(51-53) / ? .0$

